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Preface

After two years of virtual events, the 33rd International Conference on Database and
Expert Systems Applications (DEXA 2022) and the related conferences and workshops
were back in person. This year, the DEXA events were held at the Vienna University of
Economics and Business (WU) during August 22–24, 2022.

DEXAworkshops are a platform for the exchange of ideas, experiences, and opinions
among scientists and practitioners – those who are defining the requirements for future
systems in the areas of database and artificial intelligence technologies.

This year DEXA featured six international workshops:

– The 6th International Workshop on Cyber-Security and Functional Safety in Cyber-
Physical Systems (IWCFS 2022)

– The 4th International Workshop on Machine Learning and Knowledge Graphs
(MLKgraphs 2022)

– The 2nd International Workshop on Time Ordered Data (ProTime 2022)
– The 2nd International Workshop on AI System Engineering: Math, Modelling and
Software (AISys 2022)

– The 1st International Workshop on Distributed Ledgers and Related Technologies
(DLRT 2022)

– The 1st International Workshop on Applied Research, Technology Transfer and
Knowledge Exchange in Software and Data Science (ARTE 2022)

This proceedings includes papers that focus mainly on very specialized topics linked
to applications of database and expert systems technologies, which were selected for
presentation at the DEXA 2022 workshops. There were 62 submissions sent for peer-
review. Out of these, 40 full papers were accepted after a mixed review process, which
included single-blind and double-blind reviews. Each paper underwent approximately
3 reviews.

We would like to thank all workshop chairs and Program Committee members for
their excellent work, namely, Atif Mashkoor and Johannes Sametinger, the chairs of
IWCFS 2022; Jorge Martinez-Gil, the chair of MLKgraphs 2022; Siegfried Hörmann,
Hans Manner, and Florian Sobieczky, the chairs of ProTime 2022; Paolo Meloni,
Maqbool Khan, Gerald Czech, Thomas Hoch, and Bernhard Moser, the chairs of AISys
2022; Alfred Taudes, Edgar Weippl, and Bernhard Haslhofer, the chairs of DLRT 2022;
and Lukas Fischer and Rudolf Ramler, the chairs of ARTE 2022.

Last but not least, we would like to express our thanks to all institutions actively
supporting this event:

• Johannes Kepler University Linz (JKU)
• Software Competence Center Hagenberg (SCCH)
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• International Organization for Information Integration and Web-based Applications
and Services (@WAS)

• Vienna University of Economics and Business (WU)

Finally, we hope that all the participants of the DEXA 2022 workshops enjoyed the
program we put together.

August 2022 Gabriele Kotsis
A Min Tjoa

Ismail Khalil
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Unboundedness of Linear Regions of Deep
ReLU Neural Networks

Anton Ponomarchuk1(B), Christoph Koutschan1, and Bernhard Moser2

1 Johann Radon Institute for Computational and Applied Mathematics (RICAM), ÖAW,
Linz, Austria

anton.ponomarchuk@ricam.oeaw.ac.at
2 Software Competence Center Hagenberg (SCCH), Hagenberg, Austria

Abstract. Recent work concerning adversarial attacks on ReLU neural networks
has shown that unbounded regions and regions with a sufficiently large volume
can be prone to containing adversarial samples. Finding the representation of lin-
ear regions and identifying their properties are challenging tasks. In practice, one
works with deep neural networks and high-dimensional input data that leads to
polytopes represented by an extensive number of inequalities, and hence demand-
ing high computational resources. The approach should be scalable, feasible and
numerically stable. We discuss an algorithm that finds the H-representation of
each region of a neural network and identifies if the region is bounded or not.

Keywords: Neural network · Unbounded polytope · Linear programming ·
ReLU activation function

1 Introduction

In recent years, neural networks have become the dominant approach to solving tasks
in domains like speech recognition, object detection, image generation, and classi-
fication. Despite their high prediction performance, there still exist undesirable net-
work properties that are not fully understood. We investigate phenomena related to
unbounded regions in the network’s input space: the network should not provide high
confidence predictions for data far away from training data. Concrete examples show
how unbounded regions can be used to produce fooling images or out-of-distribution
images that lead to misclassification of the network [4,7,8,10,13]. Robustness against
such adversarial attacks is of utmost importance in critical applications like autonomous
driving or medical diagnosis. There are still open questions concerning the correct pro-
cessing and the meaning of unbounded linear regions for neural network accuracy.

A neural network F can be viewed as a function that maps an input vector x ∈ R
n0

to an output vector inRnL , by propagating it through theL hidden layers of the network.
Each layer performs an affine-linear transformation, followed by a nonlinear activation

The research reported in this paper has been partly funded by BMK, BMDW, and the Province of
Upper Austria in the frame of the COMET Programme managed by FFG in the COMET Module
S3AI.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 3–10, 2022.
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function. Here we use the ReLU-activation function σ(x) := max(0, x), and therefore
F : Rn0 → R

nL is a continuous piecewise linear function. It splits the input space Rn0

into a finite set of linear regions (polytopes), on each of which the function F is linear,
i.e., it can be described as x �→ A · x+ b for some A ∈ R

nL×n0 , b ∈ R
nL .

It has been shown [6] that neural networks with ReLU activation function and soft-
max as output (the network is then called a classifier) achieve overconfident predic-
tions in all unbounded linear regions. Moreover, it is not clear what impact unbounded
regions have on the neural network’s calibration [12]. It is beneficial to know that the
trained model provides accurate predictions and the ones that describe the confidence in
the output class correctness. This leads us to the task of deciding which linear regions
are bounded and which are unbounded. For the bounded regions the next question is
if their volume is sufficiently large to contain adversarial examples. Determining the
volume of a convex polytope is a polynomial problem. It can be done either by tri-
angulation [1] or by volume approximation using Monte Carlo sampling or random
walk methods [3,11]. The recent approximation approaches achieve the complexity of
O(Nn4

0) steps, where n0 is the dimension of the input space and N is the number of
inequalities defining the given polytope. As a result, it is challenging to apply them in
practice for high-dimensional input spaces and deep neural networks.

We discuss an algorithm for checking the boundedness of a polytope H ⊂ R
n0 . In

order to do so, we first revise the algorithm from [16] that for any point x ∈ R
n0 calcu-

lates a maximal linear region H such that x ∈ H. Then by using the H-representation
of the polytope H we provide an algorithm to check whether H is bounded or not.

2 Preliminaries

A function F : Rn0 → R
nL defined by a neural network propagates an input vec-

tor x ∈ R
n0 through L hidden layers to some output vector in R

nL , where ni

denotes the number of neurons in the i-th layer. More precisely, the i-th hidden layer,
i ∈ {1, . . . , L}, performs the mapping ai, which is described by the following compo-
sition of functions:

ai(x) := σ ◦ fi(x),

where fi : Rni−1 → R
ni is an affine mapping and σ : R → R is a non-linear function

that acts componentwise on vectors. Each affine mapping fi is represented by a linear
function fi(x) := Aix + bi, where Ai ∈ R

ni×ni−1 and bi ∈ R
ni , and where the

non-linear part is the ReLU activation function σ(x) := max(x, 0). Hence, a neural
network F : Rn0 → R

nL has the form

F (x) := fL ◦ σ ◦ fL−1 ◦ . . . ◦ σ ◦ f1(x).

Since F (x) is a composition of affine and ReLU activation functions, it follows that it
is piecewise linear. This property of F (x) implies that the input space Rn0 is split into
a finite set of linear regions {Hi}J

i=1, such that the function F (x) is linear in each Hi

and R
n0 =

⋃J
i=1 Hi. It can been shown [16] that all the regions are polytopes and for

each one its so-called H-representation can be determined: every polytope H ⊆ R
n0
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can be represented as a finite intersection of halfspaces, i.e., as the set of all points that
satisfy a finite list of linear inequalities:

H :=
{
x ∈ R

n0 | Wx ≤ v
}
,

where W ∈ R
N×n0 , v ∈ R

N , and N = n1 + · · · + nL denotes the total number of
neurons of the network F . Moreover, an algorithm was proposed in [16] that computes
for a given point x ∈ R

n0 the corresponding polytope H(x) ⊆ R
n0 (see Appendix A).

3 Representation and Analysis via Code Space

With the preparations introduced above, we can now present an algorithm that checks
whether the polytope H(x) is bounded or not, for a given point x ∈ R

n0 . Without
loss of generality, we can assume that the H-representation of H(x) does not have
any duplicated inequalities, i.e., the augmented matrix (W|v) ∈ R

N×(n0+1) does not
have any repeated rows. Let us denote by ker(W) the null space of the matrix W. The
following lemma enables us to check the boundedness ofH(x).

Lemma 1. A non-empty polytope H = {x ∈ R
n0 | Wx ≤ b} is bounded if and only

if ker(W) = {0} and the following linear program admits a feasible solution:

min ‖y‖1 subject to WTy = 0 and y ≥ 1. (1)

Proof. (“⇒”) Assume, that H is bounded and non-empty. Then it follows that the null
space of W is trivial, because otherwise, there would exist a non-zero vector v ∈
ker(W) such that for all scalars λ ∈ R and any point x ∈ H the following holds:

W(x+ λv) ≤ b ⇒ x+ λv ∈ H.

As a result, the polytope H is unbounded, contradicting our assumption.
Now, let us assume that the linear program (1) does not have a solution. It can

only be the case when the set of feasible solutions that is described by the restrictions
WTy = 0 and y ≥ 1 is empty. By Stiemke’s Lemma, see Appendix C, it follows that
there exists a vector v ∈ R

n0 such that Wv > 0. Thereby, for all vectors x ∈ H and
for all non-positive scalars λ ∈ R we have:

W(x+ λv) = Wx+ λWv ≤ b ⇒ x+ λv ∈ H.

As a result, the polytopeH is unbounded, that is contradiction. Thus, if the given poly-
tope H is bounded then the given linear program has a solution and the null space of
the matrix W is trivial.

(“⇐”) Assume that the null space of the matrix W is trivial and the linear pro-
gram (1) has a solution. If the given (non-empty) polytope H was unbounded, then
for all vectors x ∈ H there would exist a nonzero vector v ∈ R

n0 , such that for all
non-negative λ ∈ R holds x+ λv ∈ H. It follows that

λWv ≤ b − Wx, (2)

where b − Wx ≥ 0. If at least one of the entries of Wv is positive, then there exists
λ′ > 0 such that the inequality (2) breaks. Thus Wv ≤ 0, and Stiemke’s Lemma,
together with the trivial null space of W, leads to a contradiction. �
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Concerning the complexity, note that in the worst case, it is necessary to compute
the null space of the matrix W and to solve the linear program described in Lemma 1.
The basic algorithm to solve the linear programming problem is an interior-point algo-
rithm [15]. It has the worst-case complexity O(

√
n0L), where L is the length of the

binary encoding of the input data:

L :=
N∑

i=0

n0∑

j=0

�log2(|wij | + 1) + 1�,

where wi0 = bi and w0j = 1. The complexity of the solver depends on the input
dimension n0 and the number N of inequalities. The HiGHS [9] implementation of the
interior-point method finds an optimal solution even faster in practice.

On the other hand, the complexity for computing the null space of the matrix W ∈
R

n0×N is at most O(n0N min(n0, N)). Hence, the total-worst case time complexity
for the given approach is at most O(n0N min(n0, N) +

√
n0L). In practice, modern

implementations interior-point algorithms, like HiGHS, use techniques for speeding up
computation, for instance, parallelization.

We implemented Lemma 1 and the polytope computation algorithm, see
Appendix A, in Python with libraries for scientific and deep learning computing:
SciPy [18], NumPy [5], PyTorch [14]. For time execution measurements we used the
basic Python library timeit. For creating the graphics we used the matplotlib library [2].

Fig. 1. Decision surfaces splitted into polytopes for depths L = 2, 3. In each polytope a neural
network is linear. The leftmost and rightmost regions are unbounded.

4 Experiments

In this section we are going to discuss some preliminary experiments that we carried
out with our implementation.

The first experiment is based on a neural network that is defined recursively. On the
unit interval [0, 1] we define the function F (x) := max{−3x+1, 0, 3x− 2}. Its nested
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Fig. 2. Time needed for checking whether the calculated polytope is bounded. The left plot shows
timings for different input spaces and a fixed neural network withN = 1074 neurons. In the right
plot, the input space is fixed (n0 = 1024) and the total number of neurons varies.

composition is the following: F l+1(x) := F
(
F l(x)

)
and F 1(x) := F (x), see Fig. 1.

The decision boundary is defined as the upper border of the regions:

HL :=
{
(x, y) ∈ [0, 1]2

∣
∣ y ≤ 1

2 (FL(x) + 1)
}
.

The network FL(x) is used to test the algorithm. The reason is that this network could
generate any number of explicit linear regions. The greater recursion L, the greater is
the number of linear regions the network generates. While experimenting with this net-
work, we found several problems that could occur during the execution of the algorithm.
Firstly, after computing the H-representation of a polytope, all identical rows should be
removed from the corresponding matrixW. If the matrix contains identical rows, it can
provide incorrect results. Secondly, not all linear problem solvers can handle problems
with floating point numbers in practice. For example, the basic interior-point linear pro-
gram solver in SciPy failed to solve such problems due to numerical problems. On the
other hand, the HiGHS implementation succeeded.

The second experiment evaluates the time dependency on the dimension n0 of the
input space and the number N of neurons. For this experiment, fully-connected neural
networks were generated with random weights. Suppose that the number of neurons is
smaller than the dimension of the input space N < n0. In this case, any region H is
unbounded because the corresponding matrix W will have a non-trivial null space. As
a result, there is no need for solving the linear program task in such a situation. Also,
one can see the “drop” in the time measurements in the left plot of Fig. 2 because of
it. Otherwise, if n0 ≤ N , then there are cases where one needs to compute the null
space and the linear program for the givenW. As a result, in the right plot, the jump at
N = 1024 is explained because not all null spaces are non-trivial beyond this point.

5 Outlook and Future Work

The algorithms presented in the paper are the first step in further understanding the
properties of the linear regions that correspond to a neural network. There is an open
question of detecting linear regions prone to containing adversarial examples. Is there a
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relation between the region’s volume and this problem? What should one do to bypass
the problem in such networks? Also, the same questions relate to unbounded regions.

Furthermore, there is an open question of how geometric knowledge about the tes-
sellation of the input space can help us create better validation and test sets? Using
these algorithms, one can work with polytopes that correspond to training and valida-
tion points and compare them.

Appendix A: Polytope Calculation for an Input Point x

Let us remind that the ReLU neural network F (x) = fL ◦σ ◦fL−1 ◦ . . .◦σ ◦f1(x) is a
composition of L affine functions fi(x) = Aix+ bi, where Ai ∈ R

ni×ni−1 and bi ∈
R

ni for all i ∈ {1, . . . , L}, with a point-wise non-linear function σ(x) = max(x, 0).
We denote the i-th hidden layer of the network F (x) by ai(x) = σ ◦ fi(x).

A binary activation state for an input vector x ∈ R
n0 is the function

βik
k (x) :=

{
1, aik

k (x) > 0,
0, otherwise,

where aik
k (x) is the ik-th output of the k-th hidden layer ak, for all k ∈ {1, . . . , L} and

ik ∈ {1, . . . , nk}.
A polar activation state for an input vector x ∈ R

n0 is the function

πik
k (x) := 2βik

k (x) − 1,

for all k ∈ {1, . . . , L} and ik ∈ {1, . . . , nk}. Note that we defined two binary functions
which have the sets {0, 1} and {−1, 1} as codomains, respectively. By using βik

k (x)
and πik

k (x), we now collect all states of a layer into a diagonal matrix form:

Qπ
k (x) := diag

(
π1

k(x), . . . , π
nk

k (x)
)
,

Qβ
k(x) := diag

(
β1

k(x), . . . , β
nk

k (x)
)
,

where k ∈ {1, . . . , L}. We will use the matrix Qβ
k(x) to model the behavior of the

activation function in the k-th layer. For each input vector x ∈ R
n0 , the matrices

Qπ
k (x) and Qβ

k(x) allow us to derive an H-representation of the corresponding poly-
tope H(x) ∈ {Hi}J

i=1 in explicit form. More precisely, the H-representation is given
as a set of inequalities in the following way:

H(x) :=
{
x′ ∈ R

n0 | Wk(x) · x′ + vk(x) ≥ 0, k ∈ {1, . . . , L}}, (3)

where

Wk(x) := Qπ
k (x)Ak

k=1∏

j=1

Qβ
k−j(x)Ak−j , (4)

vk(x) := Qπ
k (x)

k∑

i=1

⎛

⎝
k−i∏

j=1

Ak−j+1Q
β
k−j(x)

⎞

⎠bi, (5)



Unboundedness of Linear Regions of Deep ReLU Neural Networks 9

such thatWk(x) ∈ R
nk×n0 and vk(x) ∈ R

nk . According to (3), the polytopeH(x) is
defined by exactly N = n1 + . . . + nL inequalities. However, in practice, the number
of half-spaces whose intersection yields the polytopeH(x) is typically smaller than N ,
so that the above representation is not minimal in general.

Appendix B: Unbounded Linear Region Problem

As mentioned in Appendix A, a ReLU neural network F splits the input space Rn0 into
a set of linear regions Rn0 =

⋃J
i=1 Hi. On each such linear region the network realizes

some affine function
FHi

(x) := Aix+ bi,

where Ai ∈ R
nL×n0 , b ∈ R

nL , xi ∈ Hi and i ∈ {1, . . . , J}. So the given network
F is represented by a set of affine functions FHi

, each of which corresponds to some
linear region Hi for all i ∈ {1, . . . , J}.

Assume that Ai does not contain identical rows for all i ∈ {1, . . . , J}, then for
almost all x ∈ R

n0 and ε > 0, there exists an α > 0 and a class k ∈ {1, . . . , nL} such
that for z = αx the following holds:

exp(Fk(z))∑nL

j=1 exp(Fj(z))
≥ 1 − ε. (6)

Inequality (6) shows that almost any point from the input space Rn0 can be scaled such
that the transformed input value will get an overconfident output for some class k ∈
{1, . . . , nL}. See reference [6] for a proof of the above statement.

Appendix C: Stiemke’s Lemma

Stiemke’s Lemma states the following:

Lemma 2. LetW ∈ R
m×n andWx = 0 be a homogeneous system of linear inequal-

ities. Then only one of the following is true:

1. There exists a vector v ∈ R
m such that the vector WTv ≥ 0 with at least one

non-zero element.
2. There exists a vector x ∈ R

n such that x > 0 and Wx = 0.

This lemma has variants with different sign constraints that can be found in [17].
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1 Introduction

Starting point of this whole project and research was the search for a math skill
ranking method in the spirit of the Elo Chess ranking system [1] to develop our
ideas, ways of teaching and explanations of mathematics in a way independent
of time and place and with an automatic adaption to the individual needs of the
learners [4,7]. In the following sections we will first shortly describe the origin of
the use case and implementation to clarify the decisions made in the following
chapters concerning our adaptive algorithm and data analysis. At the end, we
will give an outlook on the refining steps, which shall improve the algorithm
according to the underlying learning theories.

1.1 The Story Behind - Origins of the Use Case

Since explaining math to people in a tangible, motivating way is a well-known
challenge for teachers and therefore a well-studied area (e.g.cognitive load [17],
the influence of working memory components [10] or students and learner mod-
els [7]) we met with some success in fulfilling this task in an educational envi-
ronment. In particular, due to the great demand, we elaborated our ideas into a
math-student oriented smartphone application.

Focusing on the various needs of our target group - specifically the currently
low achieving mathematics students - we are aware of their being digital natives
and thus linking easier to smartphones than books. We observe that because of
their many other duties during school time, they need an individual amount of
learning time and support to fully grasp the corresponding math concepts. These
are mostly unattached to the learner’s mathematical school and study time, so
that our team’s aim is enhancing deep study for our students, as well as engaging
them in training of mathematical concepts as much time as possible [4].

Hence, in order to optimize our own tool, we compared several mathematics
learning platforms, but most of them lacked in one way or another our medial
scenario (e.g. Moodle was not quite accessible via smartphone or tablet, learn-
ing card systems had difficulties with displaying math symbols, learning manage-
ment systems have the drawback of being teacher focused and thus may enhance
math anxiety, a circumstance that should be avoided at all costs [20]. Also, none
of the tools had an adaptive feature). We created our own mobile adaptive math
training application, working for a piece of technology

“that supports some of the most effective learning principles identified
during the last hundred years”

[18], involving the ideas of J. Bruner’s “spiral principal” [2] and Cognitive Load
Theory (CLT, [16]). Establishing the missing connection between much learning
material and often overwhelmed and confused students by self-organizing their
own learning is the main idea [4].
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The Cognitive Load Theory is based on the assumption that the working memory
necessary for learning is limited in its capacity. In order to be able to categorize
and organize knowledge, it is necessary to challenge the learner’s working mem-
ory and at the same time not to overload it. Ideally, this is achieved by optimizing
the learning environment and by formulating the learning content clearly and
without irrelevant information. In addition, the level of difficulty should be cho-
sen in such a way that the learners are neither under nor overwhelmed. Hence,
this learning process is always dependent on the previous history and current
state of a learner, requires good prognosis about possible development and can
therefore be represented particularly well by a Markov process. If this combina-
tion is successful, particularly effective learning is possible and the complexity
of the selected tasks can be increased bit by bit - in addition to avoidance of
frustration and gain in motivation [3].

In the following sections the results of these considerations (a work in pro-
cess), the current algorithmic developments and their background theories are
presented. Afterwards we will explain the program, test runs and the process of
data collection, before we finish with analysis, conclusions and outlook.

1.2 An Adaptive Mobile App for Math Training

To counter the above mentioned issues in math education within the settings
available to us, we developed short training of 10 mini-tasks, each divided in
twenty different math topics. We implemented them in a mobile application,
available in various online stores. In order to manage the cognitive load [3],
specially developed tasks were created and classified in distinct difficulty levels
to put the spiral principle [2] into practice. Also we get the possibility to assign
them to the learners automatically [21], adapting to their individual skill level.
Until now, this is achieved by expert assessment and a static algorithm designed
by the team. As this is not practical, error prone and subjective ([7]), the next
step - argued in this paper - will be the development of an automatically adapting
algorithm, that simultaneously classifies users’ abilities as well as task difficulties
numerically.

2 Ranking Based on the Elo System

In the following two sections, the standard Elo ranking system is explained, and
our extension producing numerical convergence is defined.

2.1 Automated Estimation of Skill and Difficulty
as a Problem-Solving Match Between Learner and Exercise

Like other theories useful for estimation of skills (such as Item Response The-
ory in the form of so called Rasch Models [14]), the Elo rating system has the
advantage of flexibility in modeling skills of individuals. With sufficient accu-
racy in identifying the parameters of the model, the model let’s ranking scores
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evolve both according to a random and a systematic part. The systematic part
expresses the convergence towards, while the random part expresses fluctuations
which come from the step by step updating of the system according to match-
scores (in Chess) - which will be replaced by solving attempts of math exercises
by the training tool MatheArena ([15], Chap. 5).

Berg [1] has introduced an approach for adapting the Elo Chess Rating Sys-
tem, customized to the replacement of the Chess-match with the trial of strength
between student and learning-item. A student meets an item and has either the
chance to win or lose, depending on whether the solution/answer is right or
wrong. Thus, the students’ ability as well as the task difficulty gets a rating and
therefore an automated classification, unattached to (possibly) biased expert
assessment [7].

The Standard Elo Ranking System. Following Pelanek’s suggestion, we not
only assign Elo numbers to learners, but to exercises, as well [15]. The usual Elo
rating implies the following definitions:

fxβ =
1

1 + 10−β·x (1)

The probability to solve a problem with Elo rank EB by a person with Elo
rank EA is approximated by

EA = F (vi − vj , β), (2)

while the probability to fail in solving the problem is

EB = F (vj − vi, β) = 1 − EA. (3)

After one round of problem-solving, the ranks of person and exercise are
updated with these probabilities together with the information about the true
current outcomes (SA, SB ∈ {0, 1}) by

RA + k · (SA − EA) and RB + k · (SB − EB), (4)

respectively [3].
Note that already the classical Elo system only allows rank-adaption by solv-

ing easy tasks to be low (due to a small difference of SA − EA = 1 − EA in (4)),
while a high such adaption undergoes an unlikely win/solving of a task (due to
a large corresponding difference between indicator SA and winning probability).
Also, in the classical Elo rating system, the learning rate k is fixed and the sys-
tem with arbitrary initial ranks describes an asymptotically stationary Markov
chain. This is equivalent to the convergence of the random variables RA, RB

being’in distribution’ [5]. It is the subject of the present case-study to determine
an optimal time-dependent learning rate, to render the system an inhomoge-
neous Markov Chain with the ranks RA, RB converging to real numbers, almost
surely ([19], Chap. 5.2).
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The test program - implemented in the programming language R - implements
a simulation of the discrete time Markov Chain defined by the Elo System, with
a learner (’Emmy’ - in memory of Emmy Noether) and several exercises to be
solved by her during each time step. The code is designed to carry out experi-
ments (see Sect. 3, below) with the aim of measuring the degree of convergence
of a suitable mean under different learning-rate adaption strategies. For more
detailed investigations, the basic program is available at any time under the
following link: https://github.com/MatheArena/time-inhomogeneous-Markov-
chains.

2.2 Time-inhomogeneous Markov Chains

In order to carry out the R program, we let the ranks and the learning rate
depend on a discrete time variable t ∈ N, expressed by RA(t), RB(t), and k(t),
respectively. To make the random sequences of ranks RA(t), RB(t) converge to
real numbers, almost surely, we tested several methods to let the learning rate
k(t) converge to zero, making the rank-changes in (4) vanish, asymptotically. The
certainty about numerical convergence of the considered Elo ranks is established
by the following theorem:

Theorem By (4) every learning rate function k : N → R+ converging to
zero for t → ∞ induces a sequence of converging Elo Ranks.

Proof: The Elo ranks (here: RA, same applies to ranks of Item levels RB,) defined
by (4) are bounded from below by zero, and from above by the sum of ini-
tial ranks (no additional players are entering during the game). By Bolzano-
Weierstrass’ Theorem, there is a converging sub-sequence. Any two converging
subsequences will have the property, that their difference is bounded by C · k(t)
with some C > 0. In particular, there are the sequences of the upper and lower
accumulation points. Considering their difference,

lim sup
t

RA(t) − lim inf
t

RA(t) = lim
t→∞(sup

r>t
RA(r) − inf

s>t
RA(s)) ≤ C · lim

t→∞ k(t) = 0,

shows their equality and therefore the existence of the limit lim
t→∞ RA(t). ��

Remark: The convergence is not only’almost sure’ (up to a set of measure zero),
but true for every sequence of Elo ranks (with k(t) → 0).

The variables are using Markov chains in order to estimate the applicability
and problem areas of the selected algorithms. Therefore, we try various vari-
ants of given starting values and probabilities for solving tasks. To examine the
possibilities on the given theoretical basis, we vary the following parameters:

The number m gives information about the number of different item families
(further explanations about this term can be found in [9]) in the theoretically
given item pool. We choose m = 4, one difficult (ItemLevel 1, 30% solving rate)
and three low-level exercises (ItemLevel 2-4, 70% solving rate). The initial value
of the rank is chosen equally for the person (to be 7), as well as the difficulty level
of the tasks to show the correct convergence despite randomly chosen starting

https://github.com/MatheArena/time-inhomogeneous-Markov-chains
https://github.com/MatheArena/time-inhomogeneous-Markov-chains
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Table 1. Varied parameters in the Markov process.

Parameters Definition Variants

RA Elo rank person > 0

RB (Vector of) Elo rank problem > 0

t Discrete running time variable t ∈ {1, . . . , n},

m Number of item families 4

n Number of solved tasks 80, 100, 1000

β Steepness of sigmoid parameter 0.1

k Time-dep. learning rate convergence 4 variants (given below)

l range of running mean (RM) 0–25 of last times steps

ranks. The number of time steps n also represent the number of answers ‘Emmy’
is giving to each of the tasks, always randomly chosen out of the item pool above
(In particular, no exercise is given, twice!)

We post-pone the task of determining the influence of the initial condition
to another study. For k(n) to converge we study the four different learning rates
of Table 2, as characteristic representatives of different speeds of convergence:

Table 2. Four different types of time-dependent learning adaption rate k(n):

Type: Formula for k(n) Parameters found through experimentation:

Constant c c

Arithmetic a
1+b·n a = 4, b = 1 [15]

Exponential d · exp(−λ · n) d = 1, λ = 0.06

Logarithmic e
log(1+f ·n)

e = 2, f = 1

While the arithmetic type is taken from [15], the logarithmic type is inspired
by the theory of simulated annealing [13]. There, a so called ‘cooling schedule’ for
Markov Chain Monte Carlo simulations [12] was chosen to be of the logarithmic
type to ensure almost sure convergence towards of a time inhomogeneous Markov
chain in an unbiased way (to its expected ‘ranks’) [8].

Finally, we also apply a running (arithmetic) mean in time with the range of
the last l rank-values. The objective of this study is to determine by experiment
an optimal pair of learning rate and running mean range to achieve fast conver-
gence. The core statements of the learning psychology theories described at the
beginning are used as a basis for decision-making.

3 Data and Experiment

So, if we now combine the learning psychology theories and the Markov pro-
cesses, we get the following practical use case: We assume that a (simulated)
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user answers different (simulated) tasks of a certain (level) type with approxi-
mately the same difficulty n times (time steps). According to [11] (Sect. 2.2), this
is a valid approach if the exercises difficulty level is evaluated with a parametric
model. For example, in algebraic tasks it should be guaranteed that fractures do
not coincide, zero division is excluded and the solving steps remain comparable.
Note that we do not yet know the Elo ranks of these item levels.

We examine the 4 different learning rate types in our theoretical test environ-
ment to find the best possible approximation in few time steps for the assumption
of the actually happening learning process [2,3].

With the aim of clarity and comprehensibility we limit the number of item
families to 4 and choose only one learner (‘Emmy’ - black curve) for the test,
since the results do not significantly differ with larger numbers. To check the
validity of the ranking, we observe the convergence of the evaluations over time,
and whether they eventually group in distinct characteristic clusters. Experimen-
tation (see next section) yielded the optimal length of the running mean to be
at a value of 10 backward time steps, independently of the speed of convergence
of the learning rate k(n). Figure 2 shows the onset of numerical convergence of
the Elo ranks in the case of the logarithmic type learning rate as compared to
the standard Elo ranking (weak convergence) shown in Fig. 1.

Fig. 1. Constant learning rate k(t) Fig. 2. Logarithmic convergence of k(t).

4 Analysis and Results

After testing all relevant variations of convergence factors and the associated
parameters, we are able to exclude the variants with constant and exponen-
tial factor before detailed analysis because there can too slow convergence be
observed for the former (see Fig. 1) and too wide a range for the latter. Hence,
we limit ourselves to compare the suggested convergence factors - arithmetic
from [15] and logarithmic motivated by [1]. In the evaluation of the statistics
after 100 runs of the mentioned random experiments it can be observed that the
basic Elo rating system applied for education (Fig. 3) has a greater deviation
and variance than the logarithmic convergence factor (Fig. 4). The same goes
for the span. Hence, the second one is more precise and distinct and therefore a
more appropriate basis for our presented application.
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Fig. 3. Basic Elo rating: some overlap
between rank-clusters.

Fig. 4. Logarithmic Conv. factor: less
overlap, better distinction between ranks.

As the ground truth of the limits of the ranks, we consider the expected
values of the asymptotic distributions of each of the observed Elo ranks. We
estimate these by taking large time values (n = 1000) and large running mean
ranges (l = 100). (Note: These numbers are only used for quality assessment,
not in the online use of the algorithm.)

Now, for the quality of the chosen learning-rate/running-mean pair we
consider two characteristic values: i.) the standard deviations (sq. root of
E[(RA(n) − E[RA(n)])2]) of the empirical distributions of the simulated pro-
cess for N = 100 simulations after n = 80 solved tasks (time-steps), and ii.) the
standard deviation from the estimations of the exact limiting expected values
(the square root of the expected value of RA(n)−RA)2]). In mathematical terms:

SD1 :=

√
√
√
√

1
n

n∑

i=1

[(RA(i) − E[RA(n)])2], and SD2 :=

√
√
√
√

1
n

n∑

i=1

[(RA(i) − RA)2].

(5)
We note that SD1 expresses the convergence of the rank RA, as a sequence,

while SD2 expresses convergence of the rank to the specific limit RA. Both qual-
ities are desirable for the use in the application of (person-) skill and (exercise-)
level estimation. The Parameters of the formulas for k(t) in Table 3 are found
by optimizing (minimizing) SD1. The results demonstrate that the pay-off of
slower convergence of the running mean to the true asymptotic values (showing
in larger values of SD1) coming with the decreasing learning rate k(t) is tolerable
under lesser overlap of the measured distribution. This shows in particular for
the item family levels, for which the common initial value (of 7) differed strongly
from the asymptotic mean. The other decay types of k(t) reduce their local vari-
ance SD1 faster, but convergence to the true (expected) values (horizontal lines)
does not show (SD2 remains large). Therefore, the best approach for our use case
(smartphone apps with frequently visiting and identifiable learners) emerges via
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Table 3. Types of time-dependent learning rates k(t) (see Table 2 for definition) and
estimates of the standard deviations (SD1 and SD2) of Elo ranks after n = 80 steps:
(see the violine plots in Fig. 3 and 4.). It is seen, that the logarithmic k(n) succeeds
over the constant k(n) for both SD1 and SD2 for Emmy and all ItemLevels. It also
succeeds over all other k(n) in the case of the ItemLevels (Exercises).

Type SD1 (Emmy) SD2 (Emmy) SD1 (1) SD2 (2) SD1 (3) SD2 (3)

Const. 0.81 0.95 1.30 1.18 1.13 1.18

Arith. 0.42 0.56 0.55 1.34 0.61 1.34

Exp. 0.47 0.62 0.63 1.31 0.66 1.3

Log. 0.67 0.80 0.92 1.00 0.86 1.00

the logarithmic learning rate and differs from the arithmetic learning rate used
in [15] in the sense of evenly balanced convergence of the running mean and the
standard deviation (see Sect. 3 to the true (asymptotic) value).

5 Conclusions - Practical Use of the Ranking System

The implication for our application is insight into the number of exercises neces-
sary to obtain reliable ratings. We are able to tolerate the reduction in the speed
of the running mean’s convergence in favor of observed variances of the ranks
that allow for the classification of the different skill levels by using a suitable
discrete scale for the available exercise groups. Again, we note the coincidence
of this optimal convergence rate with the logarithmic type cooling schedule for
inhomogeneous Markov chains applied to MCMC algorithms [13].

As an outlook, the knowledge about the number of exercises students have to
solve to obtain a reliable ranking skill estimate lets us further develop the tools
to actually improve their skills. We realize that after mapping the learner’s and
the exercise group’s rating as good as possible onto the Elo scale, we still need
to represent the gradual improvement of the problem-solving person from its
educational (learning) perspective. In view of the claims made by the CLT [3,16],
we are lead to ask:

Which combinations of learning rate functions k(t) and averaging best suits
our application of the Elo rating system under the simultaneous dynamics of
changing (increasing) learning skills?

For the formidable task to also detect non-trivial learning trends, we aim
at using assistance by machine learning methods such as deep-learning assisted
non-linear trend-detection [4].

Acknowledgments. We chose the name of our fictitious learner to be ‘Emmy’ in
honor of the great Emmy Noether who received the first habilitation in Mathematics
at a German University in 1919. Emmy Noether also received private math tutoring [6].

Furthermore, we would like to add our thanks to FFG - the Forschungs-
förderungsgesellschaft from Austria for supporting our research financially.
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Abstract. Predictive maintenance is a crucial strategy in smart indus-
tries and plays an important role in small and medium-sized enterprises
(SMEs) to reduce the unexpected breakdown. Machine failures are due to
unexpected events or anomalies in the system. Different anomaly detec-
tion methods are available in the literature for the shop floor. However,
the current research lacks SME-specific results with respect to compari-
son between and investment in different available predictive maintenance
(PdM) techniques. This applies specifically to the task of anomaly detec-
tion, which is the crucial first step in the PdM workflow. In this paper,
we compared and analyzed multiple anomaly detection methods for pre-
dictive maintenance in the SME domain. The main focus of the current
study is to provide an overview of different unsupervised anomaly detec-
tion algorithms which will enable researchers and developers to select
appropriate algorithms for SME solutions. Different Anomaly detection
algorithms are applied to a data set to compare the performance of each
algorithm. Currently, the study is limited to unsupervised algorithms due
to limited resources and data availability. Multiple metrics are applied
to evaluate these algorithms. The experimental results show that Local
Outlier Factor and One-Class SVM performed better than the rest of the
algorithms.

Keywords: Predictive maintenance (PdM) · Small and medium-sized
enterprises (SME) · Anomaly detection · Unsupervised algorithms ·
Comparative analysis · Condition monitoring · Remaining Useful Life
prediction (RUL)

1 Introduction

Anomaly detection is a process of finding different data points which are away
from the normal behavior of the whole data set. An outlier observation is one
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that significantly deviates from the rest of the observations. So Anomalies or
outliers are those data instances that differ from other instances and are rare
as compared to other instances. In the early stage, anomaly detection was used
only for data cleansing purposes but with the passage of time, it got importance
in many other fields like disease detection, fault detection, network intrusion
detection, fraud detection, banking data, etc. The main motivation for this study
is to find the Remaining Useful Life of machinery in any Manufacturing industry.
This anomaly detection can be the basis for many other areas of research like
network intrusion detection or fraud detection in banking data.

Predictive Maintenance in SME (Small and Medium-sized Enterprise). As we
know, we are entering the era of the fourth industrial revolution with the adapta-
tion of computers with smart and autonomous systems using data and machine
learning. SMEs would get more benefits because technology is affecting their
industrial goal, architecture, and Methodology. SMEs are enterprises that involve
250 workers and turnover less than 40 million. SME Maintenance plays a vital
role in its financial and temporal matters. Plant downtime due to maintenance
costs manufacturers therefore preventive measures, where equipment is main-
tained before it fails, is better than reactive maintenance in which equipment
failure is fixed after a breakdown. Many SMEs now use predictive maintenance
for the accurate prediction of failures before they occur. This reduces the risk of
downtime and costs by replacing inefficient parts in time. It also increases the
equipment lifespan through maintenance or replacement of wearing parts well in
time. Anomaly Detection can play a pivotal role in fault detection and predictive
maintenance in SMEs.

Anomaly Detection is gaining more importance with the passage of time.
Anomaly Detection have many usage in different area of research such as in
healthcare to find disease [1], in cyber-security for network intrusion detection
[2], in Banking and financial sector for fraud detection [3], in manufacturing
industry to find faults [4] and decay in machinery and lot more. One major use
of Anomaly Detection is to find the Remaining Useful Life (RUL) [5] of machin-
ery or assets in any industry which could be helpful in Predictive Maintenance
[6]. The use of Anomaly detection in finding the Remaining Useful life of machin-
ery helps to adopt a better approach to Predictive Maintenance which surpris-
ingly enhances the productivity of small and medium-sized enterprises (SMEs).
NASA’s prognostic Centre published a data set named Commercial modular
Aero Propulsion System Simulation (C-MAPSS) [7] which contains turbo fan
Engine recorded data and it provides researchers enough data for every stage
in machinery life with different operations and fault conditions. In this study,
we have used nine different Anomaly detection algorithms on CMAPSS data
set to compare the performance of each algorithm. The main motivation for
detecting anomalies with different algorithms in this study is to find better algo-
rithms for fault detection or to find Remaining Useful Life (RUL) for predictive
maintenance (PdM) of machinery or asset in small and medium-sized enterprises
(SMEs).
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1.1 Anomaly Detection Techniques:

There are basically three main types of Anomaly Detection Techniques through
machine learning [8]: Those based on i. supervised, ii. semi-supervised, iii.
unsupvervised, and iv. reinforcment learning. An important aspect is the poten-
tial capability of the method to be used in online (versus offline) operational
mode.

Supervised Anomaly Detection: In Supervised Anomaly Detection labeled
training and test set is provided to the model. The major drawback of this
approach is that it is difficult to obtain more labeled data because it is not cost-
efficient and in some cases, it is not possible to have labeled data at all (see [25],
Sect. 3.1).

Semi-Supervised Anomaly Detection: In Semi-Supervised Anomaly Detec-
tion training set with normal data (this means without any labeled features
which distinguish anomalies) and a labeled test set are provided to the model.
Again scarcity of labeled anomaly data is a major problem in this approach. [27]

Unsupervised Anomaly Detection: One data set without any labels is pro-
vided. Mostly real-world data does not provide labeled data so this approach is
more applicable. In this approach, anomalies are detected on the bases of the
inherent properties of the data set. Usually, distances or deviations are mea-
sured in order to distinguish what is normal and what is an anomaly (see [25],
Sect. 3.2). In this study, we focus on modern unsupervised anomaly detection
techniques, with relatively little prior research activity.

Probabilistic Methods: A specific sub-class of unsupervised anomaly detec-
tion methods are the methods based on the description of the signal in terms of a
probabilistic model. All the so called change point detection methods from statis-
tics (originating in sequential analysis [22,29]) are of this type. Their specific
advantage is their principle capability of being applicable in an online setting, i.e.
as opposed to processing input time series data in batches (see [25], Sect. 3.2.3).
Models based on statistical comparison tests between sub-intervals of data [30],
and comparison between predictions of learning models and data [23,24] have
found recent interest. Bayesian models also have found online use [28], as well
as models focusing on non-trivial trend detection [31], or information-theoretic
approaches using (changes in) entropy for the early detection of anomalies [20],
or the emergence of concept drift [21,32].

Anomaly Detection Based on Reinforcement Learning: A very recent
approach to anomaly detection comes from the agent-based learning technique
called reinforcement learning. In [9] a deep reinforcement learning technique is
supporting a semi-supervised anomaly detection method which is claimed to



A Comparative Analysis of Anomaly Detection Methods 25

outperform all previously mentioned approaches. Also, [10] suggests an anomaly
detection method genuinely based on reinforcement learning, which however
doesn’t reach the same accuracy as the [9].

2 Literature Review

Conor McKinnon [11] presented a comparison of new anomaly detection tech-
niques i-e OCSVM, IF, and EE for wind Turbine condition Monitoring. SCADA
data set is used in this study. The author suggested that OCSVM has better
performance for generic training and IF is better for specific training. Overall
IF and OCSVM depicted 82% average accuracy as compared to 77% of EE.

Markus Goldstein [8] evaluated 19 different unsupervised anomaly detection
algorithms on 10 different data sets. This study concluded that local anomaly
detection algorithms such as LOF, COF, INFLO, and LoOP perform poorly on
global anomalies. The author observed that distance measurement-based algo-
rithms have better performance than clustering algorithms. Moreover, this report
suggests that the statistical algorithm HBOS has good overall performance. This
study only includes disease, handwriting, letter, and speech recognition data but
no machinery-related data is used.

Shashwat Suman [12] compared 4 Unsupervised outlier detection methods:
i) Local Outlier Factor ii) Connectivity Based Outlier Factor (COF) iii) Local
Distance-Based Outlier Factor and iv) Influenced Outlierness on four data sets
(IRIS, Spambase, Breast Cancer, Seeds). The author proposed that the Local
Distance-Based Outlier Factor has better accuracy across different databases
and INFLO has better speed performance as compared to other methods.

Our study is different from available studies because it focuses on facilitating
predictive maintenance in small and medium-sized enterprises. Therefore this
study includes the CMAPSS data set which is related to real machinery data
for every stage in machinery life with different operations and fault conditions.
This makes this study suitable and helpful for Predictive maintenance in small
and medium-sized enterprises (SMEs) to reduce the unexpected breakdown.

3 Methodology

The general methodology for all kinds of anomaly detection is somehow similar
and consists of the following basic modules or stages: i. Data Elicitation ii. Train-
ing iii. Detection. Eliciting Data includes collecting raw data from a monitored
environment. In our study, we have taken the C-MAPSS data set. In the train-
ing stage, the model tries to learn normal behaviors in data through distance
measurement, clustering, or any other statistical way. And finally, the detection
phase model identifies those instances which are abnormal or away from the
normal behavior of the data set.
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3.1 Data

Commercial Modular Aero Propulsion System Simulation (C-MAPSS) [13] is
published by NASA’s prognostic center. In predictive maintenance, a major
problem is to find enough data which encompasses an organized record of all
stages of machinery life from the properly running stage to the failure stage.
The CMAPSS provides researchers with enough data for every stage in the
machinery life cycle with different operations and fault conditions. It is further
categorized in training and test data sets. In CMAPSS turbofan engine data is
recorded. Each engine goes through many wears and manufacturing variations.
At the start, it operates properly but with the passage of time, it develops faults.
The CMAPSS contains data from both stages. Basically, it was developed to find
the number of operational cycles left in the engine which is known as Remain-
ing Useful Life (RUL). The CMAPSS consists of 21 sensor observations along
with three operational settings. Each instance in the data set depicts a single
operational time cycle of the engine.

3.2 Model Description

Nine unsupervised anomaly detection algorithms were considered for this paper.
Each algorithm is briefly discussed below:

One Class SVM: It is an unsupervised anomaly detection algorithm-based
decision function to separate normal data from outliers. OCSVM [14] creates
a boundary around normal data to distinguish outliers. OCSVM is different
from normal SVM because it allows a few outlier percentages. This outlier exists
between a separate hyper-plane and its origin. The remaining Data lying on the
opposite side of the hyper-plane belongs to a single class; therefore this is called
one Class SVM.

Isolation Forest: The algorithm of Isolation Forest [15] uses random forest
decision trees and identifies outliers by taking the average number of partitions
required to isolate each data point. Data points with fewer partitions are consid-
ered anomalies. Isolation Forest is based on the concept that data points which
sparse have fewer partitions. It uses Ensembles of Isolation Tree.

Local Outlier Factor: The LOF [16] is also an unsupervised anomaly detection
algorithm that works on the concept of how the density of a data point differs
from the nearest data points. It uses the concept of local outlier first. It considers
data points as an outlier if it has a remarkably lower density with respect to its
local neighbors.
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Cluster Based Local Outlier Factor (CBLOF): The CBLOF [8] algorithm
divides the data set into many clusters on the basis of density estimation. The
density of each cluster is estimated and clusters are classified into large and small
clusters. Then the outlier score is calculated through the distance of each data
point to the origin of its cluster or if the cluster is small then the center of the
nearest large cluster is used.

Feature Bagging: The Feature Bagging [17] is an ensemble method. It is based
on the Local Outlier Factor (LOF) on selected data subsets. Multiple iterations
are performed and a random subset of variables is chosen each time. Finally, the
cumulative sum of each iteration is calculated.

Histogram-based Outlier Detection (HBOS): The HBOS [18] is a statis-
tical Anomaly detection Algorithm and it assumes independence of the features.
A histogram for each feature and then for each instance is created. Then Density
Estimation is performed using the area of bins. Speed is a major advantage of
this algorithm. Multi-dimensional data fails this algorithm due to the assump-
tion of independence in features. HBOS score for each data item is calculated
by computing the inverse of the estimated density.

Angle-Based Outlier Detection (ABOD): Contrary to HBOS, Angle-Based
Outlier Detection [19] is suitable for high dimensional data and its basis is to
compare the angles between pairs of distance vectors to other points in order to
distinguish points having similarities to other points and anomalies.

K Nearest Neighbors (KNN): Although KNN is a supervised Machine
Learning Algorithm it can be used for Anomaly Detection with an unsupervised
approach. Because KNN does not require learning and predetermined label-
ing rather it determines the cut-off value through distance measurement. If an
instance is much away from the threshold value then it is considered an anomaly.

3.3 Test Description

These algorithms are applied to the CMAPSS data set and their results are
evaluated to compare their performance. Before applying algorithms, data were
normalized in order to eliminate redundancy, minimize data modification errors,
increase security and lessen cost. The data set is split into training and testing
sets to examine the performance of an algorithm. Then each algorithm was
evaluated with different metrics like Accuracy, F1 Score, True Positive Rate, True
Negative rate, ROC-AUC, and MCC to depict the true picture of performance
comparison. Each algorithm detected the anomaly differently.
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Fig. 1. Table for performance comparison

Fig. 2. ROC-AUC scores of all algorithms

4 Results

The algorithms are implemented in Python and the results are analyzed and
compared for performance and accuracy.

4.1 Performance Comparison

This section of the paper highlights the comparison of performance and accuracy
of nine different models with different metrics. The results presented in the table
show the performance of each model according to each metrics.

The table in Fig. 1 depicts that the Local outlier factor has surpassed each
model in performance with an accuracy of 94.8% and a 0.973 F1 score. This is
because LOF considers the density of data points related to its neighbor and
does not assume the independence of features, so this algorithm is more suitable
for multidimensional data. OCSVM also performed well with 94.1% accuracy
and a 0.970 F1 score (Fig. 3).
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Fig. 3. F1 score comparison

5 Conclusion

This Study concludes that unsupervised anomaly detection algorithms are bet-
ter for Global Outlier detection compared to others. Local Outlier Factor and
Isolation Forest are the preferred choices when the time series data set is high
dimensional and without output labels. We found from experiments that Local
Outlier Factor, One-Class SVM, and Isolation Forest performed better than the
rest of the algorithms for predictive maintenance in SMEs.
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Abstract. Socialmedia platforms (SMPs) attracted people fromall over theworld
for they allow them to discuss and share their opinions about any topic including
politics. The comprehensive use of these SMPs has radically transformed new-
fangled politics. Election campaigns and political discussions are increasingly held
on these SMPs. Studying these discussions aids in predicting the outcomes of any
political event. In this study, we analyze and predict the 2020USPresidential Elec-
tion using Twitter data. Almost 2.5 million tweets are collected and categorized
into Location-considered (LC) (USA only), and Location-unconsidered (LUC)
(either location not mentioned or out of USA). Two different sentiment analysis
(SA) approaches are employed: dictionary-based SA, and transformers-based SA.
We investigated if the deployment of deep learning techniques can improve pre-
diction accuracy. Furthermore, we predict a vote-share for each candidate at LC
and LUC levels. Afterward, the predicted results are compared with the five polls’
predicted results as well as the real results of the election. The results show that
dictionary-based SA outperformed all the five polls’ predicted results including
the transformers with MAE 0.85 at LC and LUC levels, and RMSE 0.867 and
0.858 at LC and LUC levels.

Keywords: Twitter · USA election · Sentiment analysis · Rule-based ·
Transformers · Deep learning · Vote-share

1 Introduction

SMPs attracted people from all over the world where they discuss and share their opin-
ions about any topic including politics. The comprehensive use of these SMPs has radi-
cally transformed new-fangled politics. Election campaigns and political discussions are
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increasingly held on these SMPs. Currently, almost every political party and candidate
is utilizing SMPs (i.e., Twitter) these days to connect to their constituencies and voters.
As these SMPs provide a rapid and direct way to connect to them.

Numerous researchers investigated and forecasted various political events using
Twitter data including election perdition as it is one of the widely used SMPs utilized
by political entities [1–4]. These researchers proposed numerous methods to forecast
different elections such as, sentiment analysis (SA) approaches [5–10] social network
analysis (SNA) approaches [11–13], and volumetric approaches [14–16].

SAapproaches arewidely implemented to predict different elections [4]. Researchers
utilized different SA approaches to predict elections such as, rule-based SA [10, 17–21]
and supervised learning [12, 22, 23].

Recently, transformers-based SA is being in practice in several research areas such
as finance [24], Italian tweets [25], stock exchange [26], and so on. To the best of our
knowledge, no study has applied transformer-based SA models to predict any election.
In this study, we used transformers-based SA. Furthermore, we conduct a comparative
study between rule-based approaches and transformers for election prediction on Twitter
data. For this purpose, we take the 2020 USA Presidential Election as a use case. For
the rule-based approach, we chose VADER (Valence Aware Dictionary and sEntiment
Reasoner) which is one of thewidely used tools for rule-based sentiment analysis. On the
other hand, we employed a sentiment analysis pipeline from the Hugging face platform
for transformers-based sentiment analysis.

This research study basically addresses two questions:

1. Can tweets about a candidate predict US Presidential Election?
2. Can rule-based sentiment analysis work better than deep learning (transformers)

based sentiment analysis?

In this study, we analyzed tweets related to Joe Biden and Donald Trump from July
to November 2020. Tweets are categorized into two categories based on their location
information; i) Categorized into location consider (LC) (USA only), and ii) Location-
unconsidered (LUC) (either location not mentioned or out of USA). The tweets are
further analyzed using rule-based and transformers-based SA, Next, a vote-share is
predicted. Furthermore, the predicted results are compared with the five well-known
polls and the actual election results.

The main contributions of this research are as follows:

• Collect the tweets—with Trump and Biden tags—in a period of four months.
• Classify the collected tweets by their polarity using two different methods: rule-based,
and deep-learning-based (transformers).

• Study and predict the 2020 US Presidential Election using candidates’ hashtags.
• Study and predict the 2020 US Presidential Election at LC (Location mentioned as
US only) and LUC (either location not mentioned or out of USA) levels.

• Forecast the 2020 US Presidential Election and compared the results with five
prominent polls as well as the actual outcomes of the election.
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The rest of this paper is organized as follows. Section 2 gives an overview of the
related studies. Section 3 presents the methodology, followed by results and discussion
in Sect. 4. Afterward, Sect. 5 concludes this study.

2 Related Work

Since SMPs provide an easy and fast track for the politicians and political parties to
connect to the voters. They run their campaigns and get direct responses from the citizens
on these SMPs, which help them to understand the emotions of their voters. Likewise,
they can change their campaigns according to the reactions of the voters. Twitter is
one of the most widely used SMPs by political entities, which makes it a rich field for
researchers to delve. Numerous researchers examined Twitter data to forecast different
political events such as elections prediction. Elections are predicted mainly using three
approaches: SA approach, volumetric approach, and SNA approach. SA is the most
widely used approach [4].

Kristiyanti et al. [7] analyzed the election of West Java Governor candidate
period 2018–2023 using Twitter data. They investigated election using supervised SA
approaches (SVM, and Naïve Bayesian), discussed the comparisons between these two
approaches, and claimed that NB has higher accuracy. Khan et al. [12] studied and pre-
dicted the 2018 general election using SA (KNN, NB, and SVM) and SNA approach.
Jhawar et al. analyzed the Indian 2019general election usingSA (NB, andSentiWordNet)
and SNA approaches [13].

The authors in [18] analyzed Indonesian Presidential Election using Twitter data.
They first detect and removed the bots and then performed SA to predict the election.
Jyoti et al. studied the 2016 US Presidential Election using SA. The authors labeled the
tweets manually and using VADER and then they used supervised algorithms;MNB and
SVM to predict the election. The authors in [27] investigated the 2020 US Presidential
Election using tweets regarding Trump and Biden. They used tweets before and after
the election and employed SA (NB) approach to predict the election.

All of these studies performed supervised or dictionary-based approaches and no
study has analyzed tweets using transformer-based SA to predict an election. While in
this research we analyzed the tweets using transformer-based SA and rule-based and we
compared the results of both methods. Furthermore, we predicted a vote-share for each
candidate running for the 2020 Presidential Election.

3 Methodology

This section presents the methodology of this study. Figure 1 shows the approach used
for election prediction on Twitter. The major components of our model are as follows:
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Fig. 1. Election prediction model

3.1 Data Collection

In this study, we collected tweets related to Donald Trump and Joe Biden between
28th July 2020 and 11th November 2020 to predict the 2020 US Presidential Elections.
To collect tweets, we employed a Twitter Search API “Tweepy” [28]. Each collected
tweet is in JSON format that contains numerous information, such as user_id, lang, id,
created_at, text, coordinates, etc. In this study, we ignored various unnecessary attributes
and focused on the ones that we need such as user_location, id, text, and created_at.
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Fig. 2. Tweets distribution
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3.2 Pre-processing and Filtering

The tweets are then filtered and pre-processed to enhance the performance of the
prediction model.

Tweets Pre-processing. The tweets in raw form are unstructured and contain numerous
redundant information, so pre-processing is employed to clean and filter them. The pre-
processing step comprises of removal of hashtags (#), RT, URLs, IPs, mentions (@),
stopwords, conversion to lower case, tokenization, and lemmatization.

Location. Twitter offers its users the choice to provide their locations while tweeting.
We categorized the tweets into the following two categories according to the availability
of location information of a user while tweeting.

Location-Considered. We selected the tweets that contain location information and used
a states-dictionary containing US states to assign the state name accordingly. For exam-
ple, a user has a location “VA”, after employing the states-dictionary, “VA” will be
matched to “Virginia” and the location information “Virginia” will be stored with the
tweet, similarlyOR to “Oregon”, PA to “Pennsylvania”,HI to “Hawaii”,NV to “Nevada”,
and so on. Next, the tweets that contain location as “USA” or “USA state” are considered
Location-considered (LC).

Location-Unconsidered. Users that do not provide location information or the location
is out of the USA while tweeting is categorized as Location-unconsidered (LUC).

3.3 Sentiment Analysis

SA plays an important role in Natural Language Processing. It classifies a text into
negative, positive, and neutral. It is widely used in different areas such as people’s
attitudes towards a product. It is also applied to predict elections, as currently millions
of social media users express their opinions about a political event. In this study, we
analyze tweets related to Joe Biden and Trump to predict the 2020 US Presidential
Election. We used two different techniques for SA, rule-based, and deep learning. For
the rule-based approach, we chose VADER (Valence Aware Dictionary and sEntiment
Reasoner) which is one of thewidely used tools for rule-based sentiment analysis. On the
other hand, we employed a sentiment analysis pipeline from the Hugging face platform
for transformers-based sentiment analysis.

VADER. A tool is used to assign sentiment polarity (negative, positive, and neutral)
to the tweet. VADER is a rule-based model designed for general sentiment analysis
of microblogging text. It showed better performance against eleven different methods
including human annotation. It is constructed from a generalizable, valence-based, and
human-curated gold standard sentiment lexicon. It does not require training data. Several
studies showed the capability and suitability of VADER [27, 29–31].
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This study considers positive and negative sentiments only. To handle this problem
in VADER, we normalized the sentiment by distributing neutral tweets among positive
and negative tweets equally. To do this, we divide neutral tweets by 2 and add them to
positive and negative tweets.

Hugging Face Pipeline. The transformers pipeline used to classify the tweets into pos-
itive and negative was retrieved from the Hugging face platform. The Hugging face
provides a bunch of models like BERT-based models that were deployed in many com-
putational linguistics studies [32]. It also platform has many ready-to-use pipelines for
many tasks including text classification. The sentiment analysis pipeline leverages a
fine-tuned model on SST2, which is a GLUE task. It returns a “positive” or “negative”
label plus a score for each tweet.

3.4 Vote-Share

The sentiment percentages are insufficient to predict an election. To improve the pre-
diction of an election, we predict a vote-share for each candidate. Equation 1 is used to
predict the vote-share [1, 33]. Furthermore, in this study, a mean absolute error (MAE)
and root-mean-square error (RMSE) (See Eq. 2, and Eq. 3) are used to compare the pre-
dicted vote-share with five different polls prediction and the real US 2020 Presidential
Election results.

Vote-share Candidate (A) = (Pos. A+ Neg. B)

(Pos. A+ Neg. A+ Pos. B+ Neg. B)
× 100 (1)

MAE = 1

N

∑N

i=1
|Predictedi − Actuali| (2)

RMSE =
√∑N

i=1(Predictedi − Actuali)
2

N
(3)

4 Results and Discussion

The data was collected using the hashtags related to candidates only (See Table 1)
between 28th July 2020 and 11th November 2020. Figure 2 shows the distribution of the
collected tweets over the timeline. Table 1 gives an overview of the data collected in this
study. 2.43million Tweets were collected and only English-written tweets (2million) are
considered in this research study. It can be seen that 32.81% of the total English written
tweets are related to Trump and 67.19% are related to Biden. The tweets were further
pre-processed using NLTK [34]. Next, a sentiment analysis technique was employed to
assign sentiment to each tweet. In this study, we employed two different techniques for
sentiment analysis, i) the “vaderSentiment” library [35], and ii) Hugging face pipeline
(transformers).
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Table 1. Data collection

Candidate Tags No. of tweets Total English

Donald Trump @realdonaldtrump 472,563 835,119 684,093

#realdonaldtrump 111,299

#Trump2020 251,257

Joe Biden @JoeBiden 601,947 1,594,370 1,400,843

#JoeBiden 412,303

#Biden2020 580,120

4.1 Sentiment Analysis

In this step we apply two different approaches on our preprocessed data. A rule-based
approach using VADER and a transformer-based approach using a sentiment analysis
pipeline provided by the hugging face platform. the following subsections describe in
details both methods.
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Fig. 3. Sentiments percentages using VADER and pipeline for each candidate at LC and LUC
level

Sentiment Analysis Using VADER
Table 2 shows the sentiments extracted using VADER for Biden and Trump at LC and
LUC. It is quite interesting that only 32% and 34% of the total tweets for Trump and
Biden respectively are from USA (location defined).

VADER extracts three types of sentiments, Positive, Negative, and Neutral. As men-
tioned in Sect. 3.3, we consider positive and negative tweets only. To attain this, we



A Comparative Study Between Rule-Based and Transformer-Based Election 39

distributed neutral sentiments among positive and negative with the same proportion as
neutral does not affect positive as well as negative. We added half of the neutrals to
positive tweets and half to negative tweets, the results of the VADER sentiment analysis
are shown in Table 3.

Figure 3 shows the sentiment percentage for each candidate at LC and LUC levels.
At the LC level, positive sentiment percentages for Biden and Trump are 56.72 and 57,
and negative sentiment percentages are 43.25 and 43 respectively. At LUC the positive
sentiment percentages for Biden and Trump are 56.54 and 56.89, and the negative are
43.46 and 43.11 respectively.

Table 2. VADER: Distribution of positive, negative, and neutral tweets for both candidates.

Biden Trump

Pos. Neg. Neu. Total Pos. Neg. Neu. Total

LC 201,483 137,207 137,213 475,903 924,19 61,782 64,812 219,013

LUC 585,961 402,803 412,079 1,400,843 288,588 194,349 201,156 684,093

Table 3. VADER: Distribution of positive and negative tweets for both candidates (after splitting
the neutral tweets)

Biden Trump

Pos. Neg. Total Pos. Neg. Total

LC 270,089.5 205,813.5 475,903 124,825 94,188 219,013

LUC 792,000.5 608,842.5 1,400,843 389,166 294,927 684,093

Sentiment Analysis Using Pipeline. Table 4 shows the total number of tweets and the
number of positive and negative tweets for Biden and Trump at LC and LUC levels. It
can be seen in Fig. 3 that the negative sentiment percentage for both candidates is much
higher than the positive. The negative sentiment percentages for Biden and Trump at the
LC level are 73.72 and 73.22, and the positive are 26.28 and 26.78. At LUC the negative
sentiment percentages are 74.25 and 73, and the positive are 25.75 and 27.

4.2 Vote-Share

The sentiment percentages (See Sect. 4.1) for both candidates do not provide an accurate
prediction. As it shows that Trump is the winner since the positive sentiment percentage
is higher than for Biden. To get a better prediction, we employed Eq. 1 to get vote-
share for each candidate at LC and LUC. Table 5 shows the predicted vote-share (in
percentage) for the candidates using both employed approaches.
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The prediction of this study is comparedwith the five famous polls’ predicted results.
The prediction results are compared with the final election’s results using MAE and
RMSE. It is important to note thatVADERonour dataset outperformed all the predictions
including pipeline with RMSE at LC and LUC 0.867 and 0.858 and MAE 0.85 and 0.85
respectively. This concludes and answer our both research questions that, “yes”, tweets
re-garding candidates can predict US Presidential Elections, and rule-based SA works
better than transformers (pipeline provided by Hugging Face).

Table 4. Transformers: Distribution of positive and negative tweets for both candidates

Biden Trump

Pos. Neg. Total Pos. Neg. Total

LC 125,047 350,856 475,903 58,648 160,365 219,013

LUC 360,679 1,040,164 1,400,843 184,677 499,416 684,093

Table 5. Prediction results comparison

RCP Economist/YouGov CNBC Fox
news

Survey
USA

Our
results
pipeline
(LC)

Our
results
pipeline
(LUC)

Our
results
VADER
(LC)

Our
results
VADER
(LUC)

US
Presidential
Election
2020

Biden 51.2 53 52 52 52 41.90 41.25 52.42 52.13 51.40

Trump 44 43 42 44 44 58.09 58.74 47.58 47.87 46.9

RMSE 2.055 2.981 3.491 2.094 2.094 10.379 11.027 0.867 0.858 –

MAE 1.55 2.75 2.75 1.75 1.75 10.345 10.995 0.85 0.85 –

5 Conclusion

In this study, we analyzed the 2020 US Presidential Election using Twitter data. Almost
2.43 million tweets were collected and analyzed using candidates’ (Trump and Biden)
hashtags between 28th July 2020 and 11th November 2020. Only English-written tweets
were considered. In addition, the tweets were categorized into two classes based on the
location information provided by the users at the time of tweeting; Location-considered
(USA only), and Location-unconsidered (either location not mentioned or out of USA).
Next, two different sentiment analysis approaches were employed: dictionary-based
SA, and transformers-based SA. For dictionary-based SA we employed VADER and
for transformers-based SA we employed a pipeline from the Hugging Face platform.
Furthermore, we predicted a vote-share for each candidate at LC and LUC levels. After-
ward, our predicted results were compared with the five polls’ predicted results as well
as the real results of the election. The results show that dictionary-based SA (VADER)
outperformed all the five polls’ predicted results including the transformers with MAE
0.85 at LC and LUC levels, and RMSE 0.867 and 0.858 at LC and LUC levels.
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This study observes that rule-based SA (VADER) shows better performance in pre-
dicting vote-share for a candidate than the SA pipeline provided by the Hugging Face
platform.

In the future, other transformers like BERTweet needs to be utilized to analyze
and compare with the current study. Social network analysis techniques need to be
implemented for better performance.
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Abstract. Obtaining 3D ground plane equations from remote sensing
device data is crucial in scene-understanding tasks (e.g. camera param-
eters, distance of an object to the ground plane). Equations describing
the orientation of the ground plane of a scene in 2D or 3D space can be
reconstructed from multiple sensor output data as collected from 2D or
3D sensors such as; RGB-D cameras, T-o-F cameras or LiDAR sensors.
In our work, we propose a modular and simple pipeline for 3D ground
plane detection from 2D-RGB images for subsequent distance estimation
of a given object to the ground plane. As the proposed algorithm can be
applied on 2D-RGB images, provided by common devices such as surveil-
lance cameras, we provide evidence that the algorithm has the potential
to advance automated surveillance systems such as devices used for fall
detection without the need to change existing hardware.

Keywords: 3D ground plane equation · 2D/3D plane segmentation ·
2D/3D plane detection

1 Introduction

Scene-understanding can be defined as the task to find spatial and semantic
information of a scene and their intrinsic interconnection. Ground plane (floor)
detection, which is a sub-task of scene understanding, aims at estimating the
ground plane information from the given 2D or 3D input. The ground plane
information can be represented by either the classification of 2D ground plane
pixels in 2D-RGB images, the classification of 3D ground plane points on 3D
point cloud data or by describing the underlying 3D ground plane equation with
reference to the observer sensor. Ground plane detection can be exploited in
surveillance assistance systems. By estimating the distance of an object to the
ground plane, it can be used as a part of the alarm system which triggers an alert
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if patients are not on their bed or it can act as a warning system for detecting
if an elderly or impaired person fell to the floor.

2D ground plane detection from 2D-RGB images has already been tackled by
multiple groups. Even though proposed methods present promising approaches
showing high accuracy in the 2D pixel space, the lack of depth information and
solely operating in the 2D pixel space instead of the Cartesian space does not
allow to apply subsequent tasks such as person fall detection, extrinsic camera
calibration or to calculate the distance of objects to the camera. In addition
to methods operating on 2D image sources, methods using 3D sensor data for
ground plane detection were proposed, overcoming the aforementioned limita-
tions. Nevertheless, working on 3D sensor data implies the need to install extra
hardware in most of the cases, as commonly installed surveillance cameras are
usually 2D-RGB cameras. To overcome the need for new hardware, end-to-end
deep learning methods utilized for 3D ground plane detection from 2D-RGB
images have already been investigated. While these methods provide the 3D
ground plane detection obtained from images without the requirement to install
new hardware modules (e.g. 3D sensors), being end-to-end deep learning models
implies that they lack explainability. Moreover, in order to adapt new scenes to
their algorithms, it is required to retrain their model on such scenes.

In contrast to end-to-end trained models, our algorithm relies on a simple,
modular and flexible pipeline. Depth information is estimated by a pre-trained
deep learning model serving as the basis for estimating the transform of the
2D image to a 3D Cartesian space, represented as 3D point cloud data. Simple
2D-bounding points are used as input to span up vertical limits to the region of
interest in the converted 3D Cartesian space. Finally, the 3D point cloud data
is used to estimated the 3D ground plane equation with respect to the camera.
Results are visualized on 2D-RGB images and 3D point cloud data by estimating
the ground plane points from the 3D ground plane equation.

The contributions of this work are as follows:

– The algorithm relies on 2D-RGB images to overcome the need for applying
3D sensors by utilizing depth-estimation deep learning models to convert the
2D-pixel space to a 3D-Cartesian space.

– Our algorithm consists of an easy-to-interfere pipeline. While providing an
end-to-end algorithm, the pipeline is modular and each module can be cus-
tomized or replaced by other algorithms.

– It is straightforward to adapt the algorithm to new scenes by changing the
depth estimation model (e.g. retraining the model or using another model)
and without the need of retraining the whole plane detection model.

2 Related Work

2.1 Depth Estimation

Depth Estimation is a method used to estimate the distance of each pixel of a given
RGB image to the sensing camera. Shah et al. estimate depth information by cre-
ating a disparity map referring to the apparent pixel difference or motion between
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a pair of stereo images [SA94]. However, with the recent popularity of deep learn-
ing on computer vision problems, there are new deep learning-based architectures
used to estimate depth information from a single RGB image. [MGLT20] proposed
a depth estimation algorithm for combining the synthetic data with the real data
by estimating defocus map and all-in focus map with autoencoders. [BAW21] pro-
posed an encoder-decoder structure: EfficientNet-based encoder and standard fea-
ture upsampling decoder. Moreover, the depth scale is discretized into histogram
bins and the width and the center of the adaptive bins are evaluated with super-
vision. [LLD+21] utilized stereo images for estimating disparity maps by a shared
feature extractor followed by a transformers with attention for depth estimation
from single images. [RBK21] proposed a depth estimation from single images by
splitting the input into patches, embedding each patch, feeding the patches into
the transformers and fusioning of the patches.

2.2 Plane Detection

Plane Detection is defined as the task of estimating the position of a specific
plane such as the ground plane in a 2D pixel-space or in a Cartesian-space for 2D
sensors and 3D sensors, respectively. [CD10] estimates the 2D plane by homog-
raphy while [CMP09] uses descriptors for 2D plane detection on a monocular
RGB image. Both proposals use traditional image processing methods. [BKC17,
KWHG20] proposed a deep learning-based solution for a 2D ground plane detec-
tion. [LYZ+17,XJS+16,VCMP17,ZEF16] propose 3D plane detection from 3D
point cloud data while [HHRB11] is a 3D ground plane detection approach from a
RGB-D data. Moreover, there are RGB image-based 3D plane detection methods
such as [LKG+19,LYC+18] which utilize deep learning architectures for improved
accuracy. Recently, Li et al. [LHL+21] proposed an algorithm to segment planar
regions on 2D-RGB images of indoor scenes by utilizing self-supervised depth esti-
mation deep learning models. The authors propose depth estimation from RGB
images fed into a Manhattan normal detection and a planar region detection mod-
ule, subsequently. The main focus of this approach is set to the improvement of
a pre-trained depth estimation model by increasing the overall accuracy through
utilizing self-supervised learning. Similar to the method of Li et al., we use a depth
estimation model to create a depth map of the scene. In contrast to their approach,
we then generate a 3D point cloud estimate followed by ground plane point filtering
and RANSAC-based plane fitting.

3 Extraction of 3D Ground Plane Equation from RGB
Images

Our approach solves the estimation of the 3D ground plane equation from a
given 2D-RGB image. Then, by the given inputs and estimated depth map, the
scene reconstructed in 3D. In parallel to the reconstruction of the scene, our
algorithm filters the 3D point cloud by the given bounding points to enhance
the RANSAC plane fitting algorithm’s success [FB81].
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Fig. 1. 3D ground plane detection pipeline.

The detailed flow of our pipeline is demonstrated in Fig. 1 and will be
explained in more detail in the next sections.

3.1 Depth Estimation

As the first step, we generate the depth map of a given 2D-RGB image with
the help of a pre-trained deep learning model. Our algorithm’s modularity pro-
vides the flexibility to use different deep learning models in this step. In our
work, we utilized the pre-trained model of Vision Transformers for Dense Pre-
diction [RBK21] which is a transformer-based depth estimation algorithm. The
estimated depth map will be converted into 3D in the Pixel-to-Cartesian module.

3.2 3D Ground Plane Detection

Bounding Point Selection. The aim of bounding point selection is to create
a 3D bounding box to filter out the dominance of noisy points for the subsequent
application of a RANSAC plane fitting algorithm (e.g. non-floor points). Thus,
the motivation is to force RANSAC to find a plane containing most of the selected
points as ground plane but not walls for example. Bounding points vertically
limit the RoI, hence, it should be selected to cover a maximum of ground plane
points while including a minimum of non-ground plane points as described in
Fig. 2. Thus, the ground-to-non-ground plane point ratio must be maximized.
Subsequently, these two points will be converted into 3D coordinates in the Pixel-
to-Cartesian Conversion module. A python-based framework was implemented
allowing the user to select a number of two bounding points.

Pixel-to-Cartesian Conversion. The selected bounding points and the esti-
mated depth map are converted into 3D Cartesian coordinates in this module,
with the help of intrinsic camera parameters. This module introduces real dis-
tance metrics into our pipeline. For this purpose, we assume the intrinsic camera

parameters are known. With intrinsic camera parameters Ci =
fx 0 cx
0 fy cy
0 0 1

where

(fx, fy) is focal length and (cx, cy) is a principle point in (x, y), a 2D point (x′, y′)
in the 2D image with the depth value d is converted into 3D as described in the
equation below.
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Fig. 2. Selection of bounding points. a) Invalid points: both of the bounding points
should be selected on the plane. b) Moderate points: bounding points are valid yet do
cover non-plane pixels in the spanned-up area. c) Valid points: bounding points are on
the plane and the plane pixels are dominant in the spanned-up area.

Fig. 3. Conversion of pixel coordinate to 3D Cartesian coordinate; left: estimated depth
map, white-to-black color code: close-to-far depth distance from the camera; right:
3D reconstructed scene, red-to-blue color code: close-to-far distance from the camera.
(Color figure online)

x′ = (x−cx)∗d/fx, y′ = (y−cy)∗d/fy, z′ = d; where (x′, y′, z′) represents the
width, height and depth distance of the respective point to the camera (Fig. 3).

PointCloudFiltering. The estimated 3D point cloud and the 3D bounding box
are fed into the module. The 3D bounding box is used as a mask to filter the 3D
point cloud by applying a binary multiplication of the point cloud and the bound-
ing box. As the aim of the bounding box definition is to mainly include informa-
tive points (points belonging to the ground plane) while excluding non-informative
points (points of other objects such as walls or furniture), the point cloud resulting
from the mask operation should mainly consist of points of the ground plane. In
Fig. 4, a 3D point cloud, a 3D bounding box and filtered 3D point cloud is illus-
trated. The filtered point cloud is subsequently fed into a RANSAC plane fitting
algorithm in order to obtain the ground plane equation accurately.

RANSAC 3D Plane Fitting. RANSAC is an iterative method to find the
hyperplane which contains as many points as possible while leaving the other
points as outliers [FB81]. With the parameters np, ni, dt that represent the num-
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Fig. 4. Left: an example of a 3D bounding box on 3D point cloud, red-to-blue color
code for close-to-far distance from the camera; right: 3D bounding box on filtered 3D
point cloud. (Color figure online)

ber of points, the number of iterations and a distance threshold, the algorithm
selects a random number np of points and generates a plane which contains those
points and evaluates any point’s distance to the plane. If the distance of a point is
smaller than dt, the point is assumed as an inlier. The number of inliers are kept
as a score. This process iterates nt times and the plane with the highest score
(e.g. highest number of inlier points) is accepted as the best plane. RANSAC
3D plane fitting provides the equation of the plane which has the highest score
as output. In Fig. 5, the single 2D-RGB input and its corresponding output is
visualized.

Fig. 5. Left: input image, right: visualization of the detected 3D ground plane on 3D
reconstructed scene, red-to-blue color code: close-to-far distance from the camera and
purple: detected 3D ground plane points. (Color figure online)

4 Experiments and Results

To evaluate our algorithm, we designed experiments based on the publicly avail-
able ScanNet Dataset [DCS+17]. The ScanNet dataset contains 1500 scenes
which cover 2.5 million 3D-RGB-D images, including 3D camera poses, surface
reconstructions and instance-level semantic segmentation annotations. Moreover,
we exploited a transformer-based deep learning proposal for depth estimation
[RBK21] with the publicly provided pre-trained model (DPT model).
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4.1 3D Ground Plane Detection from RGB Images (Entire
Workflow)

In this experiment, we used five 2D-RGB images from the same scene as input to
our algorithm, and applied depth estimation using the pre-trained DPT model
to obtain the depth map. Then, the depth map is fed into the 3D Ground Plane
Detection module. We used the depth maps as input to the Pixel-to-Cartesian
conversion module by using intrinsic camera parameters and then converted the
2D-RGB image and the depth map into a 3D point cloud. Then, bounding points
were selected on a provided GUI. Lastly, we evaluated the 3D equation of the
ground plane by taking advantage of the RANSAC 3D Plane Fitting algorithm.
We used the following parameters for RANSAC 3D Plane Fitting: ni : 1000,
dt : 0.3, np : 3 In order to show our qualitative results, we estimated 2D ground
plane points on 2D-RGB images and 3D-ground plane points on 3D point clouds.
The results are visualized in Fig. 6.

Fig. 6. Qualitative results on RGB images. a) Input RGB image. b) Predicted depth
map of input image. c) Groundtruth depth map. d) Predicted 2D ground points (green)
on input image. e) Groundtruth 2D ground points (red) on input image. f) Predicted
3D ground points (green) on predicted 3D point cloud, g) Groundtruth 3D ground
points (red) on groundtruth 3D point cloud. (Color figure online)

It can be observed from Fig. 6d and 6f where the ground points are visual-
ized on the corresponding 2D-RGB image and the reconstructed scene, that the
ground plane detection is highly accurate. However, 3D reconstructions of the
scenes, visualized in Fig. 6f are distorted and not accurate. The main reason of
distorted 3D reconstructed scenes is not achieving enough accuracy on the depth
estimation.
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4.2 3D Ground Plane Detection from Groundtruth Depth Maps
(Intermediate Workflow)

As stated in the last section, the 3D reconstruction is highly dependent on
an accurate depth estimation. The architecture used for depth estimation was
trained on an outdoor dataset and thus, does not deliver accurate results. To
prove our method on precise depth estimation images, we used the groundtruth
depth maps provided by the ScanNet dataset. In more detail, we ignored the
Depth Estimation module and instead of estimating depth maps, we used
groundtruth depth maps provided by the ScanNet Dataset. We used the same
RGB images as in the previous experiment with their corresponding depth maps.
Other parameters were kept the same as described in Sect. 4.1.

Fig. 7. Qualitative result on depth maps. a) Input RGB image. b) Groundtruth depth
map. c) Predicted 2D ground points (green) on input image. d) Groundtruth 2D ground
points (red) on input image. e) Predicted 3D ground points (green) on groundtruth 3D
point cloud. f) Groundtruth 3D ground points (red) on groundtruth 3D point cloud.
(Color figure online)

We can observe from Fig. 7e that the 3D reconstruction is highly accurate
based on the provided groundtruth depth map. Thus, We can expect that our
algorithm succeeds if the underlying depth estimation is accurate.

4.3 Influence of Bounding Point Selection on Ground Plane
Detection

We conducted a test to examine the influence of selecting different bounding
points on the ground plane detection accuracy by using one RGB image and by
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selecting six different bounding points in two different test scenarios (investigat-
ing the effect of selecting multiple, different bounding points on the ground plane
detection as illustrated in Fig. 8a to c, and investigating the effect of including
invalid points on the ground plane detection as illustrated in Fig. 8d to f).

Selection of different valid bounding points does not dramatically effect the
success of ground plane detection. As long as the selected two points are in the
same plane (ground), the filtered points will mostly contain the planar region
without extra noise as it can be seen in Fig. 8a to c. If bounding points are
invalid (the resulting filtered points contain a limited number of ground plane
points while the number of non-ground plane points is high), the ground plane
detection will fail (Fig. 8d-f).

Fig. 8. Qualitative result on the effect of bounding point selection on ground plane
detection. a), d) Input RGB Image with selected bounding points (red circles) and
perpendicular lines to the y-axis which contain selected bounding points (light-blue
lines). b), e) Reconstructed 3D scene with 3D bounding box (red) and filtered points
(purple). c), f) Reconstructed 3D scene with 3D bounding box (red) and detected
ground plane points (green). (Color figure online)

5 Conclusion and Outlook

In this paper, we propose a simple and flexible pipeline for estimating the 3D-
ground plane equation and 2D/3D-ground point segmentation from a single 2D-
RGB Image. We are exploiting 3D scene reconstruction from RGB-D images and
the RANSAC 3D plane fitting algorithm. We are estimating depth maps from
single 2D-RGB images and are thereby overcoming the need to use extra depth
sensors. Moreover, we are estimating the 3D ground points and the 3D ground
plane equation from the reconstructed 3D scene. Hence, in order to achieve a
highly accurate 3D reconstruction of the scene, it is required to have an accurate
depth estimation method.
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This accurate model for estimating depth information is currently missing.
The next steps undertaken to achieve a robust and accurate workflow are as fol-
lows: the DPT model will be retrained with the indoor ScanNet RGB-D Dataset,
thereby aiming to improve the depth estimation accuracy. After that, the entire
pipeline’s performance will be tested and evaluated. The main focus will be put
on the evaluation of the 3D ground plane equation. Thus, the ScanNet dataset
will be processed and the 3D ground plane equations will be obtained from 3D
ground plane points from manually labeled 3D point clouds. Moreover, we will
use the cosine similarity metric to evaluate the 3D ground plane equation esti-
mation accuracy. Lastly, we will estimate and evaluate an object’s distance to
the ground plane using the ScanNet Dataset to prove the applicability of the
approach.
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synthetic to real domain gap for depth estimation. In: Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
1071–1080 (2020)

[RBK21] Ranftl, R., Bochkovskiy, A., Koltun, V.: Vision transformers for dense
prediction. In: Proceedings of the IEEE/CVF International Conference on
Computer Vision, pp. 12179–12188 (2021)

[SA94] Shah, S., Aggarwal, J.K.: Depth estimation using stereo fish-eye lenses. In:
Proceedings of 1st International Conference on Image Processing, vol. 2,
pp. 740–744. IEEE (1994)

[VCMP17] Van Crombrugge, I., Mertens, L., Penne, R.: Fast free floor detection for
range cameras. In: International Conference on Computer Vision Theory
and Applications, vol. 5, pp. 509–516. SCITEPRESS (2017)

[XJS+16] Bo, X., Jiang, W., Shan, J., Zhang, J., Li, L.: Investigation on the weighted
ransac approaches for building roof plane segmentation from lidar point
clouds. Remote Sens. 8(1), 5 (2016)

[ZEF16] Zeineldin, R.A., El-Fishawy, N.A.: Fast and accurate ground plane detec-
tion for the visually impaired from 3D organized point clouds. In: 2016
SAI Computing Conference (SAI), pp. 373–379. IEEE (2016)



Towards Practical Secure
Privacy-Preserving Machine (Deep)
Learning with Distributed Data

Mohit Kumar1,2(B), Bernhard Moser1, Lukas Fischer1,
and Bernhard Freudenthaler1

1 Software Competence Center Hagenberg GmbH, 4232 Hagenberg, Austria
mohit.kumar@scch.at

2 Institute of Automation, Faculty of Computer Science and Electrical Engineering,

University of Rostock, Rostock, Germany

Abstract. A methodology for practical secure privacy-preserving dis-
tributed machine (deep) learning is proposed via addressing the core
issues of fully homomorphic encryption, differential privacy, and scalable
fast machine learning. Considering that private data is distributed and
the training data may contain directly or indirectly an information about
private data, an architecture and a methodology are suggested for
1. mitigating the impracticality issue of fully homomorphic encryption

(arising from large computational overhead) via very fast gate-by-
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3. defining an information theoretic measure of privacy-leakage for the
design and analysis of privacy-preserving schemes; and
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1 Introduction

The emergence of cloud infrastructure not only raises the concern of protecting
data in storage, but also requires an ability of performing computations on data
while preserving the data privacy. There has been a recent surge in the interest
on advanced privacy-preserving methods such as fully homomorphic encryption
and differential privacy, however, their practical applications are still limited
because of several issues. The aim of this study is to develop a methodology
for practical secure privacy-preserving distributed machine (deep) learning via
addressing some of the fundamental issues related to fully homomorphic encryp-
tion, differential privacy, and scalable machine (deep) learning.

1.1 The State-of-Art

Fully Homomorphic Encryption: Fully homomorphic encryption (FHE) is a solu-
tion to the privacy concerns in the cloud computing scenario. The first FHE
scheme [23] is based on ideal lattices. The bootstrapping operation is performed
on a ciphertext to reduce the noise contained in a ciphertext which is the com-
putationally most expensive part of a homomorphic encryption scheme. The
breakthrough of [23] was followed by several attempts to develop more practical
FHE schemes. The scheme of [13] uses only elementary modulo arithmetic and
is homomorphic with regard to both addition and multiplication. This scheme
was improved in [12] with reduced public key size, extended in [8] to support
encrypting and homomorphically processing a vector of plaintexts as a single
ciphertext, and generalized to non-binary messages in [41]. Schemes based on
Learning With Errors (LWE) problem [44] were also constructed. In a variant of
the LWE problem, called ring learning with errors problem (RLWE) problem,
the algebraic structure of the underlying hard problem reduces the key sizes and
speeds up the homomorphic operations. A leveled fully homomorphic encryp-
tion scheme based on LWE or RLWE, without bootstrapping procedure, was
proposed in [5]. The amount of noise contained in ciphertexts grows with homo-
morphic operations. For a better management of the noise growth, [5] introduced
a modulus switching technique where a complete ladder of moduli is used for
scaling down the ciphertext to the next modulus after each multiplication. [4]
introduced a tensoring technique for LWE-based FHE that reduced ciphertext
noise growth after multiplication from quadratic to linear. The scale-invariant
fully homomorphic encryption scheme of [4] does no longer require the rescaling
of the ciphertext. An RLWE version of the scale-invariant scheme of [4] was
created in [17]. The approximate eigenvector method in which homomorphic
addition and multiplication are just matrix addition and multiplication was pro-
posed in [24]. The bootstrapping remains as the bottleneck for an efficient FHE in
practice, and therefore several studies aimed at improving the bootstrapping. A
much faster bootstrapping, that allows to homomorphically compute simple bit
operations and bootstrap the resulting output in less than a second, was devised
in [14]. Finally, the TFHE scheme was proposed in [9,10] that features a con-
siderably more efficient bootstrapping procedure than the previous state of the
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art. The TFHE scheme generalizes structures and schemes over the torus (i.e.,
the reals modulo 1) and improves the bootstrapping dramatically. TFHE is an
open-source C/C++ library [11] implementing the ring-variant of [24] together
with the optimizations of [9,10,14]. TFHE library implements a very fast gate-
by-gate bootstrapping and supports the homomorphic evaluation of an arbitrary
boolean circuit composed of binary gates. However, the bootstrapped bit oper-
ations are still several times slower than their plaintext equivalents. Thus for an
efficient secure machine learning scenario in practice, homomorphic evaluation
of the function with smallest possible number of gates is one of the optimality
criteria for designing learning algorithms with distributed data.

Differential Privacy: The datasets may contain sensitive information that need
to be protected from model inversion attack [18] and from adversaries with an
access to model parameters and knowledge of the training procedure. This goal
has been addressed within the framework of differential privacy [1,42]. Differen-
tial Privacy [15,16] is a formalism to quantify the degree to which the privacy for
each individual in the dataset is preserved while releasing the output of a data
analysis algorithm. Differential privacy provides a guarantee that an adversary,
by virtue of presence or absence of an individual’s data in the dataset, would
not be able to draw any conclusions about an individual from the released out-
put of the analysis algorithm. This guarantee is achieved by means of a ran-
domization of the data analysis process. In the context of machine learning,
randomization is carried out via either adding random noise to the input or
output of the machine learning algorithm or modifying the machine learning
algorithm itself. Differential privacy preserves the privacy of the training dataset
via adding random noise to ensure that an adversary can not infer any single
data instance by observing model parameters or model outputs. However, the
injection of noise into data would in general result in a loss of algorithm’s accu-
racy. Therefore, design of a noise injection mechanism achieving a good trade-off
between privacy and accuracy is a topic of interest [2,19–22,25,26,30,31,37]. The
authors in [30] derive the probability density function of noise that minimizes the
expected noise magnitude together with satisfying the sufficient conditions for
(ε, δ)−differential privacy. This noise adding mechanism was applied for differen-
tially private distributed deep learning in [31,37]. Differential privacy, however,
doesn’t always adequately limit inference about participation of a single record
in the database [28]. Differential privacy requirement does not necessarily con-
strain the information leakage from a data set [6]. Correlation among records of
a dataset would degrade the expected privacy guarantees of differential privacy
mechanism [40]. These limitations of differential privacy motivate an information
theoretic approach to privacy where privacy is quantified by the mutual informa-
tion between sensitive information and the released data [3,6,43,45,47]. Infor-
mation theoretic privacy can be optimized theoretically using a prior knowledge
about data statistics. However, in practice, a prior knowledge (such as joint dis-
tributions of public and private variables) is missing and therefore a data-driven
approach based on generative adversarial networks has been suggested [27]. The
data-driven approach of [27] leverages generative adversarial networks to allow
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learning the parameters of the privatization mechanism. However, the framework
of [27] is limited to only binary type of sensitive variables. A similar approach [46]
applicable to arbitrary distributions (discrete, continuous, and/or multivariate)
of variables employs adversarial training to perform a variational approximation
of mutual information privacy. The approach of approximating mutual informa-
tion via a variational lower bound was also used in [7]. The information theoretic
approach of quantifying privacy-leakage in-terms of mutual information between
sensitive data and released data was also considered in [33].

Scalable and Fast Machine (Deep) Learning: Deep neural networks outperform
classical machine learning techniques in a wide range of applications but their
training requires a large amount of data. The issues, such as determining the opti-
mal model structure, requirement of large training dataset, and iterative time-
consuming nature of numerical learning algorithms, are inherent to the neural net-
works based parametric deep models. The nonparametric approach on the other
hand can be promising to address the issue of optimal choice of model structure.
However, an analytical solution instead of iterative gradient-based numerical algo-
rithms will be still desired for the learning of deep models. These motivations have
led to the development of a nonparametric deep model [29,38,39] that is learned
analytically for representing data points. The study in [29,38,39] introduces the
concept of fuzzy-mapping which is about representing mappings through a fuzzy
set such that the dimension of membership function increases with an increasing
data size. A relevant result is that a deep autoencoder model formed via a com-
position of finite number of nonparametric fuzzy-mappings can be learned ana-
lytically via variational optimization technique. However, [29,38,39] didn’t pro-
vide a formal mathematical framework for the conceptualization of so-called fuzzy-
mapping. The study in [35] provides to fuzzy-mapping a measure-theoretic concep-
tualization and refers it to as membership-mapping. Further, an alternative idea of
deep autoencoder, referred to as Bregman Divergence Based Conditionally Deep
Autoencoder (that consists of layers such that each layer learns data representation
at certain abstraction level through a membership-mappings based autoencoder)
was introduced in [34] for data representation learning. Motivated by fuzzy theory,
the notion of membership-mapping has been introduced [35] for representing data
points through attribute values. Further, the membership-mapping could serve
as the building block of deep models [34]. The motivation behind membership-
mappings based deep learning is derived from the facts that an analytical learn-
ing solution could be derived for membership-mappings via variational optimiza-
tion methodology and thus the typical issues associated to parametric deep mod-
els (such as determining the optimal model structure, smaller training dataset,
and iterative time-consuming nature of numerical learning algorithms) will be
automatically addressed. Although [35] provided an algorithm for the variational
learning of membership-mappings via following the approach of [29,38,39], a more
simple and elegant learning algorithm was provided in [32]. These developments
(i.e. [29,34,35,38,39]) lead to an alternative machine (deep) learning approach
addressing both the optimal model size determination issue and computationally
fast training issue of scalable deep learning.
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1.2 Requirements for a Practical Secure Privacy-Preserving
Machine Learning

The following requirements are identified with respect to the state-of-art for a
practical secure privacy-preserving machine learning:

Requirement 1: An efficient secure machine (deep) learning with fully
homomorphic encryption in practice demands an approach ensuring that
the homomorphic evaluation of functions would require evaluating the cir-
cuits with number of gates as small as possible.

Requirement 2: The optimal differentially private machine learning
requires optimizing the privacy-accuracy tradeoff. Further, an information
theoretic privacy-leakage measure, enabling the quantification of privacy-
leakage in-terms of mutual information between sensitive private data and
the released public data without the availability of a prior knowledge about
data statistics (such as joint distributions of public and private variables),
is required to be computed in practice for design and analysis of privacy-
preserving machine (deep) learning algorithms.

Requirement 3: The scalable and fast machine (deep) learning demands
addressing at least the following two issues: a) how to automatically deter-
mine the model size matching the complexity of the problem?, and b) how
to develop computationally efficient algorithms for the training of machine
(deep) models instead of relying on slow gradient-based learning algorithms?

2 Proposed Methodology

Requirements 1–3, identified for a practical secure privacy-preserving learning,
can be fulfilled with an architecture as suggested in Fig. 1. Since our target
are federated data sets, we make the assumptions that the complete data set
on which we apply machine-learning based big data analytics, is distributed
across different organizational units and that learning models are constructed
and applied within each unit independently, after which these local models are
combined into a global model. Therefore, the data analysis process starts, within
each organizational unit, with local private data on which the learning models
are to be trained and input data, which is the data of interest to be analyzed
using the derived models. The privacy issue that we are addressing is concerning
the protection of private/sensitive/confidential information, referred to as “local
private data” in Fig. 1. The “local training data”, as shown in Fig. 1, may contain
information about the private data. The suggested methodology is as follows.
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Fig. 1. An architecture for practical secure privacy-preserving distributed machine
(deep) learning under the scenario that data is distributed (amongst different parties)
and each party’s training data (used to build models) may contain directly or indirectly
an information about private data of the party.

1. From local private data, local training data is extracted, onto which we apply
optimized differential privacy. The goal of this stage is to make sure that the
models produced by the analytics on the local training data do not acciden-
tally reveal sensitive private information from this data. The privacy-accuracy
tradeoff issue is addressed via optimizing the noise adding mechanism [30,31].
This results in the differentially private local training data.

2. On the differentially private local training data we then perform local learn-
ing, the outcome of which is a local model for inference. It is worth noting
that this model is built and trained using unencrypted data (that is, just
the local training data with the appropriate level of noise added), there-
fore there is no computational overhead that comes from running learning
algorithms on FHE encrypted data. An alternative machine (deep) learn-
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ing approach [29,34,35,38,39] based on variational learning, addressing both
the optimal model size determination issue and computationally fast training
issue, is followed for the learning of local models using local training data.
Determining the optimal model size is not only relevant for scalability but
it is also related to success rates of inference attacks, as there is a correla-
tion between overfitted and too complex models and the information leakage.
Thus, finding a “minimum sized model” is also relevant for improving privacy.

3. The local model is applied to the input data, which is the data that we are
actually interested in analyzing and from which we want to make inference.
The result of this is the local output data. It is worth noting again that
“local” in this context means “within the same organisational unit”. At this
point, we do not make assumptions on how the training and output data is
stored within the organization (e.g. whether it is within one single storage
node or across different nodes). Since the input data is processed by all of
the local models for making inferences, it is assumed that confidentiality of
input data is not a concern here. If the confidentiality of input data is an
additional requirement, then input data could be encrypted and the local
model inference function could be homomorphically evaluated, however, at
the cost of additional computational cost.

4. Another step is combining local output data from different organizational
units into a global output. Here the data needs to be transmitted between
organizations and, therefore, encryption is needed. Each local model output
is homomorphically encrypted and shared in the cloud where a global model
(that combines the distributed local models) is homomorphically evaluated
in an efficient manner to predict the output. The issue regarding the imprac-
ticality of homomorphic computation of global model output due to large
computational overhead is mitigated via two ways:
(a) Very fast gate-by-gate bootstrapping is implemented [11].
(b) Combining local entities’ models requires homomorphic computation

of only simpler functions (such as computing minimum or maximum
amongst scalars) that can be homomorphically evaluated in an efficient
manner. For example, a rule-based fuzzy model can be used for combining
the local models [31,37].

5. An information theoretic measure, evaluating privacy-leakage in-terms of
mutual information between private data and differentially private train-
ing data, is defined [33,36] for the design and analysis of privacy-preserving
schemes.

Hence, the methodology will protect the private data of each organizational
unit where fully homomorphic encryption will solve the issue of “dishon-
est” aggregator and a suitably designed differentially private mechanism
will mitigate the privacy-leakage through local models’ outputs and thus
through the global output data.
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3 A Biomedical Application Example

The proposed methodology was implemented using MATLAB R2017b and
TFHE C/C++ library [11] on a MacBook Pro machine with a 2.2 GHz Intel
Core i7 processor and 16 GB of memory. As an application example, the mental
stress detection problem is considered. The dataset from [39], consisting of heart
rate interval measurements of different subjects, is considered for the study of
individual stress detection problem. The problem is concerned with the detec-
tion of stress on an individual based on the analysis of recorded sequence of
R-R intervals, {RRi}i. The R-R data vector at i−th time-index, yi, is defined as
yi =

[
RRi RRi−1 · · · RRi−d

]T . That is, the current interval and history of pre-
vious d intervals constitute the data vector. Assuming an average heartbeat of
72 beats per minute, d is chosen as equal to 72×3 = 216 so that R-R data vector
consists of on an average 3-min long R-R intervals sequence. A dataset, say {yi}i,
is built via 1) preprocessing the R-R interval sequence {RRi}i with an impulse
rejection filter for artifacts detection, and 2) excluding the R-R data vectors
containing artifacts from the dataset. The dataset contains the stress-score on a
scale from 0 to 100. A label of either “no-stress” or “under-stress” is assigned to
each yi based on the stress-score. Thus, we have a binary classification problem.

Private Data: Here we assume that heart rate values are private. As instanta-
neous heart rate is given as HRi = 60/RRi, thus an information about private
data is directly contained in the R-R data vectors.

Distributed Learning Scenario: A two-party collaborative learning scenario is
considered where a randomly chosen subject is considered as Party-A. While
keeping Party-A fixed, the distributed learning experiments are performed inde-
pendently on every other subject being considered as Party-B. For each subject,
50% of the data samples serve as training data while remaining as test data.
The subjects, with data containing both the classes and at least 60 samples,
were considered for experimentation. There are in total 48 such subjects.

Optimized Differentially Private Local Models: A differentially private approx-
imation of training data samples is provided using the optimized noise adding
mechanism [30,31]. Further, an information theoretic measure of the privacy-
leakage is computed [33,36] corresponding to differential privacy-loss bound val-
ues as ε = 0.1, ε = 1, and ε = 10. The noise added training samples are used for
the variational learning of deep membership-mapping autoencoders based classi-
fiers [32,34]. The models, that correspond to minimum privacy-leakage amongst
all the models obtained corresponding to different choices of differential privacy-
loss bound ε, serve as local classifiers for each party.

Homomorphic Evaluation of Global Classifier: The outputs of local classifiers are
sent to the cloud for performing secure homomorphic computations. The global
classifier uses a fuzzy rule-based model [31,37] for combining the outputs of local
classifiers. The output of the global classifier is homomorphically evaluated in
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the cloud from the encrypted data (sent by two parties) using a boolean circuit
composed of bootstrapped binary gates. The homomorphic evaluation of the
global model is done with the precision of 16-bits and also 8-bits.

Table 1. A few results obtained by the proposed secure privacy-preserving distributed
deep learning method in stress detection experiments on a dataset consisting of heart
rate interval measurements.

Precision of
homomorphic
computations

Computational time
for homomorphic
evaluation of global
model

Accuracy obtained by
proposed method

Accuracy obtained by
non-private baseline
model without
collaborative learning

8-bits 3.1571 ± 0.0282 s 0.8325 ± 0.1054 0.7407 ± 0.1014

16-bits 4.8610 ± 0.0639 s 0.9591 ± 0.0302 0.7407 ± 0.1014

The proposed method is evaluated in-terms of test data classification accu-
racy and computational time required for secure homomorphic computations in
the cloud for computing the encrypted global output for a given input. For a
reference, the non-private local classifier of Party-A serves as the baseline model
to evaluate the gain in accuracy as a result of collaborative learning. Table 1
reports the mean and standard deviation values obtained in distributed learning
experiments on all of 48 subjects. It is observed that the averaged classification
accuracy increased from 0.7407 to 0.9591 as a result of the collaboration between
two parties and the average time required for secure homomorphic evaluation of
the global model is 4.8610 s seconds on a MacBook Pro machine with a 2.2 GHz
Intel Core i7 processor and 16 GB of memory, which may be acceptable for
the practical applications. Thus, the proposed methodology is promising for this
practical application.

4 Concluding Remarks

This study has reviewed the state-of-art to identify the various requirements
of practical secure privacy-preserving distributed machine (deep) learning. The
identified requirements have been fulfilled via several optimizations including
computational time optimization, privacy-accuracy tradeoff optimization, infor-
mation theoretic optimization of privacy-leakage, and optimization of machine
(deep) models for data representation learning. The proposed methodology has
been validated on a practical biomedical application related to individual stress
detection.
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Abstract. Multi-sensor data fusion depicts a challenge if the data col-
lected from different remote sensors present with diverging properties such
as point density, noise and outliers.To overcomea time-consuming,manual
sensor-registration procedure in rail-track data, the TransMVS COMET
project was initiated in a joint collaboration between the company Track
MachinesConnected and the research institute SoftwareCompetenceCen-
ter Hagenberg. One of the project aims was to develop a semi-automated
and robust data fusionworkflowallowing to combinemulti-sensor data and
to extract the underlying matrix transformation solving the multi-sensor
registration problem. In addition, the buildup and transfer of knowledge
with respect to 3D point cloud data analysis and registration was desired.
Within a highly interactive approach, a semi-automated workflow fulfill-
ing all requirements could be developed, relying on a close collaboration
between the partners. The knowledge gained within the project was trans-
ferred inmultiple partnermeetings, leading to a knowledge leap in 3Dpoint
cloud data analysis and registration for both parties.

Keywords: Remote sensing · Point cloud analysis · Multi-sensor data
fusion · Interactive collaboration · Knowledge buildup and transfer

1 Introduction

Fusion of 3D point cloud data collected from different remote sensing devices
depicts a common use-case in multiple domains such as autonomous driving [1],
creation of digital twins [2], mobile robotics [3] or smart manufacturing [4]. Remote
sensing devices can be laser scanners such as LiDAR sensors, depth cameras or
stereo vision systems, generating digital representations of natural scenes. These
sensors differ in multiple aspects including but not limited to the datatype output,
accuracy, range and resolution. Common challenges such as diverging point den-
sity, resolution, orientation and scale have to be solved while integrating data from
different sensors [5]. Although 3D sensor registration and data fusion is a widely
studied field of research [8,9], the registration of data from sensors with different
characteristics, also called cross-source registration, still depicts a challenge [10].
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The company Track Machines Connected (TMC) uses multiple laserscanner sen-
sors in assistance systems for railroad construction. In more detail, sensors includ-
ing a LiDAR sensor collecting global rail data and linescanner sensors collecting
locally limited but high-resolved data are mounted on a tamping machine. Tamp-
ing machines are rail-mounted machines developed to pack the track ballast under
railway tracks.The tampingmachine is then used to collectmulti-sensor data along
a distinct track section. The collected datasets serve as the basis to investigate
data fusion. Thereby, each of the sensors generates 3D point cloud data represent-
ing different but partially overlapping parts of the rail-track section scanned. The
underlying aim to use multiple remote sensors is to enhance the resolution of dis-
tinct regions while keeping the global context.

2 Problem Statement

The nature of the point cloud data originating from LiDAR and linescanner
sensors used by TMC is diverse. The linescanner sensor data contain dense points
representing rail-track parts with consistent shape of a locally limited, high-
resolved scanning region. In contrast, the LiDAR sensor data collects data of
the entire rail-track scene and consists of points with varying density, mainly
dependent on the distance of the points to the scanner. Moreover, the shapes
of scanned objects are less consistent than that of the linescanner sensor data.
Landmark points, defined as points that can be distinctly identified in each
sensor data and that are commonly used as reference points for registration,
miss in point cloud rail-track data. In order to fuse point cloud data of these
sensors, a cross-source registration problem has to be solved. Thus, challenges of
cross-source registration such as unequal noise and outliers, difference in point
density and partial overlap between the data had to be overcome.

The FFG COMET project TransMVS was initiated as a collaborative project
between TMC and the Software Competence Center Hagenberg (SCCH). One of
multiple aims of the project was to solve the multi-sensor data fusion problem in an
automated fashion, allowing a subsequent extraction of the transformation matrix
to be used for sensor calibration. At project start, the setting was as follows:

– Registration of LiDAR and linescanner sensor data was performed by relying
on manual measurement of distances and angles between the scanners.

– Only a few datasets collected from the different sensors were available for use
within the project.

– No registration groundtruth was available.
– Knowledge on point cloud analysis including deep learning-based object

detection and automated 3D data fusion was limited.

The aim of the project was to solve the multi-sensor fusion problem using a
semi-automated workflow. Thereby, the requirements were defined as follows:

– The workflow has to be robust. Thus, all sensors need to be integrated.
– The workflow has to be semi-automated with fast execution time. Thus, tasks

such as registration or object segmentation as the basis for subsequent regis-
tration must be automated including a human-in-the-loop to guarantee com-
pleteness.
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– The integrated data has to be accurate, with a maximal deviation of each
registered sensor data from a groundtruth registration of below 2 cm in each
direction.

– The project is intended to be highly interactive and collaborative.
– Within the project, knowledge in point cloud analysis and data fusion shall

be gained and transferred between the partners.

3 Collaborative Problem Solving Approach

To develop a cross-source registration of multi-sensor point cloud data fulfilling
the aforementioned requirements, TMC and SCCH executed the project in a
collaborative setting, aiming at using resources best complimenting each other.

3.1 Roles and Competences

The TransMVS project team was assembled as follows: on TMC side, experts
in using the tamping machine and the manual sensor registration procedure,
machine learning, software development and a project manager were involved
(see Fig. 1 for a more detailed description of the levels of expertise assigned
to the present TMC roles). On SCCH side, the project team consisted of a
project manager and data scientists with expertise in software development,
machine learning and experience in point cloud analysis (see Fig. 2 for a more
detailed description of the levels of expertise assigned to the present SCCH roles).
Experience in 2D image registration was available, but experience in 3D point
cloud data registration had to be gained within the project.

Fig. 1. Roles and compentences in the TransMVS TMC project team.
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Fig. 2. Roles and compentences in the TransMVS SCCH project team.

3.2 Collaborative Development of a Calibration Object

To solve the problem of cross-source registration without landmarks available,
the project team aimed at designing a calibration object, placed within the
visible area of each sensor and used for registration between each linescanner
sensor data and the LiDAR sensor data. The workflow carried out to define and
produce the final calibration object is visualized in Fig. 3.

Fig. 3. Workflow to design, produce and adapt the final calibration object used within
the TransMVS project. The contribution of the partners to each of the steps is high-
lighted in the colored boxes.

Before designing a calibration object used for multi-source sensor data fusion,
a meeting was organized to define the necessary requirements. To successfully
register point cloud data of different sensors, the requirements were defined as
follows:

– One calibration object has to be visible for each of the linescanner sensors.
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– The shape of the calibration object needs to be consistent irrespective of the
viewpoint of the sensor and thus, the angle to the object.

– The calibration object needs to present a shape that is suitable for regis-
tration. In more detail, the orientation of the calibration objects has to be
unambigous.

Based on these requirements, a brainstorming meeting was set up to work
out the design of the calibration object. Within the meeting, a calibration object
design was proposed: an object consisting of three cylinders of different height
and 3 spheres on top of the cylinders. The idea of the present design was that
the spheres are visible irrespective of the view angle, while their orientation can
be estimated based on the height difference of the three spheres. Upon CAD
object construction, a joint in-silico registration test was carried out simulating
registration by cropping parts of the calibration object and applying distor-
tion, scaling and translation to test the registration between a calibration object
and a modified calibration object. As the registration tests have proven to be
robust, the calibration object was produced and initial data was recorded. Upon
inspecting the datasets, diffuse reflection was noted in settings with direct light
insolation. Thus, the calibration object was adapted by using a black lacquer
spray to obtain the final calibration object.

3.3 Feedback-driven, Iterative Data Recording

As one of the requirements of the TransMVS project was to create a semi-
automated workflow, and a calibration object was used to enable cross-source
registration, the calibration object had to be detected in an automated fashion.
Deep learning architectures for 3D point cloud processing or 2D representations
of 3D point cloud data are considered as state-of-the-art for object detection
or segmentation. To enable the training of such architectures to detect the cali-
bration object in previously unseen data, architectures have to be trained using
an annotated dataset. The dataset must contain point cloud raw data or 2D-
representations of point cloud data along with annotation masks, reflecting the
points representing the calibration objects. As commonly known, deep learn-
ing architectures need large datasets for training to generalize to unseen data
while inference [6]. As annotated data representing rail track data has not been
publicly available, it had to be collected and annotated. As the optimal place-
ment of the calibration objects with respect to object detection depicts a crucial
step towards a successful registration, data was recorded in a highly interactive
fashion. see Fig. 4.

To this end, a live-recording session between TMC and SCCH was organized.
TMC booked a timeslot on the tamping machine to enable the test of multiple
placements. At the same time, a live remote meeting with SCCH was initiated,
allowing to update each partner of the current status. One round of placement
was carried out as follows: 1. TMC placed the calibration objects on the rails. 2.
Data from all sensors was collected. 3. The data was transferred to SCCH and
TMC waited for feedback. 4. SCCH carried out segmentation and registration on
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Fig. 4. Workflow to find the optimal placement of calibration objects.

the received datasets. 5. Based on the results and observations, SCCH suggested
to modify the placement of calibration objects. These circles were carried out
until a perfect placement of calibration objects had been achieved. Using this
placement setting, multiple datasets of different parts of the track were collected
and annotated, now serving to train deep learning architectures for point cloud
calibration object detection.

3.4 Project Results

The collaborative execution of the project resulted in a workflow to fuse mutli-
sensor point cloud data, allowing to extract the underlying transformation
matrix for each of the linescanner sensors used to fuse the data. The workflow
consists of a robust semi-automated, interactive pipeline including a human-in-
the-loop, relying on automated calibration object detection and segmentation,
manual quality assessment and adaption and registration. The automated detec-
tion was achieved by applying 2D projections of the 3D point cloud data in
multiple views, and using a 2D state-of-the-art object detection model (YOLO-
P6 [7]). Manual quality assessment and adaption of automated object detection
results was solved using a simple graphical user interface. Robust registration
of multi-sensor data was ensured relying on a same-source registration approach
utilizing a manually calibrated reference dataset.

4 Knowledge Buildup and Transfer

One of the TransMVS project aims was the buildup and transfer of knowl-
edge within the project, with respect to point cloud analysis and registration.
The knowledge gained within the project is visualized in Fig. 5. Based thereon
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and based on knowledge already existing at project start, an interactive knowl-
edge transfer was achieved in multiple partner meetings (Fig. 6). The main focus
of the multi-sensor calibration was the development of a robust sensor data
fusion pipeline. At project start, basic knowledge about 3D point cloud regis-
tration was gained at TMC and transferred to SCCH (from TMC-2 to SCCH-
2). Within the project, knowledge about 3D point cloud registration methods
was developed and applied to design the calibration workflow. Based on mul-
tiple meetings jointly executing and discussing the code developments, knowl-
edge about advanced registration methods was transferred from SCCH to TMC
(from SCCH-2 to TMC-2). With respect to object detection and registration,
expertise in 2D image object detection and segmentation and machine learning
existed (SSCH-2 and SCCH-3). At project end, comprehensive knowledge about
3D point cloud object detection and segmentation was gathered and transferred
to TMC in regular status meetings (from SCCH-2, SCCH-3 to TMC-3, TMC-4).
A crucial aspect depicted the transformation of the 3D point cloud annotation
labels to 2D bounding boxes for the training of a 2D object detection model,
based on heavy data augmentation of the 3D labeled data. This method was
developed in an interactive fashion, including the transfer of knowledge on 2D
computer vision methods from SCCH to TMC (from SCCH-2 to TMC-3).

Fig. 5. Development of knowledge in registration and analysis of 3D point cloud data.

5 Insights Gained Within the Project

Within the runtime of the TransMVS project, insights in how to solve semi-
automated multi-sensor registration approaches was gained.
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Fig. 6. Transfer of knowledge in registration and analysis of 3D point cloud data and
computer vision algorithms.

5.1 Avoiding Cross-Source Registration by Using a Reference
Dataset

Multi-sensor data fusion depicts a cross-source registration challenge. Due to
the utilization of remote sensors generating 3D point cloud data with diverging
properties, the application of cross-source registration methods is error prone
(varying point density, diverging object shapes, irregular noise and outliers). We
developed a registration strategy avoiding cross-source registration by generat-
ing a manually calibrated reference dataset. Registration within the TransMVS
final workflow is based on calibration objects, placed on the rails, scanned by the
sensors and segmented using a semi-automated object detection and segmenta-
tion workflow. By using a manually calibrated reference point cloud dataset that
includes calibration objects collected from similar sensors, a registration strategy
based on same-source registration could be developed. Thus, segmented calibra-
tion objects collected from a particular sensor type are always registered to data
of the same source (same-source registration). In combination with a graphical
user interface used to correct automated calibration object detection results, a
fast and robust workflow could be proposed.

5.2 Generating Datasets Serving for Point Cloud Segmentation
Model Training

A crucial aspect towards a successful fusion of multi-sensor point cloud data
depicted the accurate segmentation of calibration objects. At an early phase of
the project, multi-sensor data was collected including the calibration objects
placed at arbitrary positions. The best performing placement of calibration
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objects with respect to a subsequent segmentation and registration was yet
unknown. In addition, the objects’ location was changed from the left rail to
the right rail in multiple cases. Moreover, the linescanner sensors come along
with specific features such as noise suppression, which was partially activated or
deactivated. As only a small number of datasets could be collected in total (40
datasets) due to a limited availability of the tamping machines, all records were
annotated and used for deep learning object detection or segmentation training.
The result was a non-uniform, noisy and highly heterogeneous dataset, consist-
ing of data from different sensors with the aformentioned properties, leading
to a highly unstable training performance and low detection accuracies on a
validation set. This was even amplified by a low object-to-background ratio of
calibration object points to non-calibration object points. By excluding datasets
showing high divergence to most of the datasets and by relying on 2D projections
in multiple views and a sliding-window approach, thereby reducing the overall
amount of data points while increasing the object-to-background ratio, these
challenges could be overcome.

5.3 Collaborative Problem Solving Approach

The project was carried out in a highly interactive manner, including multiple
hands-on sessions targeting data recording and algorithm development. In addi-
tion, regular meetings were carried out to transfer knowledge gained between the
partners. An important aspect that contributed to the success of the project was
the interactive data recording session, allowing to perform a real-time evaluation
of the data collected and thus, to incrementally adjust the experiment settings
towards an optimal placement of the calibration objects with respect to subse-
quent object detection and data fusion. Hence, this interactive data recording
session helped to solve the multi-sensor data fusion challenge in a short period of
time by generating high quality data for the given task, and will be considered
in future projects.
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Abstract. Nowadays, large amounts of data are generated in the man-
ufacturing industry. In order to make these data usable for data-driven
analysis tasks such as smart data discovery, a suitable system needs to be
developed in a multi-stage process - starting with data acquisition and
storage, data processing and analysis, suitable definition of use cases
and project goals, and finally utilization and integration of the analy-
sis results to the productive system. Experience from different industrial
projects shows that close interaction between all these sub-tasks over
the whole process and intensive and steady knowledge transfer between
domain experts and data experts are essential for successful implemen-
tation. This paper proposes a stakeholder-aware methodology for devel-
oping data-driven analytics use-cases by combining an optimal project-
development strategy with a generic data analytics infrastructure. The
focus lies on including all stakeholders in every part of the use-case devel-
opment. Using the example of a concrete industry project where we work
towards a system for monitoring process stability of the whole machinery
at the customer side, we show best practice guidance and lessons learned
for this kind of digitalization process in industry.

Keywords: Industrial data analytics · Digitalization process ·
Human and AI

1 Introduction

The Industry 4.0 revolution enables a massive source of complex data in indus-
trial manufacturing [8]. Fast-changing market requirements, as well as the need
for rapid decision making, pose significant challenges for such companies [12].
An intelligent analysis of all available data sources is a necessity for companies
to stay scientifically, technologically, and commercially competitive. Especially
in industrial manufacturing, intelligent data analytics combined with specific
use case definitions are often the basis for crucial business decisions to gain an
advantage over the competition. According to Gartner, a research institute that
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focuses on market research and analysis of developments in the IT sector esti-
mates that 80% of analytical insights will not deliver business outcomes [1]. At
the conference Transform 2019 of Venture Beat experts even estimated that 87%
of data science projects never make it into production [2]. According to [5] et
al., key reasons that influence the probability of failure for data-driven analytical
projects are most frequently attributed to data-related challenges like data- qual-
ity, access, understanding and preparation. Furthermore, process-related chal-
lenges like budget/time, cultural resistance and unstructured project execution,
as well as, people-related challenges including the lack of technical expertise pose
significant impacts on the non-success of data-driven projects. The research also
highlights a conceptual distance between business strategies and the implementa-
tion of analytics solutions in more than half of their respondents. This conceptual
shift shows the necessity of addressing data, user and business-related aspects
during the conceptualization of the data analytics use-case and has proven to
be challenging [10], According to a study conducted by Forbes Insights and
EY, clear communication between different stakeholders and an enterprise-wide
digitization strategy play a major role in the successful realization of effective
and value-generating data analytics use-cases for the industrial manufacturing
domain [11]. In this paper, we investigate and document the steps needed for
defining, developing and deploying data analytics use-cases, describe common
pitfalls and provide concrete real-world examples in the industrial manufactur-
ing domain. The paper is structured as follows: Sect. 2 describes the industrial
manufacturing company starlim and the project vision developed for our col-
laboration. Sect. 3 covers the digitalization workflow from data to decisions.
We describe the overall methodology to get from project definition (Sect. 3.1)
and data provision (Sect. 3.2) to data analysis and the integration as well as
exploitation of all project results (Sect. 3.3) utilizing the knowledge of different
stakeholders. Sect. 4 concludes with a brief discussion of the work provided and
future work.

2 Use Case Description - Project Vision

In this paper, we will repeatedly illustrate our statements with concrete examples
from our several years of cooperation with our project partner starlim, which is
an Austrian company and the world market leader in the field of liquid silicone
injection molding. 14 billions of high-quality silicone parts are produced annually
for the industry, life sciences and mobility sectors, with several hundred machines
in operation every day. In elastomer injection molding, the material is propelled
by a screw and injected into the molds (= cavities) that correspond to individual
products. During one injection of the material (= shot) multiple cavities are
filled. Only in the mold is there a sudden rise in temperature to about 200 ◦C,
which is used for vulcanization (conversion of the liquid silicone raw material
into the silicone rubber), followed by removing the products from the cavities.
At our partner company, this process runs on several hundreds of machines
producing various products, where each of the machines produces thousands up
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to hundreds of thousands of product pieces per day. With each shot, a lot of
data (i.e. several hundred data points) is collected at each individual machine,
referring to the physical state of the process, e.g., temperature and pressure,
the current configuration of the machine as well as to various properties of the
products, e.g., volumes. Parts of this data are on the one hand directly used
for machine operation and monitoring by the operator through display on the
machine and on the other hand are also available to machine experts for historical
analyses (i.e. by visual data inspection and statistical evaluations).

A few years ago, the company decided to intensify the digitalization process
in the direction of automated and intelligent data use in order to better exploit
the potential inherent in the existing large volumes of available data. It was
clear to both the IT experts and the machine experts of starlim from the very
beginning that there are a number of challenges to tackle in this process and that
standard IT solutions alone cannot achieve the goal. The main reasons for this
included the following: Injection molding represents a very complex physical-
chemical process and there exists a wide variety of situations that can lead to
a bad, or at least unstable, condition of a machine as well as its production
process. Considering that there are usually more than one hundred machines
simultaneously in operation that produce several dozens of different types of
products allows to understand how difficult the work towards a generic solution
for an all-encompassing machine monitoring has to be. Finally, a one-to-one
allocation of the production process and produced quality is infeasible.

An exemplary business usage of the available data would be to create a
system that monitors and evaluates the production quality of all machines in
use online, simultaneously, and in an all-encompassing manner.Given the cir-
cumstances described above, working in this direction at our corporate partner
seems extremely challenging, if not impossible. The risk of failure has to be
considered very high for such complex and challenging project goals. Therefore,
instead of heading directly for the produced product quality, we want to focus
in our project on monitoring the process stability. The following vision goal was
defined for our collaboration:

Project Vision: A system is to be created that is capable of assessing the sta-
bility of the processes of the machine park and the associated product quality and
providing trained machine operators with information on which machines pro-
cesses need to be optimized.

This goal should not be understood as a global objective of the project that
must be fully implemented in a predefined project time frame, but rather as a
vision that is to be approached step by step in a process embedded in the project
work.

3 Workflow for a Digitalization Process

Studies like [1] and [2] as well as literature in data science [5,6] claim that data-
driven analytical projects in the industrial manufacturing sector still tend to
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have a high risk of failure. The main reasons given in this context [5] coincide
with the typical challenges that also we as data scientists at SCCH face in our
daily work in the industrial environment. Based on our experience, we are con-
vinced that successful interaction between the business experts and the data
experts is indispensable for overcoming all these challenges. In this chapter, we
want to point out ways, but also pitfalls, which can favor or hinder a successful
implementation of this in practice. The results presented here are based on the
experience gained from a wide variety of industrial projects and the strategies for
successful project implementation developed thereby over many years. Further-
more, for a complete implementation of an industrial data analysis project, from
data acquisition to the integration of project results into the productive system,
a number of objectives usually need to be successfully implemented. In view of
this fact, it should be mentioned that independent, sequential processing of these
sub-tasks is not advisable here either, but that a consistent, interlinked project
strategy can represent an important, even decisive criterion for project success.
Figure 1 shows a very generic, ideal, all-encompassing workflow that addresses
the above conditions. On the vertical line we see the time sequence of the indi-
vidual work steps and their dependencies and interactions with each other. The
horizontal level represents the interaction between the project members during
the individual sub-tasks. For each work step, suitable people from both the team
of data experts and the team of the industry partner work actively on the respec-
tive task in a core team (marked red in the graphic). In addition, it should also
be defined which colleagues are to be available to this core team in an advisory
capacity and/or as stakeholders (marked in black). Since the respective experts
will be mainly involved in each project phase, the core team will usually change
during the course of the project.

Before, in the next subsections, we touch on insights gained from our project
experience for the individual work steps during a digitalization process, the fol-
lowing, in our opinion, important note should be given: It is beneficial if all
project participants are aware that, in addition to achieving explicit project
goals, there are also implicit results throughout the work process that can addi-
tionally be very valuable for the company. The following two prominent examples
may be mentioned here:

– Continuous improvement of data quality: Nowadays, large amounts
of data are generated in industry throughout the entire production process.
During data recording, a variety of problems can occur with regard to data
quality, such as incorrect or missing measurements, measurements with inap-
propriate resolution (both in terms of measurement unit and time), incorrect
allocations or time stamps, etc. These problems often only become apparent
when corresponding data are actually used in analysis evaluations, and only
after they have been realized can work be done on solving such problems.
As a consequence, you end up with data of significantly improved quality,
which is not only beneficial for the project in question, but also improves any
further use of the data in future.
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– Enrichment of process knowledge and data (analysis) understand-
ing: As we will explain below, the best possible knowledge exchange between
domain experts and data experts is essential for the successful implementation
of a data analysis project. The use of this knowledge built up during this pro-
cess - whether in explicit form e.g. through documentation, or in implicit form
(i.e., further development of company employees) - is again not limited to the
project itself. Experiences on past projects show, for example, that domain
experts on the company side learn about ways to get certain questions about
the process (state) answered through appropriate data visualizations.

Fig. 1. Project workflow

3.1 Project Outline - Definition of Project Vision, Project Goals
and Use Cases

As everywhere else, it is also essential in data-driven industrial projects to carry
out good project planning at the beginning of the project. If you come to the
conclusion that the defined project goals are reachable and that the path to
achieving them seems relatively clear, then it makes sense to create a project
plan that is as precise and time-defined as possible and then go for its imple-
mentation. In this field, however, it is usually the case that both the definition
of concrete project goals and the estimation of their achievability prove to be
very challenging and complex, if not impossible. According to our observations,
the reason for this is typically a combination of the following problem charac-
teristics: Firstly, There’s no picnic; i.e. data analysis can only answer questions
posed by domain experts if the relevant information needed to answer the ques-
tion is also present in the data, whether explicitly or implicitly. Secondly, there
are mutual dependencies between the project steps ; they can not be seen as inde-
pendent, sequential tasks. Finally, there are potentially many different person
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roles involved in a data-driven analytics project. For the overall success of the
project, it is important that the inputs and interests of all these stakeholders
are taken into account. This is even more challenging as the group of people is
expected to be very heterogeneous and a common understanding needs to be
built. If for the above reasons one finds oneself in the situation of not being
able to predict concrete final results and if it cannot be assumed that proved
standard solutions can lead to the goal, all persons involved must be aware that
ultimately this is an applied research project. That is, the planning of the project
and its outcome must be designed openly. In this case, we propose the following
two-track approach for project development: At the beginning of the project,
a project vision should be developed together. The concrete project planning
should then take place with the aim of gradually approaching this vision as the
project progresses. However, the individual project phases should be accompa-
nied by concrete sub-goals which in themselves add value for the company. In
this way, two possible pitfalls as illustrated in Fig. 2 are avoided: One is that in
a data-driven research project, one is tempted of using the vision itself as the
ultimate project goal. This carries the great risk that the project plan turns out
to be too ambitious and remains unattainable (as illustrated by the red exploita-
tion progress in Fig. 2). The efforts that have been made in the project up to this
point remain without or at least with only little benefit for all those involved.
The other pitfall would be to perform one feasible analysis task after another,
losing sight of the actual project vision (grey exploitation progress). This finally
leads to a sequence of subprojects where each successful implementation brings
a certain benefit in itself, but without making decisive progress in the general
digitalization process of the company. Trying to keep in mind both the short-
and medium-term goals and the long-term vision of the project increases the
chances that the project will add the desired value to the company in the long
run (green exploitation progress).

Within our collaboration with starlim we tried to go after the presented strat-
egy in the following way: After developing the project vision (see Sect. 2), we
worked intensively on the concept and prototyping of a suitable data infrastruc-
ture with the participation of both the IT department and the machine experts
on the company side and database experts as well as data analysts on the part
of SCCH (see Sect. 3.2). In parallel, work on the first analysis use cases was
started at an early stage. On the one hand, the focus was on building a better
understanding of the production process and the data generated in the pro-
cess. On the other hand, this enabled the data analysts to provide input to the
database experts on future requirements for the emerging data infrastructure.
In the course of these analyses, for example, a visualization tool was created
that can also be used by the machine experts for data viewing or as support for
labeling process states. For the next project phase, the domain experts at starlim
chose the automatic detection of a known, sporadically occurring problem in the
injection molding process as a use case to run through from definition to result
integration into the productive system for the first time (see Sect. 3.3).
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Fig. 2. Three projects strategies and their corresponding exploitation value over time.

3.2 Data Analytics Infrastructure - Building Up, Data Management
and Preparation

A well-defined data analytics infrastructure is crucial in driving data analytics
use-cases toward production-ready systems. Figure 3 shows a high-level view of
the technology stack and the information flow between components, use-cases
and stakeholders. We design this infrastructure so that it theoretically is capable
of deploying the high-level project vision (see Sect. 2) as well as lower-level sub-
goals (e.g. see Sect. 3.3) in the context of industrial process monitoring. We
emphasize the importance of including the expertise of various stakeholders in
the development of the infrastructure and in the definition, interpretation, and
tuning of the data analytics use-cases.

In the concrete use-case example of starlim (see Sect. 2), we are dealing with
high volumes of data due to the sheer amount of produced products in combi-
nation with a lot of different sensors governing the manufacturing process. In
addition, data produces fast, and it is essential, especially for real-time moni-
toring use-cases, that data routes throughout the different technological layers
with minimal delay. Unfortunately, industrial partners often overlook the impor-
tance of high-quality data, i.e. data veracity, making pre-processing necessary
to conduct complex and interpretable data analytics. In the example of starlim,
we identified several data-quality related issues, where the most prominent issue
manifested itself in the form of semantic shifts in the gathered data (see [4] for
more details on how we tackled this problem). Concerning data variety, we solely
deal with structured data in the starlim use-case in the form of process-state and
product-state data.

To timely route data to the different components of the stack, we utilize
Apache Kafka, an open-source event streaming platform. The distributed nature
of Kafka coupled with high throughput, low latency and high scalability are key
reasons why we chose Kafka as our message broker. In addition, Kafka features
a technology called Kafka Connect for sourcing and sinking data streams to and
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Fig. 3. Concept of data analytics infrastructure for Starlim

from (external) databases, abstracting low-level database code with user-friendly
connector configurations. Kafka routes data using a queue-like structure called
topics to different components of the infrastructure. One may enforce individual
data schemes for such topics utilizing the Schema Registry. In our infrastruc-
ture stack, we settle with Apache Avro for schema definition and serialization
due to prior experience in other projects and its efficient binary serialization
capabilities. Querying the serialized data is impractical for analytical purposes.
We split data persistence into hot and cold storage to increase latency and ana-
lytical interpretability while decreasing storage costs. In this paper, we refer to
hot storage as storage that holds deserialized data that needs to be accessed
often and without much latency by different stakeholders for analytical pur-
poses, e.g. data of the ongoing year, whereas cold storage acts as an efficient,
i.e. serialized, data-store for historic or less demanded data. We have chosen
Apache Cassandra, a distributed storage system for high volumes of structured
data, for the persistence layer of this infrastructure stack, as Cassandra is highly
scalable, has no single point of failure and handles high write throughput with-
out sacrificing read efficiency [7]. Analyzing the high volumes of data requires a
distributed computational layer that is capable of conducting heavy computa-
tional analysis with high volumes of data, e.g. offline model training on historical
data, as well as near-real-time analysis tasks like online predictions and outlier
detection. Different use-cases may require different processing tools; however,
in process monitoring for industrial manufacturing, a reasonable assumption is
that tools support near-real-time stream and batch analysis with a good inte-
gration of machine learning frameworks. In the context of near real-time process
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monitoring, Apache Spark is a reasonable state-of-the-art choices with scale-able
streaming and batching capabilities, high throughput and low latency [9].

We deploy the data analysis infrastructure on five CentOS nodes, where two
of them act as management nodes running Apache Kafka, Kafka Connect and
Schema Registry. The other three are used for distributed analysis, i.e. Apache
Spark and persistence, i.e. Apache Cassandra. To provide failure-tolerant data
persistence, we replicate data on all three Apache Cassandra instances in order
to limit the amount of downtime and data loss risks. We retrieve newly generated
and binary serialized process- and product-state data using Kafka-Connect. Data
is de-serialized and pre-processed in distributed Spark Streaming applications.
Compressed serialized Avro data exports to disk acting as a backup and addition-
ally persists as cold data in Cassandra tables. Use-case specific analysis tasks are
divided upon the Spark batching and streaming environment and are configured
by analysis experts as well as continuously adapted using domain knowledge
of machine operators and machine experts. Analysis results are published for
business management and other stakeholders in the form of, e.g. Markdowns or
Shiny applications, as well as in real-time using consumable Kafka topics.

3.3 Data Analysis - Development of Data-Driven Approaches
and Exploitation of Analysis Results

When all relevant data is available, after a prior data review, a selection process
(e.g. in the form of joint workshops) usually has to take place first, in which a
number of problems relevant to the company are to be presented by the domain
experts. These possible use cases should then be jointly reviewed in terms of
effort, feasibility and potential for exploitation, and a selection of these can be
included in the project plan by order of priority. All participants should be aware
that this step can be decisive for success in the further course of the project.

The use case presented here is about a known, sporadically occurring prob-
lem in the injection molding process where due to different possible factors one
or more cavities within one shot are filled with improper amount of material
(= underfilling / overfilling). Such cases are recognizable in the data as multidi-
mensional outliers, i.e., extreme or atypical observations in one or more recorded
variables. The ideal goal of our application was to implement an approach for
the automatic real time detection of such cases, simultaneously from the stream
of all different production machines. However, considering the high heterogene-
ity of the data to be monitored (in terms of different machines, machine states
and products produced) and several characteristics regarding the outliers to be
detected (described in [3]), this undertaking had to be considered as very chal-
lenging and risky. In fact, it was very soon clear to the data analysts that stan-
dard outlier detection methods will not lead to success. Therefore, we decided
to approach the key goal step by step whereby it was already worked out in
advance with the domain experts what benefits can already be derived from the
work when a respective step is achieved. As a first step, we worked on a batch
algorithm that would enable production periods per machine to be evaluated
historically with regard to the defect pattern. We were very confident that we



88 J. Himmelbauer et al.

could achieve sufficient performance (i.e., detect a large number of problem peri-
ods without triggering too many false alarms) so that in production the results
could be used to automatically highlight production periods from the previous
day that needed careful quality inspection. In the end, we not only achieved
very good results with the batch algorithm, but the experience gained during
development helped us come up with a promising idea of how we could also suc-
cessfully implement an online algorithm. Finally, we really managed to come up
with a streaming solution that gives very promising results over the whole range
of machines and products. The integration of the algorithm into the productive
system is ongoing work that will be mainly done by a data expert of starlim. In
this context, it should be mentioned that from the start, an explicit project goal
was defined as building up internal data expertise at the company side by means
of best possible knowledge transfer during project work, so that in the future
more and more data-driven tasks can be carried out directly in the company.

4 Discussion and Conclusion

In this work, we have described the main challenges that generally need to be
overcome to implement industrial data analytics projects successfully. Based on
our experience in practice, we have come up with a stakeholder-aware project
development strategy that supports to meet these challenges successfully. We are
aware that our recommendations cannot or should not always be implemented
one-to-one. On the one hand, not all prerequisites may be in place, e.g. not all
stakeholders may be available when needed. On the other hand, each project
ultimately has its own specific requirements, which should also be met flexibly.
However, we think it is an important support for project planning and imple-
mentation to have a general method or strategy and best practices for typical
project challenges available. This can serve as a helpful basis for making strategi-
cally important decisions in each specific project. We therefore recommend that
the points raised in this paper be actively addressed with the industry partner at
the start of a data-driven project. In relation to our use case, both our corporate
partner starlim and we see awareness of this from the beginning as a key factor
for our fruitful collaboration.

We see any scientific effort that helps support the successful implementation
of industrial data analytics projects as a promising research direction. Be it
towards further standardization of the workflows involved or the automated use
of existing domain knowledge.
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Abstract. This paper presents a case study in indirect mass flow estima-
tion of bulk material on conveyor belts, based on measuring the electric
net energy demand of the drive motor. The aim is to replace traditional
expensive measurement hardware, which results in benefits such as lower-
ing overall costs as well as the possibility of working under harsh environ-
mental conditions, such as dust, vibrations, weather, humidity, or temper-
ature fluctuations. The data-driven model uses a dynamic estimation of
the idle power in order to take into account time-varying influences. The
case study has been developed in close collaboration between industry and
scientific partners. Experiences gained from a first field prototype were
used and incorporated to create an improved prototype setup, including
a modular software infrastructure for automatically capturing all relevant
measurement data. We discuss some of the challenges in development, like
data quality, aswell as our experiences in academia-industry collaboration.
The presented case study showcases the importance to bring research into
real-world applications for generating technology innovations.

Keywords: Conveyor belt · Dynamic mass flow estimation ·
Data-driven model · Academia-industry collaboration

1 Introduction

In the context of industrial machinery, a belt scale is a sensor that measures the
mass flow of material that is being transported on a conveyor belt. The mass flow
is measured by weighing the current belt load and measuring the belt speed at
the same time. However, this kind of specialized industry-grade sensor hardware
is typically quite expensive when required to achieve high accuracy under harsh
conditions present e.g. in the mining industry [16].

Especially when dealing with harsh operating conditions, dust, dirt, vibra-
tions, fluctuating temperatures or humidity, it makes sense to try to avoid such
equipment, which would also reduce the overall cost [9]. For this reason, we
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devised a case study where we try to indirectly estimate the mass flow on a con-
veyor belt in an online setting, by measuring the electrical power consumption
of the belt drive motor (using inexpensive measurement equipment). In theory,
this electrical power should correlate with the weight on the belt at any given
time. The goal is to develop ”virtual” belt scale that is able to replace conven-
tional expensive built-in belt scale systems. Possible application of this solution
include e.g. mineral processing, to monitor stone crushers by detecting how much
material has already been crushed during a given working period.

The case study presents an example of transferring research results into appli-
cation and has been developed in close collaboration between scientific and indus-
trial partners. Scientific methods are tested in field tests and real-world data is
collected to evaluate their performance and accuracy, supported by the domain
and process knowledge from the industry. The end result will be a production-
grade software solution.

2 Related Work

Nowadays, belt scales are one of the most common mass flow equipment used
in material processing. Some of the existing literature using other kinds of sen-
sors include machine vision [1,5,10,11], laser profilometers [2,13], load cell sen-
sors [15], tachometers [12], or radiation-based sensors [3]. Estimating mass flow
indirectly from energy demand can be a promising method to avoid expensive
sensor equipment and make mass flow measurements available at lower cost.
Several other works investigate approaches to use power measurements to detect
mass flow [7,8,14] or load profiles [4] of conveyor belts. They typically suffer from
calibration issues in real-world settings, especially if the estimations are based on
static models. This is why we aim to investigate alternative estimation models
that take into account time-varying environmental influences.

3 Case Study

3.1 Initial System Design

The first system design which was used consisted of a industrial car PC for
logging and processing all machine data, a belt scale as reference for conveyed
materials in kg/h and a laser-based volumetric measuring system for provid-
ing material data concerning its material flow in m3/h. For the estimation of
conveyed material via power measurement, a three-phase power measurement
device was installed.

The first tests using this prototype have shown that the data collected via
modbus TCP and CAN bus caused severe difficulties for evaluation and estima-
tion of transported material through analyzing the power draw of the belt motor.
Time shifts of supposedly synced data like material/volume flow and power draw,
inaccurate detection of belt velocities by the belt scale and uncertain informa-
tion states whether material was on the conveyor or not made development and
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research difficult. In addition, the system was running in tests without human
supervision and therefore without test protocols. Severe preparation of the col-
lected data was needed to develop a system which was able to predict the amount
of transported material within a certain accuracy. The difficulties in the system
of the first iteration have led to needed improvements of a updated system design
described in the next paragraph.

3.2 New Design

To collect more accurate and reliable data in field tests, the following parts of
original system have been modified and substituted. The data collection and
processing software is now running on an industrial edge AI computer and the
laser-based volumetric measurements system was exchanged with a stereoscopic
volumetric measurement system, also capable of providing image data of the belt.
The belt scale was substituted with a more accurate one, resulting in better mass
flows detection and accuracy in belt speed measurements. The three-phase elec-
tric power measurement device was also upgraded to a higher precision class. In
addition to the exchanged components, the physical position of the stereoscopic
volumetric measurement camera was adjusted to deliver data correctly synced
to the power draw measurements.

The described field setup of the measurements on the conveyor is illustrated
in Fig. 1.

Fig. 1. Conveyor belt with electric drive motor. Belt scale and camera system provide
reference measurements.

In addition to these hardware improvements, also the software for overall
data collection and handling has been upgraded. A new and improved modular
software platform has been developed and implemented that provides a Big Data
infrastructure to record all relevant measurement data in the field, including
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control commands and operator input, which can then be stored on edge as well
as transmitted remotely to the cloud.

3.3 Data Aquisition

With the help of the new hardware and software design, new heavily supervised
field test have been carried out. Tests with different material loads on the con-
veyor have been executed strictly following prior defined test cases. The installed
belt scale has been calibrated prior to all tests with the help of a bridge scale
at the mineral processing plant for assuring ground truth. All necessary data,
including 15 images per second of the belt have been collected.

The field tests were carried out under supervision of engineers in the field and
researchers remotely following the test via VPN connection, live video streams
and live visualisation of all necessary data. Intense collaboration and communi-
cation between the edge and cloud team was necessary to guarantee perfect data
acquisition in the field. Due to the improvements of the hard- and software sys-
tem and the detailed planned an executed field tests all prior existing difficulties
of the first design and tests have been addressed.

4 Mass Flow Estimation Model and Results

The method for estimating the mass flow on an inclined conveyor belt builds
on the physically motivated idea that the transported mass M during a time
interval Δ is proportional to the net energy input EN during that time:

EN (Δ) = k · M(Δ), (1)

where the coefficient
k = k(ρ, ϑ, . . .) (2)

depends on the friction ρ, temperature ϑ and possibly other external factors.
Consequently, by measuring the power consumption Ptotal of the belt drive motor
and subtracting the idle power P0, one can estimate the transported mass M(Δ)
according to

M(Δ) =
1
k

EN (Δ) =
1
k

∫ t0+Δ

t0

Ptotal(t) − P0(t) dt. (3)

The idle power P0, which is defined as the electric power demand for moving
the empty conveyor belt without material, is affected by external influences such
as weather conditions (temperature, humidity, rain, etc.), not all of which can
be measured precisely, especially since these external factors are changing over
time. Consequently, P0 cannot be assumed constant, but has to be estimated
dynamically over time. This is achieved by, in a first step, identifying idle phases
during operation, i.e. time intervals in which the belt is empty and where the
measured total active power is equal to the idle power, and then, in a second
step, using a regression model to interpolate between these idle phases.
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As part of the first proof of concept, a reference measurement system is
available, consisting of a camera sensor and a belt scale, that help to identify
idle points during operation. In later production use, however, the reference
measurement system will not be available and instead the idle point will be
defined either via an automated controller or manually by a user-triggered re-
calibration.

Using a piece-wise robust regression, combined with extrapolation in the
outer areas, the idle power is then estimated based on the identified idle points
during operation with material on the belt. Due to recurring idle phases and the
resulting support points for regression, this estimate is automatically adapted
on an ongoing basis.

Figure 2 illustrates this idle power estimation on an exemplary operation
period. Idle points are indicated in red. The plot shows that the idle power is
not constant over time, even with repeated idling, which is why a sophisticated
and robust estimation of the idle power is crucial. Every now and then, longer
idle phases (>1 min) occur, which provide robust indications for the idle power.
But also shorter phases are visible in between, e.g. due to discontinuity of the
material feed flow, that can provide additional support points.

Fig. 2. Power measurement during an example working period with idle points and
estimated idle power using robust piece-wise regression.

Another challenge, besides estimating P0 is how to model the k factor. Com-
parison of different approaches, including constant and time-dependent models,
have shown that a non-linear state-dependent model

k = k(P0) = α0 + α1P0 + α2P
2
0 (4)

dependent on P0 delivers the most promising results. In [6], various models
were investigated in this regard and evaluated for their suitability. The model
in Eq. 4 is motivated by the assumption that external factors like temperature
etc. (see Eq. 2) affect the total power consumption in the same manner as the
idle power, and that therefore these influences are also indirectly included with
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P0. Given measurement data for Etotal and the mass Mmeas (from the reference
measurement system), the model parameters αi can easily be estimated using
linear regression over EN :

EN = Etotal − E0 ∼ (α0 + α1P0 + α2P
2
0 ) · Mmeas. (5)

More details on the estimation model and evaluation results are presented
in [6].

5 Discussion

5.1 Challenges

Based on the experiences of the case study, several key challenges were identified,
which will be briefly discussed below.

Data Quality. A typical problem with data-based models is the need for suf-
ficient high-quality data and measurement scope for model training as well as
validation. The data quality also poses great challenges to the measurement
equipment, especially when data is to be measured in field operation under harsh
conditions like in the mining industry. Judging from the experience gained, data
quality was not only the most important challenge in our case study, but also the
one having the most significant impact on a successful project outcome, which is
why it is of particular importance to assess together with the industry partner
how data quality can be maximized in a feasible manner, and together come up
with a suitable and realistic test plan for the field studies.

For this reason, various measures were considered to improve data quality,
including cleansing, synchronization and redundancy. Based on the experiences
gained from the first prototype (see Sect. 3), with data acquisition that included
the most relevant features, in the improved design attention was paid not only
to expand the scope of data acquisition, taking into account all potentially rel-
evant measurement points (see Big Data infrastructure), but also to improve
the accuracy and resolution. This applies e.g. to the belt scale, which now not
only provides higher resolution mass flow measurement, but also includes an
improved measurement of belt speed, which is crucial for being able to accu-
rately synchronize different time series, as described below.

To further improve the data quality, the measured time series data were
cleaned, e.g. outliers were filtered out. This is done on the one hand by explicit
restrictions to plausible value ranges (e.g. mass flow to 0 . . . 400 t/h), on the
other hand by automatic detection of faulty measurements or data transmission.
Among other things, consistency checks can be made with correlated time series.
This can counteract a distortion of the subsequent P0 estimation due to faulty
measuring points.

The installed reference measuring system is also designed redundantly (belt
scale and camera measure mass and volume flow, respectively) in order to be able
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to detect and correct faulty measurements. This is an important lesson learnt
from the first prototype, where doubts arose about the accuracy and reliability
of the measurements of the belt scale used, what prevented to be able to make
reliable statements regarding idle periods, which finally also distorted the P0

estimation. Therefore, it was decided to perform additional determination of the
volume flow.

The redundant measurement of the mass and volume flow allows to carry
out consistency checks, which on the one hand led to an increase in data quality
for later analyses, and, on the other hand, could show the weaknesses of the
conventional systems. For example, it was possible to identify individual peaks
in the mass flow that were not due to an actually increased band load, but could
be concluded as measurement errors (since these peaks are not reflected in either
the power or the volume measurement).

Instead of a file-based data exchange, all time series data from the test series
are now collected in an InfluxDB database and are available for replay, further
analysis and evaluation. This fusion also makes it much easier to clean up data,
to annotate it for documentation purposes and to continue the development of
new data-driven models.

The resulting database was not only a necessary prerequisite for a data-driven
development of the virtual belt scale, but also represents a significantly improved
basis for any further use of the data (e.g. data understanding, visualizations, data
evaluations for customers, or further data analyses such as wear detection).

Synchronisation. Especially the synchronization of the measured time series
data proved to be difficult in the first prototype iteration. The different features
have different time stamps and sampling rates, which made an alignment and
synchronization necessary, including interpolation and re-sampling.

There is also a time offset between the mass flow measurements of the belt
scale and the camera due to the offset positioning (see Fig. 1). This time offset
is of course not constant, but dependent on the belt speed. Consequently, the
accuracy of the synchronization also depends on the measurement accuracy of
the belt speed.

Calibration and Re-calibration. In the first series of tests it has been shown
that, over an extended period of time (e.g. several weeks), there are different
external influences that affect the stability of the mass estimation, but not all of
them can be accurately recorded or modeled. For example, change of position and
location when the machine is moved, different inclination, ambient temperature
and humidity influence mechanical stress of the belt (in a non-linear manner)
and thus the friction losses.

Partial countermeasures can be taken by appropriate modeling of the fea-
tures, e.g. by selecting the k factor as a function of P0 to capture influences that
also have an effect on P0.
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Furthermore, this problem is mitigated by periodic re-calibrations. For exam-
ple, recurring short idle phases can be inserted throughout the working period,
e.g. 30 s every 4 h, which then act as supporting points for the P0 estimation.
This is especially necessary at the beginning of a new work period or after
changeover/realignment of the machine.

The necessity for re-calibration can be seen as a disadvantage of the existing
virtual belt scale approach. However, the experience of the industry partner has
shown that even cost-intensive conventional belt scales in operation over a longer
period of time usually do not get by with a one-time calibration but also have
to be re-calibrated periodically (which often has to be done manually) in order
to maintain sufficient accuracy.

5.2 Academia-Industry Collaboration

A big success factor for fruitful collaboration between industry and academia,
besides having a clearly defined common goal, is to have a frequent exchange
of knowledge and experience in close coordination. In periodic weekly or bi-
weekly meetings, industrial and academic partners compare not only the progress
of the project in a continuous manner, but also give updates on any changes
in objectives. For example, after the first series of tests on the prototype, it
became apparent that the volume and quality of the measurement data were
not sufficient, whereupon joint discussions were held to work out which measures
could be implemented with reasonable effort and if these envisioned measures
would be sufficient so that the data-bases models could meet their performance
targets.

It is difficult to say in advance which methods for predicting the mass flow
are going work well and deliver satisfying accuracy. This is why it is important
on both sides to be willing to iterate on goals and progress rather than expecting
a one-time linear technology transfer from academia into application. Instead of
focusing on a final solution, it is, like everywhere in software engineering, more
important to put in place an operational workflow as well as infrastructure to
iteratively extend and improve the solution. The individual iteration steps are
extensively tested to detect problems and learn from them in an effort to mitigate
similar problems in the future.

During the development, the industrial partners contribute their domain
expertise from the mining industry, the production processes and equipment, and
the academic partners support with their experience in data science methods.
This creates a knowledge transfer that benefits both sides, allowing to combine
data-driven methods from academia with physics-based approaches to achieve
better results. Results from research can be transferred into practice and can be
used in a real application and bring innovation and added value to the industry.
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6 Conclusions

In this work, we have presented a method for online estimation of the mass flow
on a conveyor belt in mineral processing applications, which has been developed
in collaboration between industry and academia. By leveraging the skillsets of
both parties, methodical results from research are brought to real-world appli-
cations.

One of the key challenges in the development of a virtual belt scale is that it
needs to work robustly in the presence environmental influences and disturbance
factors, especially when trying to estimate the idle power P0. Observations have
shown that idle power can change significantly, sometimes rapidly, during oper-
ation and cannot be assumed to be even approximately constant [6]. The more
P0 support points available, the better the estimate. In practice however, during
operation one would like to get along with as few P0 support points as possible.

Over the course of different working periods (e.g. on different days with differ-
ent weather conditions) an accurate estimation of the mass flow is difficult. This
is why we want to improve robustness and accuracy of the model in the future,
by continuing close collaboration between scientific and industrial partners to
collect more field data over an extended period of time in order to perform a
more comprehensive statistical analysis on additional model features (e.g. tem-
perature). It is to be expected that a greater quantity and quality of collected
data could provide us with an improvement on accuracy.
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Abstract. Financial spreading is a necessary exercise for financial insti-
tutions to break up the analysis of financial data in making decisions
like investment advisories, credit appraisals, and more. It refers to the
collection of data from financial statements, where their extraction capa-
bilities are largely manual. In today’s fast-paced banking environment,
inefficient manual data extraction is a major obstacle, as it is time-
consuming and error-prone. In this paper, we, therefore, address the
problem of automatically extracting data for Financial Spreading. More
specifically, we propose a solution to extract financial tables including
Balance Sheet, Income Statement and Cash Flow Statement from finan-
cial reports in Portable Document Format (PDF). First, we propose a
new extraction diagram to detect and extract financial tables from doc-
uments like annual reports; second, we build a system to extract the
table using machine learning and post-processing algorithms; and third,
we propose an evaluation method for assessing the performance of the
extraction system.

Keywords: Table extraction · Deep learning · Financial spreading

1 Introduction

Financial Spreading refers to the collection of data from financial statements
for various analyses of banks and financial institutions. This data is essential
in making decisions like investment advisories, credit appraisals, etc. Presently,
it is increasingly becoming a significant challenge since their extraction capa-
bilities are largely manual. Nowadays, the inefficient data extraction is a major
impediment, as it is time-consuming and error-prone. Then, there is a dire need
to address this issue. In general, financial data is often presented in tabular form
and is appreciated by financial workers. However, extracting tabular informa-
tion manually is often a tedious and time-consuming process. For these reasons,
financial institutions are trying to find an automated solution to extract financial
tables for their needs.

In the past two decades, a few methods and tools have been devised for table
extraction from documents. However, these solutions contains some shortages.
First, such solutions cannot automatically detect the page with relevant financial
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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table. They need a manual input from the user. Second, these methods detect
tables page-by-page, and cannot process tables that are spread on multiple pages.
Finally, the table structure is not well restructured.

In this paper, a solution to solve the problem of automatic table extraction
for financial spreading is introduced. More specifically, financial tables such as
balance sheets, income statements and cash flow statements are automatically
identified, extracted and corrected from PDF-formatted financial reports. The
contributions of this work are the following:

1. A complete solution for financial table extraction is presented. It can auto-
matically locate the financial table inside the document, extract, process and
reconstruct the table.

2. A new similarity metric, ExactMatchSim, and an evaluation method are
introduced to evaluate the extracted financial tables with the ground truth.

3. Experiments on real-world data are implemented to confirm the performance
of the proposed system.

In the following, table extraction for financial spreading related work is
reviewed in Sect. 2. Session 3 provides detailed information on the table extrac-
tion method from a document and the complete pipeline for financial table
extraction. Section 4 introduces the evaluation measure and method. Then it
details the considered datasets and the system performance results. Finally,
Sect. 5 concludes and summarizes our work.

2 Related Work

This section, first, familiarizes the reader with an overview of table extrac-
tion technologies, the financial tables extraction related work, and the available
extraction evaluation methods.

2.1 Table Extraction Technologies

Table extraction methods generally focus on the processing of: i) text-based
only PDF document and ii) the general document with both text and image.
For the text-based document, table extraction methods are generally based on
the layout of the text in the PDF page (e.g., text boxes coordinates and/or ver-
tical/horizontal lines structure). Several tools are proposed, such as Camelot [2]
and Tabula [13]. In these tools, two common extraction methods are Stream
(which uses the text boxes coordinates to reconstruct the table) and Lattice
(which is based on image processing to detect the vertical/horizontal lines and
reconstruct the table).

In the general case of table extraction, Deep-learning based architectures
are considered [3,4,15]. The proposed solutions include accurate detection of
the tabular region within an image, and subsequently detecting and extracting
information from the rows and columns of the detected table. These solutions
include CDecNet [1], TableNet [8], CascadeTabNet [9] and DeepDeSRT [11].
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However, these solutions need powerful hardware resources and are not optimized
for the case of long and complex tables like financial tables. In [7], the authors
proposed the FinTabNet dataset for financial table recognition and a method to
extract the content of these tables.

In general, financial documents contains the following characteristics: (i)
financial tables are not clearly marked - there is no information showing where
the financial tables are located in the document; (ii) there is no common tem-
plate for financial tables; (iii), tables can be spread over many pages; and (iv)
financial documents can be large, ranging from tens to hundreds of pages. It
means, to solve the problem of automatically extracting financial statements
from a document, a table extraction solution needs to be able to automatically
locate the considered table in the document. Unfortunately, the above solutions
work only with page numbers as input, which means that the location of the
table has to be provided manually by the user. The same issue is encountered
with cloud solutions like Amazon Textract1 or Azure Form Recognizer2.

2.2 Quality Evaluation Methods

The problem of table extraction quality evaluation is not well studied in the
literature. In fact, there are few works that addressed this problem and pro-
posed an adaptation of precision, recall and F1-score to tables [5,6]. To compute
these measures, the table structure is transformed to “cell adjacency relations”.
It defines the relation between each content cell with its nearest neighbor in
horizontal and vertical directions, no adjacency relations are generated between
blank cells or a blank cell and a content cell [5]. Cells adjacency relations of the
ground truth tables are then compared to cells adjacency relations of the pre-
dicted tables to compute the recall, precision and F1 score. However, these mea-
sures have two main drawbacks: 1) Only immediate adjacency relations between
content cells are considered, thus, this representation cannot detect errors caused
by empty cells and misalignment of cells. 2) These measures consider the exact
match of the content, which is not always relevant for the evaluation [15].

To avoid these problems, another measure was introduced: Tree-Edit-
Distance-based Similarity (TEDS) [15]. This measure uses HTML tags to repre-
sent the table, and consider comparing such representation of the ground truth
and the predicted table. However, this representation could lead to a wrong
structure if a tag is missing or if there is some difference in row/col span, this
wrong structure will consider the predicted table as different from the ground
truth.

In general, available table extraction evaluation measures need to transform
the table to an intermediate structure. This intermediate structure could contain
information like cells relations, cells boundaries, etc. This structure is compli-
cated to gather, and existent table extraction solution do not produce it. This
transformation complicates the use of state-of-the-art measures to evaluate a
given table extraction solution.
1 https://aws.amazon.com/textract/.
2 https://azure.microsoft.com/services/form-recognizer/.

https://aws.amazon.com/textract/
https://azure.microsoft.com/services/form-recognizer/
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Fig. 1. The overall pipeline of table extraction system from financial report.

3 Table Extraction for Financial Spreading

This section explains the pipeline to extract financial tables for financial spread-
ing process. Then, it presents the page identification and the extraction of finan-
cial tables from the document.

3.1 Extraction Pipeline for Financial Spreading

We propose a financial tables’ extraction pipeline defined in Fig. 1. First, the
financial table is identified using the financial table discovery process. Results
contain table types (e.g., balance sheet, income statement, etc.) and correspond-
ing pages. These results are then the input to the table extraction process, where
the table is extracted from each document’s page. Finally, extracted tables are
merged to create the full financial table.

3.2 How to Identify Financial Tables

Figure 2 presents the method to identify financial tables from the document. For
the financial spreading process, three types of financial tables are considered:
Balance Sheet, Income Statement and Cash Flow Statement. To identify these
financial tables, the following process were considered: first, matching patterns
are defined for each table type, these patterns are useful to define regular expres-
sions filters that find these patterns in the document. For example, a page with
a balance sheet often contains “consolidated balance sheets” or “consolidated
financial statements”. These regular expression filters are then used to get the
set of potential pages3. Finally, potential pages are filtered by the consecutive
3 The table’s title and its text are collected, and similar patterns are then merged to

create matching patterns. In the real system, many regular expression patterns are
designed. One matching pattern is used in the filter to detect a potential page with
financial tables. Others are then used to filter these pages into the potential balance
sheet, potential income statement, and potential cash flow statement through the
respective regular expression filters.
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Fig. 2. Financial tables discovery process from the financial report. Regex means reg-
ular expression.

filtering to obtain the final result that thanks for their consecutive presentation4

in the document.

3.3 How to Extract a Table from a Document

When the table’s page is determined, we then study the question of how to
extract the table’s content. Such a question contains two main tasks:

– First, table detection: This task aims to identify the page region that contains
a table.

– Second, table structure reconstruction: This task aims to recover the table into
its components (e.g., headers, columns and rows structures, correct allocation
of data units, etc.) as close to the original table as possible.

Current work detects and extracts the table by using the coordinates of text
boxes and lines in the page, such as Camelot [2] or Tabula [13]. Other works
[4,11,12,14] directly use deep learning (DL) models to detect the table and
corresponding cells inside, thereby reconstructing the table structure.

In this paper, we propose a hybrid table extraction method, highlighted in
the diagram in Fig. 1. First, a DL model is used to detect the table’s boundaries.
Next, from the detected boundaries, we combine the coordinates of the text boxes
and lines inside the detected region to identify and recreate the table structure.
We use the DL model to detect table boundaries by first converting the document
to an image and then detecting the table’s region. This result is normalized
according to the PDF document page size, creating the corresponding boundary
of the table. Yolo v3 [10] was chosen due to the trade-off between model size,
computation time and accuracy. The model is then trained on the FinTabNet [14]
dataset since such a dataset is specially designed for the task of extracting tables
in financial statements. Compared to other models like CascadeTabNet [9], the
trained Yolo model is much smaller (30 Mb v.s. 1 Gb). As a result, the inference
time is smaller and no special hardware like GPU is needed to run the model.
In addition, the trained model is better able to detect the boundaries of large
tables, such as financial statements, than the CascadeTabNet model.

4 The financial tables are presented consecutively, however, in no fixed order.
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Fig. 3. The post-processing algorithm.

Fig. 4. An example of the post-processing process for the financial table. The left side
is the original table structure. The right side is the extracted table with the post-
processing steps that needs to be applied to correct the table.

Next, the predicted boundaries are used to reconstruct the table. These values
are normalized to the corresponding value on the pdf document by comparing
the image size and page size. Using the Lattice and Stream extractors from [2],
we first compare the extracted results from two extractors with and without
table’s boundary. If the results are the same, then we have the table. Otherwise,
we compute the overlap between these tables and combine them together.

Finally, the post-processing is used to clean the extracted table. Indeed, the
extracted table may contain some extra text like the table name or the table’s
footer, the header with nested structure, row that is separated into multiple
lines, etc. Therefore, a post-processing step is required to repair and clean the
table. Step-by-step post-processing process is showed in Fig. 3. The idea behind is
that, by identifying the type of each cell in the table, we can clean extra content,
and separate fused cells with different content or combine cells belonging to the
same row, to reconstruct the table. An example of the post-processing for a
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Table 1. Table transformation to lists example

Table Lists of values

1 23 50 List of rows: [[1, 23, 50], [2, 24, 10], [4, 30, 20]]

2 24 10 List of columns: [[1, 2, 4], [23, 24, 30], [50, 10, 20]]

4 30 20 List of numbers: [1, 23, 50, 2, 24, 10, 4, 30, 20]

financial table is showed in Fig. 4. Note that such a post-processing algorithm is
specifically designed for financial tables, which do not have a common template
but represent the same type of information. Special table elements, such as time,
unit, header, the location of text in the table, the type of each cell, etc. can be
used to post-process and reconstruct the table.

4 Performance Evaluation

In the case of financial reports’ table extraction, a high precision and coherence
on numbers extraction is mandatory, while errors on text are more acceptable, for
example, an extra or a missing character would not change the global meaning
of the text. Consequently, to evaluate the performance of the proposed table
extraction solution, the precision of the extracted data have to be evaluated. This
section presents the considered datasets, the evaluation measure and method,
and the experiment results.

4.1 Evaluation Measure

This section presents the similarity measure that is used to evaluate the extracted
table. This measure considers the table as lists of values and compares the match-
ing between these lists. For example, a given table can be seen as a list of rows
and evaluated through comparing rows. Or, lists could be lists of numbers or
texts to study the performance over each data type separately. Table 1 presents
an example of table transformation to list.

The exact matching similarity measure is a similarity measure that is simple
and fast to compute. It allows comparing the content of two lists of values, and
could be used to compare the content of two tables.

The exact matching similarity between two lists of values is defined as the
proportion of common unique values from the total number of unique values, as
follows:

ExactMatchSim(P1, P2) =
2 ∗ unique(P1 ∩ P2)

unique(P1) + unique(P2)
(1)

This measure is useful to compare table rows, columns, list of numbers and list
of texts. It considers the exact matching inside the given two lists and returns its
proportion compared to all unique values in the two lists. When this evaluation
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Table 2. Computation example of the ExactMatchSim measure between ground truth
and extracted rows.

Ground truth “North America”, 2000, 30, 10

Extracted “North America”, 2000, 30, 10, 10

ExactMatchSim 8/8 = 1

measure is equal to 100%, it means that the two compared lists contain the same
unique values.

Table 2 presents a computation example of the ExactMatchSim measure. It
returns 100% because the two rows contain the same unique value. Besides, the
extra value is redundant and has no effect with this measure.

4.2 Evaluation Method

ExactMatchSim similarity measure is used to evaluate the similarity between
two tables through four different evaluation approaches:

1. Tables similarity according to rows: each row in the ground truth table is
matched with its most similar row in the target table. Then, the mean rows’
similarity is considered as the global similarity between the two tables.

2. Tables similarity according to columns: each column in the ground truth
table is matched with its most similar column in the target table. The mean
columns’ similarity is considered as the global similarity between them.

3. Tables similarity according to numbers: for each table, the numbers are
extracted on a separate list. Next, number lists are compared using the sim-
ilarity measure.

4. Tables similarity according to texts: for each table, the texts are extracted on
a separate list. Next, texts lists are compared using the similarity measure.

4.3 Datasets

Current available public datasets are not designed for the task of extracting
financial tables. The closest dataset to our work, FinTabnet [14], is designed for
table detection and recognition but not for table discovery. Additionally, the use
of matching tokens between the PDF and HTML versions of each table in Fintab-
Net does not represent the table structure correctly in some cases, especially with
complex tables. To evaluate the proposed financial table extraction, we there-
fore manually annotate a dataset of 100 different companies’ annual reports in
different languages containing 291 full tables. The data contains pages with the
Balance Sheet, Income Statement, and Cash Flow Statement tables as well. This
dataset is called Dataset-A. Detailed types and quantity distribution of tables
are shown in Table 3.
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Table 3. Table distribution of our benchmark dataset.

Table types Number of tables Single-page table Multiple pages table

Balance sheet 98 55 43

Income statement 93 41 52

Cash flow statement 100 57 43

Total 291 153 138

Table 4. Table page discovery evaluation results on dataset-A.

Table # of table Pages Total documents Detection accuracy

Balance sheet 1 55 95%

2 27 90%

3 16 88%

Income statement 1 41 95%

2 37 87%

3 15 85%

Cash flow statement 1 57 95%

2 35 87%

3 18 85%

For evaluating the extraction content, twelve companies’ annual reports
in English5 were selected from dataset-A. From these documents, three types
of tables were considered: Balance sheet (14 table pages were found in these
reports), Income statement (21 table pages) and Cash flow statement (15 table
pages). Next, 50 tables were extracted from these reports and manually anno-
tated to get the table content in Excel format for each considered table. This
dataset is called dataset-B. To evaluate the proposed system performances on
this dataset, the table extraction system was used to extract the 50 annotated
tables. In the experiments, the system failed to detect and extract one table and
extracted 49 from the 50.

4.4 Results and Discussion

First, we evaluate the table page discovery algorithm. According to Table 4,
we find that this algorithm works well when tables span over 1 or 2 pages.
For the case of a 3-page table, the accuracy is reduced to 85%. We guess this
happens since some pages only contain a word like “(continued)” without a
header. The table extraction process is then applied by using the proposed table
reconstruction algorithm.

5 Due to the lack of human resources, only English reports were selected to be able to
accurately annotate the table contents.
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Table 5. Table extraction results on dataset-A.

Page with 1 table Page with 2 tables Page with 3 tables

Number of tables 253 74 3

Number of detected tables 244 72 3

Percent of detected tables 96% 97% 100%

Table 6. PDF files evaluation results on dataset-B, the mean similarity over all
extracted tables were considered.

ExactMatchSim (%)

Rows 92.1

Columns 94

Numbers 95.7

Texts 91.5

Next, we consider the extract capability of the table extraction algorithm.
Table 5 shows the number of extracted tables for each document’s page in differ-
ent cases. According to this experiment, the system detected more than 96% of
tables. The detection error mainly occurs when the financial table contains two
subsections with gaps, then the system detects only part of the table instead of
the whole table.

In the next experiments, extracted tables were compared to their correspond-
ing annotated tables (ground truth). For simplicity of annotation, we only eval-
uate tables spanning over only one page, but not merged tables from multiple
pages. Overall experimented tables of dataset-B, the system missed one table
and extracted 49 tables from 50. The 49 tables were evaluated, and mean sim-
ilarities over all files are shown in Table 6. According to Table 6, the measured
exact matching similarity scores are above 92% on rows and columns, which
means that the extracted tables content is close to the ground truth. Results on
Numbers are higher than 95% which confirm that the content is well extracted.
Besides, results for Texts are equals to 91.5%. According to this experiment,
data extraction from PDF files shows good quality results for rows and columns
similarity, extracted numbers and texts similarity. The performance is not 100%
because some tables were not fully detected, and their extraction is missing some
data.

5 Conclusions and Perspectives

In this paper, we propose a full process to automatically extract financial state-
ments from PDF files in the context of financial spreading. Meanwhile, we pro-
pose a new similarity measure to evaluate the performance of the system. We
also discuss its performance and some possible difficulties by extracting tables
from financial statements.



110 D.-T. Ta et al.

For future work, we will focus on the case of financial table extraction from
scanned PDF files, and we will focus also on the evaluation and work on a
measure that penalize the extra and missing data in the extraction results.
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Abstract. Machine learning has proven to be an enormous asset in
industrial settings time and time again. While these methods are respon-
sible for some of the most impressive technical advancements in recent
years, machine learning and in particular deep learning, still heavily rely
on big datasets, containing all the necessary information to learn a partic-
ular task. However, the procurement of useful data often imposes costly
adjustments in production in case of internal collection, or has copyright
implications in case of external collection. In some cases, the collection
fails due to insufficient data quality, or simply availability. Moreover, pri-
vacy can be an ethical as well as a legal concern. A promising approach
that deals with all of these challenges is to artificially generate data.
Unlike real-world data, purely synthetic data does not prompt privacy
considerations, allows for better quality control, and in many cases the
number of synthetic datapoints is theoretically unlimited. In this work,
we explore the utility of synthetic data in industrial settings by outlining
several use-cases in the field of Automatic Number Plate Recognition.
In all cases synthetic data has the potential of improving the results of
the respective deep learning algorithms, substantially reducing the time
and effort of data acquisition and preprocessing, and eliminating privacy
concerns in a field as sensitive as Automatic Number Plate Recognition.

Keywords: Synthetic data · Automatic number plate recognition ·
Deep learning

1 Introduction

Research in deep learning, for the most part, is benchmark driven and new results
are reported on long established datasets [2,8,10]. However, these datasets are
not always an accurate or complete representation of the real world, making
it difficult to transfer promising results in academia to industrial settings. In
these cases, companies are forced to curate their own datasets, which can be
extraordinarily challenging for a multitude of reasons. For one, the real-world
class distributions might not mirror those in an idealized setting, creating class-
imbalances and skewing the results in the direction of the more abundant classes.
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Furthermore, even if available, by virtue of its nature the data might come
with serious implications on the privacy of the companies customers. Lastly, in
contrast to carefully curated benchmark datasets, real-world data also often is
messy and requires additional processing to remediate imperfections.

Kapsch TrafficCom AG (KTC) offers an example for an industrial player,
affected by all these challenges. Their portfolio includes intelligent traffic solu-
tions, of which Automatic Number Plate Recognition (ANPR) is an important
constituent. ANPR operates on images of vehicles carrying number plates, which
are inherently privacy sensitive. Their collection also requires specialized hard-
ware and they often show qualitative flaws nonetheless. A means to battle all of
these issues that currently receives much attention is synthetic data [13]. Instead
of laboriously collecting samples in the real world, artificial representations of
the data in demand are generated. In many cases, the process of generation offers
much more control over the quality and distribution of the resulting data. In a
classification scenario the number of samples per class can be determined before
generation. Since the samples are completely fabricated, no issues regarding the
privacy of individuals can occur. To satisfy quality stipulations, botched sam-
ples can easily be discarded and new samples created in their stead. The options
for generating synthetic data are diverse. In composition [19] existing real-world
samples are mixed, resulting in new, artificial samples. The much studied Gen-
erative Adversarial Net (GAN) [4] uses the power of deep learning to create
completely synthetic samples, following the distribution of the real data. An
especially elaborate technique of producing prior unseen samples, is by way of
simulation [1,6,14,15,17].

In this paper, we present intermediate results of KTC’s ongoing collaboration
with the Software Competence Center Hagenberg (SCCH), aiming at exploiting
the benefits of synthetic data for KTC’s efforts in the field of ANPR. We delineate
use-cases in which the procurement of real-world data is problematic for the
described reasons, and discuss how synthetic data poses a feasible remedy. Our
goal is to emphasize the potential and versatility of synthetic data in real-world
settings. We end by providing details on the collaboration between SCCH and
KTC.

2 Methodology

2.1 Automatic Number Plate Recognition

ANPR is an important task in traffic analysis. It opens the door to a wide vari-
ety of applications, for example automatic tolling on motorways, law enforce-
ment purposes (e.g. the search for stolen vehicles) or the management of private
car parks. ANPR is typically split into multiple stages. Frequently, the crucial
character recognition stage is preceded by a plate localisation and character
segmentation stage. Optionally, the pipeline can also include an initial vehicle
detection step, see [9] for an example of such a full pipeline. While advancements
in machine learning and computer vision have made it trivial to implement a
rudimentary form of ANPR with decent performance (e.g. [16]), the challenge
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lies in the fact that in a real-world setting ANPR becomes viable only when
very high standards of recognition accuracy are met. The collection of massive
amounts of data, as required to meet these high standards, is afflicted by many
of the discussed problems.

2.2 Use Cases

Font Generation. In terms of data availability, rare characters are a known
issue in ANPR. In the real world, not all characters are equally likely to be
featured on a number plate, in fact, some characters are even specific to certain
countries. Training on an imbalanced dataset makes the ANPR system error
prone, whenever rare characters are involved. A simple solution is the generation
of synthetic characters, balancing the dataset. This can be accomplished by
training a conditional GAN (cGAN) [12] on the rare characters, which can then
produce convincing new samples. Figure 1 shows synthesized outputs for rare
character classes.

Fig. 1. Examples for the generation of rare characters.

Number Plate Generation. Unlike the final character recognition stage,
which is trained on character snippets, all prior stages operate on whole num-
ber plates. Number plates are highly sensitive in terms of privacy, which means
both acquisition and storage of images containing them have legal implications.
Conversely, synthetic number plates are free of such considerations, since they
do not correspond to individuals in the real world. Much of the prior work uses
number plate templates, created with a vision library like OpenCV and filled
with realistic combinations of characters. These are either used directly [11], or
transformed via image-to-image translation to increase realism [5,20]. While the
former lack said realism, the diversity of the latter is also constrained by the
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templates used. We on the other hand, present preliminary results of synthe-
sizing number plates purely from noise, similar to the font generation described
above. For this purpose, we employ StyleGAN2 [7], a powerful state-of-the-art
GAN architecture. The difficulty of this approach lies in the reduced level of
supervision. Since no shape priors are given, the network has to learn the shapes
of characters in training. Figure 2 demonstrates StyleGAN2’s capability of doing
so. While getting rid of the necessity of templates, one drawback of this approach
is that like with a real world dataset, subsequent annotation is necessary.

Fig. 2. An arbitrary selection of synthetic number plates generated with StyleGAN2.
For the unlikely case of collisions with real plates we anonymize the plates.

Number Plate Cleaning. Aside from data availability and privacy, another
issue ANPR is confronted with is data quality. In the real world number plates
can be damaged, worn out, covered in dirt or simply occluded. At times these
imperfections can be fairly subtle and still lead to a drastic decline in recognition
accuracy. Inspired by [18], we set out to “clean” faulty samples with the help of
CycleGAN [21]. For each category of fault, we build a faulty and a clean dataset,
and train an instance of CycleGAN to transform one into the other. GANs are
known to struggle with geometrical transformations [3,21], whereas they excel
in transferring image styles. This is reflected in our experiments, where we find
that removing specs of dirt or a film of dust, distorting character shapes and
character to plate contrast respectively, can be accomplished by our CycleGAN
models, while morphological transformations like straightening bent plates poses
a challenge. We find, however, that the removal of minor occlusions and subse-
quent reconstruction of the occluded part of the plate works surprisingly well.
Figure 3 shows examples for the discussed transformations. We acknowledge that,
although the cleaned samples are the end-product of a generative process, it is
somewhat misleading to refer to them as synthetic data, especially since they so
closely resemble their unprocessed counterparts.
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Fig. 3. Results of the plate cleaning method. Top row: Faulty samples, bottom row:
their cleaned counterparts. Note how in the leftmost example, the cGAN did not only
fix the contrast but also removed the specs above the Y and P character.

3 Outlook

The goal of this paper is to showcase the versatility of synthetic data by illustrat-
ing concrete examples for their application in real-world settings. Their prelim-
inary nature does not admit of a detailed quantitative analysis at the moment,
however, qualitatively, they are promising. Future work will include detailed
analyses of the described methods.

4 Collaboration and Knowledge Transfer

In this section, we outline the collaborative process by which the described meth-
ods were achieved. KTC has amounted enormous quantities of data related to
ANPR. However, its privacy sensitive nature does not allow excessive external
sharing, which means that effective research is only possible through close col-
laboration between KTC and SCCH. SCCH develops algorithms and conducts
experiments on a representative and GDPR compliant data subset, which are
then evaluated on large-scale datasets by KTC.

A more detailed illustration of the process is shown in Fig. 4, and described
in the following. After the initial problem statement by KTC, literature review
by SCCH, and subsequent joint formulation of a work package, KTC proceeds
by creating a suitable dataset, which is shared via a cloud storage infrastructure.
As a next step, SCCH analyzes and preprocesses the data. For the experiments
- mostly in the realm of deep learning - a high-performance-computing cluster is
utilized. Depending on the task at hand, KTC may run experiments in parallel.
The implemented algorithms and their results are documented in an instance
of Atlassian Confluence1 and the produced code uploaded to a Git-repository,
1 https://www.atlassian.com/software/confluence.

https://www.atlassian.com/software/confluence
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Fig. 4. Collaboration workflow. Solid lines show the operational sequence, dashed lines
signify a flow of resources and dotted lines mark optional events.

both hosted by KTC. Furthermore, the results are discussed in a meeting of
the teams of both institutions. Discussion, together with the produced code and
documentation, represents the most important means for knowledge transfer.
Experience has shown, that discussing results once a week is most productive,
leaving enough time to conduct meaningful experiments, while constraining the
experiment’s scope so that in-depth discussions about the subject matter are
viable. To verify the generalizability of the developed algorithms, KTC repeats
the experiments on their large-scale datasets. If the results are satisfying the work
package is finalized, else possible refinements of the algorithms are discussed and
further experiments conducted.
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Abstract. In the last two decades, the application of artificial intelli-
gence (AI) in different fields has increased significantly. As an interdisci-
plinary field, AI methods are improving toward efficiency and applicabil-
ity due to a vast number of high-quality research and adopting themselves
with multiple use cases. Therefore, the industry is investing in AI-based
companies to overcome their use cases efficiently. This paper discusses
the collaboration between two research-based companies with different
expertise, one in the fields of Data and Software Science and the other in
tribology. We show how both companies benefit from such collaboration
to tackle the problem at hand.

Keywords: Company · Research-based centers · COMET program ·
Research collaboration

1 Introduction

When talking about the critical factors for the success of the companies, innova-
tion and product development are at the head of the list [8]. For the companies
serving global markets, it is essential to collaborate with other companies and
benefit from their expertise to offer attractive products to their customers. The
collaborations can be created between companies and customers (use cases),
other companies with different expertise, competitors, and universities to help
with the research [6,11,24,26]. The partnering success depends on several factors,
e.g., compatible ideas and goals, fair collaboration from all sides, commitment,
motivations, trust, and realistic expectations [7,9]. Another critical factor is the
management of the shared projects between several companies. Hiring inexpe-
rienced managers can lead the project to a failure [10]. In [14,17], the authors
proposed research regarding the percentage of the successful and failed projects
based on the rule of the management.

Relationships between the companies always bring new ideas, expertise, tech-
nologies, productivity, and access to novel and/or larger markets [5,21]. In [20],
the authors describe a study based on the literature findings on common busi-
ness collaboration concepts, analyses of their characteristics, and an evaluation
of implications from a company’s perspective.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 119–128, 2022.
https://doi.org/10.1007/978-3-031-14343-4_12
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In this paper, we describe the collaboration experience between two research-
oriented companies Software Competence Center Hagenberg (SCCH)
and Austrian Competence Center for Tribology (AC2T).

In Sect. 2, we briefly explain the history of the companies. In Sect. 3, the
projects and achievements are described. Moreover, we discuss the next steps
of the collaboration on the involved projects. In Sect. 4, we consider the quality
of the collaboration between the two companies, and we discuss the critical
points, the lessons learned and the advantages of such collaborations. Section 5
is dedicated to the conclusion.

2 Involved Partners

This section briefly explains the activities and expertise of the two COMET
centers, Software Competence Center Hagenberg (SCCH) and Austrian
Competence Centre for Tribology (AC2T). COMET Competence Cen-
ters for Excellent Technologies is a central funding program of the Austrian
technology politics that creates competence centers in Austria for different fields
of science. The strategy of the COMET program is to join academic scientists
and industrial researchers to work on research projects that are closer to the
industry than academic works. About 50% of the company’s budget comes from
the funding, and the other 45% must be obtained by companies. Also, 5% of
the budget is in-kind contributions from the scientific partners. The COMET
funding is divided into three classes, K1, K2, and K, based on the size, budget,
funding duration, and international cooperation. For instance, K2 centers receive
the funding for eight years, K1 centers for seven years, and K centers are funded
for three to five years by the COMET program [2].

2.1 SCCH

SCCH is funded by the Austrian COMET K1 program and is the only COMET
research-based center focusing on data and software science. Due to its highly-
qualified staff, SCCH is one of the leading research centers in AI and soft-
ware science in upper Austria. The most important research topics in SCCH
are big data analysis, data management, computer vision, software science,
deep/machine/transfer learning, and privacy and security. More than one hun-
dred employees are currently working at SCCH in several positions responsible
for research projects and publications, company use cases, software development,
administration, and management tasks [3].

2.2 AC2T

AC2T is funded by the Austrian COMET K2 program. The company is the
central node for national and international research activities in tribology and
preserving as the ”European Center of Tribology”. The company has around
one hundred and forty employees. AC2T has substantial experience in theory
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and experiments, such as tribological testing, surface, and material characterisa-
tion, lubricant analysis, and lubrication, fluid mechanics and heat transfer, wear
measurement and wear protection technologies, and modeling and simulation
on various size scales. Thus, AC2T can solve truly interdisciplinary challenges
and bring together application-oriented research and industrial development.
This provides necessary unique insights that simultaneously consider industrial
requirements and scientific procedures [1].

2.3 History of the Collaboration

Due to the significant increase in the volume of the data, improvements in the
software and hardware of the computers, and advancement of the recent AI meth-
ods, application of these algorithms in different fields of science and technology
has increased significantly during the last decade [13,16,18,19]. Most companies
are interested in using AI algorithms in their application due to the possibility of
automation, and efficiency to extract relevant features from datasets to recognize
real-life patterns.

SCCH, with the expertise in data and software science, and AC2T , with the
expertise in tribology, started a collaboration to adopt each other’s expertise to
apply advanced AI algorithms in the tribology applications. Figure 1 is a visual-
isation of this cooperation. Later on, the collaboration between the two compa-
nies led to proposing original and fresh topics for research, especially master’s
and Ph.D. projects. The two companies have done multiple research projects
by funding students/employees in the last few years. For instance, the master
thesis with the title, “offline change point detection in RIC (Radioactive Isotope
Concentration) /wear progress” , was defended by Anna-Christina Glock in
2020 [12]. Moreover, SCCH and AC2T have/had a comprehensive collaboration
in using AI methods to analyse the wear progress in various tribology datasets.

Fig. 1. A visualisation of the cooperation between AC2T and SCCH showing their
respective expertise and the knowledge transferred occurring in the collaboration.
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3 Discussion on the Projects

Currently, AC2T and SCCH have funded two Ph.D. students to work on two
different research projects since 2020. The first one started in July 2020 with the
“online change point detection in RIC/wear progress” title. The second one is
titled “feature detection via transfer learning”. This project began in November
2020.

3.1 Proj N.1: Online Change Point Detection in RIC/Wear
Progress

This project is a continuation of the master thesis and aims to develop a solution
to detect change points in continuous wear data in an online setup.

Radio isotope concentration (RIC) is a method patented by AC2T to contin-
uously measure wear in tribological experiments with two objects sliding on each
other and fluid between them. The fluid runs through the experiment in a circuit
to a gamma-ray detector. The data produced in this experiment shows how the
wear progressed over time. Wear in such experiments can be demonstrated as in
Fig. 2, depending on the experimental design (such as loading conditions, lubri-
cant, and material) and the measurement set-up (such as applied isotopes), the
resulting curve and noise vary. A change in the slope indicates a change in the
wear behaviour. The following three different wear behaviours are considered in
this project:

– running-in: this kind of wear behaviour occurs at the beginning of the exper-
iment. It is characterised by a slope with an exponentially decreasing wear
rate.

– steady-state wear: A steady-state regime can be observed after the running-in
phase. A steady-state wear may be characterised by a steady-state wear rate,
which is dominant compared to the exponentially decreasing wear rate of the
running-in phase.

– divergent wear: the divergent wear can be observed when the wear rate
increases (dramatically). In contrast to the running-in behaviour, the slope
does not flatten over time.

Figure 2 shows two different noticeable change points, one between the
running-in and the steady-state wear and one between the steady-state and
divergent wear. Developing a possible AI-supported method to find those points,
as an experiment is running, is the initial mentioned goal of this cooperation.



An Untold Tale of Scientific Collaboration: SCCH and AC2T 123

Fig. 2. A plot that shows what results of a RIC Experiment might look like. The
colour of the data points signifies which kind of wear is recorded. The change points
are marked with two orange dashed lines. (Color figure online)

Discussion on the Data
Data Acquirement - The RIC data provided for this project by AC2T was
acquired from multiple different tribological experiments. Each of these exper-
iments produces a univariate non-stationary time series. The run time of the
experiments differs as the setup, material and goal are different for each exper-
iment. Furthermore, some wear behaviour is not observable in the data from
some experiments. For example, not all experiments were run long enough that
divergent wear is present in the data. Therefore, it is important for the tribology
experts from AC2T to label the data to indicate which part corresponds with
which wear behaviour. After that step AC2T provided 107 different time series
for this Ph.D. project.

The Quality of the Data - The quality of the provided RIC data is suffi-
cient to be used in our AI algorithms, especially when pre-knowledge about the
reasonable wear trends is taken into account.

Results and Further Progress
Current result - During this project, we evaluated different change point detec-
tion methods on our dataset, e.g., Cusum [22], bfast [27], and a Bayesian-based
method [4]. Currently, we are working on publishing the results of this analysis.

Ongoing Work - After finding the best change point detection method for our
problem, the next step is finding the best parameter set for general usage of this
method, especially for online detection of divergent wear behaviour to anticipate
failure. Furthermore, the found change points must be classified to determine
which type of change occurred (running-in to steady-state or steady-state to
divergent).
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3.2 Proj N.2: Feature Detection via Transfer Learning

The multidimensional data (e.g., wear profile, surface image, chemical spectrum)
were recorded during the triboexperiments in AC2T. In this project, data are
related to a V-Grooved steel wheel rolling over a cylinder made from a harder
steel [25].

The aforementioned “time-series” of multidimensional data is hard to anal-
yse due to the large volume of the dataset and the small incremental changes
between subsequent steps of measurement or pictures. Hence, AI algorithms
should be applied to analyse the wear progress fast and automatically. Therefore,
we analysed the data using advanced computer vision techniques, e.g., semantic
segmentation in the first step. Moreover, the project’s primary goal is to detect
the wear tracks on the cylinder using both images and wear profiles efficiently
and automatically. Thus, in the next step, a transfer learning algorithm based
on deep learning should be designed to detect the wear tracks for all datasets
with the same nature, using a small dataset to adapt the deep neural network to
the new dataset. On the other hand, since the privacy of the data is essential for
the AC2T customers, we will secure the network using the privacy aspect that
is one of the expertise of SCCH.

Discussion on the Data
Data Acquirement - AC2T is using a reciprocating tribometer to carry out
the various effects of using different pair materials in a cylinder-wheel contact.
The wheel rolls with a defined force 80,000 times unidirectional over the fixed
cylinder. During the experiment, two wear tracks appear on both sides of the
cylinder which grow in each cycle, and the process is automatically documented
via images per cycle, see Fig. 3 (left). Moreover, the wear profiles are recorded
using a line laser scanner every five cycles. For this Ph.D. project, AC2T provided
four data sets with various cylinder-wheel materials and angles between cylinder
and wheel.

The Quality of the Data - The performance of deep/machine learning models
highly depends on the quality of the data. Hence, in the first step, we had to
perform proper preprocessing, such as alignment of different pictures as well as
correction of artifacts, e.g., due to stray light, etc., to increase the quality of the
data and prepare the data for our deep neural network.

Results and Further Progress
Current Result - As usual in this field, we spend a significant amount of
time increasing the data quality and labeling them using an in-house labeling
tool. Moreover, as the size of the dataset is massive and hand-labeling all the
samples are extremely time-consuming, to perform the semantic segmentation,
we used a common pre-trained network and transfer learning to obtain our AI
model. The training process does not require a massively large dataset using the
techniques mentioned above. We employed U-Net [23] for the segmentation task
to detect the wear tracks using the manually labeled data. It is worth mentioning
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Fig. 3. A cylinder-wheel recorded image (left), and its corresponding wear track detec-
tion using U-net (right).

that nnU-Net [15] would also be appropriate to full fill the segmentation task. A
small set of raw images and their masks (obtained manually) were used as the
input of the U-net. Moreover, the output of the U-net gives us the masks for
each raw image. Figure 3, demonstrates an image and its corresponding mask.

We used the masks to compute the width of the wear tracks in each image.
Using the width of the wear tracks, we could analyse the wear progress. Moreover,
the wear progress has been analysed using the wear profiles separately, and we
could obtain the correlation between the growing of the wear tracks in the images
and the obtained wear progress in the wear profiles. Analysing the data was
essential since one of the project’s goals was to identify the best material pairing
for the cylinder-wheel contact.

Ongoing Work - Currently, we are designing a transfer learning algorithm to
be able to learn from the trained networks of the experiments of the same nature
and reduce the effort in the data acquirement. Also, computing the depth of the
wear tracks is one of the goals in this Ph.D. project.

4 Quality of the Collaboration

As we mentioned in Sect. 2.3, the idea of this collaboration was to use AI methods
to overcome challenges in tribology. AC2T could provide large datasets and the
necessary pre-knowledge related to each problem. Furthermore, understanding
the tribology concept is vital for selecting the suitable and tailor-made method
for the problem and analysing their results. Moreover, the tribology experts can
help with the quality improvement of the acquired datasets. On the other hand,
data scientists can also help with data acquirement and analysing the data using
AI algorithms. The involved companies have different expertise, and at the begin-
ning, they might have limited knowledge about the expertise of the other partner.
For example, each research field’s specific vocabularies and technical terms need
to be learned and understood mutually. The problems mentioned above can be
improved by organizing regular meetings and discussions. For instance, we set
up visits regarding the data acquirement in AC2T to better understand where
the data comes from and the challenges of the data recording. However, due
to Covid-19, these visits could only take place one year after the start of the
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project. Besides the online meetings, the plan is to meet every half year to show
the progress of the projects and exchange knowledge now that the pandemic has
less influence on personal meetings.

From these experiences, the following lessons can be extracted:

– Knowledge transfer is vital in choosing the right solution for a problem.
– Data scientists and the data providing experts need to work together to

increase the quality of the data.
– Learning about each other’s expertise allows for better communication and

limits the number of misunderstandings.
– Regular meetings are an important tool to increase the knowledge transfer

between the partners. Regardless if these meetings take place in person or
online.

5 Conclusion

This paper discussed the importance of the companies’ cooperation and overcom-
ing to merge their expertise to obtain better solutions for real-world problems.
More specifically, we described the collaboration between two COMET centers
AC2T and SCCH, and how they use their expertise in several research projects.
The idea of such collaboration was using AI methods to analyse the tribology
data. Moreover, we discussed the advantages, the difficulties, and the solutions
to overcome the possible problems. Based on the experiences that we gained
through working with other partners, especially AC2T , we conclude that nowa-
days, companies can not only rely on their own competence, since the real-world
applications require different expertise that can be difficult to achieve in a single
center. Therefore, they need to engage with other companies to overcome their
challenges quickly and efficiently. The success of the shared projects depends
on several factors like compatible ideas and goals, fair collaboration from all
partners, commitment, motivation, trust, and realistic expectations. Moreover,
the management of the project plays an essential role in the success or the fail-
ure of the project. On the other hand, the companies’ cooperation adds more
innovation into the involved projects and leads the companies to more and more
significant markets. However, not all the projects may be solved by the pre-
sented collaboration, and we are looking forward to strengthening our research
base with further partners.
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Abstract. Reverse engineering-based documentation generation
extracts facts from software artefacts to generate suitable representations
in another level of abstraction. Although the tool perspective in documen-
tation generation has been studied before by many others, these studies
mostly report on constructive aspects from case studies, e.g. how tools are
built and evaluated. However, we believe a long-term perspective is impor-
tant to cover issues that arise after initial deployment of a tool.

In this paper, we present challenges and observations made during pro-
totyping, development and maintenance of a documentation generator
in an applied research project. Insights are drawn from different project
phases over a period of 4-years and cover topics related to tool imple-
mentation as well as topics related to knowledge transfer in an applied
research project. A key observation is that the maintenance of the system
to be documented often triggers maintenance effort on the documentation
generator.

Keywords: Reverse engineering · Documentation generation ·
Prototyping · Software maintenance · Research project

1 Introduction

Software documentation is an important means to support maintenance and
evolution of software. Documentation generators automate production of doc-
umentation and ease keeping that documentation up-to-date. Documentation
generators based on reverse engineering [2,8,9] have been used since decades
for understanding and documenting legacy software. API documentation gener-
ators [7] have become popular with JavaDoc [3], which is extracting information
from Java source code comments annotated with specific tags. Contemporary
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tools for the production of technical software documentation are available for
many programming languages and the use of such tools is omnipresent in soft-
ware development. Recent research explores new ways to extract human-readable
documentation from source code using machine learning and natural language
processing (NLP) techniques. For instance, McBurney et al. [5] leverages NLP
to generate natural language descriptions of source code.

These approaches and tools mainly focus on providing technological docu-
mentation for the analyzed software, e.g. describing API signatures. In other
words, such documentation generators mainly address implementation, design
and architectural aspects. At the SCCH , we have developed documentation gen-
erators specifically for software systems in domains such as banking, insurance,
and engineering. We have focused on providing software documentation empha-
sizing the subject-specific or “business” aspect, with the targeted audience being
domain specialists, e.g., business analysts, process managers, electrical engineers,
with little or no IT skills.

In the following, we report on experiences made and lessons learned during
the development of a documentation generator for a public health insurance
company. The development has been triggered by the migration of a legacy
system to a newer technology. As the development proceeded in the context
of a research project, we will elaborate on the challenges, obstacles, but also
synergies we experienced between the priorities of research goals and customer
requirements.

This paper is structured as follows. In Sect. 2 we outline the industrial
and research context of the presented work. Section 3 summarizes activities in
prototyping, development and maintenance of a documentation generator. In
Sect. 4 we present observations and challenges from tool development and project
specifics resulting from its character as a scientific research project, most notably
the application and transfer of the knowledge gained. Finally, Sect. 5 concludes
our work.

2 Context

The scope of this study is the development of a documentation generator (ReDoc)
for a public health insurance company (ÖGK ) in the context of the applied
research project REEDS .

2.1 Research Context

The development of the presented documentation generator was conducted
within an applied research project funded by the COMET funding program. The
research project Reverse Engineering Based Software Evolution and Documenta-
tion (REEDS ) exploits reverse engineering-based approaches for the automated
generation of software documentation. REEDS builds upon methods for static
and dynamic source code analysis with the goals to recover knowledge from soft-
ware systems (1), represent that knowledge by domain- and stakeholder-specific
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documentation models and visualizations (2), efficiently generate documenta-
tion (3) that may be generated on-demand (4), conforms to standards and legal
regulations (5) or facilitates the analysis of system evolution (6).

As the nature of REEDS is applied research, it involves a number of partner
companies from industry contributing to the funding and providing requirements
as well as real-world use cases. Solutions provided to the project partners are spe-
cific to their industrial or business context and usually contribute to the research
goals described above. As for the documentation generator being the subject of
this paper, already the process of conception and development of the tool has
contributed to the definition of stakeholder-specific documentation models and
the efficient creation of documentation. ReDoc itself is still in productive usage
at ÖGK .

2.2 Industry Context

The documentation generator targets a large-scale legacy software system (lgkk),
with roughly 4M SLOC, providing business services to calculate insurance claims
for more than a million clients of ÖGK . Modules of the software systems can be
classified as either batch programs or online modules. Online modules provide
access to business services called from client applications. Batch programs on the
contrary run in a predefined sequence and are executed on demand or scheduled
periodically. Batch programs of lgkk were originally implemented in COBOL
and needed to be migrated to Java in recent years. To support the migration
of significant parts of lgkk from COBOL to Java, up-to-date documentation
was requested. As manual update and re-documentation of the software system
seemed not economically feasible, a project for automatic re-documentation was
initiated. Requirements for ReDoc and the generated documentation can be
summarized as follows:

1. Fully automated documentation generation, no manual re-documentation of
source level.

2. Moving abstraction level of the generated documentation from source code
towards business scenarios.

3. Support for different stakeholders, i.e. developers, project managers, business
analysts.

4. Support for the COBOL and Java implementations of the software system.
5. Applicability of the documentation generator to similar software systems at

ÖGK .

2.3 Documentation Generator - ReDoc

Figure 1 shows a screenshot of the HTML documentation generated by ReDoc.
ReDoc lists batch programs, online services, messages exchanged between ser-
vices, and text files and database tables accessed from batch programs and ser-
vice. For each of these, detailed information is generated, which may be reached
via links.
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Fig. 1. Data- and control-flow documentation generated by ReDoc

The focus is on the functional behavior of batch programs and online ser-
vices. This is described by flow diagrams, which show the control-flow starting
from a defined entry-point. The control-flow is extended with nodes depicting
read or write operations to database tables, files, or messages. These I/O oper-
ations are aligned in separate swim lanes on the left (input operation) and right
(output operation) of the program control-flow. Documentation of messages and
file accesses show usage information and provide description on the precise data
formats used. Access to database tables is documented by SQL statements recov-
ered from program sources and XML definitions. Generally, all entities of the
documentation are linked with corresponding source code elements.

3 Project Phases

This section provides an overview of the phases in the development process of
ReDoc within the applied research project REEDS.

Figure 2 shows the time-line for the first four years plus the major milestones
and outcome of the project phases during that time. The phases include: (1)
Exploratory prototyping of a documentation generator, split into two main iter-
ations, (2) development of a documentation generator, and (3) maintenance of
the created generator.

At the start of the project, stakeholders at ÖGK have expressed a profound
need for a thorough documentation of lgkk , however the required content, struc-
ture and format of that documentation have been unclear. Similarly unclear
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Fig. 2. Major milestones of documentation generations

has been the extent to which documentation could be generated automatically.
Therefore, the project started off with a feasibility study on documentation gen-
eration for the COBOL and Java version of lgkk . During this project phase two
versions of an exploratory tool prototype targeting COBOL and Java source
code have been developed. Technical details on this prototype and challenges in
multi-language re-documentation have been documented in [1]. Approval of con-
cepts and tools developed during prototyping phase has triggered a development
project which resulted in a high-quality documentation generator for lgkk .

3.1 Prototyping

Prototyping phase can be split in two main iterations. While the first prototyping
phase answered which documentation content is needed, the second phase dealt
with finding the proper level of detail.

Prototype 1 - The Proper Documentation Content

Objective: Identify documentation content generating high value for all stake-
holders, which can be generated automatically from source code.

Work Progress: To identify documentation content, we started with generat-
ing documentation by utilizing prefabricated software components. Reused soft-
ware components are part of the software platform eknows [6], which facilitates
rapid development of documentation generators and reverse engineering tools.
Main purpose of this step was to show capabilities of automated documentation
generation. First drafts of the documentation were generated from a selected set
of COBOL programs. Analyzing the first results revealed the importance of I/O
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operations. Therefore, early versions of the documentation already listed files
and database tables accessed by I/O operations. First feedback from stakehold-
ers emphasized the importance to comprehend data flow between data sources
and data sinks (i.e. files and database tables). Further discussion led to the idea
to display control flow for batch programs and focus control blocks, which per-
form I/O operations. Therefore, an initial design proposal for flow diagrams was
created which guided the development of the tool prototype.

Outcome: The result of this first phase was documentation containing flow
diagrams for a limited set of seven COBOL programs. Flow diagrams displayed
control flow and I/O operations in separate swim lanes at full level of detail.

Prototype 2 - The Right Level of Detail

Objective: Find the appropriate level of detail for flow diagrams and expand
documentation generation to Java sources.

Work Progress: To handle complexity of flowchart diagrams, the concept of
abstraction levels was introduced. We reduced the number of nodes by folding
nodes of lower abstraction levels into nodes of higher levels. Due to a generic
language independent representation of source code, additional effort to process
and document Java source code was low. Obviously, analysis to detect file and
database operations had to be adapted for Java-specific patterns.

Outcome: The outcome of this phase is represented by documentation for the
Java versions of the batch programs selected in the first prototyping phase. Due
to limited resources for prototype development, we generated images for each
abstraction level and linked the different levels from documentation. Results
were discussed with business analysts and developers at ÖGK . Feedback on the
introduction of abstraction levels was generally positive and the benefits of the
presented approach were recognized.

3.2 Development

Positive feedback on the tool prototypes led to a substantially increased fund-
ing of the project, which allowed to start further development of ReDoc. The
following goals were pursued in the development phase.

Objectives: First, develop a documentation generator that can be applied on
the entire Java implementation of lgkk . Second, overcome shortcomings of static
flowchart diagrams and third, integrate documentation generation with the con-
tinuous build environment at ÖGK .
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Work Progress: Initial work packages focused on the completion of analysis
components in order to correctly process all Java sources. As during prototyping
only selected examples of batch programs were discussed, the expansion on the
complete system required substantial effort. Effort was rooted in inefficiencies of
the provided analysis and implementation patterns not contained within exam-
ple files. As agreed in prototyping, presentation of flowchart diagrams needed
to be changed from plain images to interactive JavaScript-based visualizations.
After nine months, ReDoc was integrated with the continuous build environment
and the first complete version of lgkk documentation was evaluated by selected
software developers and business analysts. The results of the evaluation created a
product backlog which was subsequently worked off during a stabilization phase.

Outcome: By the end of the first year of development, a feature-complete
version of the documentation generator was released. The version was integrated
with a continuous build chain and was capable of continuously generating up-to-
date documentation of all batch programs contained in the Java implementation
of lgkk .

3.3 Maintenance

Maintenance phase started a year after development was launched. Maintenance
work for ReDoc was integrated in the overall quality assurance process of lgkk . It
was decided to continue cooperation with ÖGK within REEDS to evaluate tool
development from various perspectives, e.g. technical completeness, stability,
user acceptance.

Objectives: Integrate feedback and bug reports from users, keep documenta-
tion generator compatible with modifications in the source code base of lgkk ,
roll out ReDoc to additional software modules.

Work Progress: During the first year of maintenance 73 issues were reported.
Reported issues fall into all four maintenance categories, i.e. adaptive (32), cor-
rective (28), perfective (8) and preventive (3) maintenance tasks. Adaptive tasks
resulted either from evolution of lgkk or from the application of the documenta-
tion generator to additional software modules of lgkk . Therefore, analysis had to
be updated with new features, e.g. documentation of database access via Java
persistence API (JPA) or extending documentation scope from batch programs
to online modules. Corrective tasks resulted from missing content in documenta-
tion due to incomplete or incorrect analysis and output generation. Fine tuning
of the documentation generator, especially the generation of flow diagrams, was
the cause for perfective maintenance tasks. Preventive tasks were clearly the
exception and can be categorized as refactoring or removal of code duplicates.
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Outcome: The results of the maintenance phase were updated versions of
ReDoc producing improved documentation for lgkk . From a research perspec-
tive, evaluation of the maintenance phase led to valuable insights and lessons
learned, also documented in this report.

4 Observations and Insights

In the following, we present observations and insights gained during different
project phases. The statements address challenges from a tool development per-
spective as well from conducting development within an applied research project.

4.1 Prototyping

Determine the Proper Content of Documentation - Stakeholders often
have only a vague idea of the content of a system’s documentation, let alone the
possibilities of automated generation. Existing documentation of a system - if
available at all - may help to identify valuable knowledge that should be extracted
from source code. However, as such documentation usually was written manually,
the content is always defined by the constraint that the effort must be low enough
so that it can be written (and maintained) for the entire software system. This
kind of constraint is, by definition, obsolete for an automated approach and
may restrict ideas. Results from previous research projects are also often used
to discuss possible content of documentation. In our experience, however, the
key question is how to transfer problem context and applied solution from one
project to the another. Software documentation of a different project that targets
a specific domain and/or stakeholder is difficult to transfer to another project.

Automatically Generate Documentation from the Beginning - Show-
ing capabilities of automated documentation generation is important, as users do
not know what is possible. However, it is still a challenge to provide out-of-box
parsing/analysis/generation tool-chain. With the result of prototype 1 we could
show that valuable knowledge can be automatically extracted from the source
code. Although the resulting documentation contained too many details, devel-
opers familiar with the set of selected COBOL programs were able to understand
the generated diagrams.

Difficult to Provide Fast Results and Usable Presentation At the Same
Time - As discussed above, it is important to quickly show what is possible, in
order to stimulate discussion and new ideas. The usage of prefabricated reverse
engineering components for extraction and visualization is inevitable to provide
quick results. Still, output of generic tools will not necessarily meet expectations
of all stakeholders. Therefore, it is important to explain ideas and potential
behind visualizations and postpone high-quality implementation to later project
phases.
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Research Perspective: Valuable Insights from Prototyping Phase - The
creation of a prototype is a proven approach to transfer results from research
to industry. The software engineering research and especially the reveres engi-
neering community are no exception. Prototypes are a good means to showcase
research approaches and demonstrate applicability in a specific industrial con-
text. For example, the prototypes described in this paper have demonstrated
the feasibility of supporting COBOL and Java through a single documentation
generator, which was questioned in advance by the project partner. However,
close collaboration between academia and industry is required during proto-
typing phase to elicit requirements, explain and clarify known limitations, and
obtain feedback from industry.

4.2 Development

Low Effort for Requirement Analysis - Due to two prototyping phases no
dedicated requirement analysis phase was done at the start of the development
phase. The project team assumed that this was not necessary. In retrospective,
this assumption can be confirmed. The set of requirements available at the start
of the development phase was stable during the whole development phase - not
least because of the preceding prototyping phase and its gained insights.

Effort for Full-Scale Solution - Effort to expand the scope from selected
example files to the entire code base was significant. Although, selected examples
were representative in terms of complexity and style of programming, adding
additional source code meant additional development effort. This was due to
the fact new implementation patterns being identified, e.g. the usage of new
Java API, and therefore visualizations had to be adapted to accommodate a
larger code base. Running cross-checks on different software modules could be a
solution to estimate this additional effort. We learned, that effort for rolling out
a full-scale solution is significant and must be planned.

Applicability for Entire Software - After requirements have been gathered
and validated (e.g. by prototyping), tool features are unrolled for the entire soft-
ware to be documented. When choosing an interactive approach, as in our case,
every feature added (e.g. database write access) must be available for all batch
programs immediately. This is necessary in order to bring the entire develop-
ment team on board and enables stimulation of further ideas. In this phase of
the project - unlike during prototyping - stakeholders no longer advocate for
compromises in terms of content, visualization, and interaction.

Research Perspective: Valuable Insights from Development Phase -
Applied research must create real-world solutions that provide practical benefits
to industry and business. In the case of reverse engineering tools and especially
documentation generators, software prototypes provide valuable concepts, but
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only the development phase reveals the shortcomings of the proposed solutions.
For example, standard flowcharts may work well in prototypes, but are useless for
large source files with thousands of nodes. Applied research must be challenged
to overcome these shortcomings and incorporate insights for future research.

4.3 Maintenance

Evolution of System Under Documentation - As any other software sys-
tem, documentation generators require maintenance. Considering laws of soft-
ware evolution as described in [4], this is not surprising. However, it is inter-
esting to see, that evolution in the software to be documented often triggers
evolution of the generator itself. The more specific a documentation generator
is, with respect to the targeted software, the more prone to change it will be.
For instance, restructuring of lgkk led to the introduction of new types of online
services, which were not recognized by ReDoc. Alignment and integration of the
maintenance process of ReDoc with the software quality management of lgkk can
be a means to control this process.

Feedback Loop from Users - Getting feedback from users is a challenge, espe-
cially for documentation generators. Demands and expectations of users towards
a tool, which provides assistance and comprehension support, might significantly
differ from expectations on software which users require for their daily work. This
can lead to the situation that missing features or errors do not necessarily bubble
up to the surface immediately. Poor quality of documentation may just lead to
documentation that is not used anymore. Therefore, we requested user feedback
not only during development but as well during maintenance of ReDoc.

Regression Testing - Minor changes to analysis components might impact
documentation generation in unforeseen ways. Testing regression of documen-
tation after maintenance activities involves substantial effort. As automated
regression testing of documentation is difficult, manual inspection is the domi-
nant testing method for ReDoc. To decide whether documentation is correct and
complete, availability of program sources is inevitable. Versioning documentation
alongside with source code is a means to detect regressions in documentation.

Research Perspective: Valuable Insights from Maintenance Phase -
Developing stable solutions being deployable in a productive environment is a
key factor in applied research projects. Whether this holds true for maintaining
the delivered solutions, may be debated. In our opinion it depends on the field
of research and the concrete research goals. The goals of REEDS include the
consideration of software maintenance, as it is clearly a part of a software sys-
tem’s lifecycle and thus part of its evolution. In addition, the targeted research
community has a strong interest in topics related to software maintenance. Being
involved with the maintenance process of ReDoc has granted us access to facts
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and figures potentially serving as valuable input for scientific studies on the topic
of software maintenance. Obviously, if insights from maintenance phase had not
contributed to research goals, we would have transferred maintenance tasks to a
commercial, non-scientific maintenance project, as we have done in the past in
other cooperations.

5 Conclusion

In this paper, we report challenges encountered and observations made during
development and maintenance of a documentation generator intended to assist
the migration of a large scale software system. As the tasks have been carried
out in the context of an applied research project, we have outlined two main
contributions: Firstly, we have illustrated the process-related and technological
aspects encountered in the making of a documentation tool. Secondly, we have
reflected on the results and insights from the perspective of the research goals.
While reports on reverse engineering tools mainly cover design aspects during
tool development, we have selected a long-term (four-year) period of observation
which as well includes aspects of tool maintenance. An interesting observation
here has been the development of the system to be documented (lgkk) having
triggered the development of the documentation generator (ReDoc). In our case,
a long-term commitment has been beneficial to successfully complete the trans-
fer of results and knowledge gained from research. The foundation for this has
been formed by a close, stable and long-term partnership with the involved part-
ner company (ÖGK ). In addition, another finding is that valuable insights for
fulfilling research goals can be gained, when initial ideas from the prototyping
phase are tested on real requirements in later development phases.
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Abstract. Additive manufacturing (AM) is a trending technology that
is being adopted by many companies around the globe. The high level of
product customization that this technology can provide, added to its link
with key green targets such as the reduction of emissions or materials
waste, makes AM a very attractive vehicle towards the transition to more
adaptive and sustainable manufacturing. However, such a level of cus-
tomization and this fast acceptance, raise new needs and challenges on
how to monitor and digitalize the AM product life cycles and processes,
which are essential features of a flexible factory that address adaptive
and first-time-right manufacturing through the exploitation of knowl-
edge gathered with the deep analysis of large amounts of data. How to
organize and transfer such amounts of information becomes particularly
complex in AM given not just its volume but also its level of heterogene-
ity. This work proposes a common methodology matching with specific
data formats to solve the integration of all the information from AM
processes in industrial digital frameworks. The scenario proposed in this
work deals with the AM of metallic parts as a specially complex process
due to the thermal properties of metals and the difficulties of predicting
defects within their manipulation, making metal AM particularly chal-
lenging for stability and repeatability reasons but at the same time, a
hot topic within AM research in general due to the large impact of such
customized production in sectors like aeronautical, automotive, or med-
ical. Also, in this work, we present a dataset developed following the
proposed methodology that constitutes the first public available one of
multi-process Metal AM components.

Keywords: Additive manufacturing · Digitalization · Dataset

1 Introduction

The transition from a mass production model to a mass customization app-
roach has brought a new landscape for manufacturing frameworks, triggering
the evolution from the classic production lines into real adaptive systems. These
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systems are composed of large collections of different elements along the factory,
interacting through information flows composed of different types of data. Such
interactions make possible the reconfiguration of production lines or processes
responding to different customer demands, design improvements, or the detec-
tion of product failures related to manufacturing parameters. Considering that
such adaptability of manufacturing systems is possible thanks to the efficient
exchange of large amounts of heterogeneous data, it is fair to say that the dig-
italization of manufacturing processes is responsible for the emergence of fully
automated and connected factories, and consequently, the existence of smart
systems and smart manufacturing [1].

Additive manufacturing (AM) is a manufacturing process capable of pro-
ducing complex parts through the layer-by-layer deposition of a material, which
increases the design freedom of the desired part when compared to conventional
methods. AM is driven by computational methods, which is a key point for
its development due to the ease of computing, data manipulation, and product
prototyping in the development phase [2–4]. Some of the advantages of this pro-
cess are, e.g., making parts on-demand, reducing storage needs, less waste of
materials, and fewer pollutant emissions. For all these reasons AM is one of the
best-known actors in the current digitalization of factories and the transition to
smart manufacturing.

Nowadays, the presence of AM in the industry is a reality. One can have an
intuition about how wide the spectrum of AM applications can be just by taking
a look at the different length scales and materials used in the manufacturing of
parts by additive technologies. Many examples of the application of AM can be
found in sectors such as aeronautics, automotive, medical, biotechnology, or con-
sumer products [5,6]. However, the high level of customization that AM brings,
results also in a large amount of data whose heterogeneity in terms of software,
operations or process, makes complex the extraction knowledge. The knowledge
that can be extracted from such a vast amount of data coming from different
branches of the whole AM process like simulation, quality, path planning, or
process, can be exploited to improve the manufacturing itself through the use
of advanced data analytics or even machine learning methods within different
phases of the manufacturing process from design to quality control [7]. But the
definition of a common ontology that relates all the elements involved in such a
complex process in a digital layer, and a methodology to exploit a common data
architecture based on it is still missing.

This work presents a common ontology based on product, process, and
resources relations (PPR) for the optimization of information flows within the
AM of metallic parts. The work develops such ontology in a digital framework
and integrates all the elements in a data architecture. Relying on the exposed
approach, an open dataset is presented as the first available in an open format of
multiprocess AM of metallic parts. The outcome of this work can be exploited
for the optimization and interoperability of AM processes in the industry in
general.
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2 Problem Definition

Conventional manufacturing (CM) processes to produce metallic parts such as
subtractive manufacturing, electrical discharge machining (EDM), or laser cut-
ting, share a set of common steps in their workflow as design, path planning,
simulation, manufacturing, quality inspection, and product validation. However,
in contrast with the lack of freedom to fabricate free-form shapes [8] through CM
methods, AM represents a revolutionary process that builds objects by adding
material one layer at a time until the desired part is complete. For instance,
one can characterize AM processes in terms of the feed stock, namely powder
bed, powder feed, and wire feed systems, possessing energy sources like electron
beam, laser, or arc [9] with all their characteristic parameters in terms of materi-
als and also thermodynamics of the system to be considered. Which means that
it introduces a remarkable level of complexity in all the data associated with all
those steps within the workflow. The integration of all this information result
crucial to ensure traceability and repeatability.

Fig. 1. The central part of the figure shows a typical DED machine nozzle, which is
mounted on a multi-axis arm. It deposits powder or wire material onto the specified
surface and into the path of an energy beam, where it melts and solidifies. Data collec-
tion of DED processes relies on the kind of energy employed (laser or arc), the feedstock
(material and shape), and sensors to acquire heat information (infrared) and produced
part shape (tomographic data).
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In particular, the complexity of AM of metallic parts has led to intense devel-
opments in very different areas of knowledge. One evident point of remarkable
research is related to the clear need for advanced analytical and computational
methods to address the study of temperature flows along the pieces within the
manufacturing process that results critical. This thermal response and the ther-
mal leaks within the AM have been identified as one of the main reasons for the
emergence of defects such as pores or cracks [10], but also instabilities within the
process that lead to issues to achieve the repeatability of processes. This first
step leads to other areas of research such as the quality control methods for the
analysis of the manufactured pieces, the path planning that optimizes the man-
ufacturing of the piece, or the correlation through disparity analysis of the final
piece and its design. All these areas have associated different models and data
that need to be integrated into a common Masterfile that follows a well-defined
data architecture [11,12]. This way, such vast and heterogeneous information
involves for instance material’s data containing its type, form, and feed lot; part
geometry’s data containing feature variability, and CAD tools; processing data,
holding the parameters that control the build process; post-processing for the
machining of surface roughness, and heating to reduce residual stresses; testing
data containing physical and non-destructive testing, and physics-based simula-
tions for certification; end-of-life data for recyclability, and maintenance, can be
efficiently exchanged and exploited.

In this work, we will refer to only two AM techniques, laser metal deposition
(LMD) wire and powder, and wire arc additive manufacturing (WAAM), which
were the technologies used to generate the digitalized data present in the dataset.
LMD and WAAM are AM processes categorized as direct energy deposition
(DED) [13]. DED processes use a focused beam possessing thermal energy to
melt the material as long as it is deposited onto a surface. In LMD, the metallic
powder is injected at a surface and a laser beam melts it, forming a molten pool.
The continuous motion of a robot makes possible the layer-by-layer deposition
along the designed path, enabling the manufacture of the desired part, see Fig. 1.
On the other hand, WAAM is a technology that uses an arc welding process to
melt a metallic wire using an electric arc as the heat source [14,15].

3 Methodology

The essential goal of this work is to present a methodology that provides a full
digital representation of the life-cycle of AM products. Such representation will
hold all the data from design to the manufacturing and use, in order to create
a holistic information model that can be used to, on the one hand, ensure pro-
cess repeatability, and on the other improve the manufacturing process itself by
means of further methods relying on advance analytics or even artificial intelli-
gence that are our of the scope of this work.

Our proposed methodology is based on two main pillars: on one side, the
modeling and traceability of all the digital assets produced during the design,
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engineering, and production of AM components, and on the other side the gen-
eration of a common digital representation of the physical operations in distinct
AM processes.

3.1 Digitalization of the AM Data Chain

One of the direct consequences of the use of AM is the flexibility introduced
in the production lines and processes. Where the engineering phases of tradi-
tional manufacturing are more streamlined, the different options in AM results
in multiple ways of producing the same pieces. Also, the freedom of design asso-
ciated with AM results in new ways to optimize the manufacturing of pieces.
These characteristics result in a much more iterative and unstructured engineer-
ing process, where, the results of the fabrication can introduce new changes in
the process parameters or the piece’s physical design. To be able of representing
the AM products’ life-cycle it is needed to capture these feedback loops and
iterative operations in a consensual format.

To achieve this goal, we propose the use of an information model derived from
the commonly used in CM Product, Process, and Resource (PPR) Modeling,
adapted for the digital assets produced during the different phases of AM. In
traditional PPR, as shown in Fig. 2, we have three basic structures: products,
that represent the physical items in a manufacturing domain; resources, that
represent the assets in a manufacturing plant; and processes, that represents
an action performed by a resource on a product. Using these three blocks, it is
possible to model most of the manufacturing processes.

Fig. 2. Representation of the translation of the PPR model in the upper layer in gray
to a digital domain in the blue lower layer. (Color figure online)
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However in AM, many of these operations are performed in a digital domain,
so PPR Modeling needs to be adapted to this type of cycles. In the modified PPR
for AM, the files created along the engineering phases are considered products,
that are generated and consumed by the processes, or the digital operations
associated with the files (e.g., Design). Finally, these operations are related to the
Resources, that correspond to the software tools used for that digital operation.

Using this information model, we can represent the flow of data and informa-
tion in the engineering and production phases while keeping track of the feedback
loops where, for example, the results of the simulation force the re-design of the
piece, or a defect in production causes the re-evaluation of the production phase.
The aggregation of this information can help to identify patterns and optimize
the operations needed in the pre-production of an AM piece.

To implement this information model in an interoperable and flexible for-
mat, we have used AutomationML [18], a known XML schema for industrial
systems. While AutomationML is specialized in the modeling of cyber-physical
systems, it also offers support for PPR models, which makes it suitable for this
application. Using this format we are able to represent the proposed model as
interrelated collections of Operations, Files and Software that represent the flow
of information in those phases (see Fig. 3). Therefore, all the information related
to an AM component can be summarized in a single AutomationML file, also
known as Masterfile, where the relationship between the different files and a
link to the files themselves are kept in a way that facilitates the location and
traceability of the designs.

Since the Masterfile only contains a link to the digital files with the data
from the stages, the resultant file is light and can be easily used for the exchange
of information. Most of the related files contain some kind of 3D information,
based on the same coordinate system, which facilitates to establish casualty
relationships between the stages and files.

3.2 Digitalization of the AM Process Data

In order to establish relationships between the produced pieces and the other
stages of the production it is critical to model and monitor the physical AM
process with a representation that fully captures the dynamics of the system.
This digitalization of the physical processes of additive manufacturing raises
several challenges due to the nature of the produced data.

– The representation of distinct AM processes is very heterogeneous, due to the
different technologies that are used for both manufacturing and monitoriza-
tion. In order to create an interchangeable data model capable of representing
multiple types of AM processes, it is needed to structure this data following
the abstract model of AM.

– Due to the flexible nature of AM processes, different types of sensors and
systems can be used to monitor the processes. This raises the need for a
flexible data structure capable of aggregating multi-modal information from
different sources or with different sample rates.
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Fig. 3. Representation of the proposed main structure of the Masterfile to ensure the
complete traceability of an AM process. Three main blocks of information describe all
the processes. All the operations (blue layer) have a correspondence with a given soft-
ware (orange layers) that drives those operations and at the same time are translated
into files (red layer) where operations turn into digital information. These files are self-
descriptive. The operations hold information about their relations with different types
of files and their location and software tools information provides details on parameters
configuration among the corresponding software and at the same time relations with
different operations. (Color figure online)

– It is needed to establish a correlation of the monitorization data with specific
regions of the produced piece, in order to link this production information
with other stages of the piece’s life-cycle like dimensional or quality control.

To address these challenges, we propose the use of a hierarchical data struc-
ture to model the AM process as a sequence of synchronized measurements over
the duration of the process. To that end, the proposed format uses a dynamic
array to represent the temporal axis associated with the sequential nature of
AM processes. This array stores common attributes of AM processes such as
position, power input, or speed, which are then related by a link to other tables
that contain measurements of the process structured in their own types and
formats (e.g. thermography imaging). As shown in Fig. 5, the end result is a
main structured array of “snapshots” of the process associated with a set of 3D
coordinates with references to other tables of sensor data that can be recorded
synchronously or asynchronously to the process (Fig. 4).
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Fig. 4. Representation of the different feedback loops involved in the life-cycle of an AM
product. The whole cycle can be divided into different blocks as Design & Simulation,
Process and Control and Post-processing & assemble. Each of these blocks can hold
internal interactions. A clear example might be within the Design & Simulation block
where the outcome of simulation might feed different designs for their optimization.
Also, interactions among the blocks take place. A clear example, in this case, can
be the interactions among Process & Control and Post-processing blocks, where the
outcome of NDT testing might feed process control to correct parameters related to the
emergence of a given defect. All these interactions take place within a digital layer that
relies on a common data structure (black box). Such a Global data structure has all
the elements to perform advanced statistics or machine learning methods to optimize
the whole AM process.

The use of this ontology to model the data from AM processes offers several
technical advantages while being compatible with most databases and data col-
lection systems. The use of a structured format facilitates the storage, compres-
sion, and access of the tables, which can reach considerable size, while keeping a
flexible and scalable structure. Also, its abstract design makes it able to repre-
sent any type of AM process regardless of the machines and sensors being used
for the modeling.

The representation of an AM process as a series of multi-modal “snapshots”
provides also more insights about the status of the process, allowing the rep-
resentation of one or multiple modes of information as a temporal series or a
3D structure. These methods of representing the process information create a
straightforward way to find correlations between the modes of the information,
like for example, thermodynamics of the process and the manufactured geome-
tries.

This structure was implemented using the Hierarchical Data Format (HDF)
standard, which supports the hierarchical relationships needed by the model and
allows us to keep the “one file per piece” mentality present in the holistic data
model. Another big advantage of this standard is that is widely supported by
scientific communities and libraries.
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Fig. 5. Hierarchical structure of the AM process data. The overall AM recording con-
tains a group of processes, that are tables that contain a series of 3D points referenced
to the piece origin of coordinates. Besides, the process table contains relevant process
parameters that are measured directly (such as speed) and references to sub-tables
indexes that contain measurements from sensors and cameras. This decoupling from
the process and the sensors, introduces a lot of flexibility in the pattern, since the sen-
sor tables can be recorded at a different rate and removes any limitation in the number
of sensors to monitor the process. Following the sequence of points in the main table it
is possible to completely reproduce the process and all the related data, which enables
the use of this structure for the analysis of the manufacturing afterwards.

4 Dataset

Following the methodologies described in Sect. 2, we have created the first
dataset [16] of AM components that contains not only information regarding
the building of the piece, but also information from the previous (design and
engineering) and posterior (Inspection and validation) phases. Each component
of the dataset contains information regarding the design, path planning, manu-
facturing, inspection, and validation of the produced pieces.

This dataset also provides a baseline to compare the effects of process param-
eters on the overall process dynamics and the quality of the resulted pieces.
Furthermore, the dataset comprises pieces from three different AM processes
recorded in the same format, which allows a direct comparison between both
the produced pieces and the manufacturing data. The process data is stored in
the HDF format specified in Sect. 3, and a software tool is provided to interact
with the process data [19].
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As shown in Table 1, the dataset is structured as a series of components.
Each one of these components corresponds to a global data chain and contains
the files generated during the engineering and production of the pieces. For each
of the components, several pieces were manufactured using the same or differ-
ent processes, and each one of these pieces was tested using NDT tomography
inspection and scanned to check its dimensional tolerances. Images of the pieces
of the dataset can be found in Appendix A.

The goal of the presented dataset is to validate the methodology exposed in
the present paper and to showcase the possibilities of the data model for pro-
duction and quality control in AM scenarios. Using the process data model we
can easily compare the state and dynamics of the process with the quality and
tolerances of the resulted product, which makes it possible to develop automatic
methods for the prediction of anomalies and defects. Also, by using the global
information model, it is also possible to trace back these anomalies and defects
to the engineering stages, which makes possible the implementation of method-
ologies and checks to preventively assert the good quality of the components.

Table 1. Specimens of pieces found in the dataset

Name Number of pieces Process type

T Coupons 3 LMD - Powder

Jet Engine 2 LMD - Powder

CC Coupons - A 13 LMD - Powder

CC Coupons - I 3 LMD - Wire

CC Coupons - M 8 WAAM

CC Coupons - W 4 WAAM

5 Conclusion

This work has presented a methodology to optimize the flow of information
within AM of metallic parts. An assessment of a PPR ontology has been done to
find its equivalent in a digital domain where our methodology has been imple-
mented. In addition, as a validation of this methodology, a dataset has been pre-
sented representing the very first one made open for AM of metal components
based on multiple processes. Predictive analysis for the emergence of defects
within metallic manufactured parts, design optimization to overcome systematic
process issues or trajectory optimization could be some of the immediate ways of
exploitation of the presented data structure. Also, the optimization in terms of
data storage and transferring, that this methodology offers might provide signif-
icant progress in terms of traceability that would trigger relevant breakthrough
towards repeatability of the AM process. While the methodology presented was
conceived and might be directly useful for the AM in metalworking, the data
structure would be valid for the manufacturing of parts using any other material.
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Particularly interesting might be how this type of structure opens the door to
materials development that, based on generative approaches [17], could address
material discovery based on desired properties or fitness with AM processes. Also
as a future step, physical models of the system might be added to the master
file to promote interactions with process and simulation data in order to pro-
mote the exploitation of Physics Informed Systems for the optimization of the
manufacturing process.
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Appendix A

Pieces on Metal Additive Manufacturing Open Repository
In this appendix, Fig. 6 shows some pictures of the physical specimens manufac-
tured for the dataset are displayed to facilitate the visual understanding of the
manufactured components.

– The T-Coupon is a simple geometry that combines a curved wall with a rib
manufactured with stainless steel as a first demonstrator of the capabilities
of the presented methodology. Three unique specimens with different process
parameters were manufactured.

– The Jet Engine is a complex geometry that combines a cylindrical body
with smaller subcomponents around it manufactured with stainless steel to
showcase the use of the methodology with large real-world components. Two
unique specimens were manufactured in different sizes.

– The CC-Coupon is a simple geometry that combines two curved walls with
three flat walls manufactured with stainless steel to demonstrate the capabili-
ties of the presented methodology and formats to represent different processes
and machines. These coupons were manufactured in four unique machines
and locations, making a total of 28 different coupons created with completely
different processes.
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Fig. 6. Pictures of the pieces in the Metal Additive Manufacturing Open Repository
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154 C. González-Val et al.

18. Drath, R., Luder, A., Peschke, J., Hundt, L.: AutomationML - the glue for seamless
automation engineering. In: IEEE International Conference on Emerging Technolo-
gies and Factory Automation, vol. 2008, pp. 616–623 (2008). https://doi.org/10.
1109/ETFA.2008.4638461

19. González Val, C., Molanes, R.F., Señaŕıs, B.L.: Visualizer (3.0.1). Zenodo (2021).
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Abstract. The term ‘translational research’ is traditionally applied to
medicine referring to a transfer of scientific results into practice, namely
from ‘bench to bedside’. Only in recent years there have been attempts to
define Translational (research in) Computer Science (TCS), aside from
applied or basic research and mere commercialisation. In practice, how-
ever, funding programs for academia-industry collaboration in several
European countries – like the Austrian COMET Program and its pre-
decessors which include opportunities for Computer Science institutions
– already provided a unique framework for TCS for over two decades.
Although the COMET Program was initially set up as a means of tem-
porary funding, a majority of the partaking institutions have managed
to stay in the program over several funding periods – turning it in a de
facto long-term funding framework that provides a successful structure
for academia-industry collaboration. How to (i) identify the key factors
to the success of individual Competence Centers and (ii) maintain fruit-
ful relationships with industry and other academic partners are the main
aims of this paper.

Keywords: Computer science · Translational research · Technology
transfer · Research centers · Academia-industry collaboration

1 Motivation

The transfer of technology knowledge and innovative results from universities
and research institutions to industry was identified by the European Union as
one out of ten key areas for action in 2007 [1]. With that intention, Austria estab-
lished its first competence center program already in 1998 to increase scientific
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and industrial competitiveness by fostering knowledge and innovation transfer
from science to industry [2]. The follow-up program COMET (Competence Cen-
ters for Excellent Technologies) supports 25 competence centers in five sectors:
digitization, information and communication technologies (ICT), energy & envi-
ronment, life sciences, mobility, and materials & production.

The implementation of technology transfer in the sense of the COMET goals
is particularly demanding for computer science as a cross-sectional technology
characterized by highly interdisciplinary projects that require a great deal of flex-
ibility, mutual understanding and education from all participants. Only recently,
Computer Science has begun to adopt the translational research model [3] orig-
inally established by the medical domain to provide a formalized framework
for the entire translation process from theory to practical use. Generally, litera-
ture highlighting implementation- and management strategies of such interdisci-
plinary IT projects at the border between science and industry from a research
centers’ perspective is still sparse. We aim at filling this gap by sharing and
discussing insights, best practices and challenges summarizing over 20 years of
experience of three COMET research centers in Austria performing successful
research in Visual Computing,1 Cybersecurity,2 and Software and Data Science.3

2 The COMET Program

Since 1998, the COMET predecessor programs Kplus and K ind/K net had built
up central research competencies in cooperation between science and industry
in 45 centers and networks across Austria; the ‘best-of’ of the two programs has
continued under the name COMET since 2005/2006.

COMET centers are funded by the Republic of Austria – specifically by the
Federal Ministry for Climate Action, Environment, Energy, Mobility, Innova-
tion and Technology (BMK) and the Federal Ministry for Digital and Economic
Affairs (BMDW), the participating federal states, and by industry as well as sci-
entific partners. Together, a medium- to long-term research program is defined,
with the goal to strengthen the cooperation between industry and science and
to promote the development of joint research competences and their scientific
and economic utilization. COMET centers are embedded in the national and
federal technology strategies and in scientific, economic and political ecosystems
as shown in Fig. 1. Furthermore, extending beyond challenges and problems for-
mulated from purely market-based strategies, issues arising from digitization,
climate change, aspects of sustainability as well as ethics and health, which are
increasingly becoming the focus of society, are of ever greater importance to the
research questions addressed in the competence centers.

According to the COMET Programme Evaluation Report [4] published in
June 2021,4 around EUR 50 million from federal funds and around EUR 25
1 https://www.vrvis.at.
2 https://www.sba-research.org.
3 https://www.scch.at.
4 https://www.bmk.gv.at/themen/innovation/publikationen/evaluierungen/
comet evaluierung.html.
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Fig. 1. Illustrating the network of relationships of COMET centers.

million from state funds flow into COMET funding. Furthermore, the report
underpins the COMET funding program’s goal of establishing long-term research
collaborations by illustrating the durability of established centres already funded
by the initial K programs. This applies to 64% of the active COMET centres
(16 out of 25). The focus of the COMET centres on applied research and the
associated knowledge transfer is also underpinned by the report: 38% of project
resources are spent on basic research, 50% on industrial research and 12% on
experimental development. The competence centres currently employ 1,742 full-
time equivalents (2,389 researchers), which in turn underlines the contribution
to retaining and promoting excellent researchers in Austria.

The numbers of publications, associated theses, patent application, and the
generation of revenue outside COMET are strong indicators for the success of
the program. Every year, there are now around 2,200 publications connected to
COMET centers, about 700 of them in reviewed journals and conference pro-
ceedings. About 7 % of PhD theses on relevant topics under progress at Austrian
Universities are already associated with COMET and in the review period from
2015–2019 centers reported over 50 new patent applications. In addition, centers
triple each Euro they get in COMET funding in revenue. Feedback by a major-
ity of industry partners indicated enhancements of existing products as well
as product, process, and service innovations through COMET [4]. The much
needed certainty for translational style research and a sustainable academic-
industry partnership can be achieved via back-to-back applications within the
COMET program granting currently funding for research centers in phases of
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eight years. This allows successful centers to enter a de-facto long-term funding
(as demonstrated by the three centers presented in this paper). Nevertheless,
longer funding periods would be beneficial for successful centers to avoid the
massive overhead of repeated applications, to provide stability as a R&D part-
ner and to attract and bind international talents. Beyond, and in the context of
translational research, it is the goal to enable industry partners to independently
further the advantages drawn from their collaboration with COMET centers in
the long term.

3 The Three Centers

VRVis Zentrum fuer Virtual Reality und Visualisierung, Austria’s leading
research center in the field of visual computing, operates with around 70
researchers at locations in Vienna and Graz. VRVis was founded in 2000 and
became a K1 center within the COMET program in 2010. With two decades
of experience in application-oriented research in close cooperation with national
and international partners from science, business, and industry, VRVis’ main
goal is to develop customized and innovative solutions for direct use in practice
[5], using the newest technologies in visual data analytics, artificial intelligence,
extended reality (XR), image processing, simulation, and digital twins.

SBA Research, located in Vienna, was originally founded in 2006 and currently
employs about 130 people. This COMET center covers both the scientific- and
industry aspects of information security. In addition to the COMET flagship
program SBA-K1, SBA continuously conducts between 20 and 30 national and
international research projects. The topics range from IoT- and Industry 4.0- to
Internet- and software security. Questions like privacy protection or the long-
term effects of digitization for our society - always with a special focus on cyber-
security - are a central concern. SBA’s network encompasses national and inter-
national institutions from academia and industry alike. A special emphasis is on
the creation of bridges between theoretical, scientific high-quality research and
immediately usable results for company partners. In the field of professional ser-
vices, the focus is on security analyses, both in the organizational and technical
areas. In this regard, SBA has been working with ministries, public authorities,
large companies, and SMEs for many years.

SCCH (Software Competence Center Hagenberg), is a non-university research
center founded in 1999 by the Johannes Kepler University Linz. Since then, the
center has continuously been growing and currently employs over 100 people.
Since 2008, SCCH is supported as a K1 center within the COMET program.
SCCH drives innovation in the creation and application of software by integrating
fundamental research with the solution of complex application problems. SCCH
acts as an interface between international research and regional industry and
business. The center conducts research along the full AI system engineering life
cycle focusing on linking Software and Data Science [6] in the areas of intelligent
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software testing, software evolution and documentation, user-centred software
engineering, big/stream data processing, smart data discovery, fault detection
and identification, and predictive analytics and optimization.

4 Factors for Successful Translational Research Within
the COMET Framework

Close collaboration with industry partners is one of the core tenets of the
COMET funding program. Companies joining a COMET center not only con-
tribute money, but also the time and expertise of their employees as well as infor-
mation about their business, R&D efforts, and research needs. Therefore, mutual
trust between the COMET center and the company partner is crucial, and a lot
of time and effort is allocated to building these relationships. In the following,
we want to outline how we establish partnerships, mutual understanding, trust,
and knowledge and technology exchange with long-term impact. We report on
our experiences and established practices, how we manage sector-specific goals
and tackle the challenges arising from fast-changing business environments and
new digital technologies. As competence centers, we also maintain relationships
with other scientific institutions, which is a further topic we will place a focus on.
To conclude, we will pay particular attention to the topic of knowledge transfer
between the scientific world and industry.

4.1 Initiating Successful Industry Collaborations

The first steps towards a successful long-term relationship are made when the col-
laboration is initiated. In all of the three centers, similar patterns have emerged
for supporting industry partners in finding their way to joint R&D activities
from individual and often very different starting points.

Individual Contact Points for Companies. What does it take for a com-
pany to join the COMET program? Written agreements regarding, e.g., IPRs
and rights to publish, are typical legal cornerstones. However, ultimately it is
the strong personal relationship that staff of COMET centers establish with
their industry counterparts which drives those partnerships. While it may occur
that a company approaches a COMET center directly, the initial contact usu-
ally unfolds via personal networking at industry events, attending low-threshold
formats like Meetups, or using the services of dedicated platforms (e.g., Austria
Start-ups) or semi-public bodies like the Vienna Business Agency; the latter
provides ‘match-making’ in both directions, supporting companies with research
needs as well as research centers in search for a industry partner suitable for a
given scientific endeavor. Given that the industry partners range from local SMEs
and Start-ups to large multi-national corporations, COMET centers and their
administrative and scientific employees are well-versed in adjusting to a variety
of company cultures, complying with very diverse procedural requirements, and
meeting research needs in all shapes and sizes.
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A Joint Path to R&D Activities. If the first contact sparked mutual interest
- and assuming that the company in question has not yet worked with a research
institution - the following unfolds: First, acquainting the company with the world
of research and the related funding landscape. This often takes place via small-
scale funding schemes which facilitate projects running three to twelve months
(a path to structured R&D activities, e.g. funded by FFG) and are independent
from the COMET program. They can usually be applied for with comparably
little effort and funding decisions are swift. Here, COMET centers share their
extensive know-how regarding grant applications, since especially start-ups and
SMEs often do not have first-hand experience with such matters. On occasion,
especially bigger companies might even commission research at a COMET cen-
ter, with the same effect of building a first bridge between these two parties from
science and industry.

Common Language and Mutual Understanding. Secondly, embarking on
the process of clearly defining the research and/or innovation need, establishing
common ground and a shared vocabulary, so that all people involved eventu-
ally speak the same language. This may take place through in-depth workshops
between research groups and industry experts during which problems are defined,
available state-of-the-art solutions are discussed and evaluated, and initial R&D
roadmaps are agreed upon. In other cases, a center’s management and/or special-
ized personnel manage this initial phase and see to it that researchers, practition-
ers, and managers come to the same understanding of a given research endeavor.
In the mid-term, these efforts lead to small- to medium-sized projects which give
all parties involved a sense of how cooperation works out and if a more long-term
collaboration - as in the COMET program - is of interest. Lastly, it should be
mentioned that even working on a grant application together, regardless of if the
project gets funded or not, is a very effective way to build a rapport between
science and industry. In more than one instances, ‘failed’ project proposals have
led to mutually beneficial partnerships in the long run.

4.2 Maintaining Long Term Relationships with Industry Partners

Given its runtime - eight years per call, and successful centers usually get granted
back-to-back funding - the COMET program offers an excellent precondition
for long-term partnerships between science and industry. The COMET centers
featured in this paper have been up and running for more than 20 (VRVis,
SCCH) resp. 15 (SBA) years each, and some of their company partners have
been with them from the very beginning. How is this long-term relationship
accomplished, especially in the fast-paced world of ICT?

Flexibly in Adapting to Cooperation Requirements. First and foremost,
investing time and effort in building company-center relationships and, thus,
firmly establishing mutual trust is the very foundation of successful long-term
partnerships. Taking the time to align diverging mental models, to foster a joint
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understanding of and respect for the needs, abilities, goals, and constraints of
all involved parties and to be responsive and accommodating should issues arise
has proven crucial in maintaining a center’s relationship with their industrial
partners. Secondly, although it might take time for a company to be willing to
become a COMET partner, once this decision is made, the further procedures are
straightforward. A company can join a center, and joint work on R&D challenges
can start the following day. Nevertheless, it is also quite unbureaucratic to scale a
company’s involvement up or down throughout the project, or to even release an
industry partner from its obligations. Avoiding a lock-in situation is essential for
industry partners, since they have to compete in a dynamic market environment
where strategic plans are subject to change when new business opportunities
arise.

Stability of the Research Program. Being able to handle the discrepancy of
how research and industry operate differently in terms of available funds, time
and personnel resources is a central asset of COMET centers. This is on the
one hand thanks to the program’s structure which favors multi-firm projects to
exploit synergies and promote cross-company knowledge transfer, as well as to
ensure the continuity of a COMET project, even if an industry partner should
leave. On the other hand, industrial partners are provided with a stable group
of contacts at COMET centers which employ their staff via permanent contracts
(as opposed to universities which usually have substantial fluctuation at the MSc
and PhD level). Personal contacts are essential in maintaining long-term working
relationships between organizations. Good personal relationships and a sense of
how the other party works is also very important when it comes to other possible
fields of tension, most notably with regards to IPR strategies vs. a researcher’s
need to publish.

Impact by Translational Research. COMET centers and their partners
contribute substantially to getting research results from the laboratory to the
locale: while the centers further develop along the edge of the state of the art,
companies do apply the research outcome in their field of business. Thanks
to the close collaboration, feedback from the application of research results in
practice is immediate, and lessons can be learned quickly. Through incremental
research strategies, known scientific methods can be translated into industry
practices, and experiences from these practices are fed back to the researchers.
While industry does depend on cutting-edge research by scientific institutions,
those institutions are in turn dependent on insights into the issues and needs of
companies ‘in the wild’ - a COMET center working in the field of ICT must be
able to reorient itself constantly to stay at the forefront of research and meet
the needs of its industry partners. However, this to-and-from does not happen
via joint projects and knowledge exchange alone. COMET centers are a unique
place where people are trained on the interface of science and industry, thus
making career changes between those two domains easier. With personnel, one
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may postulate that also knowledge and expertise translate from the laboratory
to the locale and back.

4.3 Teaming Up with Academia

In general, COMET centers build upon stable networks of national and inter-
national scientific partners who are directly involved in the COMET program.
These networks form the basis for transferring knowledge from basic research
and ensure through close collaboration the firm embedding of the COMET cen-
ter’s research agenda in a national and international context. The composition of
academic partners is shaped on one hand by the need for a strong local network
of academic partners supporting directly the research agenda of the COMET
center, and on the other hand by the need for complementary expertise and
exchange on an international level.

Complementary Scientific Contributions from Academic Partners. As
specified by the COMET program, key researchers are selected based on the
core topics of and recruited from these institutions. These are recognised sci-
entists who, with their expertise as advisors, scientifically accompany research
projects and the centre management in strategic decisions. They also often take
over the academic supervision of students and doctoral candidates working on
research projects at the center and, thus, contribute to a direct knowledge trans-
fer between the university and the research centre.

The core network of academic partners is complemented by an extended
network of associated academic partners with whom cooperation takes place
either within the framework of non-COMET projects or within the framework of
the strategic work on a more informal level, e.g., in the form of joint publications,
co-supervision of doctoral students, and exchange of scientists.

Conversely, the scientific partners also benefit from insights into practical
problems in the context of industry. COMET centers add a complementary
application-specific perspective to the academic view on a research topic: the
challenges of transferring theoretical results and proof-of-concepts from a labora-
tory setting into the typically much more complex environment of the real-world
application.

Application-Relevant Knowledge and Talent Exchange. Effective col-
laboration between academia and a research center is frequently implemented in
form of PhD- and master students involved in project work with industry and
supervised by research partners. Four-year funding periods, including strategic
projects, allow for PhD work at our academic partners with some distance to
the ‘daily business’ of industry projects. This enables deep-dives into specific
research topics, while supported with practical research questions and real use
cases for evaluation.

Direct talent transfer from universities and scientific partners to the COMET
centers ensures inflow of fresh academic knowledge and is quite common due
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to attractive working conditions and unlimited working contracts. The transfer
from personnel back to the universities, still rather infrequent, is supported by all
centers in order to enable all kind of research careers and to further strengthen
the relationships to academia.

All three COMET centers are also active research institutions by themselves,
showing a strong presence of the centers’ key personnel in the respective research
communities in terms of scientific contributions and engagement in scientific
events like the organization of conferences and workshops at national and inter-
national level, being editors of special issues in journals, and participation in
reviewing, scientific committees and associations.

4.4 Conducting Knowledge and Technology Transfer

The transfer of knowledge originating from basic research to the application
domain, which is in the focus for industry, is a core task as well as a core
competence of COMET centers. In the course of the many years of experience of
the three centers described above, several best practices have been established
to master this multifaceted challenge.

Direct Collaboration in Joint Projects. One of the most important and
frequent opportunities for knowledge transfer results from direct collaboration
in joint projects – whether within the COMET program, other funded research
projects, or directly commissioned projects. Knowledge transfer happens through
regular exchange at project meetings, working together on technical and scientific
tasks, regular content-related discussions and retrospectives, as well as jointly
prepared reports and scientific publications. Direct collaboration in the context
of ongoing project work provides the opportunity for exchanging experience and
best practices regarding processes, methods and tools, scientific approaches and
technologies. Employees of company partners participate in the project to learn
about new practices and technologies, e.g., from the subject area of ML/AI,
Visual Analytics, or security.

Frequency and intensity of exchange activities vary and need to be customized
according to research topic, project and funding type, company culture and size.
In multi-firm projects, knowledge transfer also happens through COMET center
staff being involved in the collaboration with different company partners over
time and promoting spill-over effects. In such a cross-company settings, several
companies may have the same, similar or complementary research needs, but
at (slightly) different times, and synchronization is not always possible in these
cases. COMET project staff therefore ‘buffers’ relevant knowledge and transfers
it between companies when needed. Furthermore, in addition to collaboration in
the course of project work, dedicated knowledge transfer workshops are organized
not only for individual companies but in the form of joint events in which all
companies of a multi-firm project take part.
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Transfer of Personnel. Knowledge transfer is also supported by personnel
exchange during the project duration, i.e., a COMET employee may stay with
the partner company for a limited period of time or vice versa. Student interns
working in collaborative projects are considered especially helpful in translating
scientific knowledge [7]. In general, access to excellent personnel is seen as a
major advantage by corporate partners. Regardless of the personnel transfer,
whether from the research center to the company or vice versa, this strengthens
mutual relationships and even paves the way for new projects and partnerships.

Transfer Events Beyond Project Collaboration. In addition to joint
projects with company partners, special funding programs such as Innovation
Camps of the Austrian Research Promotion Agency (FFG) allow to translate
COMET research results into workshops and trainings for a broader audience,
beyond the partners in established collaborations. Several other instruments
for knowledge transfer include cluster initiatives, joint hackathons, commu-
nity building events such as meetups or tech talks, special interest groups and
networks that enable knowledge exchange with industry outside of dedicated
projects.

In a long term perspective, being able to convey scientific research to diverse
target audiences and stakeholder groups, ranging from youth to laypeople, other
researchers, practitioners, management and many more are key success factors
for knowledge transfer to industry and society in general.

5 Conclusion

VRVis, SBA Research, and SCCH are three instances of research centers operat-
ing in the frame of the Austrian COMET program. All three centers have a long
and successful history of knowledge and technology transfer in collaborating with
industry. In this paper we showed that translational research, a concept adapted
from medicine to Computer Science, has in fact been practiced by Austrian
COMET centers for the last two decades. The following cornerstones facilitate
such successful translation of research results from laboratory to locale and into
industrial applications:

– The first step towards a successful long-term industry collaboration is to offer
individual contact points for companies starting into R&D activities
with different levels of experience, background, and culture.

– Furthermore, defining the joint path to R&D activities together with
prospective company partners helps them to get acquainted with the world of
research and the related funding landscape through joint small-scale projects
or commissioned research.

– In the course of such endeavors, strong working relationships are built and
a common language and mutual understanding is established as basis
for long-term collaborations with industry partners.
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– Maintaining flexibility in adapting to cooperation requirements, also
in the course of ongoing collaborations, is a key strength of COMET centers,
which allows to accommodate the inevitable changes companies are facing in
their usually highly dynamic business environments.

– At the same time, the COMET centers’ stability regarding their research
program over at least four years guarantees the necessary continuity to stay
focused on a clear research vision and agenda.

– Impact by translational research is accomplished through the centers’
further developing along the edge of the state of the art, while the companies
are applying the research results in their domain. Close collaboration allows
for immediate feedback from applying research results in practice.

– Complementary scientific contributions from academic partners
support the high scientific standards and output of the centers’ research
projects. Active scientific partner networks also ensure intense knowledge
transfer between universities and research centers.

– Application-relevant knowledge and talent exchange offer on the
one hand a complementary application-oriented perspective about academic
research; on the other hand, direct talent transfer from universities benefits
the COMET centers, while transfer from personnel back to the universities
is supported as well.

– Knowledge and technology transfer to industry is typically achieved via
direct collaboration in joint projects at regular project meetings as well
as through active and direct technical and scientific collaboration. Transfer
activities are tailored to the respective research topic, project type, as well as
company size and culture.

– Additional knowledge transfer via exchanging personnel usually takes
place during a given project. Access to excellent personnel is seen as a par-
ticular advantage by industry partners, and such exchange strengthens the
mutual relationships between the centers and their partners.

– Transfer events beyond project collaboration serve the dissemination
of project results and novel solutions to a larger audience. Instruments of
knowledge transfer include, but are not limited to the participation in open
science initiatives, community networks, and public events.
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Abstract. Data integration, data management, and data quality assur-
ance are essential tasks in any data science project. However, these tasks
are often not treated with the same priority as core data analytics tasks,
such as the training of statistical models. One reason is that data ana-
lytics generate directly reportable results and data management is only
the precondition without clear notion about its corporate value. Yet, the
success of both aspects is strongly connected and in practice many data
science projects fail since too little emphasis is put on the integration,
management, and quality assurance of the data to be analyzed.

In this paper, we motivate the importance of data integration, data
management, and data quality by means of four industrial use cases that
highlight key challenges in industrial applied-research projects. Based on
the use cases, we present our approach on how to successfully conduct
such projects: how to start the project by asking the right questions,
and how to apply and develop appropriate tools that solve the afore-
mentioned challenges. To this end, we summarize our lessons learned
and open research challenges to facilitate further research in this area.
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1 Introduction

Data (and consequently its management) is crucial for decision making in enter-
prises and organizations, such as predictive maintenance in smart factories [16].
While there is a gaining interest in the analysis of data with machine learning
(ML) or deep learning (DL) models, the core tasks of integrating, managing, and
improving data quality (DQ) is often neglected [1].

In the course of the multi-firm and applied research project Sebista,1 we rec-
ognized and solved common data challenges over the last four years. Figure 1
illustrates the typical data flow and tasks in such a project, where real-world
data from a production process (depicted in the box to the left) is (T1) stored in
multiple heterogeneous data sources [1]. This data is then usually (T2) integrated
into a (central or distributed) storage. The data requires (T3) preprocessing and
DQ assurance (cf. [1,14,35]) to be (T5) analyzed by data scientists. (T4) Meta-
data management is a parallel activity, which is required for all other tasks:
technical metadata can be stored for finding data in distributed data sources,
DQ measurements need to be stored over time, and information about ML mod-
els (e.g., features, training parameters) need to be stored to ensure an end-to-end
ML process. In such applied research projects, common assumptions often made
by basic research do not hold. For instance, data is usually not independent
and identically distributed (cf. iid assumption) [5], it might be sparse for certain
distributions, redundant [35], or too much for in-memory processing [8].

Fig. 1. Data Integration, Management, and Quality Project Environment in Practice

In this paper, we review four industrial uses cases (UC1–4) in Sect. 2. Each
use case is provided by one of our company partners and can be assigned to
one topic within the data project overview in Fig. 1: (UC1) on graph databases,
1 https://www.scch.at/data-science/projekte/detail/comet-projekt-sebista-2019-

2022.

https://www.scch.at/data-science/projekte/detail/comet-projekt-sebista-2019-2022
https://www.scch.at/data-science/projekte/detail/comet-projekt-sebista-2019-2022
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(UC2) on data integration and storage, (UC3) on DQ measurement and improve-
ment, and (UC4) on metadata management. The use cases are depicted as green
stars in Fig. 1. In Sect. 3, we propose methods and tools that solve these chal-
lenges, specifically we contributed to the three colored data tasks (T2) data
integration, (T3) data quality assurance, and (T4) metadata management. We
summarize our lessons learned in Sect. 4.

2 Industrial Use Cases

In this section, we review four uses from our industrial partners: STIWA group
in Subsect. 2.1, Borealis group in Subsect. 2.2, voestalpine Stahl GmbH in
Subsect. 2.3, and PIERER Innovation GmbH in Subsect. 2.4.

2.1 UC1 – Data Integration for Discrete Manufacturing

The STIWA group [27,28] develops and provides high performance automation
solutions for manufacturing. In a typical setting, single or multiple workpieces
simultaneously pass through various discrete production steps until they are fin-
ished. The parts built into the workpieces are not provided individually, but in
batches containing a large number of unsorted parts. This makes it difficult to
trace which parts are installed in which workpieces. As workpieces can be con-
sidered as parts of other workpieces, this leads to complex bill of material hier-
archies. To overcome this problem, we are currently developing a solution that
aims to improve the traceability of parts installed in workpieces. The challenges
and characteristics of the data we faced during our research can be summarized
as follows:

– The use case requires a focus on the relationships between installed parts and
workpieces.

– As workpieces are allowed to pass different production steps, this leads to
heterogeneous datasets that are considered to be very sparse.

– Parts provided in batches (unsorted, large number) introduce uncertainty into
the production process, which must be represented accordingly in the data
model.

2.2 UC2 – Data Integration for Continuous Manufacturing

The Borealis group is a leading provider of innovative solutions in the fields of
polyolefins, basic chemicals, and plant nutrients. The aim of our collaboration
was the analysis of used raw materials and process parameters with statistical
methods to identify critical process parameters, which have a significant impact
on various key performance indicators (e.g., product quality). To allow this anal-
ysis, raw material must be traceable throughout the entire production process.
Due to the continuous nature of the production process, raw material that is fed
into the process, is blended. Data recorded during the various process steps is
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available in the form of time-series data and must be integrated for the analyses.
The challenges and characteristics of the data we faced during our research can
be summarized as follows:

– Recording of a time-series value may be triggered in regular intervals, on value
change, or as a mix of both. To perform data analysis easily, time-series data
must be sampled uniformly.

– When working with time-series data, specific emphasis needs to be put on an
efficient processing due to the large amounts of data.

– For smart data discovery use cases [4], data segmentation represents a core
method that must be supported efficiently.

2.3 UC3 – Missing and Outlying Data in Steel Production

In the steel mill of the voestalpine Stahl GmbH, raw steel is casted into slabs.
Those slabs are about 12 m long and 200 mm thick. The slabs are heated and
rolled in the hot rolling mill to receive steel coils with the desired thickness for
further processing. After the hot rolling, the steel is cooled down with water and
wound into coils. To monitor the steel processing in the hot rolling mill, sensors
measure the temperature and many other information about the water cooling
system [5,8], resulting in a high dimensional measurement dataset.

The applied statistics department at voestalpine GmbH recognized issues
with data analytics (e.g., bias or errors in the results) on historical data with
a large proportion of missing or outlying values. Thus the aim of our research
collaboration was first an investigation of patterns in missing data (MD), and
second, an evaluation of approaches on how to impute these missing values.
Third, we surveyed approaches on how to detect outliers and invalid data in
such high-dimensional industrial data sets. The data sets used for the evaluation
of our methods contain sensor data from the hot rolling mill. We faced the
following challenges and characteristics of the data [5,8]:

– The provided data sets can be attributed as high dimensional since our eval-
uation data set, which represents only an excerpt of the entire hot rolling
mill measurement DB, contains 193,700 records and 557 variables. Such large
amounts of data highlight the need for automated approaches and novel ways
to display the results.

– The data is automatically collected sensor data, which is why real-time solu-
tions to handle MD are required.

– Since we mostly deal with numerical data, approaches for survey MD that
include suggestions how to handle textual or discrete data are not relevant.

Most existing literature on MD stems from the social sciences (e.g., sociology,
economics) and therefore has a focus on survey data [29], i.e., dealing with single
data sets with a focus on textual data and specific MD patterns like the monotone
pattern [24]. The monotone MD pattern is observed when participants leave a
study that is conducted over time. Such data characteristics have no or very
little significance in the industrial domain, which was not only confirmed by our
case study but also by prior work from the chemical industry [19].
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2.4 UC4 – Metadata Management for Manufacturing

PIERER Innovation GmbH (PInno) as part of the PIERER Mobility AG Group
is the central contact point for digital transformation and the application of inno-
vative methods within the group, especially for KTM AG. The company aims at
developing new products, services, and new business models around the digital
ecosystem of vehicles. In the future, start-ups, experts, and partners should be
enabled to utilize data and metadata from PInno. Collaboration without detailed
knowledge about the data landscape should be enabled.

As an exemplary use case, external partners (e.g., start ups, technology
experts) should be enabled to analyze the cause of motorcycle component defects
that lead to warranty claims. In other words, it should be possible to execute
high-level queries like “which motorcycle has which warranty claims?”. Cur-
rently, deep knowledge of the data structure (in terms of databases and business
processes) is necessary to answer such queries. In a first step, the motorcycle
models equipped with the affected components must be retrieved from the bill
of materials. Using this list of motorcycle models, the relevant warranty claims
can then be extracted from KTM’s dealer management system. To allow the
analysis of the respective defect in detail, diagnostic data recorded at the work-
shops (as part of warranty processing) must be extracted from the motorcycle
diagnostic system and made available to the data scientists and analysts.

3 Knowledge Transfer: Methods and Tools to Solve Data
Challenges

In this section, we first highlight the need to start a data project with the right
questions and subsequently discuss methods and tools for the three subtasks.

3.1 Project Initialization: Ask the Right Questions

Initially, it is important to understand the goal of the data science project, to
assess the current data situation and to identify possible data challenges that
may emerge during the project. Thus, it is crucial to ask the right questions at
project startup. The following list covers questions that we compiled over the
years to assess the readiness of an organization to start a data science project:

– Which types of data are available?
– Is historical data available?
– How can the data be linked together?
– How structured is the data (image, spreadsheets, databases, ...)?
– Assessment of data quality for each data source?
– What documentation (if any) is available for each data source?
– Which concrete questions (use cases) should be answered?
– Which models already exist (model-based vs. data-driven)?
– Which model would provide the greatest benefit?

The answers to these questions give an overview on the availability of data,
how the data is connected, and which type of analysis is possible to achieve the
objectives of the project.
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3.2 Methods and Tools to Address Data Integration

Different methods and tool were used to address the discrete and continuous
manufacturing data integration use cases. For discrete manufacturing, we used a
graph database to model the complex relationship between parts and workpieces.
The graph model allows to model a highly hierarchical structure with an uneven
number of levels (ragged hierarchy) [33]. The query language which is optimized
for graph models allows fast traversals of the graph in an intuitive way [33].

For continuous manufacturing, we used a dedicated time-series database,
since it comes with built-in features like data sampling or support for big data [3].
To analyze time-series data in a meaningful way, the data needs to put into
context. Therefore, we used a separate database to provide this context and
connected it to the time-series database. We used Python for data prepossessing.
For orchestration of the Python scripts we used Apache Airflow.

For all data management and integration projects, we claim that a systematic
approach is required. In accordance with software development, where DevOps
is the de-facto standard to operate code, DataOps is an emerging approach
advocated by practitioners to tackle data management challenges for data science
projects. DataOps is a method to automatically manage the entire data life cycle
from data identification, cleaning, integration to analysis and reporting [26].

3.3 Methods and Tools to Address Data Quality

During the time of this project, we developed three different DQ tools for mea-
suring data quality due to different requirements by customers.

– DaQL (Data Quality Library) [9], which allows to continuously measure DQ
in ML applications with user-defined rules.

– QuaIIe (Quality Assessment for Integrated Information Environments, pro-
nounced [’kvAl@]) [12,13], which implements 12 DQ metrics for 8 different DQ
dimensions at the data-level and the schema-level.

– DQ-MeeRKat (Automated Data Quality Measurement using a Reference-
Data-Profile-Annotated Knowledge Graph) [7], which implements a new
method to data-profiling-based DQ measurement.

In addition to DQ tools, we also developed a method for missing data imputation
in the industrial domain [8], a method on how to detect specific patterns in
missing data [5], as well as a method to overcome semantic shift in industrial
streaming data over time [10]. All three methods address specific DQ issues
(completeness and semantic shift respectively).

Wang and Strong [36] define data quality as “data that are fit for use by data
consumer” along the line of the original definition for the more general term
quality (“fitness for use”) by Juran and Godfrey [20] in 1998. This definition
highlights the importance of the consumers viewpoint and the context in which
the data is used. In our research [15], we perceived two opposing approaches
to tackle the topic: on the one hand, it is possible to strive for the highest
possible automation [14] (e.g., using DQ-MeeRKat [7]), or deliberately choose
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a user-centric approach that follows the human-in-the-loop principle (e.g., using
DaQL [25]). In [25], we used so-called “entity models”, which allow a user to
define DQ rules directly on business objects without any knowledge about the
database infrastructure.

3.4 Methods and Tools to Address Metadata Management

In literature [11,17,22], the term data catalog and consequently the scope of
data catalog tools is not clearly defined (cf. [23]). When data catalogs were first
mentioned in the early 2000s [17], the focus was on the cataloging functionality,
whereas a broader view has been established in the meantime. According to
the systematic literature review by Ehrlinger et al. [11], a data catalog consists
of four conceptual components: metadata management, business context, data
responsibility roles, and the FAIR principles.

Metadata management describes the collection, creation and maintenance of
metadata [31]. Metadata can be divided into three types: descriptive metadata
(e.g., title, description), administrative metadata (e.g., file format, encoding),
and structural metadata (i.e., how resources relate to each other) [11,32]. In
this paper, we refer to all metadata that already exists in a company and only
needs to be collected automatically by a data catalog as “technical metadata”.
The counterpart of technical metadata is the business context, which describes
the high-level view of business users on the data and is independent of specific
data sources. Business context needs to be established manually by defining
company-wide agreed-on business terms (cf. [11,23] for details). In summary,
technical metadata reflects the current state of data sources within a company
and business context enriches technical metadata with domain knowledge [11].

The third component, data responsibility roles, describes the establishment of
roles (such as data steward) and the assignment of these roles to people and data
assets [11,23]. While data responsibility roles are often discussed in the context
of data catalogs, they are clearly part of the broader topic data governance [11].

The FAIR principles stand for Findability, Accessibility, Interopability, and
Re-use of data [37]. FAIRness can be evaluated by verifying the fulfillment of the
FAIR principles published by [37] and summarized at the GO FAIR webpage.2

There are several commercial tools for metadata management, which cover
these components in different detail, for example, Informatica Enterprise Data
Catalog,3 Collibra’s Data Catalog,4 or the DataHub Metadata Platform.5 A
detailed overview on the most popular vendors is provided in [18].

4 Lessons Learned

Based on our experience with the use cases and their challenges, we identified a
list of five learned lessons, which are discussed in the following subsections.
2 https://www.go-fair.org/fair-principles.
3 https://www.informatica.com/de/products/data-catalog.
4 https://www.collibra.com/us/en/platform/data-catalog.
5 https://datahubproject.io.

https://www.go-fair.org/fair-principles
https://www.informatica.com/de/products/data-catalog
https://www.collibra.com/us/en/platform/data-catalog
https://datahubproject.io
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4.1 Awareness for Different Types of Data Assets

All kinds of data, such as metadata, master data, transaction data, time-series
data, text, image, etc., have specific characteristics [6,38]. For almost all types of
data exist systems that are specifically tailored to them and provide data-type
specific features. To get the most benefit from these dedicated systems, we claim
that they should be reused and only glue code should be newly developed that
connects these systems. When selecting a platform, it must be considered as early
as possible if batch processing, event based processing, or both is required [30].
This lesson was learned from all four use cases discussed in this paper and relates
to all tasks in Fig. 1, it is therefore considered fundamental for any data project.

4.2 Distinction Between Data Quality, Product Quality,
and Outliers

When customers list their “data quality issues”, we realized that it is not often
clear what to understand by “data quality”. The concepts of data quality, prod-
uct quality, and outliers are often confused. Consequently, it is important to
distinguish these terms clearly to use the right methods for their measurement
and improvement. In our perception, the following distinction holds:

– Outliers are data points that deviate from the norm [2].
– Data quality problems are present if the data does not properly represent its

real-world representation [36].
– Product quality problems are present, when there are issues in the production

process and the real-world products are faulty. These errors might or might
not be represented in the data.

The distinction between data quality, product quality, and outliers was pri-
marily investigated in the steel production use case UC3 and relates to (T3) in
terms of DQ assurance and (T5) with respect to product quality or maintenance.

4.3 Determination of the Correct Level of Metadata Management

To select a data catalog that meets a customer’s requirements, it is initially
necessary to specify the relative importance of every single component (cf.
Subsect. 3.4) for the current project. Since many state-of-the-art data catalogs
do not implement this wide range of functionalities outlined in [11], we developed
a generic ontology layer which maps the semantics of data in form of a (busi-
ness) ontology to the technical metadata provided by an existing data catalog.6

The importance for the correct level of metadata management was primarily
investigated in UC4 and relates to task 4 in Fig. 1.

6 http://dqm.faw.jku.at/ontologies/GOLDCASE/index-en.html.

http://dqm.faw.jku.at/ontologies/GOLDCASE/index-en.html
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4.4 Consideration of Process-Related Uncertainty

As described in Sect. 2, parts to be assembled are often provided in large and
unsorted batches, or raw material is blended in continuous production processes.
Therefore, a clear mapping from input to output is often difficult. Similarly, data
quality interpreted as “fitness for use” [36] also introduces context dependency.
Here it is important to accept that there is no single version of the truth.

To obtain a representation that is as close to reality as possible, the process-
related uncertainties should be modeled explicitly in the data model. When
mapping input data to output data, or when calculating DQ metrics for raw data,
the data integration should be designed as performant as possible. Nevertheless,
from our experience, designing data integration traceable and providing measures
for process-related uncertainties pays off.

The consideration of process-related uncertainty was observed and researched
in UC1 on discrete manufacturing and UC2 on continuous manufacturing.

4.5 Use a Feature Store for Feature Engineering

A feature store7 is used to store, manage, and share features for all phases of
a machine learning project, i.e., model training, testing, and maintaining [21].
Based on latency requirements, it can be distinguished between online and offline
feature stores. Feature stores help to retrieve features efficiently and in a consis-
tent way, which is the foundation for traceable and repeatable ML. Establishing
a feature store is considered a data management task, since knowledge about
data modeling is required.

The importance for storing ML features was investigated in UC2 on continu-
ous manufacturing and relates to tasks (T4) on metadata management and (T5)
on data analysis in Fig. 1.

5 Conclusion and Future Work

In this paper, we observe current challenges on the topics of data integration,
data management, and data quality within applied research projects. By means
of four case studies, we present solutions on how to address these challenges and
discuss the following lessons learned:

1. Awareness for different types of data assets
2. Distinction between data quality, product quality, and outliers
3. Determination of the correct level of metadata management
4. Consideration of process-related uncertainty
5. Employment of a feature store for feature engineering

In the future, we will investigate the impact of metadata management in more
detail. We believe that metadata is the basis for all kinds of data governance

7 https://www.featurestore.org.

https://www.featurestore.org
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tasks, such as, data quality assurance or access security [34] and in the end,
also feature stores are only a specific form of metadata. In addition, we plan to
further study the measurement of process-related uncertainty and its integration
to explainable ML tools.

Acknowledgements. The research reported in this paper has been funded by BMK,
BMDW, and the State of Upper Austria in the frame of the COMET Programme
managed by FFG.
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data quality monitoring with a reference-data-profile-annotated knowledge graph.
In: Proceedings of the 10th International Conference on Data Science, Technology
and Applications - DATA, pp. 215–222. SciTePress (2021)

8. Ehrlinger, L., Grubinger, T., Varga, B., Pichler, M., Natschläger, T., Zeindl, J.:
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13. Ehrlinger, L., Werth, B., Wöß, W.: QuaIIe: a data quality assessment tool for
integrated information systems. In: DBKDA 2018, pp. 21–31. IARIA, France (2018)
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Abstract. Sharing results of research projects with the public and transferring
solutions into practice is part of research projects. Typical ways are scientific
publications, presentations at industry events, or project websites. However, in the
last one and a half years, we have created videos and shared video material on
our YouTube channel as a new way of disseminating results in our project setting.
We have observed that many research projects do not follow this path, do this
only with a very limited number of videos, or provide rather poor quality of the
videos. In this article, we want to share our experience and our first steps, together
with open issues for new and more videos we are planning to produce. We would
also like to encourage discussions in the research community on whether this is a
worthwhile direction to pursue further in the future.

Keywords: Knowledge transfer · Videos · Climate-neutral smart city district

1 Introduction

In the EnStadt:Pfaff research project, which started in 2017, we aim at developing a
climate-neutral smart city district. Pfaff was a former big company for sewing machines
in the city of Kaiserslautern where thousands of people worked over decades before the
company had to declare insolvency. This means that Pfaff is no longer a company in
our city, but the name (and the district where the new climate-neutral smart city district
is currently being developed) is known to many people. Many of them have personal
relationships with the company and with this area, and are thus interested in the progress
of the district and the results of the project.

In the project, various topics, such as energy, mobility, home, or community, are
addressed by the eight project partners. We are responsible, in particular, for digital
solutions, i.e., we face the question of how the digital transformation can support climate-
friendly behavior. Furthermore, our interest is in the future citizens of this urban district.
As climate change is an increasingly relevant topic that affects almost everybody from
common citizens to companies, it is a huge motivation for us to share the results we have
developed in the project. To summarize, besides the general interest of many citizens in
climate topics, a lot of people in our city are also genuinely interested in what happens

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 179–188, 2022.
https://doi.org/10.1007/978-3-031-14343-4_17
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in the district due to their fond memories of Pfaff. Our goal is to include these people,
and one important aspect is to share information.

In this paper, we will first provide an overview of related work and the background
of our project (Sect. 2). Sections 3 and 4 present what we have done so far with respect to
sharing project information and results. We faced several challenges and want to show
the initial lessons we learned when we implemented a YouTube channel for sharing
project results. Section 5 concludes our paper.

2 Background and Related Work

2.1 Knowledge Transfer and Traditional Ways of Sharing Knowledge in Our
Research Project

Sharing project results from research projects is a common task for researchers. One
of the main ways to do this is at scientific venues. Research communities have a cer-
tain knowledge background and can give valuable feedback to project results. However,
research is not done as an end in itself, but ultimately to solve certain problems for differ-
ent stakeholders. Brennan states that “scientific information is a key ingredient needed
to tackle global challenges like climate change, but to do this it must be communicated
in ways that are accessible to diverse groups, and that go beyond traditional methods”,
such as peer-reviewed publications [1]. The climate change example he mentions is a
topic that is not only relevant to a particular company or a small number of people, but to
society in general and thus affects almost everyone. This is an indication that there may
be various topics that are interesting for society and that are worthwhile communicating
to people without a scientific background.

As already mentioned in the introduction, our research project is also about climate
topics in conjunctionwith the digital transformation. In addition,many citizens of the city
of Kaiserslautern have a personal relationship with the district where we can implement
new digital solutions. Therefore, we decided to include citizens as much as possible right
from the beginning. This means that scientific results have to be presented in a way that
citizens without a scientific background can follow our presentations. We started, for
example, with the following traditional ways (for more details, we refer to Elberzhager
et al. [2]):

• In the city of Kaiserslautern, there is a public event called “Night of Science”, which
takes place every two years. In an early project phase, we shared general project ideas
and talked to citizens of different age, gender, and social background. We listened to
personal stories about the citizens’ relationship with the Pfaff company and the area
of the factory, and gained insights into their expectations and concerns. Moreover, we
answered their questions about the area and the project.

• Several times a year, we posted blog articles on our institute’s website to share project
results.

• We performed several hackathons. We wanted to enable citizens to contribute their
ideas to the project and at the same time learn about their needs and wishes. There-
fore, we invited everyone interested in the project to participate in a 24-h event. In
contrast to a typical hackathon, no programming skills or any other specific skills
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were required. The focus was on design tasks to which everyone could contribute.
We gained interesting ideas for digital services, and shared project ideas with more
than 30 people during the event. As the first PFAFF HACK in 2018 was a success,
we decided to organize another hackathon a year later. Now in 2022, we are currently
organizing the fifth edition. By now, the focus has shifted from a design-oriented event
to an implementation-oriented one. The last two hackathons were also streamed, and
videos were produced and shared after the event. Many different citizens and students
participated.

• In 2021,we performed an expert symposiumwhere all project partners shared themain
results achieved in the project so far. This eventwas held at city hall and simultaneously
streamed via YouTube so we reached many people.

• Of course, traditional ways of sharing knowledge and results with society were also
implemented, such as a project website or articles in printed newspapers.

The above-mentioned ways of communication with citizens were mainly events
with direct interaction with the participants at a specific venue. This kind of events only
allows a limited number of participants. In other words, many citizens are excluded from
the information and the opportunity to contribute. We learned from peers and business
contacts that many people have not heard anything yet about the project, its results,
and the contribution to the city of Kaiserslautern, even though they are interested in it.
Therefore, and due to the restrictions for conducting in-place events as a result of the
Covid-19-pandemic, we rethought our way of informing citizens, local organizations,
and companies as well as other municipalities.

2.2 Videos and YouTube as a Way of Doing Science Communication

Everyminute, 694,000 h of video content are streamed viaYouTube [3]. As ofNovember
2021, YouTube was the second most visited website worldwide with 13.34 billion total
visits [4]. According to Ceci, 91.5% of the adult population in Germany can be reached
by advertisers via YouTube [5].

YouTube as a platform for video content allows users to share various types of videos
with other users. These include entertainment videos covering topics such as gaming,
comedy, and short movies; tutorial videos for beauty, woodworking, and the use of spe-
cific technologies; review videos covering many different hardware and software prod-
ucts; as well as educational videos, e.g., for math problems. Also, popular science web
videos (science videos) focus on communicating scientific content to a broad audience
[6]. Certain video channels focus on publishing sets of science videos. Himma-Kadakas
et al. refer to people running such channels as “YouTubers” if they regularly upload
videos, are popular due to their activity on the social media platform, and have a regular
group of followers [7]. This does not distinguish them from YouTubers who are running
a channel focused on other topics not related to science and indicates that the platform
is a worthwhile outlet for science communication.

Several studies have analyzed such science-focused video channels on YouTube.
According to Morcillo et al. [6], over 70% of the science video channels use deliberate
and complexmontage, i.e., producing videoswith three ormore continuous video record-
ings (takes) and assembling them in a purposeful order to build a narrative. Beautemps
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and Bresges conducted a survey (n = 3,881) with YouTube users, 61% of whom stated
that they are not pursuing or have completed an education in science, but over 80% indi-
cated that they are interested or very interested in science [8]. This shows that YouTube as
a platform can be used to reach people outside the scientific community and is therefore
a worthwhile tool for science communication to the general public.

There are also analyses on what factors influence the success of a science video
channel on YouTube. According to the study of Beautemps and Bresges [8], six factors
are important for successful science videos:

• the video structure (mentioning the topic at the beginning and coming to a conclusion
at the end, mentioning facts, including experts, summarizing experts’ statements);

• the reliability of the video (referring to sources);
• the video quality (audio and video quality);
• community integration (answering comments, doing votings in the comment section);
• the presenter, as YouTube channels are strongly linked to the people who present
them;

• and the video topic (90% of respondents indicated that they watch videos about a
topic that they are interested in; i.e., entertainment seems to play a major role when
choosing videos to watch).

Using the example of science communication about whale watching, Finkler and
León present the framework “SciCommercial” for science videos based on lessons
learned from the marketing domain. According to “SciCommercial”, this is how videos
should present ideas: simple; in an unexpected way; concretely to make them under-
standable; credibly so viewers believe them; emotionally; connected with science; and
with storytelling to convey the overall message [9].

Brennan shares lessons learned from running a science video channel, explicitly
referring to the videos as “do-it-yourself” videos [1]. He emphasizes that YouTube
videos gain views depending on the topic (i.e., how many YouTube users search for
that particular topic) but also get more views over time. This stresses the importance of
YouTube as a tool for science communication, as – unlike one-off public events – many
interested people can be reached over a longer period of time.

The great potential of knowledge transfer via YouTube videos has also been recog-
nized by scientists at UCL. For this reason, they offer a lecture for physics students that
teaches the participants how to present scientific content in videos in such a way that it
can reach a broad audience. They teach that you cannot simply record a scientific talk
and publish it – you have to do a lot more in terms of preparation and execution [10].

The research we have presented shows that science videos on YouTube are a topic
of ongoing research. General guidelines and frameworks exist that one can follow to
create science videos. So far, we have not found any published research covering the use
of science videos in the context of our concrete research project, i.e., how to inform the
general public and local citizens about ongoing research in amulti-disciplinary project. In
the following, we will present our approach, which we adapted from the work presented
in this section.
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3 First Steps Regarding Videos and Streaming

3.1 Objective

We aim at communicating intermediate scientific results to society. Our goal is to inform
interested viewers about the project itself and about its results, potentially raising further
interest in science in general. Ourmain goal is to reach a large number of people remotely.
Therefore, we considered current ways used by other researchers and other professionals
to share content. Offline tools such as flyers were no option to us since they do not fit the
media used by younger citizens, add to pollution, and are therefore not environmentally
friendly. Online means of communication such as text on websites requires time and
motivation to read. In the end, our choice were videos and the platformYouTube. Videos
are one of the most frequently used ways for people to obtain information.

3.2 Idea

For this purpose, we created the project’s YouTube channel, which is called “Quartier-
swerkstatt”1 (district workshop), as this is the same name as a planned, but still unfin-
ished, neighborhood center. The focus is on interaction with and learning from interested
citizens. Hence, we developed the video communication concept with the idea of the
neighborhood center as a related place of gathering in mind. With the videos, we also
want to invite viewers to interact with scientists involved in the research project.

3.3 Implementation

We have been building up the video studio over the course of one and a half years, in
parallel to the other activities in the research project. It is an incremental process, where
we started with an initial vision of the studio, then further detailed and shaped it once we
learned more about video production along the way. None of our project members had
any previous professional experience with video production. Initially, we used online
learning resources (e.g., YouTube videos about video production) to learn about the topic
in general, identify relevant sub-topics, and find new resources to learn more specifics.

4 Experiences Regarding Videos and Streaming

4.1 Lessons Learned on Hardware

Onemajor area of learning included themain hardware required for quality video produc-
tion. Today, even smartphones offer photo and video capabilities, which, at first glance,
match dedicated photo and video hardware such as camcorders, video cameras, digital
single-lens reflex (DSLR) cameras, or digital single-lens mirrorless (DSLM) cameras.
When we looked at the details, however, we found that dedicated video hardware offers
better image quality compared to smartphones, but also more versatility. The impression

1 https://www.youtube.com/channel/UCK8LjvcvaCHBF-voo0qcqqA.

https://www.youtube.com/channel/UCK8LjvcvaCHBF-voo0qcqqA
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of an image depends on the whole system used to capture it, i.e., the lens (quality, aper-
ture, focal length) as well as the camera’s sensor size (in general, the larger the sensor,
the better the image quality). Some dedicated video hardware additionally allows remote
control. Therefore, we decided to buy two dedicated video cameras2 instead of using
other cameras.

To achieve a good-looking scene, illumination plays a major role as well. We use
studio lights with soft boxes as the scene’s main light source and combine them with
colored lights for background illumination. For interviews and presentations, we use a
background system that uses a stretched piece of fabric to provide a uniformly colored
background (black and green), as can be seen in Fig. 1.

Fig. 1. Studio with two separate recording positions and control room area. (Color figure online)

Besides the video image, audio quality is also relevant for video production. Ded-
icated microphones (not camera in-built) are very much required to achieve a pleas-
ant sound. One can either use camera-mounted microphones, overhead microphones
attached to booms and pointing at the speaker, or microphones attached to the speaker.
The most dominant factor in audio quality is the proximity of the microphone to the
speaker. So-called lavalier microphones are attached to the speaker’s clothes and there-
fore provide good audio quality with relative ease, as nobody is needed to operate the
boom. Their disadvantage is that they are visible to the viewer if not carefully hidden,
an aspect we deemed neglectable. We use a wireless microphone system3 that transmits
the audio signal either directly to the camera or to a video mixer4 that we use for live
production and camera control.

2 Blackmagic Pocket Cinema Camera 4K, cf. https://www.blackmagicdesign.com/products/bla
ckmagicpocketcinemacamera.

3 Røde Wireless Go II, cf. https://rode.com/de/microphones/wireless/wirelessgoii.
4 Blackmagic Atem Mini Pro Iso https://www.blackmagicdesign.com/de/products/atemmini.

https://www.blackmagicdesign.com/products/blackmagicpocketcinemacamera
https://rode.com/de/microphones/wireless/wirelessgoii
https://www.blackmagicdesign.com/de/products/atemmini
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The video mixer allows us to remotely control the cameras (e.g., adjust aperture,
focus, brightness) and input their video and audio signal. We can then combine this with
other HDMI-based sources such as computers showing presentation slides, or other
cameras if more angles are required (e.g., action cameras for wide-angle effects or spare
DSLR cameras). The video mixer allows producing videos with cuts and even picture-
in-picture effects. Such final videos can be recorded to an external solid-state drive as
well as separately to all video and audio streams. Additionally, it allows for direct live
streaming to several platforms, such as YouTube.

4.2 Lessons Learned on Style and Content

Another relevant challenge for us is what the videos should look like in terms of style and
content. We intentionally decided not to limit the way strictly at the beginning in order
to be able to explore different possibilities. We started by interviewing different project
members about their topics and concrete project results, because they are the experts in
the project and we wanted to put them in the center of attention. The interviews were
also a comfortable way for them to get uses to being video-recorded, as they could talk
freely about their fields of expertise. We conducted open interviews, just using leading
questions to stimulate the interviewees to talk about their topic of expertise in an open and
passionate manner. Moreover, we also recorded some videos addressed to researchers
and other professionals in the field. The videos reflect a typical conference presentation
(in English) or are from the expert symposium. Most of the videos are in German, as our
primary initial target audience are the local citizens and those of other municipalities in
Germany.

Interview topics were the development process of the gameMiniLautern, newmobil-
ity concepts for the urban district, or hackathon results. The interviewer was responsible
for preparing the topic and the interview questions. A second person operated the cam-
eras and checked the audio levels; i.e., took care of the technical aspects of the video
recording.

Afterwards, all the video material was viewed and cut into a video that aims at telling
a story; i.e., the person cutting the videos decided how to use the recorded material to
assemble a video that people can follow and learn from. The story itself was built out of
parts of the interviewees’ answers, not necessarily using the whole answer to a question
or following the original order. We experienced that some videos were easier to cut than
others, depending on the fit of the interviewees’ answers for building a certain storyline.
Hence, we learned that a more scripted approach to the interviews, where we already
establish a baseline story that we “fill” with the interview questions, would be preferable.
Following the guidelines shown in Sect. 2, we decided to make the videos rather short,
roughly about 5–15 min. One concrete lesson was that we recorded much more material
than we could use, often due to various quality issues, such as bad noise, bad light,
questions that led to unusable answers, or questions being answered in a way that would
be too complicated for our primary audience.
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4.3 Analysis of the Current Video Content

Since we started the Quartierswerkstatt YouTube channel in October 2020, we have
published 22 videos so far, of which four are interview videos. We did not follow a
regular schedule but published new videos whenever we finished producing one. The
channel and videos were only advertised on our research institute’s homepage through
blog posts. At the time of writing this work, the channel has 11 subscribers and all
videos together have been viewed 657 times, with the interview videos accounting for
271 views. This adds up to 21.6 h of playback time. On average, our videos have been
viewed for 1:58 min or 23.9% of their length.

Right now, with our video studio setup, we are able to start a video recording within
30–60 min. For our 5–15-min interview videos, we record around 30–60 min of footage.
Reviewing, cutting, color grading, audio correction, and feedback loops take about 1–2
workdays of effort, depending on how easily the video’s storyline can be built from the
recorded footage. All videos are produced by scientists regularlyworking on the research
project and who have no prior professional knowledge about video production; hence
these efforts include the time required to learn working with the software and hardware.
We expect the effort required for such videos to eventually settle at one day.

The videos’ topics are selected based on the availability of information that we
identified as relevant to the general public, e.g., novel research results, new developments
regarding the construction progress, and political developments.

Each video is concerned with preferably one narrow aspect of the research project
with regards to the future climate neutral smart city district. As we are an active research
partner in the project, we generally have a good understanding of the different topics.
Based on that, we produce the videos following a process shown in Fig. 2. Our general
goal is to regularly release a new video at least once per month, preferring shorter
intervals of two to three weeks if possible. Due to the nature of the research project
and due to our team consisting of researchers concerned with usually more than one
project at a time, we schedule video recordings en bloc and distribute the remainder of
the production process over several weeks.

Assuming the average effort required (0.75 h of preparation, 0.75 h of interview, 12 h
of post-production), all four interview videos together amount to 54 h of effort spent.
Per view, this accounts for approx. 0.2 h (i.e., 12 min) of effort. The average duration
of the interview videos is 10 min. Hence, when we analyze only the interview videos
we have published, they currently produce a negative net return on investment. But this
neglects several aspects: The effort required to produce videos includes training and will
decrease with more experience with the software and hardware tools while the quality
will increase. The videos will remain available, so more views will be accumulated.
Some of the videos had to be recorded anyway for remote conferences, so they can
also be used for the project’s YouTube channel. This dual use is a cost-efficient way
of producing more content for our YouTube channel. To date, we have focused on one
research project and mainly interview-style videos, but the video studio has also been
used for live streaming of online events with a professional look.

Due to the small number of subscribers and views on our videos yet, we do not have
access to advanced features of YouTube analytics, as these data are only available once a
certain threshold of views is reached. Therefore, we cannot rely on YouTube’s analytics
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functionality for analyzing the impact or deducing potential measures for increasing
the outreach of our videos. Nevertheless, we plan to conduct marketing efforts such as
installing billboards advertising our YouTube channel at the outside of the city district’s
construction site and cooperationwith local newspapers, e.g., articles covering our efforts
to further increase the impact of our YouTube channel. Additional research is required to
understand how research projects can reach the general public as an audience, ensuring
efficient science communication.

Fig. 2. Video production process as used for the “Quartierswerkstatt” YouTube channel.

5 Summary and Conclusion

With the “Quartierswerkstatt” YouTube channel, we have added another tool to the port-
folio of communication activities we are performing in the context of a long-running
research project. Without prior experience, we have created a dedicated video studio
and produced 22 videos covering the results of research activities. Our goal is to com-
municate the results and context of scientific work to the citizens of Kaiserslautern.
In the future, we plan to add more types of videos and investigate further how other
science-related YouTube channels do science communication, even though their focus
might not be on a single research project. Overall, we see a lot of potential for regular
science communication as part of publicly funded research projects.
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Abstract. Cyber-physical systems (CPSs) connect the computer world
with the physical world. Increasing scale, complexity, and heterogene-
ity makes it more and more challenging to test them to guarantee reli-
ability, security, and safety. In this paper we report about a successful
industry-academia collaboration to improve an existing hardware-in-the-
loop (HIL) test system with visual regression testing capabilities. For this
purpose, we tried to follow an existing model for technology transfer from
academia to industry and show its applicability in the context of CPSs.
In addition, we provide a list of special collaboration challenges that
should be considered in this context for successful industry-academia
collaboration. And we discuss some key success factors of our collabora-
tion, emphasizing that the CPS’s system and expertise knowledge are of
great importance.

Keywords: Industry-academia collaboration · Cyber-physical
systems · Hardware-in-the-loop testing · Technology transfer

1 Introduction

For some years now, the wave of digitalization has also been sweeping through
companies from more traditional domains like in the field of mechanical engineer-
ing. For companies in these domains, software has not been a top priority in the
past because it represents only a small percentage of the total cost of the product.
Nevertheless, in the last two decades the requirements and the complexity of the
software have increased enormously, even in the domain of mechanical engineer-
ing. Furthermore, advances in industry 4.0, internet of things (IoT) and massive
investments in digitalization in general, led to a transformation of products to
support new business models and improved customer support, which increases
the complexity of these systems [8]. There is an obvious relationship between
the complexity of a system and its maintenance costs [7]. Although this prob-
lem is well known for a long time [6], still the complexity of the systems grows
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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faster than the ability to control it. To keep pace with this fast-growing software
complexity and to ensure specified and predefined quality criteria, requires more
and more sophisticated testing methods. Test automation is one important key
to address this increasing testing burden, but unfortunately automation is much
more difficult to implement when dealing with physical goods and products [1].
In addition, existing test research approaches are also often not directly appli-
cable to large and complex cyber-physical systems with a legacy of technology
that evolved over decades [3].

Hence, external test experts and the domain-experts of the CPS are needed
to successfully transfer and apply state of the art solutions from software-centric
domains to such CPSs. Collaborations between industry and research institutes
are a well-known construct to speed-up knowledge transfer from academia to
practitioners [2]. Together, an overall plan for quality assurance activities and
the appropriate tasks can be developed. Building knowledge in this area can thus
be done more quickly to close the gap with other areas where test automation
is already more widespread used and more mature today.

The aim of this paper is to present an example of a successful collaboration of
research and industry in an application oriented setting. Therefore, one specific
use case has been selected and is shown in more detail to grasp the advantages
and special challenges of such collaborations more easily.

In the following section we describe the background of the project and the
frame of our collaboration. We explain the presented use case and our approach
afterwards in Sect. 3. Section 4 highlights the results and lists the challenges and
success factors. The paper concludes with a summary of our work and findings.

2 Background

Palfinger is an international company well known for its loader cranes. Loader
cranes help to load and unload trucks and other vehicles. The hydraulic knuckle
boom crane is Palfigner’s core product. As the name implies, a hydraulic system
moves the mechanical arm of the crane. A programmable logic controller (PLC)
drives the hydraulic system. Basically, a PLC is an industrial computer used
to control assembly lines, machines, or robotic devices. In the past, Palfinger
already intensified the efforts in system test automation, so they built a test
system based on a hardware-in-the-loop (HIL) system offered by an international
supplier.

The Software Competence Center Hagenberg (SCCH) provides application
oriented research in the field of software and data science. Palfinger and SCCH
had a close partnership in application oriented research in the field of test
automation for many years. Currently, Palfinger and SCCH are partners within
the nationally funded research project SmarTest (Smart Software Test) which
addresses quality assurance of the ongoing evolution of large, complex software
systems that are part of highly customizable and configurable products or prod-
uct lines. The focus of the application oriented research program is to make steps
towards a fully virtualized test environment for Palfinger’s products.
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To highlight the benefits and challenges of this cooperation best, we select
one specific, easy to follow, research task. The team setup for this task was
one researcher from SCCH and one practitioner from Palfinger. Besides the two
active team members, four additional practitioners attended the regular meetings
and workshops. Figure 1 shows the overview of the HIL based test environment.
Lines and arrows depict the communication channels between the sub-parts.
Dashed lines as well as the italic font style depict the entities affected by the
previously mentioned research task.

The test environment consists of three major parts: the HIL-Test-System,
the Test Interfaces and the Test Execution.

HIL-Test-System: All hardware parts (HIL-System, PLC, Simulator-PC and
miscellaneous other hardware) are mounted into a rack and connected together
properly. The HIL Simulation software (crane simulation) as well as any vir-
tualization (e.g. virtual radio) runs on the Simulator-PC, which is a standard
windows PC.

Test Interfaces: Each part in the HIL-Test-System has its own application
programming interface (API). The Relay-Server simplifies the communication
with the Test-System, by combining all APIs to a single JSON-RPC [5] like API.

Test Execution: TESSY, a commercial tool for testing embedded systems,
is used for executing the tests [10]. It also supports to be triggered from a
Continuous Integration Server. Integration as well as system tests use the Test
Library, which is a collection of functions for high level communication with the
HIL-Test-System.

Fig. 1. Overview of the HIL based test environment.

In a nutshell, HIL testing is a technique where real signals from a PLC are
connected to a test system that simulates the behaviour of the real hardware,
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so the PLC functions like the final product. It also enables virtualization of
additional hardware components, like a wired terminal or radio controller, to
control the crane’s arm movement. Figure 2 shows a comparison between a photo
of the real hardware Fig. 2a and 2b and its virtualized interface Fig. 2c.

Fig. 2. Crane controller: real versus virtualized presentations.

3 Approach

The aim of the research task was to improve the virtual crane controller within
HIL test system. In our approach, we followed Gorschek’s model for technology
transfer [4] with a few adaptation shown in Fig. 3. These adaptions were basically
simplifications by omitting step (4) as well as a shortcut from step (3) to (6).
The following section presents the individual steps and the way we implemented
them.

3.1 Step 1: Identify Potential Improvement Areas Based
on Industry Needs

In this first step a workshop was held as suggested by Gorschek. In this workshop
we asked the practitioners at Palfinger how we could improve the test system.
The crane controller had been selected as one potential component to focus qual-
ity assurance activities, since there had been some hard to find issues regarding
its graphical user interface (GUI) in the past.

The crane controller allows, as the name suggests, to control the loader crane.
As depicted in Fig. 2a and 2b, it consists of hardware keys (right) to navigate
through menus shown on the display (middle) and an emergency stop (left). The



Introduction of Visual Regression Testing in Industry 193

Fig. 3. Technology transfer model.

display shows the position of the crane’s arm as well as additional status infor-
mation about the crane. In the past, display errors have gone unnoticed because
the visual representation of the GUI was not taken into account during auto-
matic tests. Hence, the project team agreed to focus on testability improvement
of the crane controller by also checking the display content.

3.2 Step 2: Formulate a Research Agenda

According to the identified needs in the previous step we identified a research
agenda on the following questions:

1. How can we access the display contents?
2. How can we create reference images of the display for regression testing?
3. How should we compare actual display image with the expected display

image?

3.3 Step 3: Formulate a Candidate Solution

In close cooperation (in form of several workshops) with the practitioners we
created candidate solutions for each question above:
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1. How can we access the display contents? To access the display contents of
the virtualized crane controller and make it available during test execution, a
deep knowledge of the HIL system was necessary. So only a well experienced
practitioner could do the job. Finally, the proposed solution was to imple-
ment an extension library to the HIL simulation software so that the display
contents could be grabbed and forwarded via a network connection.

2. How can we create reference images of the display for regression testing?
Visual regression testing is a well-known technique in GUI testing of web
applications where many tools and libraries exist [12]. As the name suggests,
the simple but effective idea is to save reference screenshots of the GUI to
compare with the current screenshots after changes. Fortunately, the SCCH
could bring research experience from a previous GUI testing project [9]. The
suggested solution grabs the screen buffer during a initial test run to save the
base images.

3. How should we compare actual display image with the expected display
image? It is very challenging to compare images where some display enhance-
ment technology is used [9]. For example, Microsoft Windows Clear Type
blurs pixelated or jagged text for better readability on LCD screens, which
prevents the use of simple pixel-perfect comparison. Fortunately, the crane
controller does not use such technology, so we can stick to a pixel-perfect
comparison.

3.4 Step 4: Conduct Lab Validation

We agreed with the practitioners not to do explicit laboratory validation because
we did not expect any major problems in implementing the integration. The
dotted arrows depict that we skipped this step.

3.5 Step 5: Perform Static Validation

We presented the candidate solution from step 3 to the test experts and collected
feedback from them. The main issue that was raised by them, was that the
display presents different information at once, including dynamic content like the
current time and date. In such cases, comparing the entire screen would always
produce a difference. Therefore, we refined the candidate solution, to compare
rectangular regions of the display instead. This has the additional advantage
that these picture fragments can be reused in several test cases.

3.6 Step 6: Perform Dynamic Validation

For dynamic validation we implemented a prototype. Image grabbing and for-
warding as pixel array via a network connection was done by a well experienced
practitioner from Palfinger. Researchers took care of relaying the image to the
test execution side as well as image processing (load, save, crop). Changes are
emphasized in Fig. 1 as dashed lines as well as italic fonts. After creating a few
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test cases with image checks, it was obvious, that some structured storage of
images is required, especially the separation of commonly used images from test
case specific images. For minor changes we suggest a shortcut from step (3) to
(6) in the model (see dashed arrow in Fig. 3 omitting steps (4) and (5)).

3.7 Step 7: Release the Solution

After adding the features regarding image management, we deployed the first
release on the test system. Since then, the test engineers have evolved their test
cases by adding image checks. Consequently, failed test runs were better and
faster analyzable.

4 Results

Besides the successful implementation of the GUI testing approach of the virtu-
alized crane controller and its integration into the testing pipeline, we gathered
the main challenges and most important success factors for industry-academia
cooperations in the context of application oriented software research in the field
of CPSs.

4.1 Challenges

During this small specific task we did not face many challenges, which were
caused by collaboration issues. However, throughout the complete collabora-
tion, we have identified five particularly important challenges that you need to
consider for successful collaboration, especially in the context of CPSs:

– Hardware-dependency: The most obvious challenge in this context of
CPSs is that such systems can not be made available easily for external col-
laborators. As soon as hardware is involved, the effort to transfer a system to
another location increases a lot. Therefore, whether hardware access is needed
for a specific task should be considered early.

– Access to specialized tools: Test environment depends on specialized
tools, which are often incurring corresponding license costs for every addi-
tional user. Hence, such industry-academia collaboration might cause unex-
pected costs.

– Regulatory limitations: Loader cranes have to fulfill safety regulations,
which require the use of dedicated test procedures and certified tools. This
may limit the introduction of new testing approaches and technologies, or
at least limit its effectiveness. In addition, required changes to improve the
testability of the system under test might be difficult to argue, if these changes
require a cost-intensive recertification. Therefore, it is necessary to ask about
the existence of such regulations at an early stage.
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– Binding to existing interfaces: Many tools in the development/test chain
of Palfinger have been developed a long time ago and have over years. Unfortu-
nately, these internally used tools have not been developed like a professional
software product and documentation is missing. To be able to extend or adapt
these tools requires a substantial time investment or leveraging the knowledge
of the company’s tool maintainer. Hence, the responsible developers of such
tools should be part of the team or at least available for consultation.

– Involvement of stakeholders: Working on the software production chain
means that there are many different needs that must be met. As an external
research institute, it is difficult to assess the impact of a particular change
on the entire system and on specific user groups, as they are often not even
known to the company members themselves. As a consequence, it is important
to include representative stakeholders in the project team.

4.2 Success Factors

In [11] Wholin et al. analyzed success factors of industry-academia collabora-
tions. We agree that buy-in and support from company management and indus-
try collaborators are the most important success factors for such collaborations.
The authors of the article argue that possibly the context of the project might
have a big impact on the ranking of the most important success factors, what
we can confirm. Although we were not able to conduct a survey and prioritize
all of the success factors as they did, based on our many years of experience
conducting applied research, we believe that system and expertise knowledge is
more important to the success of such a collaboration in the field of CPSs than in
systems without hardware dependencies. This knowledge is necessary for safety
and cost reasons to minimize the probability of damage to physical components.

Software build chains are often very complex and the required test envi-
ronments are difficult to set up due to the often long product history where
testability was not one of the main concerns. The company partner brings in its
system and product knowledge and the scientific expert provides its test exper-
tise. So the need for regular discussion and knowledge transfer is very important.
Hence it was very beneficial, that the project team was very stable over the last
few years and that the integration task has been done by an experienced senior
researcher. On-site collaboration by a researcher might also be a good way, to get
to know the system faster. If this is not possible, more structured communica-
tion, knowledge transfer, and explicit responsibilities are required for successful
cooperation.

We see fast and efficient communication channels at the industry partner and
good networking skills of the company’s project members as another important
success factor. This is confirmed in the specific case by the fact that the results
were already taken up by other departments during development and that the
software part of the test environment will be rolled out to other departments in
the near future. Furthermore, a prototype of a much smaller, mobile HIL-System
was developed. The mobility of this environment improves and eases field tests
as well as trainings for the service personnel.



Introduction of Visual Regression Testing in Industry 197

5 Conclusion

In this paper we described the successful introduction of visual regression test-
ing into a complex build and test environment of a cyber-physical system in the
context of an application oriented funded research project. The research task
has been setup as collaboration between the company Palfinger and the external
research center SCCH. We reported about the successful cooperation and sin-
gle steps following Gorschek’s model for technology transfer [4]. In addition, we
identified some unique challenges in industry-academia collaboration if a CPS
is the core of the research objective: hardware dependency, access to specialized
tools, regulatory limitations, binding to existing interfaces, and involvement of
stakeholders. If these points are taken into account from the beginning of the
cooperation, a successful collaboration becomes more likely. We also discussed
the relevance of some factors known from the literature for successful collabo-
ration, emphasizing that in the context of CPSs, appropriate system and expert
knowledge are of particular importance. We want to evaluate this in the future
in a broader context.

This work is intended to encourage researchers and practitioners from indus-
try to also report on and analyze experiences with successful and unsuccess-
ful collaborations. These reports contribute to a better understanding of the
respective requirements and limiting factors and should increase the number of
successful collaborations in the future by avoiding reported pitfalls.
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Abstract. Vibration analysis (VA) techniques have aroused great inter-
est in the industrial sector during the last decades. In particular, VA is
widely used for rotatory components failure detection, such as rolling
bearings, gears, etc. In the present work, we propose a novel data-
driven methodology to process vibration-related data, in order to detect
rotatory components failure in advance, using spectral data. Vibration
related data is first transformed to the frequency domain. Then, a fea-
ture called severity is calculated from the spectra. Based on the rela-
tion of this feature with respect to the production condition variables, a
specific prediction model is trained. These models are used to estimate
the thresholds for the severity values. If the real value of the severity
exceeds the estimated threshold, the spectra associated to the severity
is analyzed thoroughly, in order to determine whether this data shows
any failure evidence or not. The proposed data processing system is val-
idated in a real failure context, using data monitored in a paper mill
machine. We conclude that a maintenance plan based on the proposed
would enable to predict a failure of a rotatory component in advance.

Keywords: Vibration analysis · Predictive maintenance · Condition
monitoring

1 Introduction

Vibration is the periodic motion or oscillation of the particles of an elastic body
from the position of equilibrium [11]. Vibration analysis (VA) has received great
interest in the industrial sector in the recent years due to the promising results
that can be obtained by its application, especially in the case of rotatory ele-
ments. VA techniques provide to the analysts the possibility to design a correct
maintenance plan based on the accurate knowledge of the health of the stud-
ied elements, such as bearings, gears, induction motors, etc. A large amount of
failures can be detected in early stages, such as misalignment, eccentricity, imbal-
ance, looseness, etc. If VA is performed over the time, it is possible to track the
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deteriorating process of the different failures associated to the industrial goods.
By determining the health of these components, it would be possible to schedule
an appropriate maintenance plan. This would result in a Predictive Maintenance
(PM) assessment.

In the present work, we propose a novel data-driven methodology to process
vibration-related data, in order to detect rotatory components failure in advance,
using spectral data. The proposed system takes into account the possible rela-
tionships between the production related variables with respect to the features
extracted from the vibration frequency spectra. The system is then tested in
data monitored in a real industrial scenario. The analyzed rotatory components
are part of a paper mill machine. In the analyzed use case, vibration data is mon-
itored while the machine is producing paper i.e. in variant conditions. We prove
that it is possible to detect failures in advance. The remaining of this paper is
structured as follows. Section 2 presents the related work and the application in
industrial scenarios of different VA approaches. In Sect. 3 the novel methodology
is explained. In Sect. 4 the results of the case study are showed. Finally, Sect. 5
reports the conclusions.

2 Related Work

Industrial maintenance activity is a crucial part of the production process, so it is
important to set up a proper maintenance plan for each plant. The absence of an
adequate plan can lead to unwanted or unscheduled stops in machines/industrial
goods, stopping production, increasing the risk of operators or generating fail-
ures or deficiencies in the quality of the products [9]. The most commonly used
techniques are the corrective maintenance, preventive maintenance and predic-
tive maintenance. The last type of maintenance task is the one addressed in this
work.

As the consequences of a correct predictive maintenance plan can bring large
benefits, it is undoubtedly the method that has attracted the most attraction in
the literature [12]. Its aim is to schedule the maintenance actions only when a
functional failure is detected [13]. To be able to carry out this type of action, it
is necessary to have information about the condition of the machine, its compo-
nents or industrial goods. By Condition Monitoring (CM) approaches, the health
condition of the process/element analyzed is measured by sensors. Apart from
that, predictive tools are used to determine when it is necessary to carry out
maintenance tasks. These tools measure the state of the machine and by means
of predictive models (statistical models, artificial intelligence, etc.) they try to
predict a possible failure that may occur. Applying data analytic techniques to
data flow can have a number of benefits for companies. Valuable information
can be extracted from the processing of this data, making possible a better
understanding of the operation of an industrial process. Various benefits that
can be achieved are cited in the literature [2]. Among the most cited are the
benefits that can be obtained in relation to maintenance work. Economic cost
reductions, reduction of downtime (non-production time), possibility of planning



Vibration Analysis for Rotatory Elements Wear Detection 201

maintenance tasks, and so on. The most used CM technique, among others, is
the VA. On the contrary, it should be noted that designing a specific asset moni-
toring plan is complex, since it must be done for critical components or elements
that indicate deterioration. On the other hand, it is necessary to make a signif-
icant initial investment, as well as to train specialized workers for this type of
task. Finally, it is still necessary to improve the security and privacy in smart
factories, as a large amount of private data is vulnerable to attacks [14].

2.1 Vibration Analysis in Industry

VA is the most widely used technique for CM for a simple reason: the possibility
of determining a large number of defects, in a wide range of rotating elements
(bearings, gears, motors...) with a reasonable initial investment.

Vibrations are generally measured using accelerometers. In the analysis of
machine vibrations, the spectrum of vibrations is studied, so the raw data from
these sensors is processed. One option is to transform the signal to the frequency
domain, by computing the Fast Fourier Transform (FFT). Thus, the character-
istic vibration of each of the components can be identified, giving the possibility
of detecting the defects that these may have: play, imbalance, misalignment,
loosening, bearing lubrication problems, damage to bearings, gears, engines, etc.
It is also possible to extract features from the processed data.

Regarding the oil & gas sector, there are several proposals for monitoring
failures of gas turbines, based on vibration analysis. These turbines are used
in the oil industry, and are one of the most important elements in engines for
generating mechanical energy (in the form of shaft rotation) from the kinetic
energy of the gases produced in the combustion chamber. In the studies carried
out in [3], authors propose failure monitoring systems learned using spectral
analysis tools.

On the other hand, VA as a solution for the detection of failures in induction
motors has been widely applied. These kind of motors are alternating current
electric motors, and are currently widely used in industrial plants. In [15], the
author proposeto use VA techniques for detecting electromagnetic faults in these
kind of motors. Author shows several use cases demonstrating the capability of
VA for fault diagnosis. On the other hand, authors in [1] make a comparison
between three techniques: vibration analysis, motor current signal analysis and
the discrete transform of the wave (DTW). They emphasize that by using these
techniques it is possible to detect different types of failures in induction motors.
It is also possible to detect failures caused by unbalanced loads, as shown in the
study carried out in [7]. Authors used the Power Spectral Density (PSD) as the
critical feature to detect these kind of failures. They studied the PSD for three
different failure stages, and see how when the degree of unbalance increases the
amplitude of the side-band harmonics also increases.
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Regarding the aerospace industry, authors in [6] perform VA to evaluate the
behavior of an airplane wing structure. Several vibration tests were carried out
on the wing, to determine what its natural frequencies were and to understand
what its damping characteristics were.

These work have studied the diagnosis capacity of different approaches. There
are also some works regarding the deterioration evolution of the equipment good
along time. Authors in [10] defend the use of vibration analysis techniques using
time-frequency transforms for a specific failure. This type of failure happens
in the bearings due to the electric currents induced by the motors. Thus, the
authors suggest a component degradation analysis technique as a solution to
identifying potential problems. Authors in [5] propose the use of autoregressive
models to estimate the feature values extracted from vibration data. On the other
hand, in [16] authors present a solution based on unsupervised machine learning
techniques, analyzing the time series from the vibrations of a robotic arm used
to paint the bodywork of an automobile manufacturer. The author proposes a
technique for defining the state of health of the machine, based on the evolution
of its vibrations, using Gaussian mixture models. Last, authors in [8] propose
a pipeline for extracting the relevant features of the vibration related data to
determine the remaining useful life (RUL). A Particle Filter (PM) algorithm is
used to predict the RUL.

To the best of our knowledge, no work has been addressed for the detection
of faults in rotating equipment goods, in real industrial scenarios where the data
is obtained in variable working conditions.

3 Methodology

In the present work, we propose a novel data-driven methodology to process
vibration-related data, in order to detect rotatory components failure in advance,
using spectral data. The proposed system deals with vibration data monitored
in variant conditions, making possible to analyze the evolution of the features
extracted from the frequency spectra obtained from the vibration signal. There-
fore, this system is applicable in production scenarios, with no need of stopping
the machine or to performing periodic checkups in prefixed conditions. Thresh-
olds are defined based on the working variables in the case that these affect to the
severity values. On the contrary, if the values are not correlated, thresholds are
calculated based on the evolution of the severity values in the last observations.
The aim of the definition of the thresholds is to be able to select the spectrum
to be analyzed knowing that its associated severity value is indeed anomalous.
Besides, as the conditions for obtaining the data are not equal, this criteria aims
to ensure that the analyzed spectrum are actually the ones that show valuable
information.
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First, data is collected for analyzing and training the models offline. Once
the dataset is completed, the correlations between the variables related to the
working condition and the severity values obtained from the vibration data are
computed. Two correlation coefficients are calculated: the Pearson correlation
coefficient (ρP ) and the Spearman correlation coefficient (ρS).

There are several combinations where the correlation degrees between the
variables are relevant. A criteria is designed for determining the models to learn
to estimate the severity values based on the working conditions. Based on the
empirical experience, three different categories are set up for the correlation
values.

– ρP , ρS � 0.8, linear models are learned with the severity variable as the
response variable.

– ρP , ρS ∈ [0.6, 0.8), linear models are learned, after adding interactions
between the variables, in order to add complexity to the models.

– ρP , ρS < 0.6, a model based on the temporary evolution of the severity is
used for categorizing the values of the severity.

For both the linear and custom models, a threshold is established to be able
to categorize the severity values, based on the difference of the estimated and real
values. For the linear model case, the threshold is determined by the confidence
interval of 95%. For the custom algorithm case, the threshold is computed based
on the rolling mean and variance of the severity in previous observations.

Linear Models. The constraints for the correlation values justify the use of
linear models. Using them make the interpretability of the model to be immediate
[4]. If the dimensionality is too high (i.e. too many production related variables)
it would be possible to learn penalized linear models. Examples of these type of
models include Lasso, Ridge, ElasticNet, etc.

Custom Algorithm. For those scenarios where the correlations between the
variables are not considered sufficiently strong, a custom algorithm is proposed
to categorize the severity values. For these cases, only the threshold is estimated.
The value of the threshold is based on the evolution of the severity (defined by the
moving average and standard deviation) over time. The length of the temporary
windows is selected based on the use case. The threshold is calculated using
Eq. 1.

tm = μm + cσm, (1)

where μm and σm are the moving average and standard deviation of the tem-
porary window m respectively. The constant value is determined by empirical
evidence for each use case.
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By the implementation of this algorithm, the thresholds are dynamically
defined and adapted based on the latest evolution of the severity values.

3.1 General Approach for Analyzing Anomalous Severity Values

For the cases where the severity value is categorized as anomalous i.e. the true
value of the severity exceeds the estimated threshold, the spectrum related to
the anomalous severity is analyzed thoroughly, in order to find amplitude peaks
that identify possible failures occurring in the components of the different parts
of the machine. It is necessary to know the rotary speed of the components, in
order to determine the natural frequencies of the different failures that may be
suffering the rotary components of the kinematic chain (rolling bearings, gears,
etc.).

4 Case Study

The analyzed machine is located in a company that produces tissue paper, among
other products. Paper mill machines incorporate a large number of rollers, all of
them equipped with medium-large size bearings. Generally, a paper machine is
composed of several sections. In this use case, monitoring system is focused on
the data obtained from three critical parts of the machine: the forming section,
the pressure section and the drier section. In each of them, a motor, gearbox
and a bearing is analyzed.

4.1 Data

The dataset is constituted of production condition variables and vibration vari-
ables. No external sensor has been installed for monitoring the first type of
variables. On the other hand, the monitoring of the vibrations is done by 18
accelerometers installed in the forming, suction and dryer sections. The sensors
are installed in pairs: two on the motor, two on the gearbox and two on the
bearings of each section. Through the processing of this type of data, VA is
performed in acceleration, velocity and demodulation. These different types of
processing the vibration signals provide a different insight of the health of the
components. The data monitoring is done once a day. The training dataset dates
from 02/01/2020 to 09/13/2020. On the other hand, the validation set ranges
from 09/21/2020 to 10/16/2020.

4.2 Variables

Two types of variables are determined: in one hand, the variables that define
the production condition, and in the other hand, the variables related with the
vibration signal.
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Production Condition Variables. Two condition variables are monitored for
each section: forming, suction and drying sections. These variables are obtained
from each of the 3 motors. On the one hand, load, which is the power at which
the machine is working with respect to the maximum power (%). On the other
hand, the rotary speed of the motor (RPM).

Vibration Variables. Only one feature is extracted from the different spectral
data, the severity. Once the frequency spectra of the vibration signal is obtained,
the value for the severity is obtained using the following equation:

Sev =

√
√
√
√

fmax∑

i=fmin

Ai
2 ce
ca

, (2)

where Ai is the amplitude of the signal in the ith frequency, and the constants
ce and ca are predefined by domain experts.

4.3 Training

Linear Models. Linear models are learned for the cases where the correlation
is strong enough. As in this case there are only 2 independent variables, there
are not dimensionality problems. So, no penalization has been applied to the
linear models.

Custom Algorithm. For the custom algorithm, the values for m and c in Eq. 1
are set to 8 and 1.2, respectively. These values are based on empirical evidence.

4.4 Results

A validation set is used for evaluating the performance of the proposed algorithm.
The objective is to analyze whether the method is able to detect a incipient
failure of a rotatory element. For the present work it has been possible to obtain
data related to an unwanted stop, due to a failure in a rotatory element of the
machine. The failure was caused by a defect on a rolling bearing of the gearbox
in the dryer section. This stop happened on 10/04/2020

As the failure happened in the dryer section, the models learned for this
section had been analyzed, and more specifically the related to the gearbox of
the motor. In Fig. 1 the evolution of the severity values calculated for the two
signals obtained of the gearbox are shown. The thresholds for both cases are
obtained by applying the algorithm explained in Subsect. 3. It is also possible to
see how the threshold for the values of the severity has exceeded 3 days earlier
than the day of the incident. Furthermore, if the spectrum associated to those
anomalous values is analyzed, it is possible to see how the amplitude peaks
correspond to possible failures of the defective rolling bearing. In the Fig. 2 is
shown an example. For those days where the true severity values don’t exceed
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Fig. 1. Evolution of the severity values for the velocity analysis of the signals obtained
from the output (upper figure) and input (lower figure) sensors installed in the gearbox
of the dryer section. It is possible to see how the threshold for the severity values is
exceeded from 10/01/2020 until the critical day, which was on 10/04/2020.

the estimated threshold, it can be seen that the first harmonics for the Ball Spin
Frequency (BSF, a type of failure that occurs in rolling bearings) don’t match
with the amplitude peaks. On the other hand, for those spectra associated to the
severities that exceed the estimated threshold, the amplitude peaks correspond
to the BSF.
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Fig. 2. Vibration spectra for the gearbox output signals, obtained on 25/09/2020
(upper figure) and 02/10/2020 (lower figure). The harmonics correspond to the BSF.
The upper figure correspond to a spectra associated to a severity value that does not
exceed the threshold value. The lower figure correspond to a spectra associated to a
severity value that exceeds the estimated threshold value. The rectangle highlights the
amplitude peaks that coincide with the failure harmonics.

5 Conclusions

In the present work, a methodology for analyzing vibration related data has
been designed for detecting rotatory elements failures in advance. This method
establishes the criteria for evaluating the frequency spectra of the vibration data
obtained from the critical parts of the machine. As a preliminary study of the
correlations is done before learning any model, this method can be used in data
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obtained in variant conditions, such as production scenarios, where the condi-
tions may vary along time. For quantifying these possible relationships between
the production related variables with respect of the severity values, Pearson and
Spearman coefficients are calculated. Based on the values of these coefficients,
the type of model used to estimate the thresholds for the vibration related data
is chosen. The models learned for the strongest relationships between the vari-
ables are simple linear models. For the cases where the relationship is not strong
enough (but still not that weak), interactions between the production condition
variables are added to the linear models, in order to add more complexity to the
models. For those cases where the relationships are the weakest, an algorithm
has been designed for establishing the thresholds, based on the last observations
of the severity values.

The proposed methodology is been tested in a real industrial dataset, with
data obtained from a paper mill machine. Data was recorded in a daily manner,
in variant production conditions. The training dataset dates from 01/02/2020
to 09/13/2020. An unwanted stop happened on 10/04/2020, so the previous
days data is used to compose a validation dataset. The failure was due to a
deterioration of a rolling bearing of the gearbox of the dryer section. The several
analysis of the signal obtained from the inner and outer part of the gearbox
are analyzed, concluding that for this case, by applying the proposed method,
it would be possible to detect anomalies in the severity values four days in
advance. This would enable the scheduling of PM tasks, based on the condition
of the components of the machine.
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Abstract. Industry-academia collaboration in the field of software engi-
neering is posing many challenges. In this paper, we describe our expe-
rience in introducing data science techniques into a company produc-
ing electrical appliances. During the collaboration, we worked on-site
together with the engineers of the company, focusing on steady com-
munication with the domain experts and setting up regular meetings
with the stakeholders. The continuous exchange of expertise and domain
knowledge was a key factor in our collaboration. This paper presents
the adopted collaboration approach, the technology transfer process, the
results of the collaboration, and discusses lessons learned.

Keywords: Technology transfer · Industry-Academia collaboration ·
Data science

1 Introduction

Collaboration between industry and academia is beneficial for both: for example,
industry obtains an early access to academic innovations and academia can test
and validate its results in realistic contexts.

Both in academia and in industry, software engineering is an important field
with many researchers and practitioners being involved. However, collaboration
between the two groups is low [1,2]. Garousi and Varma [2] found that 88%
of practitioners never or seldom interact with the research community. This
division between researchers and practitioners has a negative impact on further
advancements in the field. This paper shows how to achieve a win-win situation
in which applied research can become a medium of technology transfer.

Past studies have suggested that technology transfer in software engineering
presents many challenges that need to be overcome. [3] lists 10 challenges that
are commonly faced in industry-academia collaboration. Kaindl et al. illustrate
collaboration challenges in the field of requirements engineering [4]. In [5], the
research-practice gap in the domain of requirements engineering is bridged, pin-
pointing possible solutions. A frequently mentioned challenge is that the results
produced through research are not relevant for the industry [6]. Collaborations
can help academia to better understand research or training needs from industry.
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G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 210–220, 2022.
https://doi.org/10.1007/978-3-031-14343-4_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14343-4_20&domain=pdf
http://orcid.org/0000-0002-0813-9555
http://orcid.org/0000-0002-1423-6773
https://doi.org/10.1007/978-3-031-14343-4_20


Introducing Data Science Techniques 211

When collaborating, it is important to take such challenges into account to
foster a productive collaboration environment. To contribute to an improved
mutual understanding between the parties, in this paper, we report about the
introduction of data science techniques, specifically aiming at the improvement of
the software engineering process of a team that produces software for electrical
appliances, providing an experience report about the conducted research, the
followed collaboration approach, and the lessons learned in the collaboration.

2 State of the Art

Several models for technology transfer between academia and industry have been
proposed in the past. Gorschek et al. [7] have proposed a model based on seven
steps. Figure 1 shows the structure of their approach. In Gorschek et al.’s pro-
posal, industry detects a problem or issue and provides an initial problem formu-
lation. Academia studies the problem and formulates research questions, com-
pares them with the state of the art, and develops a candidate solution1. The
solution is built and validated, in academia, but also statically and dynamically
in the industry. Finally, after the dynamic validation succeeds, the solution is
released. Please note that tasks carried out by industry are positioned on top
half and tasks carried out by academia are on the bottom half.

Fig. 1. Research approach and technology transfer process described as in [7].

1 We report here the technology transfer process exactly as published in [7]. Activities
are represented as nodes. The thicker lines around nodes represent starting and end
nodes. The overlapping node “Study state of the art” over “Problem formulation”
represents a “part-of” relationship between the two nodes. Directed edges represent
transition possibilities between nodes.
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Sandberg et al. [8] have proposed a list of key factors for industry-academia
collaborations. They created this list based on their experience with such col-
laborations and proposed factors for an agile collaboration between researchers
and practitioners.

Garousi et al. [6] have conducted a systematic literature review, analyzing
challenges and best practices from industry-academia collaborations in the field
of software engineering. They created a mapping between challenges and best
practices to recommend how to overcome frequent obstacles. Their analysis
shows a large number of challenges from different perspectives, making clear
that technology transfer between academia and industry is a challenging task.

In [9], Garousi et al. conducted a survey with researchers from 101 industry-
academia collaboration projects. Their survey reported which topics are most
commonly pursued in industry-academia projects. They also focused on oper-
ational aspects of the projects, summarizing the impact of patterns and anti-
patterns on project success.

3 Case Study

This section describes the industry-academia collaboration we carried out. First,
we describe in which context our experience was made. Then, we describe the
collaboration approach and the process to find an objective for the analysis and
selecting appropriate data. Further, we describe the used data science techniques
illustrating the selected data, preprocessing, model training and visualization.

3.1 Context

The experience reported in this paper originated from a collaboration with a
medium-sized company located in the north of Italy. The company does not
wish to be named, therefore we have to describe the context in an anonymized
form. The company produces electrical appliances, which contain an important
software component and therefore employs ten software developers. The software
development team focuses on continuous software releases.

To provide an idea of the electrical appliances produced by the company, we
can compare it to a coffee vending machine: the user approaches the machine,
pays for the selected service, the machine processes the order, performs a complex
set of operations, and returns the result of these operations to the user. During
the process, various things can go wrong, e.g.:

– The user removed the cup too early from the machine: This is a failure that
can be resolved by the user, as a consequence, the user is instructed what to
do and needs to press a button to continue.

– Sugar is finished: This means that the service is degraded but it is still possible
to provide coffee. The user is asked if the process should be continued without
sugar or aborted and the money returned.

– Coffee is finished: This means that the service cannot be provided. The user
is informed about the problem and the money is returned.
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This system metaphor [10] can help to understand the context: The coffee
vending machine has an important process component that involves a particular
set of steps that have to be executed according to a given specification. The
performed steps and their outcome are logged in detail to know exactly what
happened in the event of a legal dispute. These log files are so large that they
are not sent to the servers of the company, but remain within the electrical
appliances for some time. A shorter version, a summary, is sent to the servers of
the company.

Quality is one of the most important factors for the company as software
faults have an immediate negative impact on their customers and, as a result,
the reputation of the company. The goal of maintaining and improving quality
was also the starting point of our collaboration: through the introduction of data
science methods to analyze software logs, the team had the goal to improve the
quality of the produced software. In this specific case, the model of Gorschek
et al. [7] was a match: the company understood that they have a quality issue
and defined an initial problem formulation.

Before our collaboration, the company used descriptive statistics techniques
to examine log files coming from the electrical appliances in use by their clients
(using our metaphor, this would mean from all the coffee vending machines
around the world) and visualized it on a dashboard. For this, the data had not
been processed in any way and the company had not employed any machine
learning techniques or other automated analysis techniques before. Using this
dashboard, e.g., problems that only impacted customers in Sweden could be
quickly identified and countermeasures, i.e., investigating the log files of Swedish
customers, could be taken.

3.2 Collaboration Approach

In previous experiences of industry-academia collaborations we observed that
communication between the two parties, while being essential, occurs through
very slow channels, e.g., e-mails or meetings. For this reason we opted for a
model where one researcher was co-located and present on the industry site (as
the suggested best practice number 61 in [6]). From an Agile point of view,
this practice could be called “researcher on-site”, as it serves the same purpose:
facilitate communication.

This on-site presence has helped to shorten feedback loops, allowing us to
gain direct feedback and also connect with domain experts present on-site with-
out long lead times. This approach has sped up the collaboration, leading from
an initial meeting to a dynamic system integration in less than six months.
From an academic perspective, this approach corresponds to the “participant-
as-observer” approach where the observer studies a social phenomenon as a
participant, from inside [11].

The remaining researchers involved in the project communicated with the
“researcher on-site” and the company through regular meetings.
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3.3 Finding an Objective

As a first step, a common objective has to be found. This objective needs to be
valuable from an industrial point of view and also feasible from the researchers’
point of view. To achieve this, we discussed possibilities with all stakeholders
over the course of three initial meetings. In those meetings, we focused on the
following aspects:

– Understanding the domain: as researchers, we were not previously involved
with the domain of the company, therefore, experts from the company were
explaining the electrical appliances they are building and their key charac-
teristics, starting from general information up to the company’s internal sys-
tems and technical details. This was key to understand the logical correlations
within the data and was a very important preparatory step for the following
analysis.

– Presentation of data science techniques: neither the developers nor the man-
agement of the company were experienced with the topic of data science, its
use-cases, limitations and possibilities. We were focusing on data science as
a tool to gain insights from existing data, omitting technical details and pro-
viding a general overview to facilitate further communication between data
scientists, developers, and managers.

– Problem analysis: in the discussion with the managers and the team lead
of the IT department, several problems with the software, related to certain
edge cases, came up. These problems helped us sketch an overview, identifying
critical points in the system and the data these points are related to. With
the domain knowledge of the engineers, the data science background of the
researchers and the business standpoint of the managers, we brainstormed
various approaches for the problems and possibilities for different analyses.

After the initial meetings, it became clear that the initial goal of quality assur-
ance, more concretely, belonged to the area of anomaly detection. The electrical
appliances produced by the company are complex and implement a specific pro-
cess when a user interacts with it. Failures can occur at different points in this
process and the company was interested in finding anomalies in their system and
trace these anomalies, linking them to possible causes. Identifying the causes,
so the idea, would help developers to remove errors to improve the resilience
of their software and therefore improve its quality. If failures occur in known
circumstances (as in the coffee vendor machine example above), it is possible
to build a model of the machine and define measurements that help—through
abductive and temporal reasoning—to identify the cause of the problem, i.e., to
perform diagnosis [12]. In our case, the goal was to correlate unexpected failures
with contextual information about the use of the electrical appliances. For exam-
ple, in the case of our metaphoric coffee vending machine, a desirable problem
to find would be that the machine often fails to make a cappuccino after making
an espresso.
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3.4 Data Selection and Preprocessing

A first challenge was to define what a failure exactly means and to create a model
to recognize a failure. Therefore, before starting the analysis, the existing data
has to be evaluated to understand which data represents a failure and which
not. For this, domain knowledge is paramount, therefore we worked in close
cooperation with engineers to outline details of the existing data structures. The
data that is selected depends on the previously set objective, taking possible
correlations between variables into account.

As a second step, various correlations were explored, based on the require-
ments of the company. In our case, the database contained many different vari-
ables that were related to the problem as well as textual log data, which repre-
sents the system-internal communication process. This log data contains crucial
information, which was up until this point only used as a debugging tool for
developers. For our analysis, the logs were included, as they represent a valuable
source of information, greatly enhancing the potential of our analysis.

Having extracted the relevant data, preprocessing is the first step towards a
further analysis. In our case, as we were working with textual log data, which is
semi-structured data, structured information had to be extracted from the logs.
This included log parsing, log structure analysis and time-series analysis, all
resulting in further variables, representing the information contained in the log.
During this process, we were in a steady exchange of information with domain
experts from the company to reinforce our domain knowledge and elaborate the
steps we took for preprocessing.

Preprocessing is a step, that varies depending on the dataset being used.
Our dataset, including the log data, required the usage of custom algorithms
to extract relevant variables. In the dataset we used, missing data was not a
problem, therefore we did not implement a method to deal with missing data.
The presence of missing data depends on the domain and communication with
the responsible engineers is essential for an analysis.

3.5 Model Training and Visualization

With the preprocessed and cleaned data, machine learning models can be built.
In our case, an anomaly detection model was designed, classifying logs into
anomalous and non-anomalous categories. Depending on the goal of the analysis
and the available data, different models need to be selected. In our case, the data
was imbalanced, which required us to use a model that is resistant to imbalance.
The library scikit-learn2 was used for our machine learning implementation.

Building a model also includes an optimization process. In our use-case, a
requirement from the company was that recall is more important than precision,
which was a prerequisite that we took into account as we were optimizing the
model. This means that is was more important to identify all cases in which a
failure occurred, accepting the risk of incurring into false positives. This was one

2 https://scikit-learn.org/stable/index.html.

https://scikit-learn.org/stable/index.html
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aspect that needed to be clarified, since this depends on the company’s business
goals, which have an impact on the way how the analysis needs to be tuned and
modified.

Visualization is a central part of data science, as it is a first step to grasp a
large amount of data and to find anomalies and correlations. During our study,
we conducted regular meetings with the stakeholders, visualizing the results
of our models and our findings in dashboards. To create such dashboards we
followed the recommendations described in [13].

4 Results and Discussion

In this section, we describe and discuss our results.

4.1 Outcome of the Collaboration

Our implementation, consisting of data science-focused technologies, detecting
anomalies in the company’s internal system, is the outcome of the research activ-
ity in collaboration with the company. This software is able to detect and label
anomalous activities in the system, allowing the developers to work with the
anomaly data to locate bugs and improve the system’s reliability.

Our analysis was based on log data as well as other parameters from the
company-internal database. To convey significant meaning, we connected our
anomaly-labeled data with other types of information, showing how they cor-
relate with each other. Having extracted labeled data points as anomalies, it is
important to keep in mind that not all anomalies are necessarily caused by soft-
ware errors, as the hardware involved in the process is another source of possible
errors.

Using the coffee vending machine metaphor, some examples of analyses and
visualizations illustrate the adopted approach:

– As different software versions cause the vending machine to behave differently,
the software version is an important parameter for engineers. We visualized
the anomaly rate related to the software version, showing which versions per-
form better and which perform worse. Additionally, grouped our analysis by
error type to relate error frequencies between software versions. The engineers
analyzed and reacted to the findings of these plots, comparing the software
versions.

– The coffee vending machine has different user types that interact differently
with the appliance, e.g. student and professor. This user type is logged every
time an interaction with the coffee machine takes place. Since user behavior
is a variable of key interest, this visualization is of particular interest to the
user experience designers. We correlated the user type and the occurrence
frequency of anomalies to see how both variables interact with each other.

– As temporal order plays a role in the interactions and behavior of the vending
machine system, we also analyzed the order of user types interacting with a
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vending machine, correlated to the anomaly rate. This allowed us to determine
chains of user types, that are more likely to lead to an anomaly. This was
crucial to analyze interactions within the system state, that lead to anomalies
due to differences in user behavior.

After implementing our solution and validating it statically with company-
internal data, we presented our results in a meeting to all stakeholders. During
this meeting, the feedback was very positive, resulting in the request to imple-
ment the solution in the productive system. One of the main reasons for this was
that our candidate solution was based on static data, which did not include the
most recent software releases. Due to that, the question about generalizability
and the possibility to work with dynamic data came up.

Having extracted dynamic data, our algorithms needed to be adapted to
account for possible future changes and provide more stability with live data,
which is constantly changing its structure, as new software versions are released.
To integrate our analysis in the daily operations workflow of the company, we
provided our code in the form of executable scripts, allowing operation engineers
to include them in their system without necessarily understanding their inner
workings. The generated visualizations were included in the dashboard that was
already in use by the company, providing detailed information about specific
parts of their system.

4.2 Collaboration Process

When we started our collaboration, we had the technology transfer process of
Fig. 1 in mind. The actual process turned out to be different and is depicted—
following the notation used in [7]—in Fig. 2: while the problem was identified by
industry as in the original model (step 1), the problem formulation was more
difficult than anticipated.

Since the electrical appliances and their related issues were unfamiliar to us,
the company had to invest considerable time to explain the domain in which we
were working. Moreover, while the industrial side may have this preconception,
“academia” is not an abstract entity, knowledgeable in everything and capable
to apply the state of the art in every context, but “academia”, in the case of
a concrete research project, consists of the researchers and students currently
involved in the project. They have certain abilities and research interests that
also influence the problem formulation. In academia, there is a strong fluctuation
of students and researchers and technologies transferred last year might not be
transferable anymore this year, due to key researchers changing work or studies.
In industry, problems can become irrelevant. In summary, we observed the prob-
lem formulation not as a linear process where a problem leads to requirements,
which are then converted into a specification and then to candidate solution (as
Fig. 1 might suggest) but as a collaborative goal identification in which business
goals have to be matched with the capabilities available in the project [14].

The candidate solution in our case was developed in an iterative manner,
often leading back to the problem formulation since some solutions were not
feasible due to hardware, networking, or storage constraints.
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Fig. 2. Research approach and technology transfer process observed by us.

Since (due to the elevated costs) it was not feasible to have the electrical
appliances produced by the company at the university, it was not possible to
validate the solution in academia (step 4 in Fig. 1) and we validated the solution
statically together with the company. At the dynamic validation step, we set
up a DevOps [15] pipeline that executes the developed analyses and provides
feedback to developers on a regular basis, based on the current software version.
We conjecture that the approach of Fig. 2 more precisely (compared to Fig. 1)
describes industry-academia collaborations since it adds different considerations
that must be taken into account and, this is more specific to hardware related
collaborations, it describes a situation in which it is difficult, if not impossible,
to validate solutions within academia.

4.3 Lessons Learned

In this section, we summarize our lessons learned.

1. About the problem definition:
– Defining the problem is an iterative task. Practical problems in industry

are often a moving target, requiring problem formulation to be an iterative
process. Through the continuous goal alignment between industry and
academia, a higher match between target and solution can be achieved.

2. About the collaboration approach:
– Understanding the business point of view is a necessary requirement for

collaboration.
– Face-to-face communication is key for a successful coordination.
– A co-located researcher that is present on the industry site results in a

more productive collaboration with less alienation of the researchers.
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– Collaboration with domain experts is vital, as they provide the domain
knowledge required to understand the use case and conduct a meaningful
analysis.

3. About the application of academic knowledge:
– Unfortunately adapting solutions from the literature is often not directly

possible, as data used in academia is often sample data, varying from
industry-data in structure and shape.

– Use cases in the industry are unique, as is the data involved. This makes it
important to analyze the existing dataset and perform an analysis specific
to the use case.

– Domain knowledge is essential, as it gives the data meaning, pointing an
analysis in the desired direction.

– Due to a continuous knowledge exchange between the researchers and
developers, many developers acquired knowledge in the field of data sci-
ence, allowing them to work with the topic and the results of our research.

4. About the process of technology transfer:
– Practitioners often need to see the benefit of the application of scien-

tific methods in their context to develop interest, which is a necessity to
collaborate and to internalize the new knowledge.

– Trust between industry and academia, especially concerning company-
internal data, must be established to guarantee a positive working envi-
ronment with a steady exchange between industry and academia.

– Conveying the value of the research to management is critical, leading to
the allocation of more resources to the topic.

– Visualizations are paramount, they allow us to highlight key findings and
transport a message to the stakeholders.

– Conducting a study in collaboration with academia requires a company
to commit resources. This might be in the form of developers supporting
the researchers, managers taking part in meetings or tools being provided
for the research. It is important that companies are aware of this before
starting a research project, as research requires a constant interaction
between academia and industry.

5 Conclusion

Collaboration between academia and industry in the field of software engineering
is challenging but not impossible. During our study, we have learned to honor a
humble approach towards the domain knowledge needed to learn to productively
apply academic knowledge within an industrial context. Our industry partner
has profited from the collaboration as we did, allowing them to change their soft-
ware development process in a way that it is more data-driven and us to better
understand how to develop and use innovative quality assurance techniques in
industry.
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Abstract. Technology transfer is a complex and multifaceted activ-
ity whose main goal is to promote academic knowledge transfer from
academia to industry. In this context, one of the most challenging parts
of technology transfer activities is to inform stakeholders from the indus-
try about the availability of academic results. Traditionally, this occurs
through academic publications, and companies with a research depart-
ment already use this knowledge source. Nonetheless, Small and Medium
Enterprises (SMEs) do not often have the time or the resources to study
and interpret results from academia. This paper describes a technol-
ogy transfer Web portal that promotes technology transfer offers in a
industry-friendly format. The portal aims at fostering innovation and
collaboration between academia and industry.

Keywords: Industry-academia collaboration · Innovation model

1 Introduction

Technology transfer is the process of transfer and dissemination of in-situ aca-
demic developed technologies to industrial organisations [9]. Technology trans-
fer has gained a lot interest in the last years. This is also due to the recently
adopted R&D founding policies that promote industry-academic collaborations.
For instance, the European Commission within the Horizon2020 and the new
Horizon Europe frameworks have demanded academic and research institutions
not only more applied research, but also a stronger commitment towards third-
party founding and collaborations with industries. The term ‘technology trans-
fer’ involves many activities such as, supporting academic practitioners in filing
patents, helping them in the creation of spin-off and spin-out companies, and
exploiting Intellectual Property through licensing, etc. Unfortunately, technology
transfer is not easy to accomplish: the various stakeholders speak different lan-
guages, have different goals, and, therefore, they follow different approaches to
achieve their objectives. It is often difficult to apply research results with ease, and,
to enact processes of innovation [4]. Many companies need support to adopt the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 221–231, 2022.
https://doi.org/10.1007/978-3-031-14343-4_21
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available research results, especially in the case of small and medium enterprises
(SMEs).

Technology transfer activities do not only aim at promoting a close cooper-
ation among the actors involved, but also at facilitating the co-design and co-
development (including the design and participatory development) of IT appli-
cations whose innovation and complexity does not allow the independent real-
ization by the various actors.

One of the most challenging parts of technology transfer activities is to
inform industry about the availability of academic results using an
industry-friendly language. Traditionally, this occurs through academic pub-
lications, and companies with a research department (capable of understanding
academic papers) already use this knowledge source.

Unfortunately, the majority of the companies are SMEs (e.g., in Europe
99,8% [13]) that often do not have the time or the resources to study academic
papers. It is in this setting that academia is called upon to do more to initiate
collaborations with industry.

One way is to make academic research results more accessible, e.g., through
the Web. Web portals for technology transfer enable technology providers to
share their technologies and encourage their re-use, which would be of advantage
both to the technology providers and the technology users who are looking for
such a technology.

Addressing the challenge to initiate and conduct collaborations with industry
is the main goal of the Smart Data Factory, a new applied research and technol-
ogy transfer unit of the Faculty of Computer Science of the Free University of
Bozen-Bolzano. In easing this process, a technology transfer portal of the Smart
Data Factory was developed and will be presented in this paper.

The paper is organized as follows. In the next section, we describe the Smart
Data Factory and its main goals. In Sect. 3, we overview related works and portals.
Section 4 is devoted to the description of the portal’s design and implementation.
Section 5 presents the results of a usability test that we ran. Finally, Sect. 6 con-
cludes the paper and outlines some improvements of the current version.

2 Smart Data Factory

The Smart Data Factory1 (SDF) is an applied research and technology trans-
fer unit of the Faculty of Computer Science2 of the Free University of Bozen-
Bolzano, located at the NOI Technology Park3. SDF’s main goal is to foster
industry-academia collaborations with an emphasis on the co-design and co-
development of applications that focus on the intelligent use of data.

The mission of SDF is to promote technology transfer from academia to
industry by implementing and adapting research results of the Faculty of Com-
puter Science of the Free University of Bozen-Bolzano. This occurs through the
1 https://smart.inf.unibz.it.
2 https://www.inf.unibz.it.
3 https://noi.bz.it.

https://smart.inf.unibz.it
https://www.inf.unibz.it
https://noi.bz.it
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transfer of advanced skills and competencies of researchers working at the Faculty
of Computer Science, for providing innovative solutions to complex problems in
the area of intelligent data management and in the co-design and co-development
of IT applications, focusing on the intelligent use of data. Specifically, the goals
of SDF are:

– To co-design and co-develop IT solutions focused on the intelligent use of
data, whose innovation and complexity cannot be realised autonomously by
the companies present in the territory.

– To collect experience in carrying out and facilitating industry-academia
collaborations by collecting typical contracts, workflows, collaboration
approaches, etc.

– To mediate between companies (located at the NOI Technology Park and
outside) and the Faculty of Computer Science.

Whist technology transfer activities also encompass—as previously mentioned—
patent filing, spin-off and spin-out creation etc., SDF only focuses on fostering
industry-academia collaborations. Those activities will be in fact supported by
other technology transfer managers at the university and at the NOI Technology
Park.

3 State of the Art

There exist many papers about technology transfer models, strategies, or best
practices, e.g., [1–3,9–11], but none of them discuss the possibility of such an
exchange through on-line portals or platforms.

We also specifically searched for technology transfer and crowdfunding web-
sites, looking for sites that illustrate concrete technologies that are the result of
academic research or other forms of research cooperation in form of a market
place, i.e., that go beyond a simple information page telling that cooperation is
possible.

We identified five websites that we briefly describe: the web site of the Karl-
sruhe Institute of Technology, the platform “experiment”, and the “technology
offers” of the web sites of the Vienna University of Technology, the Graz Uni-
versity of Technology, and Wageningen University & Research.

The KIT - Research to Business4 web site presents technologies and collab-
oration offers by the Karlsruhe Institute of Technology, Germany. The website
uses a language that addresses businesses, e.g., the described technologies are not
advertised as “research” but as”offers”, which in German is even more surpris-
ing because it is unusual that a research institute is talking about “Angebote”
(offers in German). The offers are grouped into categories and sub-categories,
e.g., “Information” and “Automotive industry”. Offers are described using one
or more pictures, the description, categories, a contact person, related offers,
related patents, related dissertations, and other additional material. Offers can

4 https://www.kit-technology.de/.

https://www.kit-technology.de/
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be downloaded or added to a watch list. The page also offers the possibility to
call a hotline for further information, follow the institute on various social media
platforms and subscribe to a newsletter, which is published three times a year
and informs about new offers and innovative projects. Similarly to the web site
of the Karlsruhe Institute of Technology, the Vienna University of Technology5,
the Graz University of Technology6, and Wageningen University & Research7

created web sites to describe “technology offers”. All three, but particularly
the Vienna University of Technology, describe various technologies that might
be interesting for companies describing the technology, potential applications,
advantages, and contact information. The Vienna University of Technology also
describes past collaborations8, illustrating the project content, involved partners,
the outcome, and contact information.

The web site “experiment”9 is an online platform for “discovering, funding,
and sharing scientific research [7]”. Differently from the past platforms, “experi-
ment” is a match-making web site to help researchers to describe research ideas
and to find supporters that want to finance the research. The projects are orga-
nized into categories and described using pictures, videos, the involved scientists
(that can be contacted directly), a description (describing context, significance
and goals of the project), and the required budget (including the various cost
categories). The web site describes itself as a “all-or-nothing funding platform”
[6], meaning that backer’s credit cards are only charged if a project reaches its
funding target.

4 The Technology Transfer Portal of the SDF

During the instantiation of the laboratory of Smart Data Factory at the NOI
TechPark, one of the first things we were concerned about was how the technol-
ogy transfer should be enacted. As already mentioned, technology transfer is a
complex activity, and we thought that having a series of reference activities—a
sort of checkpoint list of what do to carry out technology transfer—could be
useful for us. To this end, we designed a process according to which technology
transfer can be enacted. The process is based on and extends the technology
transfer model seen previously and foresees the following activities:

5 https://www.tuwien.at/en/tu-wien/organisation/central-divisions/rti-support/
research-and-transfer-support/technology-offers.

6 https://www.wtz-sued.at/techoffer tugraz/.
7 https://www.wur.nl/en/value-creation-cooperation/collaborating-with-wur-1/

entrepreneurship-at-wur/entrepreneurial-students/technology-offers-patents.htm.
8 https://www.tuwien.at/en/tu-wien/organisation/central-divisions/rti-support/

funding-support-and-industry-relations/industry-relations/support-for-businesses/
best-practise-cooperations.

9 https://experiment.com/.

https://www.tuwien.at/en/tu-wien/organisation/central-divisions/rti-support/research-and-transfer-support/technology-offers
https://www.tuwien.at/en/tu-wien/organisation/central-divisions/rti-support/research-and-transfer-support/technology-offers
https://www.wtz-sued.at/techoffer_tugraz/
https://www.wur.nl/en/value-creation-cooperation/collaborating-with-wur-1/entrepreneurship-at-wur/entrepreneurial-students/technology-offers-patents.htm
https://www.wur.nl/en/value-creation-cooperation/collaborating-with-wur-1/entrepreneurship-at-wur/entrepreneurial-students/technology-offers-patents.htm
https://www.tuwien.at/en/tu-wien/organisation/central-divisions/rti-support/funding-support-and-industry-relations/industry-relations/support-for-businesses/best-practise-cooperations
https://www.tuwien.at/en/tu-wien/organisation/central-divisions/rti-support/funding-support-and-industry-relations/industry-relations/support-for-businesses/best-practise-cooperations
https://www.tuwien.at/en/tu-wien/organisation/central-divisions/rti-support/funding-support-and-industry-relations/industry-relations/support-for-businesses/best-practise-cooperations
https://experiment.com/
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1. Contact: SDF contacts the company or vice versa.
2. Defining the problem to solve: SDF presents the portfolio of transferable

technologies to the company and/or the company presents projects for which
it needs support. The outcome of this step is a problem description.

3. Defining the team: Based on the problem description, we will look for
researchers in the Faculty of Computer Science that are interested to develop
a solution to the presented problem. If no researcher is interested/able to
collaborate, the project cannot be carried out. The outcome of this step (if
the project is carried out) is the project team.

4. Planning: Once a project team is established, the company and faculty
members define the technology transfer activities in detail. We foresee the
following types of activities: feasibility study, system design, prototyping, or
training. The outcome of this step is a project plan.

– Planning non-research activities: Optionally, if non-research activi-
ties are part of the project, e.g., developing a web site, the faculty helps
the company to find partner/s that carry out the activities.

– Apply for funding: Optionally, if the company can obtain funding to
carry out the project, the faculty might help the company to write a
funding proposal.

5. Preparation: The collaboration contract is prepared by the university and
signed by the company and university. This contract states the duration of
the collaboration, the tasks, involved researchers, intellectual property rights,
publication rights, and the compensation. The outcome of this step is the
collaboration contract.

6. Execution: The technology transfer project is carried out by all partners.
A typical approach for such a collaboration consists of the study of the state
of the art by the faculty, the joint development of a candidate solution by
the faculty and industry, and the validation in theory and in practice until a
solution is found [9]. During the execution, the university issues one/partial
invoice/s to the company, the company pays the invoice/s, and the money is
used to cover the costs of the project.

7. Closure: The project is closed.

Since this process relies on a first contact with companies and stakeholders, we
designed and implemented a technology transfer portal that introduces the activ-
ities carried out at SDF, and promotes a series of technology transfer activities
that experts at the university can offer to companies and stakeholders. In the
following, we describe the design requirements we stated and how these require-
ments were implemented.

4.1 Requirements

To decide the design of the technology transfer platform—incorporating the
ideas we identified in the state of the art—we defined the following high-level
requirements (following the categorization proposed by [12]).
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– Goal-level requirements:
1. The goal is to create a technology transfer platform to enable and pro-

mote collaboration between the Free University of Bozen-Bolzano and
companies.

– Domain-level requirements:
1. The Faculty of Computer Science shall have the possibility to present

their technologies and thus help industry to find opportunities for collab-
oration.

2. The Faculty of Computer Science shall have the possibility to present
past projects to showcase examples of successful collaborations.

3. The Faculty of Computer Science shall have the possibility to present
information about faculty groups and their skills to guide companies to
the right group if they have a specific problem in mind.

4. The Smart Data Factory shall have the possibility to presents its pro-
cess how industry can collaborate with academia to explain how such
collaborations are carried out.

5. Companies shall have the possibility to browse offers by category, type,
or search them using text-based search to find the most adequate offer
efficiently.

6. Companies shall have the possibility to contact the Smart Data Factory
to interact with its members or to send a new project proposal.

4.2 Implementation

This section explains the structure and the content of the created web site.
Exports of the main pages of the web site are available at [5]. The main page of
the Smart Data Factory website is subdivided into six sections: Offers, About,
Our skills, Work with us, Team and Contact. These sections can be accessed
either via the links on the top right corner of the page or by scrolling down. Given
the multi-cultural characteristics of the Autonomous Province of Bozen-Bolzano,
the content of the portal is offered in three languages, namely in English, German
and Italian. The main page contains the following sections:

– Offers and archive entries: to view offers that are currently available or
past projects, the visitor can either search by category or type, view a com-
plete list of all offers, or search for a specific offer by clicking on the search
button and entering a keyword into the pop-up window. Regardless of whether
the offers were filtered or found through the search bar, they are displayed in
a grid layout.

– The About section explains the idea behind the Smart Data Factory and its
website.

– The section Our Skills lists the different groups within the Faculty of Com-
puter Science. Detailed information about the group’s mission, relevance and
topics as well as key technologies, applications and contact details are pro-
vided when clicking on a group. Again, the layout of the group page remains
the same as the offer page’s layout.
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– Work with us offers interested people the necessary information on how to
collaborate with the Smart Data Factory. This section is split up into three
subsections: information on collaborations for companies, job opportunities
for data scientists and information on internships or diploma theses for stu-
dents.

– Team is a short section about the employees currently working in the Smart
Data Factory at the NOI Techpark.

– Contact contains contact details about the Smart Data Factory at the NOI
Techpark.

To illustrate how an offer page is designed, the page for a Recommender
Widget10 will serve as an example (see Fig. 1).

On the left top side of the screen, a representative picture is displayed. This
picture is either a picture of the project or a representative picture that should
allow a visitor to memorize the offer. The first button beneath the picture enables
the visitor to save this offer to a personal watch list or, if already added, remove
it again. The second button evokes a pop-up window where the visitor can enter
an email address to receive notifications of similar offers as well as newsletters.
Below, two buttons allow visitors to directly jump back and forth between offers.

The first paragraph briefly explains what this offer is about. Along with the
representative picture, this paragraph is key to a successful presentation of the
offer. Both should help customers, regardless of their professional background,
understand the process of this project.

Following the description paragraph, more detailed information is listed. It
briefly explains what is needed from the customer in order to be able to perform
the offered task along with what the customer will get. We consider these points
as important and helpful, since the customer will know the requirements for each
offer in advance.

Beneath the information and requirements paragraphs, contact details are
listed. Name, email address and website of the professor working on this offer
are displayed as well as a brief curriculum vitae. Where applicable, we created
a diagram that displays the faculty member’s most used keywords in their pub-
lications in the form of a bar chart. These were extracted from the most recent
research papers written by the faculty member and indexed in dblp11. This dia-
gram can be accessed through a link beneath the contact details.

Finally, the categories under which this offer can be found are listed, as well as
its type. The type describes whether the offer is a feasibility study, a prototype,
system design or training.

5 Evaluation

The evaluation was carried out through a questionnaire designed on the basis of
the Unified Theory of Acceptance and Use of Technology (UTUAT3) model [8],

10 https://smart.inf.unibz.it/en/offer/4.
11 https://dblp.uni-trier.de/.

https://smart.inf.unibz.it/en/offer/4
https://dblp.uni-trier.de/
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Fig. 1. Smart Data Factory - “Recommender Widget” offer.

particularly the “Effort expectancy” construct. This construct describes the
degree of the technology’s user-friendliness. Perceived ease of use and complexity
are variables of this construct.

The questionnaire contained eight questions and seven tasks focusing on two
specific points, namely, if the purpose of the site was understandable, and if
the offers were easily accessible. Questions mainly targeted first impressions and
overall feedback of respondents (e.g., “What do you think is the purpose of this
site? ”), while tasks aimed to understand if certain actions were easily solvable in
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the portal (e.g., “Get more information about research groups and their offers.”).
We kept the duration of these interviews as short as possible, and we randomly
selected five industry stakeholders at the NOI Techpark. According to Nielsen
and Landauer [14,15] no more than five people are needed in a usability test.
The questions were the following: 1) What do you think is the purpose of this
site? 2) Who might this site be intended for? 3) Which options you see on the
homepage and what do they do? 4) What catches your eye on the main offer
page? 5) How would you describe the layout of a single offer page? 6) What do
you think about the archive? 7) What do you think about the news section? 8)
What other changes should be done to the website?

The tasks were the following: 1) Display all the offers that are currently on
the website. 2) Find further information about people working on a specific offer.
3) Save an offer to your watch list. 4) Access your watch list. 5) Find the offer
“Cloud migration”. 6) Submit an collaboration idea to the Smart Data Factory
team. 7) Get more information about research groups and their offers.

During the interviews, we took note of the answers to the questions and
the reactions of the participants to the tasks. Overall, the responses received
from the questionnaire were positive regarding the layout and features of the
portal (e.g., “Very nice and simple layout. The pictures are a great additive”).
Among major issues, respondents reported that the main page would benefit
from a re-organization and reduction of the content that, at first glance, appeared
overwhelming (e.g., “There should be less text. Maybe redirect to other pages or
structure it in a different way”). Furthermore, the content in the main page
should be more related to the scope of the portal (e.g., “It would be better to
have a couple of offers already visible on the homepage, rather than having to
click around”). As far as tasks are concerned, most of the respondents were able
to solve the required task successfully. They also provided some feedback that
will be taken into account in the design of the revised version of the portal. It
was pointed out, for instance, that the search bar would be more efficient if it
were possible to search by tags associated to existing offers and best practices
(e.g., “I tried to search for an offer by typing in its short form, but there were no
results. Adding tags to offers that include their short forms would be helpful”).

6 Conclusion and Future Developments

Frequently, industries adhere to a closed innovation model, according to which
they generate, develop, and market their own ideas in-house. In contrast, radical
transformation and innovation models encourage a collaborative model involv-
ing industry and academia. Also from the point of view of academia, knowledge
is not published in a way that makes it easy to be exploited to address soci-
etal challenges or transferred to industries. Technology transfer aims at blurring
the borders between industries and academia, and facilitating the collaboration
between these two stakeholders.

In this paper, we presented the technology transfer portal of the Smart Data
Factory (SDF), a technology transfer centre promoting the transferable assets of
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the Faculty of Computer Science of the Free University of Bozen-Bolzano, and
the knowledge transfer model that it is adopting.

In summary, the initial requirements that we had collected for the portal
were successfully implemented. Due to its structure, the platform can easily be
extended and modified. An example for the extension of the website would be
the addition of other Faculties of the Free University of Bozen-Bolzano and their
offers. Optionally, the platform could also be modified so that the website also
allows crowdfunding.

The usability of the portal was evaluated through a questionnaire designed
on the basis of the UTUAT3 model [8] “Effort expectancy” construct. With the
help of the feedback received, it was possible to uncover shortcomings that will
be revised in future versions. One of the major points is the amount of text
throughout the website. On the main page, this could be resolved by redirecting
the menu items to separate pages rather than leaving everything on the home-
page. The amount of text inside the archive entries, group and offer pages could
be visually reduced by creating collapsible content, where the text is displayed
by clicking on the section title. Another point to be revised is the visibility of the
offers. Since it is important that visitors understand the purpose of the portal,
the offers need to be presented in the main page.

Furthermore, the concept of the archive and its distinction from the offers
might have to be reconsidered in the future. It might not be clear to the visitors
why we distinguished between past and future projects. This might complicate
the search for a specific offer. On other web sites, e.g., the one of the Vienna
University of Technology, archive items are called “best practice cooperations”,
which maybe conveys better the usefulness of the archive entries.

The portal is just one component in a wider strategy to support industry-
academia collaborations. Even being only one aspect, it deserves attention
because the portal achieves a good visibility. On average, the web site has 1300
visitors per month.

The major difficulty that occurred during the creation of the portal was not
of technical nature, but lied in the formulation of offers for the industry. Aca-
demics perceive research in a different way than entrepreneurs: they prioritize
publications rather than e.g., to develop a new product or to improve an existing
one. We also noticed that some researchers are reluctant to formulate research in
form of an activity with a defined duration and price since they are used to see
research as a continuous exploration of a field. In this case, it revealed as help-
ful to define time-constrained activities, like a one-day workshop to brainstorm
about a problem or a one-month feasibility study to investigate how a research
project could be conducted, to elicit possible offers from researchers.

In the long term, we expect that SDF will increase the innovation potential
and competitiveness of the region in the IC&T sector as well as the emerging
“data science” through the creation of communities with diversified and innova-
tive experiences at national and international level.
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Abstract. We present an end-to-end framework for fast retraining of
object detection models in human-robot-collaboration. Our Faster R-
CNN based setup covers the whole workflow of automatic image gen-
eration and labeling, model retraining on-site as well as inference on a
FPGA edge device. The intervention of a human operator reduces to pro-
viding the new object together with its label and starting the training
process. Moreover, we present a new loss, the intraspread-objectosphere
loss, to tackle the problem of open world recognition. Though it fails to
completely solve the problem, it significantly reduces the number of false
positive detections of unknown objects.

Keywords: Automatic data labeling · Open world recognition ·
Human-robot collaboration · Object detection

1 Introduction

For small-lot industrial manufacturing and adaptability becomes a major factor
in the era of Industry 4.0 [9]. In Smart Factories, individual production machines
are equipped to an increasing degree with the ability to perform inference using
machine learning models on low-resource edge devices [10]. To meet the promises
of adaptability, there is a growing demand for (re-)training models on the edge
in reasonable time without the need for a cloud infrastructure [2].

State-of-the-art (deep learning) models usually operate under a closed-world
assumption, i.e., all classes required for prediction are known beforehand and
included in the training data set. New classes not present during training are
often falsely mapped to some class close to the unknown class in feature space.
However, a robot that has to react to a changing working environment is often
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 232–242, 2022.
https://doi.org/10.1007/978-3-031-14343-4_22
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confronted with an open world setting (open world/open set [1,15]), where new
classes not present in the data during model training need to be correctly rec-
ognized with as little delay as possible. In object detection (see the use case
description in Sect. 2), unknown objects should not be recognized as some similar
object class in the training set, instead the system should initiate an incremental
training step to integrate the new object class into the model. The problem of
open world object detection has only been tackled very recently in the scientific
literature [6,17]. Moreover, during incremental training, automatic labeling of
new training data is essential in order to avoid the time-consuming and expen-
sive manual labeling process. In the current work, we present an end-to-end
pipeline that addresses these objectives in the context of edge devices.

Section 2 describes the setting used by KEBA to demonstrate how to apply
our pipeline in a real-world use case. The details about the used model architec-
ture, data, and training setup are presented in Sect. 3. In Sect. 4, an overview of
the necessary modifications to deploy the network on the FPGA-based AI mod-
ule developed by Danube Dynamics is given. Section 5 introduces our approach
for automatically generating training data for new objects, especially regarding
automatic segmentation. In Sect. 6, we address the open world challenge in object
detection by developing a new loss function that achieves some improvement.

2 Use Case

In human-robot collaborations (Cobots, [8]), a robot assisting a human operator
has to adapt to a changing working environment constantly. In the context of
object detection, this means to be able to quickly recognize new objects present
in the shared working environment, without forgetting previous objects [11]. To
ensure a seamless interaction between robot and human, the robot needs to learn
objects quickly (i.e. integrate a new class into the model), ideally in less than one
minute. In such a setting, the number and variety of images for training is usually
limited. Gathering images for a new object class as well as the signal to start
training on this object is initiated by the operator in our setup. In this work,
we consider the use case of putting objects (e.g. fruits) into designated target
baskets depending on the object class (Fig. 1). Initially objects of different classes
are located in a single basket from which the robot picks individual objects.

In addition, the model has to run on low-power/low-cost edge-devices, which
puts further constraints on the model architecture as well as the data set size.

3 Model and Training Workflow

3.1 Model Architecture

We compared different state-of-the-art object detection architectures, in partic-
ular one-stage vs. two-state architectures. In the context of learning new objects
quickly, we found the one-stage approach Faster R-CNN [13] to be superior to the
two-stage candidates SSD [7] and the YOLO family (e.g. YOLOv3 [12]). Though
the one-stage architectures needed less training time per epoch than two-stage
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Fig. 1. Showcase of a robot sorting different types of fruits used to demonstrate fast
retraining of new classes. The left basket holds a mix of fruits which are picked up by
the robot and transferred to the correct basket on the right. For generation of training
images, the new object is placed in the center of the white area (Source: KEBA).

methods, their overall training time was larger, while Faster R-CNN achieved
good and robust results after a relatively small amount of training epochs. Due
to the limitation in training time, we do not aim to train until the optimal point
of high accuracy and low training loss but to stop training earlier without loos-
ing too much in model performance. For this reason, we chose Faster R-CNN1

with a VGG-16 backbone as the starting point for our initial framework, based
on which the results of this paper have been derived. For more details on the
architectures see also Fig. 2 and Sect. 4. Note, however, that in the meanwhile
new YOLO architectures have been developed at rapid pace and latest versions
such as YOLOX [4] are able to compete with Faster R-CNN in our application.

3.2 Data and Training Procedure

In our use case, we are given a collection of base objects on which we can train the
model without time constraints. As a basis for this training, we use the pretrained
weights from the Keras Applications Module2 for the VGG-16 backbone. For
the subsequent steps of incrementally learning new objects, that is learning the
objects that are presented to the robot by a human operator, fast training is an
important issue. It is essential that the training data of the new objects can be
generated and labeled automatically, while training data for the base objects can
also be labelled manually. The automatic generation of labeled training data is
described in detail in Sect. 5. The base training data set consists of a collection of
images, each containing either a single object or multiple objects, that contains
each base object approximately 150–200 times. Images of the new object, in
contrast, do only contain one instance of this new object each. We currently

1 Code adapted from https://github.com/yhenon/keras-frcnn/ (last pulled 02/03/
2020).

2 https://github.com/fchollet/deep-learning-models/releases (pretrained on Ima-
genet).

https://github.com/yhenon/keras-frcnn/
https://github.com/fchollet/deep-learning-models/releases
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use ∼60 images (80%/20% training/validation) of the new object with different
orientations but we found that also ∼25 are sufficient to reach similar results.
We currently use different collections of model fruits on a white background
(Fig. 3 for an example), where, for training of the base model as well as testing,
objects are presented in different combinations, angles, and distances but without
being partly covered. Data augmentation methods such as flipping and rotation
are used during training. Given these data sets, sufficient accuracy of the base
training is achieved after 30–50 minutes on an NVIDIA GTX 1080 (8 GB RAM)
graphics card. For the training of the new object, we merge the data set of the
new and the “old” objects to avoid catastrophic forgetting [11]. We observed
that, although the base objects are more frequent in the data set than the new
objects, this imbalance does not negatively influence the training results. For
learning new objects, we tried freezing different combinations of layers (mainly
in the VGG-16 backbone but also other parts) but obtained worse results, both in
accuracy and training time, compared to training the entire network architecture.

4 Inference on FPGA

Using deep neural networks on low-resource edge devices is one vision in the con-
text of Industry 4.0. However, current frameworks only support inference but not
training on the edge. In this project, we use the Deep Neural Network Develop-
ment Kit (DNNDK)3 from Xilinx to transfer our trained Faster R-CNN model to
an FPGA. However, the DNNDK framework imposes technical limitations, e.g.,
it requires a 4-dimensional convolutional layer as input and cannot cope with
Keras’ Dropout and TimeDistributed layers. For this reason, the initial Faster
R-CNN architecture had to be changed, mainly by replacing fully connected lay-
ers by convolutional layers. More precisely, the network’s head now consists of
one single convolutional layer with Softmax activation for classification and one
convolutional layer with linear activation for bounding box regression (Fig. 2).

Fig. 2. Architecture of the used Faster R-CNN model with a VGG-16 backbone. The
fully connected layers of the original Faster R-CNN architecture are replaced by con-
volutional layers to achieve compatibility with DNNDK. Figure adapted from [16].

3 https://www.xilinx.com/support/documentation/user guides/ug1327-dnndk-user-
guide.pdf.

https://www.xilinx.com/support/documentation/user_guides/ug1327-dnndk-user-guide.pdf
https://www.xilinx.com/support/documentation/user_guides/ug1327-dnndk-user-guide.pdf
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5 Automatic Generation of Images and Labels

For continuous and fast learning, it is crucial to automatically generate train-
ing data of the new objects to avoid time-consuming manual data labeling. This
consists of two steps: taking pictures, and providing class labels as well as bound-
ing box coordinates. In our setup, the human operator places the new object in
a designated area and the robot moves around the object and takes about 30
pictures from different angles with a camera installed on the gripper. To also
capture the object’s back side, the human operator then flips the object and the
robot takes a second round of pictures. The class label is provided by the human
operator. For the extraction of the bounding box, we first tried traditional image
segmentation tools such as a morphological transformation (opencv: morpholo-
gyEx()4) combined with an automatic threshold (scikit-image: local5). Despite
the simplicity of our data with objects on white background, these methods did
not succeed in sufficiently eliminating noise caused by lighting conditions (e.g.
shadows). This heavily decreased the resulting accuracy of the bounding boxes.

Fig. 3. Examples of the data used for training the model for automatic label generation.
Annotations have been generated manually. A piece of paper serves as background,
however the lightning differs and often induces shadows. Images are of size 531× 708
and 432× 576.

As an alternative, we trained our Faster R-CNN architecture to recognize
objects by providing it manually labeled data of five different fruits that are
all labeled as “object” (Fig. 3). More precisely, we used the weights of the pre-
trained base model for object detection (Sect. 3.2) and only trained the classifier
part of the Faster R-CNN architecture to identify objects. The model gave good
results after only a few epochs of training, the results of the final model after

4 https://docs.opencv.org/4.x/d9/d61/tutorial py morphological ops.html.
5 https://scikit-image.org/docs/dev/api/skimage.filters.html.

https://docs.opencv.org/4.x/d9/d61/tutorial_py_morphological_ops.html
https://scikit-image.org/docs/dev/api/skimage.filters.html
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Fig. 4. Results of the automatic generation of labeled data. The model has been trained
on five fruits on a white background. (a) The raw inference results are shown on the
left, the post-processed results (merging bounding boxes and adding some slack) on the
right. After post-processing, all objects are well detected with high scores. (b) Inference
results (after post-processing) on data sets with different backgrounds. Images in the
bottom row are taken from the iCubWorld data set [14].

200 epochs are shown in Fig. 4(a) on the left. The results are equally good for
objects that have not been in the training data set. As can be seen in Fig. 4(a), in
some cases (∼50% in our setup) the bounding boxes are not ideal, that is, they
either miss small parts of the object or multiple bounding boxes for different
parts of the object are predicted. It is therefore beneficial to (i) merge multiple
boxes into one and (ii) add some additional “slack”, i.e., increase the box by a
few pixels on each side. For our setup, the slightly enlarged bounding boxes do
not pose a problem since the gripper takes care of fine-tuning when picking up
single objects. As an interesting side effect, the model trained on white back-
ground is partly transferable to other homogeneous backgrounds (Fig. 4(b)). In
summary, even though the Faster R-CNN based image labeling is slightly slower
than the scikit-image based segmentation method (approx. 12%) and it initially
needs manual data labeling and training of the segmentation model, it has the
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significant advantage of being non-sensitive to reflections and therefore much
more accurate.

Finally, we would like to emphasize that due to the Open World Problem
(see Sect. 6) current state-of-the-art object detectors are not able to reliably
distinguish between known and unknown objects. In our setup it is therefore
only possible to automatically label images containing objects of a single class.
In the specific case of our Faster R-CNN approach with the merge step during
post-processing, this is even further restricted to one object per image. However,
our experiments showed no significant performance difference between training
images with one or multiple objects when learning a new class.

6 Open World Challenge: The Objectosphere Loss

One of the largest limitations of current deep learning architectures is the issue of
open set recognition, more precisely the incorrect detection of unknown objects
(Fig. 5, top right) that cannot be solved by simply thresholding the score func-
tions. Inspired by the work of [3,5] in the context of open set classification, we
developed the new intraspread-objectosphere loss function to reduce the number
of false positive detections of unknown objects.

6.1 Methods

Given a set of known classes C, we write Xk for the set of samples belonging
to a known class and Xb for the samples of background resp. unknown classes.
Following the observations in [3], we aim to enlarge the variety of the background
class by including some unknown objects in the training data set and handling
them as background. We emphasize, however, that this can barely cover the near
infinite variety of the background space.

Our new intraspread-objectosphere loss consists of two parts. The first part
corresponds to the objectosphere loss, developed by [3] for image classification.
This loss aims at concentrating background/unknown classes in the “middle” of
the embedding space (Eq. 1), which corresponds to a small magnitude of the
feature vector, and put some distance margin between this region and known
classes (Eq. 2). The compaction of unknown classes and background is achieved
by the so-called entropic open-set loss that equally distributes the logit scores of
an unknown input over all known classes as not to target one known class. This
induces low feature magnitudes of these samples (see [3]). This loss is given by:

Le(x) =

{
− log Sc(x) x ∈ Xk

− 1
|C|

∑
c∈C log Sc(x) x ∈ Xb,

(1)

where c ∈ C is the class of x and Sc(x) = elc(x)
∑

c′∈C elc′ (x) is the softmax score with

logit scores lc(x). To increase the distance of known classes and background,
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the entropic open-set loss is extended to the objectosphere loss which puts a so-
called objectosphere of radius ξ around the background samples and penalizes
all samples of known classes with feature magnitude inside this sphere:

Lo(x) = Le(x) + λo ·
{

max(ξ − ||F (x)||, 0)2 x ∈ Xk

||F (x)||2 x ∈ Xb,
(2)

where F (x) (with magnitude ||F (x)||) is the feature representation of the last
network layer’s input. It has been shown in [3] that Lo is minimized for some
input x ∈ Xb if and only if ||F (x)|| = 0, which implies that the softmax scores
are identical for all known classes if x ∈ Xb.

For a better compaction of the known classes, we combine the objectosphere
loss with a variant Li of the intraspread loss (see [5]). This is tackled by using
the mean feature vector of each class as the centroid of the cluster corresponding
to this class. Given an input x ∈ Xk of class c ∈ C, let μc be the mean feature
vector of class c taken after the previous epoch. Then, we define Li as

Li(x) =
∑

||μc − F (x)||. (3)

The intraspread-objectosphere loss is then given as L(x) = Lo(x) + λi · Li(x).

6.2 Results and Discussion

In these experiments, we focus on training the base model, again using pretrained
weights from the Keras Application Module. Our training data set contains the
three base classes apple, tomato, and lime as well as 20 different unknown objects
(two images each) that are added to the background class. The test data set
consists of 59 images containing known objects (tomato: 35x, apple: 24x, lemon:
31x) as well as two other unknown objects on white background (ficus: 18x, kiwi:
13x) that have not been in the training data set.

Using the classical Faster R-CNN loss, ficus and kiwi appear mostly as false
positive detections with high score (¿80%), mainly classified as “apple” (Fig. 5,
top left). Results of the whole test data set are visualized as t-SNE embedding in
Fig. 5 (top right). Using the objectosphere loss reduces the number of false pos-
itives, especially for kiwi. This appears in the t-SNE embedding as less detected
samples of ficus/kiwi (Fig. 5, bottom left). In addition, there is a tendency of
better separation of the classes compared to the classical loss. The intraspread-
objectsphere loss further improves this separation and further reduces the detec-
tion of false positives (Fig. 5, bottom right). Kiwi is detected only once and ficus
is detected less often and if so, then the score is rarely above 90%.

Hence, the intraspread-objectosphere loss clearly improves the issue of false
positive detection in the context of open set recognition. However, it fails in
resolving it completely.
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Fig. 5. Top left: Inference example after training on apple, tomato, and lime, and
without the intraspread-objectosphere loss. Ficus and kiwi are mostly classified as
“apple” with high score. Top right: t-SNE embedding showing the results of the whole
test data set for the experiment on the left after 30 training epochs. Colors indicate the
ground truth class, symbols show the predicted class. Bottom left: t-SNE embedding
for the objectosphere loss after 30 epochs, ξ = 300, λo = 10−4. Bottom right: t-SNE
embedding for the intraspread-objectosphere loss after 30 epochs, ξ = 300, λo = 10−4,
λi = 10−2.

7 Summary

We presented an end-to-end framework for fast retraining of object detection
models in human-robot-collaboration. It is increasingly important for machine
learning models to adapt to changing environments as the integration of predic-
tion models into the workflow of human operators (human-in-the-loop, decision
support) in industrial settings advances with rapid speed. Our setup covers the
whole process of retraining a model on-site, including automatic data labeling
and inference on FPGA edge-devices, however, some limitations still exist:

– In order to obtain acceptable results with respect to fast retraining as well
as automatic data labeling, we limit ourselves to homogeneous backgrounds.
Homogeneous backgrounds are often encountered in industrial manufacturing,
however, it currently limits the applicability of our approach.
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– For our automatic labeling approach to work, new classes have to be trained
using single-instance images only, i.e., each training image can contain only
one object of one class.

– One of the biggest challenges is learning in an open world, as closed world
learning is still the standard for state-of-the-art object detection architec-
tures using benchmark data sets. We introduced a new loss, the intraspread-
objectosphere loss, that achieves a reduction of false positive detections but
fails to completely solve the problem. It remains to compare the performance
of our method to other simultaneously developed approaches (e.g. [6,17]). In
particular, the intraspread loss shows similarities to the contrastive learning
approach used by the ORE method [6].

– With our choice of architecture (Faster R-CNN), learning on edge devices is
not yet feasible.

We are currently working on porting the whole framework to a new archi-
tecture (YOLOX [4]). Development of one-stage object detection architectures
has been very fast paced, especially the YOLO family. By using a less resource-
intensive architecture, training on low-power edge devices should become more
feasible in the future. Due to time constraints during training, we have not inves-
tigated model pruning yet. However, with our current work on newer, improved
YOLO architectures as well as the recent development on pruning methods, this
aspect is an interesting topic for further research to further increase inference
performance w.r.t. time on edge devices. Finally, the optimal training time (i.e.
number of epochs) is heavily dependent on the use case and its data. Moreover,
a new indicator for early stopping with regard to new/old objects would increase
the usefulness of retraining in a collaboration environment, as standard methods
like validation sets are not robust enough when training only a few epochs.

Acknowledgements. The research reported in this paper has been funded by BMK,
BMDW, and the State of Upper Austria in the frame of SCCH, part of the COMET
Programme managed by FFG.
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Abstract. Theoretical studies show that a block withholding attack
is a considerable weakness of pool mining in Proof-of-Work consensus
networks. Several defense mechanisms against the attack have been pro-
posed in the past with a novel approach of sending sensors suggested by
Lee and Kim in 2019. In this work we extend their approach by including
mutual attacks of multiple pools as well as a deposit system for miners
forming a pool. In our analysis we show that block withholding attacks
can be made economically irrational when miners joining a pool are
required to provide deposits to participate which can be confiscated in
case of malicious behavior. We investigate minimal thresholds and opti-
mal deposit requirements for various scenarios and conclude that this
defense mechanism is only successful, when collected deposits are not
redistributed to the miners.

Keywords: Blockchain · Bitcoin · Proof-of-Work · Pool mining ·
Block withholding attack · Game theory · Agent-based simulation

1 Introduction

1.1 Bitcoin, Pool Mining and Block Withholding Attacks

The Bitcoin network relies on the Proof-of-Work (PoW) consensus mechanism
for its security where computational power provided by miners which are eco-
nomically incentivized to participate to achieve a collectively agreed state of
the system is utilized. Since reward mechanisms are stochastic agents aim to
reduce their payout volatility by forming mining pools orchestrated by pool
managers. All pool earnings are equally distributed among miners depending
on their contributions allowing them to create a stable source of income with
identical expected payoff but much lower variance compared to the solo mining
case.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 245–257, 2022.
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In a pool mining system multiple miners collaboratively find a Nonce number
satisfying the following condition: h(Merkle+h(PreBlock)+Nonce) < D where
h(·) is a hash function, Merkle refers to the merkle root, PreBlock indicates the
Block ID, and D is a threshold which indicates the computation difficulty. An
eligible Nonce number is a full solution of Proof-of-Work (fPoW). Miners in
a pool agree to share their fPoW reward with all other participating miners
in the pool as the merkle root includes a coinbase transaction which funnels
rewards to the pool manager who distributes them among all miners after taking
a management fee.

An attack vector in form of the block withholding attack (BWA) (Rosenfeld
(2011)), (Zhu et al. (2018)), (Eyal and Sirer (2018)) is a serious threat to the pool
mining approach and with this the whole legitimacy of the PoW consensus. In
this attack the miner who finds a fPoW does not report it to the pool manager
- either wanting to monopolize the reward for themselves or operates within
another pool and aims to harm their competitors. For provability of provided
efforts a pool mining system adopts an indirect index to ensure miners do not
withhold correct solutions. This is accomplished via reporting of partial solutions
of Proof-of-Work (pPoW) which solve the hash equation above for a D′ with
D′ >> D. Since pPoW are much easier to find they provide a statistically
corresponding signature for the contributed efforts over time. A pool manager
can reward his miners in relation to their pPoW solutions and keep the fPoW
rewards for himself.

1.2 Literature Review and Previous Approaches

(Rosenfeld (2011)) is one of the first to analyse bitcoin pooled mining reward sys-
tems. He introduces terminology in the comparison of solo mining versus pool
mining techniques and describes the main benefit of pool mining in reducing
earnings variance. He treats different reward systems and associated score-based
methods for reward distributions and outlines potential attack vectors pool hop-
ping and block withholding for one malicious actor. Rosenfeld proposes two solu-
tions which of one is a pop quiz that identifies not truthfully reporting agents
and the other one is oblivious shares which necessitates a change in the protocol
logic.

(Eyal (2013)) formally shows that the Bitcoin mining protocol is not
incentive-compatible as it allows for colluding miners to obtain a bigger reward
than their share of contribution to the network. He captures mathematically the
logic behind the BWA and further shows this design will lead to the formation of
centralized colluding entities: the selfish mining pools. Eyal suggested solution
requires an alternation of the protocol to resolve these threats.

(Luu et al. (2015)) use game-theoretic methodology to assess BWA in the
context of Bitcoin mining pools. Their model allows to treat mining decisions
as computational power splitting games where agents distribute their resources
among competing pools conditioned upon the rewards they offer. The authors
are able to show that selfish mining is always favorable in the long run, that
optimal behavior is a stochastic mixed strategy and thus the network in total



Spies as Insurance Against BWH Attacks 247

always wastes resources for competition. In addition the authors introduce seven
desired properties of countermeasures and evaluate a change in reward payoff
under these considerations.

(Eyal (2015)) extends the previous research from one-miner attacks to col-
laborative attacks performed by malicious pool managers grouping their partic-
ipants to infiltrate other pools. Eyal introduces a model of the pool game where
a number of pools can attack each other for varying pool sizes and attack strate-
gies. This results in the Miner’s Dilemma where similar to the iterative prisoner’s
dilemma pool managers decide continuously whether to attack the competitor.
The strategy not to attack is dominated but leads to long-term highest gains if
cooperation is established. Eyal suggest two countermeasures which of one goes
in line with Rosenfeld’s proposal to change the protocol and establish a honey-
pot technique to expose attackers and the other one claims that in closed pools
no block withholding is possible.

(Lee and Kim (2019)) discuss available countermeasures to BWA and cate-
gorize them according to properties introduced by (Luu et al. (2015)). Moreover
they propose an additional countermeasure that does not require a change in
protocol and performs better with respect to the other characteristics. Their
suggested method includes sending sensors to competing pools to be able to
detect infiltrations and punish attackers. The authors consider a model with one
attacking pool and one defending pool and asymmetric behavior.

1.3 Contribution of This Paper

We theoretically explore effective protocol defensive methods against BWA when
assuming rational pool managers by developing an agent based framework. We
build our analysis on top of the model introduced by (Eyal (2015)) and extend
the defending method suggested by (Lee and Kim (2019)) by incorporating
both pools capabilities to attack and send sensors to their competitors. After
our model confirms existing results additional improvements are suggested: the
effects of punishment and deposit on the agent behaviors.

The model is developed in four versions. The first includes two mutual attack-
ers (Model 1) and is able to replicate Eyal’s miner’s dilemma situation. This is
extended to a model applying mutual punishment (Model 2) using Lee and Kim’s
(2019) idea. The next model introduces a deposit system for participation in a
pool (Model 3). The final model shows the effects of collected deposits redistri-
bution (Model 4). All models are supported with numerical experiments.

In all models two pool managers adopt the Pay Per Latest N Share method
and maximize their expected payoffs by adjusting their strategies on how to
infiltrate the other pool with spies. The analysis of more complex management
compensation schemes which could also impact agent’s decisions is set aside for
future research. With this paper we contribute to the existing discussion on the
topic of pool mining and BWA as outlined above.

At first we solve each model version analytically for Nash equilibria of the
two managers by calculating their best responses to finally derive best response
strategies from numerical simulations.
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2 Results

2.1 Model Definition

We consider a model of two pools A and B and assume respective relative mining
powers within the whole network α and β, where 0 < α + β ≤ 1. With m the
total number of mining tasks mα tasks are calculated in Pool A while mβ tasks
in B. Each miner joining in either Pool A or B is assigned one task of same size
resulting in one task per miner. We conceptualize the possibility of more powerful
miners which occur in reality as if virtually dividing them into an accumulation
of miners with the capability of calculating one task only. The consequences of
this simplification is left for further research.

We further allow both pools to send spies to each other. We define x and
y as the fraction of miners which are spies meaning that A sends sA ≡ mαx
spies to B while B sends sB ≡ mβy spies to A. The process of spying is as
follows. Manager A generates sA miners and sends them to B where they are
being assigned sA tasks by manager of B. Then the manager of A reassigns
these sA tasks to non-spy sA miners in his pool. Note that the manager never
calculates tasks directly as this is delegated to non-spy miners who report to
him. Finally manager A reports selected results to manager B to receive mining
rewards. Manager B mirrors the behavior of manager A.

It is each pool manager’s choice which results to forward to the other pool,
therefore with malicious intent no fPoW and all pPow solutions are submitted.
This allows to receive mining rewards corresponding to pPoW solutions. The
manager of B cannot receive any fPoW solution of sA tasks which reduces his
the probability to win. Such behavior is defined as a BWA by A to B.

Eyal (2015) showed that BWA bears the miner’s dilemma. Individually the
attack increases the relative winning probability by decreasing the victim pool’s
chances. However, if both managers attack each other both winning probabilities
decrease which corresponds to the prisoners’ dilemma.

In our approach several versions of a model and associated metrics were
developed to measure the pool’s performance and to quantify the manager’s and
miner’s incentives.

2.2 Model 1: Confirming the Miner’s Dilemma

Following Eyal (2015) we use the three metrics direct revenue, revenue density
and efficiency. The direct revenue indicates the winning probability of a mining
race in the whole network and the revenue density indicates the expected reward
of each miner. With m as total network task number the revenue density is 1/m
if there are no attacks. The efficiency defining the revenue density multiplied
by m reflects the attractiveness of a pool as miners have stronger incentives to
join a pool when the efficiency is high. An efficiency of one is considered to be
normal attractive for miners to join. Therefore a pool manager aims to maximize
its efficiency.
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Definition 1. The direct revenues of pool A and B denoted by DA and DB

respectively are given as DA = mα−mαx
m−mαx−mβy and DB = mβ−mβy

m−mαx−mβy .

Definition 2. The revenue density of Pool A and B denoted by RA and RB

respectively are given as RA = DA+mαxRB

mα+mβy and RB = DB+mβyRA

mβ+mαx .

Definition 3. The efficiency of Pool A and B denoted by EA and EB respec-
tively are given as EA = mRA and EB = mRB.

Using these metrics we prove two theorems that allow us to conclude that
there are strong incentives to attack competing pools as a pool manager. This
holds in both cases when the counter party attacks or not as an attack always
increases the efficiency regardless of the other managers strategy. We show that
the efficiencies of both pools are equal to one if there are no attacks. In case a
pool attacks the other pool has the incentive to retaliate to increase its relative
efficiency. Proofs of Theorems are provided in the Appendix.

Theorem 1. In the case that there are no attacks in the network it follows that
the efficiency of both pools equals to one: x = y = 0 ⇒ EA = EB = 1

Theorem 2. In the case that one pool attacks the other it follows that the
pool being attacked has an incentive to attack back to prevent having a lower
efficiency: x > 0 ∧ y = 0 implies EA > EB ∧ EB < 1. The efficiency
of pool A is greater than one if the fraction x of spies is below a threshold:
EA > 1 ⇐⇒ x < β

1−α

This theorem implies pools efficiency suffers from attacks causing it to lose
miners and an attacker can increase their attractiveness above 1. Since these
implications influence each individual pool managers in aggregate the miner’s
dilemma will follow as proposed by Eyal (2015).

In a situation where both pool managers send spies to each other x > 0 and
y > 0. To be more attractive for miners each pool manager wants to maximize
their efficiency. Therefore w.l.o.g. manager A is looking for the optimal x which
maximizes EA for given α, β, y and m and manager B makes analogous decisions.
This idea is based on the best response analysis where xBR(y) = xEA(y|α,β,m) is
the best response for manager A while yBR(x) = yEB(x|α,β,m) is the best response
for manager B. If (x, y) = (x∗, y∗) satisfies (x∗, y∗) = (xBR(y∗), yBR(x∗)) then
(x∗, y∗) is a Nash equilibrium. We defer from analytical treatment in this case
and show the numerical results of best responses in Fig. 1 for all four versions of
the model: standard two spy model, model with punishment, model with deposit
and model with deposit redistribution.

Figure 1a shows that due to the miner’s dilemma the efficiency of a pool
manager is always below 1 even if best responses are selected. Furthermore the
figure shows that there is an incentive to conduct a BWA, especially as a small
pool - therefore managers of big pools have to consider suitable defences against
BWA. If there is a pool with a notable share of mining power in the network
the losses incurred by all pools due to the miner’s dilemma are significant - and
this effect is stronger the bigger the largest pool is. Consequently all managers
observe the biggest pools of the network and aim to decrease their power.
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Fig. 1. Results of numerical analysis for best responses x of pool manager A and y
for pool manager B are shown in red and blue respectively where x is depicted on
the horizontal axis and y on the vertical axis in each panel. The Nash equilibrium is
the intersection of best response lines where both efficiency values and both efficiency
values EA and EB are shown. We set m = 10, 000, 000 and f = 10. (Color figure online)

2.3 Model 2: Punishment System

To prevent the BWA, Lee and Kim (2019) proposed sending spies. In this strat-
egy the manager of A send sA miners as spies to B, collects some open tasks
and assigns those sA tasks to miners joining A. However these tasks are branded
with information of the Coinbase Transaction which exposes their real affiliation
to the respective pool and they can be therefore identified and correctly catego-
rized by any miner. If spies are sent to A by manager B they would be able to
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detect the attack - if these individuals are assigned the tasks with an inappro-
priate Coinbase transaction. As a consequence manager B can sanction pool A
by not awarding any rewards for pPoW solutions if he discovers to be attacked.
The probability to discover the attack can be calculated by an application of a
combination problem: For the expected value of dAB of A’s spies detected by the
manager of pool B dAB it holds dAB =

∑mβy
k=0 k mαxCk×mβCmβy−k

mβ+mαxCmβy
. The solution

to this equation can be approximated by dAB = mαβxy
αx+β and in similar fashion

dBA = mαβxy
α+βy to meet the requirements for this paper.

(Lee and Kim (2019)) proposed an approach which does provide improve-
ments to previous models as it describes the one-attacker case but it does not
cover the situation where both pools send spies to each other. It might very
well be the case that pool manager A himself considers being attacked if his sA

miners find a task consisting of information on Coinbase Transactions including
Pool B. The contribution of this paper is to extend Lee and Kim (2019)’s model
to contain the two-attacker case and further to allow to assess both manager’s
strategies.

In comparison to the first model presented in the previous section the
extended model of this section only differs in the definitions of equations for the
revenue densities RA and RB. Their numerators and denominators now include
the terms for the expected detection rates dAB and dBA respectively which are
subtracted from the mining tasks attributed to spying mαx and mβy accounting
for the fact that the revenue density of one pool is reduced by these terms if tasks
are assigned to spies: RA = DA+(mαx−dAB)RB

mα+mβy−dBA
and RB = DB+(mβy−dBA)RA

mβ+mαx−dAB

Figure 1b shows the results of numerical analysis of best responses and Nash
equilibria replicating the experiments presented in Fig. 1a. A comparison of both
figures allows to conclude that a punishment scheme as defined by the second
model performs worse when confronted with a BWA. Contrasting the numerical
results for e.g. parameter values of (α, β) = (20%, 20%) reveals that in the former
model pool efficiencies EA and EB are reduced to 93% when a fraction of 11%
spies are sent while in the latter model both managers send 13% spies reducing
the efficiency to 92%. The effects of the miner’s dilemma are magnified in the
model with punishment even more when considering pools of different sizes so
that for e.g. (α, β) = (20%, 50%) the fraction of spies increases from 25% to 37%
when comparing both models. Consequently the punishment system of mutually
sending spies does not provide a satisfactory countermeasure to prevent BWH
attacks.

2.4 Model 3: Deposit System

To overcome the shortcomings of the model with punishment we propose a
deposit system. Each new miner who wants to join a pool is required by the
pool manager to pledge a certain amount that lapses in the case of attack
detection. Ceased amounts are attributed to the manager’s income and are
not redistributed to other pool members. If no misbehavior is ever discovered
the deposit is fully returned to the initial miner when leaving the pool. The
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model of this system includes an additional parameter f representing a deposit
unit which is included in the definitions of revenue densities. This value sat-
isfies that (deposit fee) = f × (expected reward unit) = f/m and is equiv-
alent to the expected reward of a task for f = 1 in the case of no attack:
RA = DA+(mαx−dAB)RB−dABf/m

mα+mβy−dBA
and RB = DB+(mβy−dBA)RA−dBAf/m

mβ+mαx−dAB

Numerical results of the model with deposit system are shown in Fig. 1c
where the miner’s dilemma appears to be resolved. A comparison of the panels
for (α, β) = (50%, 50%) in Fig. 1a and Fig. 1c yields the conclusion that for the
deposit system there no incentives to attack if the ratio of the other manager’s
spies exceeds a certain threshold. The best responses of both managers spy ratio
indicated by the blue and red lines vanish almost everywhere in Fig. 1c in contrast
to the model without punishment in Fig. 1a. Below a certain threshold of foreign
spies however the incentive to attack becomes very large. Smaller pools are even
less attractive to attack as the critical attacking threshold gets lower see e.g.
(α, β) = (50%, 20%). This fact suggests that sending a small number of spies
can serve as a form of insurance against potential attacks by the competing pool
manager. In an environment with a deposit system mutual determent against
BWA can be realized when all pools send a minimal amount of spies to each
other. This result would not hold true without the deposit as this would even
decrease the Pareto efficiency.

To find the optimal size of the required deposit for the insurance mechanism
to work we refer to Fig. 2a where thresholds of the deposit unit are shown. A
comparison of the various panels indicates that the threshold does not depend
on the fraction of spies sent by the competing manager. This is consistent with
the previous discussion because if a sufficient deposit unit is required, a pool
manager who intends to do the BWA loses one’s economic incentive to do so.
When the calculating power of a pool is relatively large (the case of α = 30%),
if the deposit unit sets f = 6, about x = 5% is needed for a pool with the same
power. If the power of an opponent gets small, the threshold of f drastically
decreases.

In reality a pool manager never knows where a joining miner comes from and
thus cannot change the deposit unit depending on a miner, rather it must be
set depending on the most powerful pool. Although the relative mining power
shares fluctuate on a daily basis they never change drastically. Therefore the
optimal deposit requirement should depend on the biggest pool share. With no
deposit, Fig. 1b shows that two big pools have strong economic incentives to
do the BWH attack with many spies. Figure 2b shows the suitable deposit for
this case, e.g. when the biggest pool in the network has a relative share of 25%
and the insurance spies are x∗ = 3%, then the suitable deposit requirement is
about 4.
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Fig. 2. Analysis of deposits: thresholds shown in Fig. 2a while optimal deposits
shown in Fig. 2b. Thresholds above 10 are set to 10 in both Subfigures. We set
m = 10, 000, 000.

Although the deposit system resolves the second issue of the miner’s dilemma,
the first issue is not resolved. How should a pool manager owning a small pool
do against the BWA by a big pool? If the deposit unit is set to an extreme large
value (for example, f = 100), this issue can possibly be resolved. This approach
is feasible in practice as the deposit system bears no costs for honest miners
besides opportunity costs of their deposits.

2.5 Model 4: Distributing the Lost Deposit

In this version of the model we consider the case of redistribution of claimed
deposits. In Model 3 they are attributed to the pool manager, and thus are
never redistributed to the miners in the pool. Here, we consider two arguments
when dealing with the deposit.

In the first, a BWA is done by a pool manager and not a miner and the losses
are incurred by the manager. Therefore the manager should receive the income
from deposits to compensate his losses. However a pool manager is also very
interested in maximizing its efficiency to attract more miners. Thus the income
from collected deposits from attacks should be redistributed to the joining miners
to raise the pools efficiency. Model 4 considers this argument.

For a manager of Pool A resp. B the collected deposit is dBAf/m resp.
dABf/m and thus the equations of RA and RB are revised to
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RA = DA+(mαx−dAB)RB−dABf/m+dBAf/m
mα+mβy−dBA

and

RB = DB+(mβy−dBA)RA−dBAf/m+dABf/m
mβ+mαx−dAB

The result is shown in Fig. 1d. We see that the incentives to send spies and
attack the opponent reappear compared to Fig. 1c.

3 Conclusion

In our analysis we have shown that results for the Miner’s dilemma introduced
by (Eyal (2015)) can be replicated in a model extending the approach presented
in (Lee and Kim (2019)) where both pool managers send spies to the other
system. Our numerical results indicate that an effective countermeasure to the
BWH attack can be posed by introducing a deposit system in mining pools. In
this case even a small number of spies sent to competing pools can act as an
insurance against being attacked. This analysis is supported with the deriva-
tion of optimal deposit units and thresholds for various scenarios. Contrary to
previously proposed countermeasures, this method seems to be effective even
without the requirement to change protocol code and can be therefore imple-
mented directly into already operating systems. Our analysis further shows that
slashed deposits from malicious miners cannot be redistributed to the mining
pool to increase it’s efficiency since this would again reintroduce the problem of
the Miner’s dilemma and render the deposit insurance ineffective.
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A Proof of Theorems

A.1 Proof of Theorem 1

Proof (Theorem 1). If no attacks occur in the network both x = y = 0 by
definition. Plugging both in into Definition 1 we get

DA =
mα − mαx

m − mαx − mβy
=

mα

m
= α

and
DB =

mβ − mβy

m − mαx − mβy
=

mβ

m
= β

which respecting Definition 2 yields

RA =
DA + mαxRB

mα + mβy
=

α

mα
=

1
m

and
RB =

DB + mβyRA

mβ + mαx
=

β

mβ
=

1
m

.

Due to Definition 3 we get EA = EB = 1.
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A.2 Proof of Theorem 2

Proof (Theorem 2). For x > 0 and y = 0 plugging in into 1 yields

DA =
mα − mαx

m − mαx − mβy
=

mα − mαx

m − mαx
=

m(α − αx)
m(1 − αx)

=
α(1 − x)
1 − αx

and
DB =

mβ − mβy

m − mαx − mβy
=

mβ

m − mαx
=

mβ

m(1 − αx)
=

β

1 − αx

which again can be inserted into 2 and thus since y = 0 then RB reduces to

RB =
DB + mβyRA

mβ + mαx
=

β
1−αx

m(β + αx)
=

β

1− αx
· 1

m(β + αx)
=

β

mβ + mαx − mβαx − mα2x2

which can be plugged into RA

RA =
DA + mαxRB

mα + mβy
=

α(1−x)
1−αx + mαx β

1−αx · 1
m(β+αx)

mα

= (
α(1 − x)
1 − αx

+ mαx
β

1 − αx
· 1
m(β + αx)

) · 1
mα

= (
α(1 − x)
1 − αx

· m(β + αx)
m(β + αx)

+
mαxβ

1 − αx
· 1
m(β + αx)

) · 1
mα

= (
α(1 − x) · m(β + αx) + mαxβ

(1 − αx) · m(β + αx)
) · 1

mα

= (
(α − αx) · (mβ + mαx) + mαxβ

(1 − αx) · m(β + αx)
) · 1

mα

= (
mβα − mβαx − mα2x2 + mα2x + mαxβ

(1 − αx) · m(β + αx)
) · 1

mα

= (
mα(β − αx2 + αx)

(1 − αx) · m(β + αx)
) · 1

mα

=
β − αx2 + αx

(1 − αx) · m(β + αx)

and therefore both efficiencies compute as:

EA = mRA = m · β − αx2 + αx

(1 − αx) · m(β + αx)
=

β − αx2 + αx

(1 − αx)(β + αx)

and
EB = mRB = m · β

(1 − αx) · m(β + αx)
=

β

(1 − αx)(β + αx)
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This shows that EA > EB because

EA − EB > 0
β − αx2 + αx

(1 − αx)(β + αx)
− β

(1 − αx)(β + αx)
=

α(x − x2)
(1 − αx)(β + αx)

> 0

This is true because (x − x2) > 0 as x < 1. This further shows that EB < 1
because:

EB =
β

(1 − αx)(β + αx)

=
β

β + αx − βαx + α2x2

=
β

β + αx︸︷︷︸
>0

(1 − β + αx)
︸ ︷︷ ︸

>0

< 1

since the denominator is greater than the numerator. Further we show when
EA > 1:

EA > 1
β − αx2 + αx

(1 − αx)(β + αx)
> 1

β − αx2 + αx

β − βαx + αx − α2x2
> 1

β − αx2 + αx > β − βαx + αx − α2x2

−αx2 > −βαx − α2x2

0 > −βαx − α2x2 + αx2

0 > x(−βα − α2x + αx)

which is the case when

0 > −βα − α2x + αx

βα > x(−α2 + α)
βα

−α2 + α
> x

x <
βα

α(1 − α)
=

β

(1 − α)
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Abstract. According to well-established principles of risk management, inter-
est rates reflect different levels of risk. Understanding this level of risk is cru-
cial for investors when making investment decisions. In this paper, risk factors
in DeFi-lending are identified and categorized within a framework which is not
only focused on technical but also on financial aspects. In a subsequent step, the
influence of unsystematic risk factors on interest rates are explored to tentatively
assess the validity of the literature-derived framework. Our observations indicate
that operational risks emanating from the underlying layer-1-solution do seem to
have a strong influence. Furthermore, first indications for the validity of scala-
bility challenges and smart contract risks were found. For oracle risks as well as
governance risks our approach yielded no results.

Keywords: Decentralized finance · DeFi · Risks · Interest rates

1 Introduction

Built on blockchain technology, decentralized finance (or DeFi) protocols havemanaged
to constantly expand their offering of financial services, ranging from decentralized
exchanges, lending & borrowing services over insurance services to trading platforms
[1]. The market size of DeFi – as measured by the total value locked – has increased
substantially over the last four years. By the end of 2017, the DeFi market size was
hovering slightly above zero levels. Since 2020, however, DeFi picked up momentum
and increased its popularity among crypto investors reaching a market size of more than
$100B as of November 2021 [2].

Although the DeFi-space is very diverse, one can observe the counter-intuitive fact
that different protocols, that offer seemingly identical services, do not offer similar
interest rates. For example, in the period from Sept. 2021 to Dec. 2021, the AAVE
v2 lending protocol offered lower interest rates then its precursor AAVE v1. These
differences ranged between 1.5 and 2.5%-points. Likewise, AAVE Polygon and AAVE
Avalanche yielded between 0.5 and 1%-point less than AAVE v2. This seems to be
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in contradiction with established theories in traditional finance. The arbitrage pricing
theory and the law of one price state that two or more investment strategies with the
same level of risk should always have the same price [3, 30]. In other words, if two
investment opportunities offer different investment returns, the return differences should
be explainable by different levels of underlying risks.

In traditional finance, the relationship between risk and return is well documented
and the underlying risk factors causing interest rate differences are well described [3, 13,
30]. In contrast, risks of DeFi-protocols that enable functionality comparable to tradi-
tional financial instruments are yet poorly understood. The main goal of this paper is to
tentatively explore these interest rate differences among DeFi-lending-platforms. From
a practitioners’ perspective, it provides indications onwhy the interest rates differ among
DeFi-platforms.Understanding the reasons for these differences inDeFi-protocols, helps
investors to manage their risk exposure. From an academic perspective, exploring and
analyzing interest rate differences among DeFi-protocols expands our understanding of
this new form of financial services.

2 DeFi-Lending Protocols

2.1 Key Concepts and Components

Decentralized finance protocols, or DeFi protocols, are applications that provide a great
variety of financial services without relying on central institutions like banks to act as
an intermediary [1]. This section gives and overview of key concepts and components
as well as metrics in relation to DeFi-lending protocols.

Key Participants. DeFi-lending systems typically involve three key parties: lenders,
borrowers, and so-called liquidators [4].

Lenders aim to generate capital income from their excess liquidity. In return for
interest payments, lenders transfer tokens to so-called lending pools and in exchange
receive IOU tokens. IOU tokens allow lenders to withdraw the deposited funds as well
as to collect accrued interest [5].

Borrowers are taking out loans in exchange for interest payments. Normally, bor-
rowers in DeFi are required to deposit cryptocurrencies as a collateral for a loan [4]. As
such, DeFi-loans typically take the form of collateralized loans. Normally the value of
the collateral is higher than the amount borrowed [4].

Liquidators are responsible for monitoring debt positions and for liquidating “un-
healthy” loans [4]. Usually, liquidators are computer programs automatically seeking
out under-collateralized loans. If an individual debt becomes under-collateralized, the
collateral is automatically sold to liquidators at a discount. Liquidators buying the col-
lateral then settle the loan plus accrued interest. They thus serve as a safety mechanism
for lenders to reduce risks from a default. The profit liquidators can make by this, serves
as a strong incentive to detect and liquidate “unhealthy” loans.

Key Elements. DeFi-lending systems typically have some unique components that are
important for the functioning of the protocol.
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Liquidity pool/Lending pool: A fund of cryptocurrencies automatically managed by
the protocol and its underlying smart contracts. The pool constantly provides liquidity
to the market. In DeFi-lending, liquidity pools are also referred to as lending pools [5].

IOU token: A token that is issued by a liquidity pool when funds are deposited into it
by a borrower. IOU tokens serve two main purposes. First, they can be redeemed to the
pool by lenders to withdraw the original deposits [6]. Second, the exchange rate between
IOU tokens and deposited funds is increasing over time. The longer funds are deposited,
the more can be redeemed. From a lender’s perspective, this is equivalent to an interest
payment. IOU tokens can normally be traded in secondary markets.

Key Metrics. Several key metrics can be analyzed in connection with DeFi-lending
protocols. Two of the most important ones are the health factor and the utilization rate.

Health factor: The health factor quantifies the safety of an individual debt position.
It is based on two factors: a) the total amount of cryptocurrencies a borrower is allowed
to take out and b) the outstanding loan. The former depends on the value of the collateral
whereas the latter depends on accrued interest and on the amount repaid. The health
factor is normally expressed as a ratio of these two factors [4]. If the health factor of an
individual debt position falls below a certain threshold, the position is sold to liquidators
at a discount in order to settle the loan plus accrued interest as quickly as possible.

Utilization rate: The utilization rate indicates the percentage amount of a pool’s
liquidity that is currently borrowed by users. A high utilization rate means that the asset
is highly demanded, whereas a low utilization rate stands for lower popularity.

2.2 DeFi-Lending Process

This section discusses the basic lending process in a DeFi-protocol. The process starts
with lenders depositing cryptocurrencies in the DeFi protocol. In exchange, platform-
specific IOU tokens are issued. These tokens can be redeemed at any time to withdraw
the amount locked in the smart contract as well as accrued interest. Once there is liquidity
in the lending pool a borrower can take out a loan from the pool. In order to take out
liquidity, borrowers are required to deposit collateral into the protocol, which is used
by the protocol to grant further loans to more users. The borrower receives platform-
specific tokens representing the collateral. After the entire debt and accrued interest have
been repaid, these tokens can be used to withdraw the collateral. If the health factor of
the individual debt position drops below a pre-defined threshold (usually below 1), the
protocol automatically sells the collateral to liquidators to cover any outstanding loan
amount.

From the description above some differences between a DeFi lending and lending
in traditional finance become clear. In DeFi lending, there is no intermediary such as a
bank which normally services the loan and performs important functions such as term
transformation and risk management. Another major difference lies with the handling of
risks. DeFi-lending protocols normally do not conduct an evaluation of credit risks. Risk
is addressed via the collateralization of debt positions. Except for flash loans, DeFi-loans
are always collateralized.
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2.3 Risk Factors in DeFi-Lending

A first holistic categorization of DeFi-risks was provided by [7]. They investigated the
security of DeFi-protocols and classified the risks in technical and economic security.
Werner et al. [7] used the expression “security” over “risk” as they focus on howprotocols
can be manipulated and exploited, rather than focusing on a financial aspect.

Technical security includes all aspects that allow an exploitation of the protocol via
technical issues [7]. Smart contract risks and vulnerabilities such as exploitable coding
errors represent themain technical insecurity. Smart contract vulnerabilities, for instance,
allow attackers to withdraw and steal funds from a lending pool [8]. Furthermore, oracle
manipulations can also be considered a technical risk. The purpose of oracles is to “feed”
a smart contract with off-chain data, such as market prices. A manipulation could falsely
trigger liquidations and open arbitrage opportunities for attackers [9]. According to [8]
oracles are the greatest threat to the DeFi-ecosystem to date.

From an economic perspective, a DeFi-protocol is insecure if its equilibrium and
incentive system can be manipulated for a profit [7]. This risk can be increased by the
high volatility of cryptocurrencies and illiquidity. In such a scenario the incentive for
liquidators to liquidate unhealthy positions might be low, which can result in unmet debt
positions and an increased risk for lenders [7, 10].

Other economic insecurities emanate from operational risks which are dependent
on the underlying blockchain. These risks include, for example, threats resulting from
unethical miner behavior such as prioritizing or frontrunning users [7, 9]. Scalability can
also be a risk in this section. Schär [11] defines scalability as a risk where the underlying
blockchain cannot meet the demand for transactions required by users. This risk could
be observed over the past as the Ethereum blockchain was frequently congested. Carter
and Jeng [9] extend the term scalability risks to include high volatility of transaction
prices.

Lastly, protocol governance also represents a major economic insecurity [7]. Since
DeFi is built on a blockchain network, decisions are taken democratically. This can lead
to situations where governance tokens are acquired strategically. In the extreme case,
if one individual or a group of individuals manage to control more than 51% of all
governance tokens, a protocol can be controlled entirely by one actor [7–9].

In addition to the risks discussed, the increasing size of DeFi-ecosystems can
lead to systematic risks. These include regulatory uncertainty, interdependencies
between protocols and macroeconomic factors, which can influence entire DeFi markets
[11, 12].

3 Methodology

3.1 Framework Development

The development of the risk framework in this project was based on existing academic
as well as grey literature. Literature search focused on two strands of research: tradi-
tional finance and DeFi. First, traditional finance offers a wide, well-researched body of
knowledge with regards to risk [cf. 3, 13, 30, 31]. Second, the literature search focused
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on the nascent field of DeFi-risk. The keyword-based literature search relied on estab-
lished academic databases (e.g. EBSCO, Google Scholar) and used backward reference
searching to identify relevant literature. As the number of publications addressing risks
in DeFi is still limited, selected websites (e.g. https://defiscore.io/), Social Media (e.g.
#DeFi on Twitter, Reddit) and market risk reports [e.g. 14–16] were also screened in
order to enrich the information found in the literature.

Subsequently, risks identified in the literature review were assigned to categories
based on their similarities. Helping in this categorization, it could be observed that even
though this field of study is still at a very early stage, there is already strong accordance
among scholars in labeling DeFi-risks [e.g. 7, 8, 11, 17]. The major categories identified
were interoperability & interdependencies between protocols, market illiquidity risk,
regulatory uncertainty, operational risk, scalability challenges, smart contract risk, oracle
risk and governance risk.

3.2 Multiple Case Study

For this paper, a qualitative multiple case study approach was also conducted [cf. 18].
Based on the framework formulated by [18] and enriched by the guidelines defined by
[19], this research followed a five-step process. This process consisted of 1) Defining
the scope, 2) setting propositions and selecting appropriate cases, 3) collecting and 4)
analyzing the necessary data and finally 5) describing the results.

Case Selection. Miles andHuberman [19] outline that the selection of appropriate cases
is crucial for the study’s outcome. For this analysis, the case selection focused on isolating
unsystematic risk factors to assess their influence on the interest rate differences. There
are multiple risks related to DeFi-protocols and – based on their features – protocols are
affected by them differently. To isolate specific risks, cases were selected to be similar
in most aspects. Ideally, a protocol only differs in one selected aspect when compared
to a benchmark enabling the isolation and observation of single risk factors.

Because of its market size, popularity, and high degree of transparency at the time of
writing AAVE v2 has been defined as the benchmark-case to which the other cases were
compared. Additional protocols where then selected with the goal to isolate specific
risks. These included: AAVE v1, AAVE Polygon, and AAVE Avalanche [29] as well as
MakerDAO [27].

The protocols from the AAVE Ecosystem were chosen for their similarity. As these
protocols are all part of the AAVE ecosystem, they are built on similar principles,
offer identical services, and show no major differences in their functionalities. What
differentiates them, however, are some technical aspects.

Data Collection and Analysis. Data was mainly gathered from primary data sources.
The main source was the protocols’ documentation on GitHub and the protocol’s web-
site. (e.g., aave.com). Specifically, the whitepapers of the selected cases were reviewed
and analyzed. Additionally, published whitepapers of third-party projects such as DeFi
Score were also considered. In addition, if available, audit reports concerning vulnera-
bilities and changes in the code were reviewed. To identify risks of selected protocols,

https://defiscore.io/
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the materials were analyzed with an inductive coding approach following established
procedures [18, 19]. For the analysis of interest rates, comparisons focused on each
protocol’s DAI liquidity pool. DAI is a stable coin, pegged to a fiat currency with the
purpose of reducing price volatility [28]. This eliminated the volatility aspect of cryp-
tocurrencies. Furthermore, deposit rates and utilization rates for selected protocols from
Oct. 15th, 2021 to Mar. 31st, 2022 were collected from aavescan.com.

Selected Cases. A brief overview of the protocols analyzed is given below.
AAVE v1 is a decentralized, Ethereum blockchain-based, open-source, platform that

enables users to lend and borrow crypto-tokens [20]. The project was launched in 2017
as a first version of a lending protocol part of the AAVE ecosystem.

AAVE v2 (benchmark) is an updated version of the original AAVE v1 protocol which
includes several security upgrades. AAVE v2 was launched in December 2020 and is
now one of the largest lending protocols in the entire DeFi-ecosystem.

AAVEPolygon:Similar toAAVEv1 and v2,AAVEPolygon is aDeFi-lending project
built on the AAVE ecosystem. In contrast to the Ethereum-based AAVE 2, this protocol
is built on the more scalable Polygon sidechain.

AAVEAvalanche is built on the sameprinciples as the three protocols above.However,
it operates on the Ethereum competitor Avalanche. Compared to Ethereum, Avalanche is
highly scalable and interoperablewith other blockchains.According to [29], this network
is the first platform designed to sustain the scale of global finance.

4 Results

4.1 DeFi-Risk Framework

In the broadest sense, two major categories of risk can be distinguished [3, 30, 31]. The
first one is systematic risk which includes risks that influence an entire financial market
equally. Systematic risks are determined, for instance, by macroeconomic factors such
as regulations, market news, and technological changes. The second category is defined
as unsystematic risk which includes all risks that are specific to a single firm, or in
this case a specific protocol [21, 30]. The main difference between these two types of
risks is that systematic risk cannot be diversified away, as it affects an entire market. In
contrast, unsystematic risk can be diversified away, as it is specific to a single entity.
These two risks form the basis of the framework to which the main risk categories found
in literature were assigned to. The resulting framework is shown in Table 1.

Systematic Risks
The first three DeFi-risks were classified as systematic risks since they depend on the
macro environment and affect an entire market equally [30]. Firstly, interoperability risk
refers to risks arising to a protocol for being interoperable with other protocols. With the
rise of multiple Layer-1 protocols, interoperability has been gaining importance for the
DeFi-ecosystem [11, 22]. Protocols have started to become deeply interconnected with
each other. This, however, also increased the risk of a focal protocol being influenced
by problems in other protocols. Jensen and Ross [17] also refer to this as a “systemic
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dependence between applications”. Secondly, market illiquidity risk is the risk of users
being hindered to liquidate their position as the circulating supply of cryptocurrencies
is insufficient. A frequent reason for market illiquidity is the relatively high volatility of
cryptocurrencies [7]. Illiquid markets lead to illiquid lending pools, which complicates
the withdrawal of deposited funds for lenders as well as collateral for borrowers. Since
market illiquidity does not depend on a single protocol but on several macroeconomic
factors such as volatility [7, 23], this risk is categorized as a systematic risk. Lastly,
regulatory risk refers to the risk of future governmental regulations influencing the
whole crypto ecosystem negatively. These potential regulations would not just affect
one individual protocol but the entire ecosystem.

Table 1. DeFi-risk framework.

Risk category Type of risk

Systematic risk Interoperability and interdependencies between protocols

Market illiquidity risk

Regulatory uncertainty

Unsystematic risk Operational risk

- Scalability challenges

Smart contract risk

Oracle risk

Governance risk

Unsystematic Risks
The remaining risks (operational risk, scalability challenges, smart contract risk, oracle
risk and governance risk) can be classified as unsystematic risks since they depend on the
individual protocol. Operational risks generally refer to a failure of internal operations
[12]. In the context of DeFi-lending, operational risks can be seen as all risks stem-
ming from the blockchain underlying a DeFi-application. This risk includes outages,
consensus failures as well as opportunistic miner extractable value [9].

One important sub-category of operational risk is scalability challenges. Growing
DeFi-protocols at some point struggle as the underlying blockchain does not support the
increasing demand for computing power and block space [11]. This is the case when the
demand for transactions exceeds the computing capacity of a given blockchain [9, 11].As
a result, transaction prices rise in order to reduce the number of pending transactions. In
such a case, for instance, smaller usersmight not be able to afford transaction fees forcing
them to leave funds locked in smart contracts or excluding them from participating in
the system [9]. As scalability is dependent on the underlying network it is considered
unsystematic as part of the operational risk.
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The risk factorwhichhas beengivenmost attention in literature is smart contract risks
[7, 8, 11]. It refers to the risk that errors in the code can be exploited for attacks. Such
vulnerabilities can lead to intentional manipulations and illegal withdrawals of funds
from lending pools [8]. Smart contract vulnerabilities can be classified as unsystematic
since exploitable errors in the code are specific to a DeFi-protocol.

Oracle risk captures the risk of a technical failure or manipulation of oracles provid-
ing off-chain data to a protocol. Oracles are automated algorithms that provide protocols
with data which is not stored on the blockchain. Given their importance for executing
transactions correctly, their safety is a very important component for a functioning DeFi-
ecosystem. A potential failure as well as a case of off-chain data manipulation (e.g., of
market prices) can lead to severe consequences for users [7, 11]. Oracle risk is classified
as unsystematic, as it is independent of a protocol’s macroenvironment.

Lastly, a DeFi-protocol partly depends on human interaction and decisions which
constantly adjust parameters and keep the protocol operative [7]. These decisions are
made by holders of governance tokens who are allowed to vote on decisions regarding
the protocol’s future developments. As a result, governance risk is the risk that decisions
which do not benefit all users are made if the majority of governance tokes is controlled
by only a few stakeholders [7]. Since every protocol has its own governance system, this
risk can be classified as unsystematic.

4.2 Observations on DeFi Risk Categories

Having developed a framework for categorizing risks in DeFi-protocols, next, we tenta-
tively evaluate if the unsystematic risk categorieswithin the framework actually influence
interest rates. According to the arbitrage pricing theory and the law of one price, if two
or more investment strategies have the same risk exposure, they should always have
the same price [3, 30]. To observe specific risk categories, it is necessary to isolate
these risks. This was done by choosing protocols based on their characteristics. These
protocols were subsequently compared to the benchmark protocol AAVE v2.

Operational Risk. In order to observe effects of operational risk on the interest
differences, Ethereum-based AAVE v2 was compared with Avalanche-based AAVE
Avalanche. Because these two protocols don’t rely on the same blockchain, this compar-
ison should isolate possible operational risks such as consensus failures, outages, and
congestions as these depend on the underlying blockchain [9].

Interest rates in the AAVE family partly depend on the utilization of a lending pool.
The more a lending pool is used, the higher the interest rate. Therefore, for a comparison
it is important to examine data points at approximately the same utilization rate. Within
the observation period (Oct. 15th 2021 to March 31st 2022) a total of 49 observations
were made where the utilization rate of the two protocols were within a 1,5%-points
range. For the total observation period, interest rates offered by AAVE Avalanche are
on average 26 bps lower. For the 49 observations with comparable utilization rates, this
difference increased to an average discount of 46 bps on AAVE Avalanche.
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Our observations seem to indicate that risks to the underlying infrastructure of a
DeFi-protocol are reflected in lending rates. Literature provides some leads to the under-
lying factors. For example, [9] point out that Ethereum is more fragile to outages as
centralized third parties such as Infura are responsible for keeping the blockchain oper-
able. Additionally, due to its optimized consensus mechanism [24] Avalanche is more
efficient than Ethereum and supports a greater number of transactions. Consequently,
transaction fees are kept low and blockchain congestions are less frequent.

Scalability Challenges. In order to analyze the effect of efficiency and scalability chal-
lenges on the interest rate differences, AAVE v2 was compared with AAVE Polygon. As
pointed out by [9], Layer 2 solutions – also referred to as sidechains – are more efficient
than the mainnet and can process a larger number of transactions. Thus, scalability risk
should be reduced by using these solutions.

Since Polygon is a sidechain of the Ethereummainnet, this comparison should isolate
the scalability risk by comparing DAI lending pools running on both AAVE v2 as well
as AAVE Polygon.

Within the observation period (Oct. 15th 2021 to March 31st 2022) a total of 26
observations were made where the utilization rates of the two protocols were within a
1,5%-points range. The analysis showed that interest rates offered by AAVE Polygon
are on average 75 bps higher in the observation period. For the 26 observations with
comparable utilization rates, this difference decreased to an average premium of 61bps
on AAVE Polygon.

This observation is difficult to interpret. Overall, a relatively high premium was
observed in the samples used. This observation runs counter to the importance that
scalability risk is given in literature [8, 9, 11]. One potential explanation is that utilization
rates onAAVEPolygonwere formost of the observationperiodhigher than the utilization
rates on AAVE v2 and hovered around the “optimal utilization rate” of 80%. As a safety
mechanism the protocol increases interest rates exponentially if the optimal utilization
rate threshold is surpassed. Another explanation could be that sidechains as a technology
are at a very early stage and therefore considered more risky.

Smart Contract Risk. In order to analyze the effect of smart contract risk on the interest
rates, AAVE v2 was compared with its prior version AAVE v1. As an updated version
of v1, AAVE v2 was adapted to make the protocol more efficient and secure [15, 16,
20, 25, 26]. Since both protocols run on the same blockchain network, operational risk,
scalability challenges as well as governance and oracle risks should be equal. Therefore,
the selection potentially allows the isolation of smart contract risk.

We observed that in the observation period interest rates offered by AAVE v1 were
on average somewhat higher than the interest rates offered by AAVE v2. Furthermore,
the differences between these two protocols cannot just be found in the DAI lending
pool which is the focus of this research but are consistent throughout all lending pools
available on both protocols. Various reports [15, 16, 20, 26] show the increased smart
contract security of AAVE v2 when compared to AAVE v1. This increased security
could be an explanation for this phenomenon.
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However, our observations have two important limitations. First, the interestmodel of
AAVE v2 has slightly different parameter settings (AAVE v2 vs. v1: Optimal utilization
rate: 80% vs. 80%, base: 0% vs. 1%; slope (utilization < 80%): 4% vs. 7%; slope
(utilization < 80%): 75% vs. 150%). Second, the utilization rates recorded during the
observation period are considerably higher for AAVEv2 (Avg: 72,8% vs. 46,2%). These
limitations as well as the fact that the development of AAVE v1 has been discontinued
make clear interpretations impossible.

Oracle Risk. The whole AAVE ecosystem relies on the Chainlink network for oracle
services. The role of Chainlink is to validate and aggregate off-chain data such as market
prices from several sources and make it accessible on the blockchain. In order to isolate
the effect of oracle risk on the interest rate differences, two protocols with different
oracle solutions but equal other features need to be compared.

Despite an extensive search, only one major DeFi-protocol (MakerDAO) which is
not relying on Chainlink data could be identified. While this makes an isolation of
this risk possible in principle, an analysis of MakerDAO showed that other features of
MakerDAOare not comparable to theAAVEprotocol family.With Compound, a second,
more comparable, major protocol was identified. While both AAVE and Compound
primarily rely on the Chainlink oracle network, AAVE additionally operates an inhouse
“fallback price oracle” which constantly doublechecks the data provided by Chainlink.
This adds another layer of security. Thus, the oracle risk should be slightly lower on
AAVE. However, no meaningful interest rate differences could be observed.

Governance Risk. On the AAVE platform either AAVE tokens or Staked AAVE tokens
(stkAAVE) are used for governance purposes. The amount of both gives users a propor-
tional voting power, as AAVE operates amajority voting-scheme. As the AAVE protocol
family are part of the same ecosystem, they rely on the same governance model. Thus,
similar to oracle risk, AAVE needs to be compared with a protocol with different gover-
nance features but equal other features. However, a review of literature as well as internet
sources showed that at the time of writing, majority voting-scheme governance systems
were the predominant industry standard. Therefore, this single risk could not be isolated.

5 Conclusion

The starting point of this research was the observation of different interest rate levels
among DeFi-lending protocols. According to well-established principles of risk man-
agement, interest rates reflect different levels of risk. Understanding this level of risk is
crucial for investors when making investment decisions. In this project, we developed
and started to assess a framework that helps explaining the observed interest rate differ-
ences. Based on a review of existing literature, several categories of systematic as well
as unsystematic risks could be identified. The framework provides a first categorization
of DeFi-risks which is not only focused on technical but also on financial aspects.
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In a subsequent step, the influence of unsystematic risk factors on interest rates was
explored in order to tentatively assess the validity of the literature-derived risk categories.
This analysis was conducted via a pair-wise comparison of selected protocols that tried
to isolate risk factors. The observations indicate that operational risks emanating from
the underlying layer-1-solution do seem to have a considerable influence. Furthermore,
first indications for the validity of scalability challenges and smart contract risks were
found. For oracle risks as well as governance risks, an isolation by pairwise comparison
was not possible and our approach yielded no results. For both risks standard solutions
(i.e. Chainlink network and majority voting) seem to have become dominant in the
DeFi-Space.
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Abstract. In real-world supply chains it is often observed that orders
placed with suppliers tend to fluctuate more than sales to customers
and that this deviation builds up in the upstream direction of the supply
chain. This bullwhip effect arises because local decision-making based on
orders of the immediate customer leads to overreaction. Literature shows
that supply chain wide sharing of order or inventory information can help
to stabilize the system and reduce inventories and stockouts. However,
sharing this information can make a stakeholder vulnerable in other areas
like the bargaining over prices. To overcome this dilemma we propose the
usage of cryptographic methods like secure multiparty computation or
homomorphic encryption to compute and share average order/inventory
levels without leaking of sensitive data of individual actors. Integrating
this information into the stylized beer game supply chain model, we show
that the bullwhip effect is reduced also under this limited information
sharing. Besides presenting results regarding the savings in supply chain
costs achieved, we describe how blockchain technology can be used to
implement such a novel supply chain management system.

Keywords: Supply chain management · Secure multiparty
computation · Homomorphic encryption · Bullwhip effect

1 Introduction

A supply chain (SC) is the entire process from the customer’s order to the
delivery and payment of a product or service. It involves different companies
that collectively manage the flows of materials, information and funds. A key
challenge of supply chain management (SCM) is the tension between the need for
cooperation and the competition for the share of the total surplus. For instance,
an end customer facing entity needs to know the inventory and capacities of
upstream partners in order to be able to check the feasibility of a demand plan via
supply network planning. However, a manufacturer might be reluctant to share
this information, as his customer might demand lower prices when learning that
the inventory has increased, signaling low sales and a weaker bargaining position.
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Thus, often the communication within the SC is reduced to the necessary
minimum, i.e. passing of orders between different stages. However, this limited
information gives rise to the so-called bullwhip effect: small fluctuations in retail
demand cause progressively larger fluctuations in derived demand upstream at
the other SC actors. This is similar to the effect of cracking a whip, where a
small movement of the wrist causes the whip’s wave patterns to amplify [1].

The reason for this phenomenon is that actors have only a partial under-
standing of demand but through their local actions influence the entire chain.
One behavior causing the bullwhip effect is the extrapolation of demand trends
and safety stock adjustment. To give an example, suppose a retailer sells 20
units of a product and keeps one period of demand as safety stock. If a perma-
nent increase in demand occurs, now he sells 30 units. Then, instead of ordering
20 units from the wholesaler, he orders 40 units, 30 units for the newly fore-
casted demand, and 10 units to raise the safety stock to 30 units. Thus, a 50%
increase in customer demand has led to a 100% increase of the derived demand.
If the other actors employ the same policy, wholesaler orders 60 units, distribu-
tor orders 100 and manufacturer 180 units. If the retailer would share his sales
figures, the other actors could separate the inventory adjustment effect and learn
that they only have to increase their safety stocks to 30. However, the retailer
might not be willing to share this data, e.g. fearing that he might not be serviced
when capacities are tight and his suppliers infer that he has enough inventory.

Instead of sharing local data, a SC member might be willing to partici-
pate in the computation of average values if he can keep his local information
private, though. Such methods are available in Secure Multiparty Computation
(SMPC) or Homomorphic Encryption (HE). SMPC [2] provides protocols, where,
by exchanging messages with each other, participants can learn the value of a
function without revealing their inputs and relying on a trustworthy party. In a
simplistic setting, the participants are organized in a ring, and a leader starts
by adding a private random number to his input. Then he passes the result to
his neighbor, who adds his local value to the input and passes the result to his
neighbor. The process continues until the leader is contacted, who then subtracts
his private random number and announces the average value based on the sum
calculated.

HE [3] is an encryption scheme that allows a third party to compute with
encrypted inputs while preserving the features of the function and format of the
encrypted data. For instance, in the additively homomorphic scheme of [4], each
of the stakeholders involved in the information sharing would encrypt their local
value using a public key and send the cipher text to a coordinating entity. This
entity would multiply these inputs and each entity could decrypt the resulting
value using the private key to recover the sum and determine the average value.

Implementing such schemes is costly and should only be considered if they
can significantly reduce the bullwhip effect. To study this question we adapt the
beer game developed by the MIT Sloan School of Management to introduce stu-
dents of SCM to the bullwhip effect [5]. This role-play simulation game simulates
a beer SC using retailer, wholesaler, distributor and brewer, who manage their
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inventories, production and backlogs, and communicate orders with the goal of
minimizing operating cost. We will adapt this setting by incorporating informa-
tion sharing of average orders and inventory levels to infer whether SMPC/HE
should be employed to mitigate the bullwhip effect in a data parsimonious way.

2 Literature Review

[6] has first analyzed the bullwhip effect in the context of systems dynamics.
A seminal work describing the phenomenon is [1], who identify demand signal
processing, rationing game, order batching and price variations as sources of the
bullwhip effect. [7] find that smoother forecasts and shorter lead times decrease
the bullwhip effect. [8] find that inventory information helps upstream chain
members to better anticipate and prepare for fluctuations in inventory needs
downstream. [9] show that order-up-to replenishment policies lead to fluctuations
and develop a decision rule that avoids amplifications.

Coordination of multiple actors in networks is a widely discussed topic in the
literature with different approaches used to solve this problem. As an example,
[10] use a mean field approach to coordinate charging of electric vehicles. In
cases where independent agents need to be coordinated by sharing only limited
information, decentralized techniques, such as the dynamic average consensus,
can be used [11,12]. Another option is to use stochastic models to solve inventory
network control problems, such as the queue clearing algorithm used by [13].

In SCM context, papers derived from the SecureSCM project [14] apply
SMPC to supply network planning via linear programming (LP). They develop
algorithms for solving LPs using a variant of the simplex algorithm and secure
computation with fixed-point rational numbers based on secret sharing [15].
[16] describe a scheme for coordinating decentralized parties that share central
resources but hold private information about their decision problems modeled as
LPs, and [17] develop SMPC protocols for the Joint Economic Lot Size Model.

A number of papers describe ways of implementing information sharing via
blockchains: [18] develop a blockchain architecture for general SC information
sharing based on the codification of contractual relations and receiver-specific
encryption, while [19] describe a shared ledger for a particular SC through which
all relevant information is broadcasted. [20] enhance this design by adding a
reputation system for tracking the truthfulness of the information sharing of a
stakeholder and by considering these inputs when determining the validators in
a PoA consensus mechanism.

In the case of HE, a permissioned blockchain operated by the SC members
can execute a smart contract that collects the encrypted local values, performs
the computation of the encrypted sum, checks whether all participants in the
computation have taken part in the protocol and stores the decrypted average as
common knowledge. Similarly, as described in [21], blockchain can be employed
to enhance the efficiency and fairness of SMPC.
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3 Modelling Approach

In our approach, we consider a SC consisting of several actors that are partici-
pating on a production and delivery of a product to the final customer. Although
usually the bullwhip effect is modelled using two (see, e.g., [9,22]) or four actors
(see, e.g., [8]), we present a SC containing six actors in order to be able to cal-
culate averages and analyze the effect of proposed policies. Our SC starts with
a retailer, who receives orders from the customer and is supplied by the distrib-
utor. The distributor receives goods from the manufacturer and the rest of the
SC consists of three levels of suppliers: Tier 1, Tier 2 and Tier 3 suppliers, who
deliver parts needed for the production. SC actors and the flows between them
are shown in Fig. 1. Whereas the retailer receives exact demand from the final
customer, all other actors only have the information about the orders from their
direct predecessor in the SC which they need to fulfil. The information about
orders on other stages or about the customer demand is not shared.

Fig. 1. Supply chain actors and flows between them

3.1 Basic Model

In the basic scenario, we assume that there is no information sharing and there-
fore only the orders of the predecessor are visible for each actor. Each SC actor
uses the order-up-to inventory model, in which the following sequence of actions
is observed in every ordering period: (1) at the beginning, a new order is placed,
afterwards (2) the goods ordered in previous periods are received, (3) the demand
is observed and satisfied, and (4) the end period inventory is counted. Similar
to [23], the order quantity Ot in period t for each actor is calculated as:

Ot = St − St−1 + Dt−1 (1)

for the retailer and

Ot = St − St−1 + Qt−1 (2)

for all other stages, where St denotes the order-up-to level in period t and
Dt−1/Qt−1 represents the demand of the customer in case of the retailer or the
quantity ordered by the predecessor from the last period for all the other stages.
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The ordered quantities are delivered after a certain delivery time consisting of
L periods. In order to cover the demand between the point when the order is
placed and the moment when the goods are delivered, the respective order-up-to
level should be chosen so that L + 1 periods are covered [22], therefore,

St = (L + 1) ∗ D̂t (3)

for the retailer and

St = (L + 1) ∗ Q̂t (4)

for all other stages, where D̂t/Q̂t is the expected customer’s demand for the
retailer or the expected order quantity from the predecessor for all the other
stages. We consider two models for forecasting the expected demand/order
quantity. Firstly, we use the moving average method [23], where the expected
demand/order quantity is calculated as the average of observed values over the
last n periods:

D̂t =
1
n

n∑

i=1

Dt−i (5)

Q̂t =
1
n

n∑

i=1

Qt−i (6)

Alternatively, the expected demand/order quantity of the predecessor can
be calculated using the simple exponential smoothing model [9] with smoothing
parameter α (values between 0 and 1) where

D̂t = α ∗ Dt−1 + (1 − α) ∗ D̂t−1 (7)

Q̂t = α ∗ Qt−1 + (1 − α) ∗ Q̂t−1 (8)

The inventory level is adjusted based on the received goods and the goods
shipped to the preceeding stage. Unfulfilled demands/orders are considered as
backlogs and will be fulfilled in the next period when sufficient goods are avail-
able. We also accept negative orders which represent returns of goods [24].

To summarize the logic of the model, each actor only receives information
about the orders of its direct predecessor, which is the basis for calculating the
expected demand/order quantity. Based on the expected demand/order, the new
order-up-to level is calculated, which is together with the previous order-up-to
level and the current order of the predecessor relevant for deciding about the
order quantity in the current period that is then given to the next actor in the
chain as input for his decision about the order-up-to level and the order quantity.

3.2 Considered Policies

In order to investigate the possibilities of using SMPC/HE in this setting, we
extend the demand/order signal received by each actor by additional information
about the orders of other preceeding SC actors. For this, we consider two policies
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that might help to mitigate the bullwhip effect: Firstly, we adjust the expected
demand by the changes in the average SC inventory and, secondly, we combine
the expected demand with the average order quantities in the SC. In this way,
each SC stage receives additional information about changes in the demand that
might be already present in the preceeding stages, but, in the basic case, they
would be observed at the given stage only later due to the delays caused by
delivery times. In this context, it is necessary to point out that we assume that
all parties are acting honestly according to the assumptions of the model so that
correct signal about the average order quantity is received by each SC actor.

Policy 1 - Average Inventory Changes: In this case, we extend the average
expected demand/order quantity used for the calculation of St by the informa-
tion about the changes in the average inventory level of all predecessors in the
SC. Since the actors are usually reluctant to share the exact information, we
use SMPC/HE to build an average inventory level at the end of each period.
As there are at least two values needed to build an average, this policy is only
applied to the manufacturer and suppliers. Therefore, the sum of inventory levels
of retailer and distributor divided by two is reported as the average inventory Īt

in period t to the manufacturer, Tier 1 supplier gets the inventory information
based on the inventory levels of retailer, distributor and manufacturer and this
continues up to Tier 3 supplier, who receives inventory information as the aver-
age of inventory levels of all five predecessors. Then the expected order quantity
and the inventory level are combined in the following way:

ÛQt = β ∗ Q̂t + (1 − β) ∗ (Īt−1 − Īt−2) (9)

where ÛQt is the updated expected order quantity that replaces Q̂t in Eq. 4 and
β is a smoothing factor with values between 0 and 1. We decided to use the
changes in inventory level instead of the inventory level itself since the inventory
level might be much higher than the relevant demand or orders.

Policy 2 - Average Orders: This policy is very similar to the previous one, but
the difference of inventory levels is replaced by average orders of all predecessors.
We again start with the manufacturer, who has direct access to the orders of the
distributor, but does not know what the real demand of the customer and the
order of the retailer were. Therefore these two values are again summed together
and divided by two to build the average order quantity Q̄t in period t. Tier 1
supplier receives the average of the order values from the customer, distributor
and manufacturer and this again continues up to Tier 3 supplier who receives the
exact order of Tier 2 supplier and the average orders based on all five previous
SC stages. The updated expected order quantity is therefore calculated as

ÛQt = β ∗ Q̂t + (1 − β) ∗ (Q̄t−1) (10)
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3.3 Model Implementation

The SC is built in form of a simulation model which allows to easily compare
different demand patterns. Since each actor makes decisions independently based
on the inputs coming from its predecessor (order quantity) as well as its successor
(received goods), we chose to model each SC stage as an own agent in an agent-
based simulation approach [25].

The model was created using Anylogic 7.2.0 University [26]. This simulation
software allows to build agent-based models as well as to define different scenarios
and experiments and to build graphs and export the results. Each actor is defined
as an agent that follows its own logic, which is illustrated in Fig. 2 that shows
the behavior of manufacturer in form of statecharts and transitions.

Fig. 2. Behaviour of manufacturer in Anylogic

As it can be observed, the manufacturer starts with creating an order that
is then sent to Tier 1 supplier. Afterwards he waits for the delivery of goods
ordered L periods before and together with receiving the goods from the sup-
plier he also sends the goods to the distributor. At the end, he observes the
demand from the distributor and updates the inventory level. The transitions
are triggered by messages sent between the different agents. In addition to that,
various parameters showing initial values for, e.g., inventory or average demand,
can be defined. Moreover, multiple variables recording the values for, e.g., inven-
tory level, received and shipped goods, demand, backlogs etc. were defined to
be able to observe differences between models. The performance of the models
is based on total SC costs which consist of inventory costs for each unit left in
inventory and penalty costs for each unit of backlogs at the end of each period.

4 Case Study and Results

The case study used for the analysis of the proposed policies is based on the
popular “beer game”, described by e.g. [5]. In the original version of this game,
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each player represents one actor, including retailer, wholesaler, distributor and
manufacturer. The retailer observes demand from the customer and orders goods
from the wholesaler, who only receives the order information from the retailer
and orders from the distributor without knowing the real demand of the cus-
tomer. The delivery of the goods is delayed due to the time needed to prepare
and ship the order. This works similar for the other stages. Due to the delays
and missing information sharing, a small change in the demand of the customer
creates the bullwhip effect within the whole SC.

In our case we use the initial data from [5]: we start with initial inventory of
12 units and planned deliveries of 4 units at each SC stage. The demand in the
first periods is constant and amounts to 4 units. Based on the order-up-to model
presented in Sect. 3.1, the order quantity is also stabilized in the first periods
at 4 units. Delivery time L is 2 periods, inventory costs are 0.50 EUR/unit per
period and penalty costs are 1 EUR/unit per period at each stage. We run the
model for 50 periods and observe the total costs at the end of this time horizon.

After stabilizing the system in the first five periods, customer’s demand
increases to 8 units starting with period 6 and stays the same until the end of the
game. This change in demand causes high fluctuations in orders and inventory
levels on the different SC stages. This is illustrated in Fig. 3, where the inventory
levels of all stages are shown when the basic model with moving average method
from Eqs. 5 and 6 with n = 5 is used. As Fig. 3 shows, the inventories react with
a slow decrease followed by a sharp increase and another sharp decrease. At the
end there are some minor fluctuations until the inventory stabilizes after ca. 30
periods. The total costs after 50 periods are 3,984.5 EUR.

Fig. 3. Inventory levels for basic model with moving average (n = 5)

In comparison to that, if the basic model is combined with, e.g., Policy 2
(Average orders) with β = 0.5, the picture substantially changes, as it is shown
in Fig. 4. Due to the additional information used, the fluctuations are flattened
and the resulting total costs decrease by 33% to 2,661.5 EUR.

However, the flattening of the curves is not always the case, as our initial
results for the two applied policies show. Especially in case of Policy 1 (see
Table 1) the inclusion of the inventory differences does not help, but has a rather
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Fig. 4. Inventory levels for basic model with moving average (n = 5) combined with
Policy 2 where β = 0.5

negative effect - due to the fact that the fluctuations of the inventories are very
high, they even amplify their effect on the average expected demand/orders and
therefore the resulting total costs are soaring. Only in cases where β is high and,
thus, the inventories have a very low weight in the calculation, it might have
positive impact on the total costs for some of the instances.

Table 1. Comparison of total costs for Policy 1

Basic model with Basic total

costs

Policy 1 - total costs and change with

β = 0.1 Change β = 0.5 Change β = 0.9 Change

Moving average n = 3 14,166.5 3.4e7 2.3e5% 2.6e5 1,700% 341,391 2,310%

Moving average n = 5 3,984.5 2.3e7 5.9e5% 10,211 156% 3,915 −2%

Exp. smoothing α = 0.1 2,417.5 3.3e7 1.4e6% 33,485.5 1,285% 1,684.5 −30%

Exp. smoothing α = 0.5 6,796 6.9e7 1.0e6% 3.6e8 5.3e6% 955,144.5 13,954%

Exp. smoothing α = 0.9 192,425 4.1e8 2.1e5% 1.7e12 8.8e8% 3.5e11 1.8e8%

A completely different picture can be seen in case of Policy 2 in Table 2. Here
the total costs are improved for 4 of the 5 considered models, with improvements
ranging between 17% and 99%. These high savings can be achieved by consider-
ing the average orders in SC which offer an additional signal about the changes
that might be happening at the preceeding stages. The reason why the costs are
slightly higher in case of the exponential smoothing model with α = 0.1 might
be that due to the low α-value a lot of demand smoothing already happens in
the basic model and the average orders do not bring much additional value.
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Table 2. Comparison of total costs for Policy 2

Basic model with Basic total

costs

Policy 2 - total costs and change with

β = 0.1 Change β = 0.5 Change β = 0.9 Change

Moving average n = 3 14,166.5 2,634.5 −81% 3,291 −77% 10,500.5 −26%

Moving average n = 5 3,984.5 2,618 −34% 2,661.5 −33% 3,326.5 −17%

Exp. smoothing α = 0.1 2,417.5 2,526.5 5% 2,529.5 5% 2,484.5 3%

Exp. smoothing α = 0.5 6,796 2,625.5 −61% 2,832 −58% 5,017.5 −26%

Exp. smoothing α = 0.9 192,425 2,691.5 −99% 25,533 −87% 140,919.5 −27%

When looking at the changes in costs between the basic case and Policy 2,
it can be seen that including the additional information significantly reduces
the penalty costs at all stages. For Policy 2 with β-factors 0.1 and 0.5, penalty
costs are reduced by 90–100%, whereas in case of β = 0.9 the reductions are
lower, but still significant, ranging between 27% and 52%. This results from the
fact that the upstream SC actors can observe the increasing average demand in
the downstream stages and prepare earlier for the increasing order quantities.
Once the higher order is placed by the predecessor, there is already sufficient
inventory available to satisfy that order and, thus, backlogs are eliminated. As a
consequence, inventory costs at the downstream stages, especially for the retailer,
distributor, manufacturer and Tier 1 supplier, are slightly increasing, on average
by 4–18%. However, this increase is overcompensated by the savings in penalty
costs and therefore every SC actor can reduce its overall costs, as illustrated
in Table 3. Here the average savings in total costs over all demand forecasting
models for each actor are shown if Policy 2 is employed. The highest savings
are achieved by the Tier 2 and Tier 3 suppliers, who also had the highest total
costs, and then by the retailer, who now has sufficient inventory and can therefore
better serve customers. Relative savings of the actors in the middle of the SC are
slightly lower, but still significant. However, the presented results only represent
first investigations of the model and policies and therefore more detailed analysis
about the influence of the different factors will be needed in the future.

Table 3. Average costs savings for each SC actor for Policy 2

Policy 2 with Average total cost change over all demand forecasting models for

Retailer Distributor Manufacturer Tier 1 sup. Tier 2 sup. Tier 3 sup.

β = 0.1 −52.35% −46.73% −46.89% −51.29% −56.81% −61.16%

β = 0.5 −49.81% −44.28% −43.87% −47.12% −51.84% −55.54%

β = 0.9 −41.61% −36.67% −37.09% −39.87% −43.98% −46.41%
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5 Conclusion

Sharing information between the different SC actors is important to avoid fluc-
tuations in inventory levels defined as bullwhip effect. However, practice shows
that the actors are reluctant to share any additional information due to vari-
ous reasons and, therefore, only the minimum necessary information is shared.
In order to contribute to the solution of this problem, we proposed to avoid
direct information sharing and only calculate average values for inventory or
orders using SMPC/HE techniques. As our first results show, this method might
have some potential in mitigating the bullwhip effect, but further investigations
regarding the best policies are necessary. Moreover, extensions of the model
to more complex supply chain networks as well as investigations of additional
demand models and scenarios are necessary to increase the robustness of the
results. These points should be tackled in further research.
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Abstract. Finding the right balance between effective cross-border
exchange of tax information and limiting tax authorities access to sen-
sitive data of foreign taxpayers is among the key issues for international
tax policy. The legal protection of private and commercially sensitive
information, as well as the need to demonstrate that data is foreseeably
relevant before requesting it are amongst the main backstops to having
a symmetrical data flow between purely domestic and cross-border tax
information. Our paper suggests a technological solution that strikes a
balance between privacy and cross-border transparency. All taxpayers
involved in a cross-border transaction need to report the transactional
data to their domestic tax authorities. The tax authorities transform the
standardized transactional data with a hashing algorithm and upload the
resulting hash to a shared, permissioned blockchain platform. If both
parties to a transaction reported it to their domestic authorities, two
identical hashes would appear on the blockchain, raising no concern. If
one of the parties fails to report, only one hash would appear, demon-
strating non-reporting on one side of the border. This would give suf-
ficient grounds to consider that the sensitive information underpinning
the transaction is foreseeably relevant for establishing tax liability lead-
ing to traditional exchange of information between the authorities. Based
on this, a failure to report would be detected both for income and VAT
purposes thereby substantially reducing the possibility for tax evasion.

Keywords: Tax policy · Tax law · VAT · Tax evasion · DLT ·
Blockchain · Cryptoeconomics · Exchange of information

1 Introduction

Contemporary tax systems rely predominantly on self-declaration for establish-
ing tax liability. Hence, the accurate assessment of taxes depends upon the ability
of tax authorities to verify whether the information declared by taxpayers corre-
sponds to reality. When the tax authorities lack this ability - e.g. because they
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have no access to accurate and timely information - there is a significant margin
for tax fraud caused either by misreporting altogether or by the time gap between
the event and its discovery. Generally, tax audits are performed by matching the
information available in the tax accounting of a given taxpayer with the one
available from other parties that have had dealings with this taxpayer, as well
as against the available assets such as cash or stock. Hence, efficient auditing
requires that tax authorities have access to transactional and financial data held
by third parties. In this way, what has been declared by the audited party can
be cross-checked. In a domestic context, gaining access to information held by
third parties is relatively straightforward as everyone involved falls under the
jurisdiction of one country (that can generally enforce its laws domestically to
all private parties). In a cross-border context on the other hand, establishing
effective exchange of tax information (EoI) between countries is imperative. Yet,
cross-border EoI still significantly lags behind what is available domestically.
There are two reasons for this: the limited amount of information that is auto-
matically exchanged and the prohibition of so-called ‘fishing expeditions’ - i.e. a
generalized request by a country for information that might have some relevance
for establishing tax liability on its territory without first demonstrating any
foreseeable relevance of the information. These limitations are enhanced in an
analogue world due to the administrative burden that automatic EoI entails for
tax administration (in terms of processing the information and in terms of gath-
ering it for the purposes of sharing) and the privacy of taxpayers, which should
not be subject to a generalized interference in their personal sphere without any
preexisting foreseeable relevance of the information that is being exchanged for
establishing their tax liability. Thus, the question that arises is how to make the
international exchange of tax information more efficient as regards cross-border
transactional data whilst simultaneously ensuring privacy, compliance with EoI
standards and keeping the administrative burden low.

2 Aim and Concept

The goal of this paper is to suggest a technological solution to that question.
This solution should have the following features: 1) deployable on a large scale,
encompassing all taxpayers engaged in cross-border B2B activity; 2) preserve the
privacy of taxpayers while being able to red-flag instances which need further
inquiry; 3) allow for (near) real time data flow and; 4) be capable of automation
and integration with existing processes. In an oversimplification, existing busi-
ness systems for e-invoicing allow for issuance of electronic invoices in a stan-
dardized, structured format that is automatically incorporated in the seller and
buyer’s accounting systems. Some tax authorities create a framework enabling
them access to the information flowing on e-invoicing systems for the reason of
receiving real time transactional data that they can later match with what is
being reported by the taxpayers (or possibly even fully automate the tax compli-
ance process). While such systems function well for purely domestic situations
(where both the buyer and the seller are domestic entities), they do not in cross-
border contexts due to the aforementioned limitations of existing EoI solutions,
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taxpayers’ right to privacy, and the lack of interoperability between the different
domestic systems. We therefore suggest an alternative system for cross-border
reporting of transactions. This system is based upon the idea of ‘same utility of
the information flow, without the actual information flow’. It requires the estab-
lishment of a platform standardizing the data on transactions, independent of
the natural language used at the domestic level. Such standardized information
is then transmitted to the tax authorities of each party to the transaction (both
by the buyer and the seller to their respective tax authorities). At the level
of the tax authorities, the standardized information is hashed, with the hash
being uploaded on a permissioned blockchain system run by participating tax
authorities. If both parties to the transaction duly reported it domestically, two
identical hashes would appear on the blockchain system. If one of the parties
failed to report or reported different information, the system would red-flag that
only one hash is uploaded and further investigation would be needed. It should
be noted that establishing an e-invoicing system prior to the implementation of
this solution is desirable, but not necessary as the system concerns only B2G
communication, thereby not preventing the B2B utilization of paper invoices.

2.1 State of Existing EOI System

Contemporary international EoI systems are predominantly based on the frame-
work established by the OECD under the Global Forum on Transparency and
Exchange of Information for Tax Purposes and a network of international agree-
ment that is in force between the different jurisdictions around the globe.1 How-
ever, as work on the global level relies on a complicated interrelationship between
soft law (non-binding) instruments issued by international standardizing bodies
such as the OECD and their implementation in hard law (binding) instruments
agreed upon by countries, we focus on one of the most developed systems for
cross-border cooperation that is coordinated by hard law uniform rules, namely
that which is established within the European Union (EU). If our findings regard-
ing the deficiencies stand in an EU context, they would be a fortiori valid for the
other existing forms of international EoI coordination. The main legal instrument
that governs the rules on EoI in an EU context is the Directive on Administra-
tive Cooperation (DAC) [6]. The system for cooperation established under DAC
contains three main forms of exchange of information: EoI on request, [6, Sect. 1]
automatic EoI, [6, Sect. 2] and spontaneous EoI [6, Sect. 3]. EoI on request relates
to the tax authorities of one Member State exchanging tax information that they
have in their possession or should collect upon the request of the tax author-
ities of another Member State. Automatic EoI concerns an exhaustive list of
tax relevant information that is exchanged on regular intervals between the tax
authorities of Member States. Finally, spontaneous EoI concerns the sharing of
information between tax authorities that is considered relevant for the assess-
ment of tax liability in another Member State. However, there are key limitations
underpinning the intra-EU EoI legal framework. The first is the requirement

1 See oecd.org/tax/transparency/.

https://www.oecd.org/tax/transparency/
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established under Art. 1(1) DAC that information exchanged must be already
“foreseeably relevant” for the establishment of tax liability at the moment of
exchange. Thus, there must be already a reasonable suspicion that the infor-
mation might be relevant for the assessment of the tax liability of a particular
taxpayer, excluding therefore generalized inquiries. Hence, “Member States are
not at liberty to engage in ‘fishing expeditions’ or to request information that is
unlikely to be relevant to the tax affairs of a given taxpayer” [3]. A request would
not lack foreseeable relevance “inasmuch as it concerns contracts, invoices and
payments that were concluded or carried out, during the period covered by the
investigation, by the person holding the information concerning those contracts,
invoices and payments, and that are connected with the taxpayer concerned by
that investigation” [4]. A similar standard exists under the framework estab-
lished by the OECD [13, Article 26(1)]. An exception to this rule is the systemic
exchange of predefined information under the rules of automatic EoI. This pre-
defined information is irrebuttably presumed to be foreseeably relevant but is
limited to a specific set of circumstances thereby preventing generalized cross-
border data flows of unlimited taxpayers’ information. Automatic EoI covers, for
instance, employment income and financial accounts of non-residents but is far
from including all cross-border activities that likely impact the tax position of
taxpayers. Moreover, the intervals in which information is currently exchanged
vary from a year to several months, bringing about substantial time lag before
information is available. Hence, the system for EoI proposed in this paper does
not substitute but rather complements the system of automatic EoI. It allows
for encompassing all cross-border activities but provides for actual exchange of
taxpayers’ information only when a transaction is red-flagged by the system.

Data Protection Standards. Certain data protection standards must be fol-
lowed by all jurisdictions taking part in the Convention on Mutual Administra-
tive Assistance in Tax Matters,2 a joint initiative by the OECD and the Council
of Europe since 1988 and amended in 2010, which prohibits arbitrary or unlaw-
ful interference in the privacy of an individual [11]. When applying the mutual
assistance framework, there must be a balance between exchanging information
and protecting the confidentiality of personal data. Articles 21 and 22 of the
Multilateral Convention on Mutual Administrative Assistance in Tax Matters
state that the jurisdiction receiving the information [14]:

– must maintain the confidentiality and protection of the data;
– is limited on how to use the information and only allowed to disclose it to

persons or authorities “concerned to the assessment, collection or recovery of,
the enforcement or prosecution in respect of, or the determination of appeals
in relation to, taxes of that Party, or the oversight of the above”;

– is required to seek authorization of the supplying state for onward transfer of
the data to a third state.

2 Convention on Mutual Administrative Assistance in Tax Matters - OECD.
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The EU data protection framework goes even further in protecting the process-
ing of personal data and the free movement of such data (due to the DAC on
administrative cooperation in the field of taxation and the General Data Pro-
tection Regulation, GDPR) [8]. Under the GDPR, authorities must have the
ability to modify or delete data to comply with legal requirements, since indi-
viduals have the right to demand that their personal data is rectified or deleted
(‘right to be forgotten’) under certain circumstances [8, Chap. 3]. In addition,
individuals have the right to obtain confirmation as to whether or not his/her
personal data are being processed. Where that is the case, access to the personal
data is ensured [8, Article 15]. Furthermore, authorities must adhere to data
minimisation to limit the quantity of private information being held.

2.2 State of the Distributed Ledger Technology

This proposal makes use of Distributed Ledger Technology (DLT), which caught
public attention with its implementation in Bitcoin [12], a public permission-
less blockchain facilitating the exchange of value in the form of cryptocurrency.
DLT enables users to share, use, and agree upon a common set of information
without the need of a trusted party or intermediary. At its core, DLT provides
the technical capability for maintaining a decentralized, time-stamped database.
This characteristic means its applications extend beyond just cryptocurrency.
There are two main subcategories of blockchains, a specific application of DLT,
relevant to our discussion: public and permissioned. Public blockchains allow
anyone to read and store all transactions as well as participate in building new
blocks, a bundle of transactions recorded on a distributed ledger and sequentially
linked through timestamps. While public blockchains exhibit strong resilience
and immutability for already settled transactions, they do come with significant
overhead of coordinating new changes among an unknown set of participants.
This is known as consensus, and in the current most popular public blockchains
(Bitcoin, Ethereum) is handled through a process called Proof-of-Work (POW)
[2]. Permissioned blockchains on the other hand require coordination only among
their trusted and known participants, reducing overhead and energy expenditure
dramatically but at the expense of resilience and immutability. In this proposal,
we employ a permissioned blockchain used for storing real-time transaction data
for the purpose of tax compliance. While this is not the first proposal of its
kind, [9] this is the first concept that reflects a comprehensive system capable
of simultaneous direct and indirect tax compliance. In practice, this entails the
sharing of information cross-border on a need-to-know basis and makes existing
methods of VAT fraud essentially impossible.

Hashing. Initially developed as a technique to efficiently search and val-
idate data, hashes are now essential in many modern applications such as
cloud services, data structures, and password verification, among others [15].
In blockchain applications, such as Bitcoin, hashing is used to easily identify
transaction and ledger legitimacy. Without hashing, the censorship-resistance
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of public blockchains would not be possible. Hashing algorithms have favor-
able qualities for our application. Cryptographic hash functions accept any data
of arbitrary length as input (in our case basic information extracted from an
invoice) and efficiently produce a fixed length output (called a “hash”) in a pro-
cess that is infeasible to reverse. No information can be gained from the hash
without having the original data used as input (i.e., it is not possible to obtain
the original information when starting from the hash). The same input data
always produces the same output hash. Any change to the input (invoice infor-
mation) results in a drastically different output. Any two parties (in our case
tax authorities) can extract a pre-defined part of the information contained in
an invoice and use a hashing algorithm to yield an identical hash, without any
coordination or data exchange. This allows for the exchange of hashes without
privacy concerns. Exchanging hashes instead of actual invoice data enables effi-
cient and secure matching of transactions by those who already have the original
data, without revealing any private information.

3 Implementation of Blockchain in the EOI System
(POC)

We propose a basic system, which on a higher level can be functionally sepa-
rated into two subsystems. The first is accessed and used separately by each tax
authority and deals with the operations for receiving invoices and transform-
ing them to hashes, all happening on the tax authority’s servers. The second is
shared equally between all tax authorities and serves as our distributed ledger
for red-flagging unreported tax transactions. Our focus in this paper lies on the
shared system, but the first system is included to show the basic functionality
and potential improvement on current cross-border tax reporting. This proposal
could be extended with larger scope, various complexities and technical creativ-
ity. We want to show that even a highly simplified and permissioned blockchain
can offer clear benefits for the described use-case.

3.1 Processing Invoices

To better explain the system, we will follow a standard process where invoices
are either matched, without sharing any private information, or red-flagged,
where only the information relevant to this exact invoice is shared, avoiding
fishing expeditions. Our proposal makes use of the SHA-3 family of hashing
algorithms [7]. However, practically any hashing algorithm considered secure
and efficient should be usable for implementations. Note that while we describe
participants following these processes, everything we describe can be automated
and does not introduce any significant additional work to tax authorities. An
Austrian company (Aco) sells goods to a French company (Bco) for EUR 1000.
Aco issues an invoice3 containing a set of pre-determined information which

3 In an optimal case, this is a standardized e-invoice.
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they send to the domestic tax authority in Austria and to the buyer in France.
Bco incorporates the invoice in its accounts and also transmits it to the French
tax authority. At this point, both the tax authorities in Austria and France
have possession over an invoice describing the same purchase of goods, including
identical details on the buyer, seller and invoice number. The full invoice is
stored by the tax authorities independently, who separate the relevant data
from the invoice. Following a standardized process, this data is used as input for
the hashing algorithm, resulting in a hash. Both tax authorities, if following the
process correctly, arrive at the exact same hash. Then, the Austrian tax authority
adds to their hash an identifier for France, while the French tax authority adds an
identifier for Austria. Both tax authorities then each propose this appended hash
to the blockchain. The same hash will now appear twice on the blockchain - once
submitted by Austria, with a French identifier, and once submitted by France,
with an Austrian identifier. If both hashes appear, each side knows that the same
invoice was reported in the respective other country too. If the hash appears only
once, either only one company reported the invoice or an error in the process
led to a different hash (in which case two lone hashes should appear). Each tax
authority can actively scan for hashes with their country identifier. Unmatched
hashes are red-flagged and investigated further by requesting more information
on the specific invoice that resulted in the lone hash. Each tax authority submits
the country identifiable hashes to the shared ledger, in a process described further
below. As each tax authority only submits hashes of invoices that they received
from companies in their own jurisdiction, and signs them with their private
key, the submissions can be tracked to both concerned countries, even though
no actual invoice information was disclosed. The only information available to
all parties in the system is that a transaction occurred between two countries.
No information about the companies, the amounts, the types of goods or any
other private information can be extracted from this hash. This allows every tax
authority to efficiently verify whether any transactions need red-flagging and
further EoI. The only requirement is that at least one of the countries received
an invoice to create the published hash, in which case at least one country has the
details to exchange. Naturally, therefore, if both the payor and the payee do not
report a transaction to their local tax authorities, the system is of no use. Thus,
it cannot detect income tax evasion stemming from the fact that both parties
to the transaction are parts of the informal economy. However, for example,
VAT fraud is generally dependent on at least one of the parties reporting the
transaction so that a VAT refund can be claimed.

Necessary Data. While electronic invoices today are not yet standardized on
a worldwide scale, most economic blocks have some form of standardization.
These standards usually include information such as machine-readable unique
invoice numbers, unique identifiers for each respective party, timestamps, but
also natural language descriptions of goods and services, names and addresses
for the respective parties, and more [5, Articles 217-240]. For the purpose of our
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proposed system, only minimal data should enter the system. From an invoice we
can easily extract the machine readable invoice ID number, seller ID number and
buyer ID number. This information does not differ depending on who extracts
this information, as natural language might. This minimum set of information
is the only input to the hashing function, ensuring that each hash is unique to
each transaction, while also limiting potential for errors and privacy breaches.
This also results in transactions looking quite different from regular blockchain
transactions. Since there is no exchange of value, a transaction consists only of
the country identifier and the respective hash. Since tax authorities construct
blocks only with transactions they themselves created, they only need to sign the
full block instead of every transaction separately. The full information, stored
separately by the individual tax authorities, will only be used in case there is a
specific request for EoI and for specific dispute resolution, which avoids fishing
expeditions.

Permissioned Setup. While a public blockchain network would bring higher
censorship resistance and immutability, these characteristics are not strictly nec-
essary for the purpose of this system. Instead, a permissioned network allows for
tighter access control, strongly increased scalability, reduced complexity, fewer
privacy concerns and very limited energy expenditure. As only the tax authorities
have access, no outside user sees any data exchanged, nor would they gain any
meaningful information from the hashes exchanged. The tax authorities share
and co-own the infrastructure on equal footing. For this basic system, we pro-
pose a simple Proof-of-Authority (PoA) consensus mechanism, where all changes
are submitted by trusted entities, known generally as “authority nodes”. They
share responsibility and duties and operate on a “one entity one vote” basis.
Tax authorities are selected in a round-robin format to propose a new block.
The chosen tax authority picks a set of transactions from its own storage, con-
structs a block according to a predefined format and proposes it to the other tax
authorities. All tax authorities will then vote on the finalization of the proposed
block4. As soon as a block is accepted by a majority of the tax authorities, all tax
authorities store this block as an update to the ledger, which finalizes all trans-
actions contained within the block. Then, a new round begins and the next tax
authority is selected to create a block from their collection of transactions. If the
block is not accepted, no new block is added to the ledger. A new tax authority
is then selected by the PoA mechanism to propose a block. The proposing tax
authority will have a new chance to construct a valid block in the next round.
This simple model allows for high efficiency, gives tax authorities equal power,
and requires neither transaction fees nor high energy expenditure.

4 As mentioned before, these processes are automated to the point where “voting”
means that software validates the proposed entries against a set of rules.
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3.2 Implications of Blockchain in the EOI System

As explained above, the current EOI system could be improved in a cross-border
scenario by increasing the speed of processing and sharing information between
authorities, reducing the administrative burden to fulfill the mutual assistance
obligations, and shortening (or even eliminating) the time-lag in which the infor-
mation is exchanged, also taking into account the limitations imposed by data
protection regulations. An illustration of how the inefficiencies in EoI facilitates
tax fraud is evident in the EU VAT system, which is vulnerable to sophisticated
and systematic fraud schemes, resulting in a significant gap in collection for EU
Member States (around EUR 140bln in 2018) [10]. A key issue is that the right to
deduct input VAT is, generally, detached from reporting or actual VAT payment
by the supplier to the tax authorities, and intra-Community supplies are zero
rated. This is the basis for carousel fraud, illustrated in Fig. 2 in the appendix.
The carousel fraud constitutes a B2B circular-based scheme involving at least
3 parties - in our example below Aco, Bco and Cco. Aco is located in Austria,
while Bco and Cco are in France. Aco sells products to Bco and charges 0%
VAT as this constitutes an intra-Community supply of goods.5Bco then sells the
products to Cco, which is considered a domestic supply and VAT applies. Bco
does not remit this VAT to the tax authorities of France, but Cco, who sells
the products back to Aco, files a claim for refund of VAT invoiced to it by Bco.
Cco itself incurs no VAT liability as the intra-Community supply is with a VAT
zero-rate. As a result Cco receives a VAT refund in France without VAT ever
being paid in the country. The goods start and end at the same trader (Aco) and
usually no actual delivery of goods takes place (only a paper trail is created) [1].
Also usually, there would be a number of other entities in France that are inter-
posed between Bco and Cco creating a buffer and diversion between the failure
to pay VAT (Bco) and the VAT refund (Cco). By the time the information is
received and processed, all companies involved are left with little or no assets,
making it difficult for authorities to collect any VAT due.

The solution that we propose in this paper reduces greatly the possibility
to engage in VAT fraud as the one described above. If Aco, Bco and Cco have
to all report the transactions to the authorities, then at the moment when Cco
claims a refund, it would be visible that the ‘missing trader’ Bco failed to report
the intra-Community transaction related to acquiring the goods (Aco-Bco) or
that there is VAT that it still owes under the domestic transaction (Bco-Cco).
A further layer of sophistication would require that the system is capable of
matching not only the reporting of invoices but also give information whether
the respective VAT under these invoices is paid to the tax authorities. In case
the amount due does not correspond to the amount paid, the system can red-
flag the given transaction as suspicious and require further investigation before a
corresponding VAT deduction is granted. In the context of corporate or personal
income tax, cross-border tax underreporting is relatively straightforward. Aco is
an Austrian company (could also be an individual) that provides services to Bco,
5 However, this is not an exempted transaction and therefore Aco is entitled to receive

a refund on its own input VAT.
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tax resident in France (see Fig. 3 in the appendix). The corresponding payment
constitutes a taxable income for Aco and a deductible expense for Bco. If the
transaction was purely domestic, a failure to report the income on the side of
Aco could be caught when auditing the books of Aco and Bco and seeing that
the tax deduction of Bco leads to no corresponding inclusion of income in Aco.
However, in a cross-border transaction, unless suspicion arises in Austria and a
reasonable ground for asking for information exchange with France is established,
the Austrian authorities would have no way of finding out that their resident
taxpayer generated taxable income.

The solution that we are proposing would make such failure to report cross-
border income by Aco easily discoverable. It would highlight all instances when
Bco reports the transaction (and it has the incentive to do so, since only in
this way it could deduct the expense from its tax base). Hence, in such instances
France and Austria would be notified that a transaction between these two coun-
tries has occured while it was reported only in France.

4 Conclusion

Our proposal improves on EoI efficiency without increasing administrative bur-
den at the institutional level by retaining the same authorities as are characteris-
tic of contemporary systems. Our solution can be adapted to various jurisdictions
by standardizing the set of information extracted from invoices. It makes both
failure to report cross-border transactions for VAT and income tax purposes eas-
ily discoverable. Additionally, new members can always be onboarded through
rights management, extending the set of authority nodes. To comply with privacy
obligations, authorities must have the ability to modify or delete the collected
data. While public blockchains are considered immutable, our proposal does not
suffer the same hindrance as authorities can vote to make modifications to the
ledger. Given the nature of participants in this EoI scheme, censorship is not
a concern, as each tax authority has an incentive to match their hashes, which
requires the other tax authorities to submit their hashes too. The benefits of
reduced overhead and simplified consensus outweigh threats to resilience and
immutability. This also enables further internal conflict resolution and adheres
to privacy principles. Moreover, the limited information necessary to store results
in limited overhead and easily manageable processes, while complying with legal
requirements.
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Appendix

(See Fig. 1)

Fig. 1. Overview of the system

Fig. 2. VAT fraud

Fig. 3. Income Tax
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Abstract. In our data-driven world, the secure storage of information
becomes more and more important. Digital data is especially affected by
this topic, as digital records can be simply manipulated in the absence
of special securing mechanisms. Hence, for digital archives, a verifiable
mechanism to guarantee data integrity is of great importance. While it
must be able to rule out manipulation, in many scenarios data updates
are desirable. In this case, the version history of data must be traceable.
In this paper, we propose an approach based on blockchains and Merkle
Trees that fulfills both criteria: It provides a verifier with a proof of data
integrity while allowing traceability of changes in the stored data.

Keywords: Digital archives · Blockchain · Integrity · Versioning

1 Introduction

The main task of dedicated storage systems like digital archives is to provide
long-term protection for stored data and make it accessible for authorized users.
For many practical applications, it is crucial that users can trust the validity of
the returned information. Archives may contain different kinds of data, like his-
torical records, scientific data, construction plans, or administrative documents.
Certain parties might have commercial, legal, or political incentives to manip-
ulate documents after they have been archived, e.g., to cover up a scandal or
to create fake evidence in a legal dispute. Therefore, an archive has to provide
suitable measures to ensure data integrity and prevent illicit modifications.

Using suitable IT security measures, archives may prevent attackers from
breaking into the system. However, full trust can only be established if the
archive can indisputably prove to any user that the requested data has not been
manipulated after storage. Otherwise, late modifications by system administra-
tors or authorized (but malicious) users would remain undetected. To prevent
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this, an archive can provide a so-called Proof of Existence (PoE) that determines
since when a document has existed [12]. A common approach to solve this task
is via cryptographic hash functions in combination with secure timestamps.

Cryptographic hash functions like SHA-3 [5] are one-way functions that map
input data with arbitrary length (e.g., a file) into a distinct hash value with a
fixed length. Their mathematical features ensure that it is practically impossible
to find two inputs that produce the same output. The hash of a file can be used as
its digital fingerprint because it is practically impossible for attackers to modify
a file without changing its hash. The integrity of a retrieved document can be
verified by comparing its hash value with the original hash that was created
when the file entered the storage system. The crucial point is the secure storage
of this hash value for each document. If it were stored in the archive together
with the file, an attacker could simply modify both. Therefore, an additional
mechanism is required for securing hash values.

A common way to tackle this problem is by creating a PoE via cryptograph-
ically signed timestamps [3]. Hash values are transmitted to a trusted Time
Stamping Authority (TSA), which creates a response that includes the hash, the
current time, and a digital signature. This record is then stored by the archive
together with the data and returned upon request. The TSA signature ensures
the integrity of this PoE, as neither the hash nor the timestamp could be changed
without the collaboration of the third-party TSA. As an optimization, the hash
values of multiple documents can be combined using a Merkle Tree [9], where
document hashes form the leaf nodes and the inner node values are computed
by executing the hash function over the respective children. In this case, only
a timestamp for the value of the root node (i.e., the root hash) is required to
provide a PoE for each included document. In addition to the signed timestamp,
the archive has to include some inner node values (a so-called Merkle proof ) that
enable users to verify that the document hash was indeed a part of the corre-
sponding Merkle Tree. Additional information on the usage of signed timestamps
and Merkle Trees for integrity verification in digital archives can be found in [12].

The main problem with this approach is the need for a trusted third party
(i.e., the TSA). If it gets compromised, all issued timestamps become invalid.
Therefore, a decentralized mechanism using blockchain technology is beneficial.
A blockchain is a distributed ledger that is operated by a peer-to-peer net-
work of decentralized nodes. The integrity of the stored data is ensured via a
combination of hash functions, digital signatures, and a consensus mechanism
that incentivizes honest participants and prevents manipulations by a malicious
minority. Although blockchains were originally established as cryptocurrencies
[10], they can store arbitrary data, including Merkle Tree hashes. As blockchain
transactions are associated with the timestamp of their enclosing block, a (pub-
lic or permissioned) blockchain can fulfill a similar role as a centralized TSA
for providing a PoE. For verification, a user needs access to the corresponding
blockchain transaction (and—if applicable—the Merkle proof from the archive).
There are already several examples that follow this approach [4,6,11,13].
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However, current approaches focus on providing integrity mostly on a per-file
basis. A change in the directory structure or the deletion of a file from a folder
cannot be detected easily. A naive solution would be the creation of separate
proofs for each directory at any level of the file system by considering directories
as archive files themselves, but this would require a lot of redundant hashing
operations (as files may be included in multiple folders from the direct parent
until the file system root) and additional overhead for PoE storage. This paper
describes an efficient mechanism for a blockchain-based PoE mechanism that
protects the entire file system using an adapted Merkle Tree version termed
Directory Merkle Tree (DMT).

Integrity proofs are also related to the protection of the version history of a
file system. Common version control systems like Git [2] already provide mech-
anisms to store the complete revision history while detecting (accidental) incon-
sistencies, but manipulations by insiders cannot be ruled out. Users may not only
want to have a PoE for a specific file or directory, but there might also be a need
to know if they have received the most recent version of the data or if the file
or directory has been modified or deleted since the specified timestamp. Using
concepts from Git and similar approaches, we therefore extend our approach to
enable proofs of existence (or deletion) for any version in the archive’s history.

Our contribution consists of a description for a verifiable versioned archive
that makes it possible for a verifier to check the integrity of single files or whole
directory structures and trace the version history of the data stored in the
archive. In Sect. 2, a detailed explanation of the technical concepts is given. A
discussion of the approach considering also related work can be found in Sect. 3.
Section 4 gives a summary of the content as well as an outlook on future work.

2 Towards a Verifiable Versioned Archive

We assume two different roles that interact with each other: the archive and the
verifier. The archive is responsible for storing the data and keeping track of all
the occurring changes. The verifier possesses data that is allegedly included in
the archive. The main objective of the verifier is to validate the data’s integrity.
That is, to verify the membership of the data in the archive’s database. As
updates to data occur, the verifier may want to check if her data is up-to-date.

In general, the archive is not trusted by the verifier. However, we do assume
that the archive is cooperative. That is, the archive is eager to prove the integrity
of data. For that purpose, the archive stores additional metadata needed for
verifying data integrity and, upon request, delivers this metadata to the verifier.

Furthermore, we assume that the archive stores its data inside a file system
supporting all the commonly available operations. In particular, we assume that
data is stored in files that can be grouped together by folders and that there
are no circular dependencies. More formally, we define the structure of the data
stored in the archive over a finite set D of directories and a finite set F of files.
A file f ∈ F has properties such as a name and content denoted by fn and fc,
respectively. The name of the file is simply a string, while the content is a finite
binary sequence.
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Likewise, a directory d ∈ D has a name and a content denoted by dn and
dc, respectively. The name of the directory is again a string, while the content
of the directory is a finite sequence 〈ei〉1≤i≤n where ei ∈ D ∪ F and n ∈ N. The
structure of the archive’s data can be described by a Directory Tree:

Definition 1 (Directory Tree). Given a set of files and directories F and
D respectively, let DT = (V,E) be a directed graph such that V = D ∪ F
and E = {(d, e) ∈ D × V | e ∈ dc}. Then DT is a Directory Tree if and
only if DT is a DAG such that there exists a directory r ∈ D with in-degree
δ+(r) := |{(u, r) ∈ E | u ∈ V }| = 0 and for all v ∈ V \ {r} we have δ+(v) = 1.
We refer to r as the root directory of DT .

2.1 Directory Merkle Tree

A Directory Merkle Tree is—as the name suggests—based on Merkle Trees [9]
and can be used to cryptographically secure a Directory Tree. Similar approaches
are already known and are for example used by the versioning system Git [2].

Definition 2 (Directory Merkle Tree). Given a Directory Tree DT = (V,E)
with V = D∪F and a cryptographic hash function H(·), we define the Directory
Merkle Tree of DT to be a vertex labeled graph DMT (DT ,H) = (V ′, E′) such
that V ′ := {H(v) | v ∈ V }, E′ := {(H(v1),H(v2)) | (v1, v2) ∈ E} and for all
v′ := H(v) ∈ V ′ the label v′

n of v′ is defined as v′
n := vn. The function H(·) is a

cryptographic hash function over V based on H and defined as follows:

H(v) :=

{
H(vn ||H(vc)) if v ∈ F,

H(vn ||H(e1) || . . . ||H(en)) if v ∈ D and vc = 〈ei〉1≤i≤n ,

where || denotes a binary concatenation.

If the particular hash function H chosen, is not of any interest, we might also
write DMT (DT ) to denote the Directory Merkle Tree of DT . Given DT and
its root directory r, we refer to the vertex H(r) as the root hash of DMT (DT ).

Definition 3 (Proof of Membership). Let T := DMT (DT ) = (V,E) be a
Directory Merkle Tree, of the Directory Tree DT , a Proof of Membership of
a vertex v ∈ V in T is a sequence PT (v) defined as follows:

PT (v) :=

{
∅ if v is the root hash of T ,

PT (u) || 〈(un; {w ∈ V \ {v} | (u,w) ∈ E})〉 where (u, v) ∈ E.

Given a Directory Tree DT = (V,E), for a vertex v ∈ V we may also write
PT (v) to denote the Proof of Membership PT (H(v)) of the vertex H(v) in the
corresponding Directory Merkle Tree T = DMT (DT ). In Fig. 1 we see a graph-
ical representation of a Directory Tree (colored in blue) and its corresponding
Directory Merkle Tree (colored in red). Considering this example, the Proofs of
Membership of the vertex ha1, which represents filea1, is given by the sequence
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Fig. 1. A Directory Tree (blue) and its corresponding Directory Merkle Tree (red)
(Color figure online)

PT (ha1) := 〈(“root”; {hfb, hc}), (“foldera”; {ha2})〉, where T denotes the Direc-
tory Merkle Tree. Now given only the root hash hr, we can prove the membership
of filea1 given the proof sequence PT (ha1) as follows: First, we assume that we
have the file filea1 and know that it is named that way. We then can recompute
the hash ha1. Together with ha2 and the name of foldera we can then recompute
hfa which, together with hfb, hc and the name of the root folder, gives us the
root hash. We now have not only proven that filea1 is actually contained in the
directory, but also its location within the directory structure.

2.2 Versioning

The version history of the data stored in the archive can be represented by a
sequence 〈DT i〉0≤i<n of Directory Trees. Typically, two consecutive versions DT i

and DT i+1 differ on multiple vertices, hence we assume that multiple changes
are summarized into one transaction that leads to a new version.

On a Directory Tree, different changes can occur. In particular, we are con-
sidering i) creation of a file or a folder, ii) modification of a file and iii) deletion
of a file or a folder. Note that we do not consider renaming of files or folders, but
instead handle them as deletion and recreation. Updates to the Director Tree
are handled the following way:

(i) If a file or a folder is created, we simply add a new node to the tree.
(ii) If a file is modified, we replace the old node by the new one in the tree.
(iii) If a file or a folder is deleted, we replace it with a special DELETED entry.

2.3 The Archiving Process

For archiving, we assume that both the verifier and the archive have access to a
trusted, unforgeable storage. The storage is designed as an append-only public
bulletin board, where data is stored in storage cells. We assume that each such
cell can be addressed by its index. The first cell has the index 0. Moreover, we
expect the data storage to support the following methods:
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– write(data) Stores the data by appending it at the end of the storage.
– read(i)::(data;time) Returns the i−th data cell and a timestamp.
– last()::i Returns the index of the last cell stored. Note that indices start

at 0. Thus, if we have n data cells stored, last() will return n − 1.

A simple approach to realize such a storage is using a blockchain and store the
data inside of transactions together with a reference to the transaction containing
the previous entry. Conceptually, this yields a linked list. However, data look-ups
are rather inefficient using this approach. For example, the successor of a data
entry cannot be found directly because of the lack of forward pointers. Thus,
we suggest using smart contracts [14], which are basically programs executed on
top of a blockchain (e.g., maps that allow random access in O(1) time).

The archive itself keeps track of the sequence 〈DT i〉0≤i<n of versions of Direc-
tory Trees. Additionally, the archive stores the sequence 〈DMT (DT i)〉0≤i<n.
Here we want to point out that typically, two consecutive versions DT i and
DT i+1 have many vertices in common. Therefore, also the corresponding Direc-
tory Merkle Trees DMT (DT i) and DMT (DT i+1) have the same number of
vertices in common. In practice, it is therefore possible and also sensible to reuse
common vertices in order to save storage. Note that the version history of the
Directory Tree as well as the corresponding history of the Directory Merkle Tree
is stored only at the archive and not in the smart contract.

Now, for the first version DT 0, the archive computes the Directory Merkle
Tree DMT (DT 0) and stores the root hash in the smart contract: write(H(r0)).
Note that since it is the first version, the data will be written at index 0. Hence,
if we start numbering the versions from 0, the version number equals the index
of the storage cell where the version was anchored.

When the archive creates a new version DT i with i > 0 of the Directory
Tree, it first computes DMT (DT i) as before. For optimization, hash values for
unchanged files and directories can be reused from DMT (DT i−1). Then, the new
version can be secured by performing the following command: write(H(ri)).

Note that we are assuming that the archive behaves honestly when creating
the Merkle Directory Tree and storing the root hash in the smart contract. This
assumption can be justified, as the original creator of the data can verify the
data’s integrity after uploading it to the archive.

2.4 The Verification Process

For an archive supporting versioning, there are various properties of the stored
data and its version history that a verifier may want to validate. We, however,
have identified three main use cases that are interesting for a verifier to check:

– The verifier wants to check if data she possesses was in the archive at a given
point of time (Proof of Existence).

– The verifier wants to check if data she possesses is up-to-date (Proof of Top-
icality).

– The verifier wants to check if data has been deleted (Proof of Deletion).
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Proof of Existence (PoE). The PoE refers to a certain point in time t for
which a verifier wants to prove that some data has been stored in the archive.
Let d denote the data the verifier wants to validate. This can be either a single
file or a directory. First, the verifier needs the Proof of Membership of d. Since
d can be included in several versions, there also exist multiple proofs for d. Let
DT i be any of those versions and let Ti := DMT (DT i), then, in order to check
membership of d in DT i, the verifier needs the proof PTi

(d).
For the verifier to obtain the proof, there are different options. We could for

example assume that by possessing d, the verifier also has the Proof of Mem-
bership. This is reasonable as the archive can store the proof in the metadata
of d, once d has been added to the archive. Anyway, by assuming a cooperative
archive, the verifier can request the proof from the archive. After that the verifier
requests the entry that is stored at index i: (hr; t′) ← read(i).

Given the proof sequence PTi
(d) together with d, the verifier can recompute

the root hash of the Directory Merkle Tree. Note that this assumes that the
verifier has certain knowledge of the structure of the Directory Merkle Tree
(e.g., the order of the files in a directory). However, we can assume that such
information is included in the proof.

At the end of the computation, the verifier obtains a root hash h′
r. If d is a

member of the Directory Merkle Tree represented by hr, then h′
r must be equal

to hr. Otherwise, the verifier rejects d. If the two hash values match, it remains
to compare the two timestamps t and t′. If t′ > t, the proof PTi

(d) is too new
to prove existence at time t′. Then the verifier has to ask the archive for a proof
referring to an older version. If t′ ≤ t then d was already stored in the archive
at time t and the PoE succeeds. However, it still could be the case that d has
been overwritten by a newer version or a DELETE entry at time t. To make sure
d was in the latest version at time t, we need a Proof of Topicality at time t.

Proof of Topicality (PoT). For the PoT the verifier wants to check if d was
stored in the current version at time t. In the simplest case, t refers to the current
time. In that case, a PoT shows that the corresponding data is up-to-date.

If a verifier has data d and wants to check whether d is up-to-date, the verifier
executes i ← last() to obtain the latest index and then requests the stored data
at that index: (hr; t) ← read(i). After that, the verifier requests the proof PTi

(d)
where Ti := DMT (DT i) is the Directory Merkle Tree of the i−th version. Then
again, given d and PTi

(d), the verifier can recompute the root hash h′
r and

compare it with the root hash hr stored in the smart contract. If the two hash
values match, the verifier has shown that d is included in the latest version.

To check the PoT at an arbitrary time t, the verifier must first find an index
i with (hri ; s) ← read(i) and (hri+1 ; p) ← read(i + 1) such that s ≤ t ≤ p. If i
does not exist, t refers to the latest version, and the verifier proceeds as before.
Otherwise, the verifier proves membership of d in the i−th version.

Proof of Deletion (PoD). As we have already mentioned before, we handle
deletion of files and folders by overwriting it with a special DELETE entry. So if
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a document or a file d has been deleted at version i, there must exist a proof
PTi

(DELETEd) where Ti is again the Directory Merkle Tree of the i−th version.
Note that the proof contains the path of the proven data. Hence, the verifier

can actually check if the PoD is referring to the data she has requested the proof
for. We are using the notion DELETEd to emphasize that it is the PoD of a specific
d and not just a Proof of Membership of any DELETE entry in Ti.

Given PTi
(DELETEd), the actual proof works as before. Note that this is by

no means a Proof of Non-Membership, as we obviously can only show deletion
of data that was stored in the archive in previous versions.

2.5 Performance Evaluation

In the following, we analyze relevant performance properties of our approach
from a theoretical viewpoint.

Additional to the archived data, the proof files have to be stored for each item
in the directory, which leads to additional space consumption. For a Merkle Tree,
the size of a leaf node’s proof requires O(log n) space, where n is the number
of leaves stored in the Merkle Tree. However, we cannot balance the Directory
Merkle Tree the same way a Merkle Tree can be balanced: The structure of the
Directory Merkle Tree is obviously restricted by the structure of the correspond-
ing Directory Tree. Regarding the proof size, the worst-case structure would be
a single folder which contains all the files of the directory. In that case, the size
of the proof is in O(n) for a single file. By using a naive approach where we store
the complete proof for each file, this would lead to an overall space complexity of
O(n2) just for storing the proof files of the archived data. Before coping with this
problem, one should consider that the proof files are usually quite small com-
pared to the potentially large files stored in an archive. Still, a quadratic growth
in space could lead to problems in practice. In order to improve the worst-case
space complexity of our solution, there are different starting points.

For folders that contain numerous files and subfolders, optimizations are
possible. For example, a combination using Merkle Trees to combine the hash
values of the items of a folder seems like a promising approach. The quadratic
growth in disk space, however, is also related to a second problem: the redundant
information stored in the proof files. For example, the proofs of files inside the
same folder only differ in one hash value. Conceptually, by storing the proof
files, we implicitly store the Directory Merkle Tree. However, by this implicit
representation of the tree we also introduce redundancy as the same hash values
are stored in multiple proofs. A simple solution for this problem is for the archive
to store the Directory Merkle Tree explicitly and generate the proof files each
time it is requested based on the stored tree. Generating a proof obviously takes
additional computation time, but the worst-case run time can be bound by O(n).

Besides the additional space needed for storing the proof files, another critical
part to consider is the interaction with the smart contract. Typically, the use of
such smart contracts involves additional costs (e.g., transaction fees). Therefore,
it may also be important to reduce the number of write operations and the
amount of data written per write operation. In our approach, for each version,
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the root hash of the Directory Merkle Tree has to be stored. Here, optimizations
are possible by using a hash function mapping to shorter hash values. However,
one has to be careful when using this approach, as the length of the hash values
typically corresponds to the security parameter of the hash function.

The number of data writes strongly depends on the versioning strategy used
by the archive. Clearly, there is a trade-off between traceability and costs: if we
summarize multiple updates to a single version, we may lose traceability of the
changes. On the other hand, if we create a new version on each update, this
may lead to a lot of write operations, which increase the costs. For this problem,
there does not exist a one-fits-all solution. Instead, the chosen strategy depends
on the requirements of the archive.

3 Discussion and Related Work

Securing a directory structure using Merkle Trees is an approach that is well
known. Maybe most noteworthy in this context is the versioning system Git
[2]. The data structure used there to represent the content of a repository at a
point in time is conceptually a Merkle Tree that is quite similar to our Directory
Merkle Tree. In fact, a simple solution would be for the archive to use Git to
track the changes inside a directory and secure the hashes of each commit using
the unforgeable storage. By following this approach, we get a similar level of
integrity protection. However, there is one disadvantage of that solution, which
makes it practically unusable in our scenario: In order for the verifier to validate
the integrity of a file using Git, she would need access to the whole repository.

In theory, Git already produces all the data necessary for creating proofs
for single files and folders, similar to the proofs we have introduced previously.
Hence, in order to implement a first prototype of our solution, one approach
would be to adapt Git to support the creation and validation of such proofs.

Regarding other approaches for securing the integrity of digital archives,
Haber et al. have described a system based on timestamps [7]. They use a hash-
link method that batches the requests into Merkle Trees and builds up a linked
list using their root hashes. The root hashes, witness hash values, are stored by
a TSA or published as a widely witnessed event. However, this method does not
capture the hierarchical relationship between files and folders.

Burns et al. [1] suggested a verifiable versioning file system that can be used
to secure the content of a directory structure at a given time, as well as the whole
version history of a file or a directory. They use a Merkle Tree-like data structure
that is similar to Directory Merkle Trees, but more complex. Their approach is
also rather suited for internal audit trails where the verifier has access to the file
system itself. For securing the hash values, they assume a trusted third party.

Using a blockchain to timestamp a document is also described by Gipp et al.
[6]. Their approach uses Bitcoin transactions to timestamp documents. To reduce
the costs, multiple hash values are combined using Merkle Trees. However, their
approach describes timestamping of individual documents. Furthermore, they
do not describe a method for securing the version history of a document.
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A similar approach is described by Magrahi et al. [8]. They also suggest
securing the integrity of a document using a blockchain. Different to Gipp et
al., they do not aggregate multiple hash values, but store the hash value of each
document individually. Hence, for large archives, their approach does not scale.
Also, versioning is not covered explicitly.

Nizamuddin et al. described an approach of keeping track of a document’s
version history by making use of smart contracts [11]. The smart contract does
not store the actual document, but only the hash of each version of the document.
However, their approach does not scale very well for large archives, as it creates
a smart contract for each document.

Finally, we also want to mention Archangel [4] and the National Archive of
Korea [13] as two examples for digital archives with blockchain-based integrity
protection mechanisms that have been evaluated in practical scenarios.

Compared to the other approaches shown in this section, our approach in
particular focuses on the verification of individual files and folders inside an
archive. In practice, a verifier can be an external person or system (with respect
to the archive) that does not have access to the whole data stored in the archive.
Our approach attempts to ease the verification process for the verifier while pre-
serving data protection. Also, all the other approaches discussed in this section
either do not handle versioning, do not secure the whole directory structure but
only single documents, or are relying on a trusted third party.

4 Conclusion and Future Work

Summing it up, our approach combines well-known solutions for versioning of
directory structures (e.g., Git) and timestamping using distributed ledger tech-
nologies (i.e., blockchains) in order to yield a simple solution for a verifiable ver-
sioned archive. The usage of Directory Merkle Trees allows us to prove various
properties on an arbitrary level inside a directory tree (file-level or folder-level).

We plan to implement a runnable prototype of our approach in order to
analyze performance and compare it with other solutions. Furthermore, for long-
term protection of data, further topics like format changes or breaking crypto
routines (e.g., hash functions can become outdated) have to be covered.

During the work on this paper, we have explored further solutions and opti-
mizations that we plan to investigate in the future. For now, the verifier is
strongly dependent on the cooperation of the archive. In future work, we want
to focus on reducing that dependency. Optimization of the Directory Merkle Tree
and the required proofs with regard to scalability and storage requirements will
also be investigated. Finally, we will analyze how additional security properties
like authenticity can be protected based on our approach.
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Abstract. Blockchain technology is seen as an essential part of a decentralized
society. Given the relatively high energy consumption of proof-of-work consen-
sus algorithms, proof-of-stake blockchains are becoming increasingly popular to
reach consensus on the current state of the blockchain. With proof-of-stake, a
randomized process determines which node is allowed to validate the next block
of transactions. In order to participate, coin holders must stake their coins and
receive staking rewards in return. Yet, there still is high uncertainty around the
taxation of these staking rewards. This analysis compares the taxation of stak-
ing rewards in Germany, Austria, and Switzerland and derives four propositions
under the premise of reaching a higher degree of tax neutrality. The legal compar-
ison illustrates the heterogeneity in terms of taxing staking rewards. To achieve a
more neutral taxation, (1) staking should only qualify as a business activity under
clearly defined and restrictive circumstances. (2) Whenever staking does not rep-
resent a main business activity, staking rewards should not be taxed upon receipt.
(3) Instead, they should be taxed upon disposal. (4) Moreover, staking should not
cause further tax consequences for staked coins.

Keywords: Distributed ledger technology · Blockchain · Staking rewards ·
Taxation · Proof-of-stake

1 Introduction

In times of rising inflation and hyper centralization, digital assets and the underlying
blockchain technology have gained widespread recognition [15]. Moreover, the revital-
ization of libertarian values and self-determination have also contributed to the diffusion
of blockchain technology. This technology enables use cases such as peer-to-peer decen-
tralized financial services (‘DeFi’) and powers the so-called Web3, which represents a
decentralized and token-based version of the Internet. A blockchain is a distributed data
structure for the immutable, tamper-resistant, and transparent storage of transaction data
in a chronological order [1]. For example, this data can provide information on the
ownership of cryptocurrencies, digital art, or gaming items. When network participants
begin transacting with each other, the blockchain-based network must reach consensus
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on the post-transaction state of the ledger. It must be determined which network node is
allowed to verify new transactions and produce the next block containing these transac-
tions. In general, there are two dominant consensus algorithms to achieve network-wide
agreement on the current state of the ledger, which are namely ‘proof-of-work’ and
‘proof-of-stake’ [2]. In proof-of-work, so-called mining nodes use their CPU power to
try out nonce values until they come up with a value that provides the necessary number
of zero bits [18]. Nonce values are arbitrary numbers, which are only valid for single
use [16]. The nonce value together with the hash data of the previous block must pro-
duce a hash value with the necessary number of zero bits [5, 18]. The miner who finds
this nonce value first is allowed to validate the next block of transactions and receives
the block reward in the form of native coins of the respective network. The two largest
blockchain-based networks by market capitalization Bitcoin and Ethereum both rely
on a proof-of-work algorithm. However, the environmental impact caused by the high
energy consumption of proof-of-work is often criticized [23]. Against this background,
proof-of-stake blockchains such as Cardano, Cosmos, Algorand, or NEAR Protocol are
increasingly gaining attention. Even Ethereum intends to move from a proof-of-work to
a proof-of-stake consensus algorithm. With proof-of-stake, a randomized process deter-
mines which node is allowed to validate the next block of transactions. In this regard,
nodes that want to validate blocks must prove their stake in the network in the form of
native coins. Compared to proof-of-work, a proof-of-stake consensus algorithm requires
less computing power, is considered more efficient, and consumes less energy. Proof-
of-stake blockchains also economically incentivize validators by rewarding them with
block rewards in the form of native coins. The entry barriers to participate in staking
are becoming increasingly lower. On the one hand, many proof-of-stake blockchain
protocols allow staking without operating a separate validator node (e.g., through del-
egated proof-of-stake, nominated proof-of-stake, or staking pools) [10]. This opens up
staking for technically less experienced network participants. On the other hand, an
increasing number of centralized exchanges offer staking opportunities directly to their
customers [14]. Given these lower entry barriers, it is becoming increasingly attractive
for investors to hold coins for the long term and to hedge themselves against crypto
volatility by passively earning staking rewards.

However, there is considerable uncertainty surrounding the taxation of these staking
rewards, as most tax regimes were not prepared for this new form of yield. Thus, staking
rewards are treated very differently across countries [24]. For instance, the taxation
of staking rewards in Germany, Austria, and Switzerland differs substantially, thereby
providing a suitable basis for a legal comparison. Against this background, this study
investigates (1) how Germany, Austria, and Switzerland differ in taxing staking rewards
and (2) how the taxation of staking rewards could be designed under the premise of
reaching a higher degree of tax neutrality? Tax neutrality refers to a tax system that does
not synthetically distort decision making [11].

By comparing different concepts of taxing staking rewards and by analyzing how
they incentivize investor behavior, I intend to contribute to the field of regulatory and
legal research around digital assets and blockchain technology. In practical terms, this
analysis can provide a selective overview on the taxation of staking rewards for investors
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andmay serve as an indicative framework for policymakers and tax authorities. The anal-
ysis begins with a more detailed explanation of the proof-of-stake consensus algorithm.
Subsequently, I compare the taxation concepts in Germany, Austria, and Switzerland,
before I derive propositions for a more neutral taxation of staking rewards. I only inves-
tigate the taxation of staking rewards received by natural persons, which means that the
corporate income taxation of staking rewards received by legal persons is not within
the scope of this analysis. As a major value proposition of blockchain technology is the
possibility of individual self-custody of digital assets, the taxation of natural persons
should be of particular practical relevance. I also neglect implications related to value-
added taxes. Moreover, it must be noted that this analysis neither covers country-specific
details nor provides tax advice. Even though I solely refer to blockchain technology, the
findings can also be transferred to other distributed ledger technologies that also rely on
proof-of-stake consensus algorithms (e.g., Fantom).

2 Proof-of-Stake Consensus Algorithms

In order to reach an agreement on the current state of the ledger among the various
network nodes, blockchain-based networks depend on decentralized consensus algo-
rithms [15]. These consensus algorithms enable transactions between network partici-
pants by providing a governance mechanism to achieve network-wide consensus on the
post-transaction state of the ledger. In technical terms, consensus algorithms determine
which network node is allowed to add the next block to the blockchain. Without such an
algorithm, each node could arbitrarily add its own blocks to its copy of the blockchain.
This would undermine the fundamental principles of a distributed and decentralized
system, as it could result in multiple entries of single transactions on the blockchain,
thereby causing the problem of ‘double spending’. Before the node that has been selected
through the consensus algorithm can add its new block, it has to validate whether the
transactions within this block are accurate and comply with the protocol’s principles
[13]. Subsequently, the transactions within this new block are once again verified by the
other network nodes, before they also add the new block to their copy of the blockchain
[13].

With proof-of-stake consensus algorithms, randomized selection processes deter-
mine which node is allowed to create the next block. Depending on the respective
blockchain protocol, nodes with a higher share of staked coins or a longer staking dura-
tion may increase their probability of being selected as block validators [2]. The under-
lying idea is that nodes with higher stakes in the network have greater interest in securing
the network as well as maintaining its robustness and decentralization [10]. Coin holders
are economically incentivized with staking rewards to participate in the proof-of-stake
consensus. Depending on the blockchain protocol, the staking rewards consist of newly
minted coins (inflation) and/or transaction fees that have been paid by the network par-
ticipants, when initiating transactions. In some blockchain protocols, nodes that behave
maliciously can lose part of their staked coins as a punishment for their misbehavior
(also known as slashing) [20]. The risk of losing coins in combination with the prospect
of receiving staking rewards can discipline validator nodes. After all, validators would
devalue their own stake in the network by behaving maliciously. Some blockchain pro-
tocols additionally require lock-up periods, during which coin holders cannot dispose
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of their coins [22]. Advanced forms of proof-of-stake such as staking pools, delegated,
or nominated proof-of-stake enable coin holders to participate in staking without hav-
ing the technical knowledge to independently operate a separate validator node. Hence,
while validator nodes are validating new blocks, ‘regular’ coin holders solely delegate
their stake in the network to trusted validator nodes [10].

3 Comparative Legal Analysis

The following section provides a legal comparison between the taxation of stak-
ing rewards in Germany, Austria, and Switzerland. Table 1 illustrates the central tax
differences between these three tax regimes.

Table 1. Taxation of staking rewards in Germany, Austria, and Switzerland.

Country Taxation upon receipt Taxation upon disposal

Germany Yes
(up to 45% + further levies + possibly
trade tax for businesses ~ 14%)

Yes
(up to 45% + further levies +
possibly trade tax for businesses ~
14%)

Austria No
(but up to 55% if the business activity is
centered around cryptocurrencies)

Yes
(27.5% if traded for fiat, goods, or
services; up to 55% if the business
activity is centered around
cryptocurrencies)

Switzerland Yes
(33.73% on average)

No
(but 33.73% on average if staking
rewards qualify as independent
business income)

3.1 Germany

As in most countries, the tax treatment of staking rewards is not yet directly regulated in
German tax law. However, the German Federal Ministry of Finance has published a draft
BMF circular and a subsequent final BMF circular on the taxation of virtual currencies
[4, 5]. Such BMF circulars are intended to provide legal clarity on certain tax issues for
tax authorities as well as taxpayers.

Taxation Upon Receipt. According to theseBMFcirculars, staking rewards are taxable
upon receipt [4, 5]. For this purpose, they must be valued at their current market value at
the time of receipt [4, 5]. Thus, the progressive income tax rate is applicable, resulting in a
marginal tax rate of up to 45% (plus further levies). Expenses related to the generation of
staking rewards such as transaction fees are deductible [24]. Regarding the qualification
of staking for tax purposes, the BMF circular distinguishes between the actual block
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creation by a validator node and the sole delegation of coins to a trusted validator node
[5]. The block creation by a validator node qualifies as a business insofar as a sustainable
repetition of this activity is intended and insofar as the validator node has the intention to
make a profit [5]. Thus, especially professionally operated validator nodes may qualify
as a business [4], thereby being subject to trade tax (depending on the location: on
average around 14%) [19]. If the block creation of a validator node does not qualify
as a business activity because of the lack of repetitive intent or profit-making intent,
then the staking rewards are taxable as ‘miscellaneous income’ (sec. 22 no. 3 German
Income Tax Act) [5]. This miscellaneous income is not subject to trade tax and solely
taxed at the progressive income tax rate. The same taxation applies if staking is done
by delegating coins to a validator node without participating in the block creation itself
(e.g., through a staking pool) [5]. However, if the delegated coins are held as business
assets, the received staking rewards are deemed as income from trade or business due
to the subsidiarity principle. This makes them subject to both progressive income tax as
well as trade tax.

Taxation Upon Disposal. If the staking rewards are later sold at a profit, these realized
gains are also taxed at the progressive income tax rate in Germany. Thus, staking rewards
are subject to taxation upon receipt as well as upon profitable disposal. Depending on
whether the staked coins are held as private assets or as business assets, staking rewards
are either subject to income tax (private disposal) or subject to income aswell as trade tax
(business disposal). Regarding the private disposal of staked coins or staking rewards,
there is an additional feature in Germany. Capital gains on cryptocurrencies are tax-
exempt after a holding period of one year. Thus, there is no tax on staking rewards that
are sold at a profit one year after the acquisition [5].

Accordingly, capital gains from the disposal of coins that have been used for staking
are also tax-exempt after holding themfor at least oneyear.However, theFederalMinistry
of Finance initially assumed that by using coins for staking, the staked coins become a
source of income, which results in an extension of the holding period from one to ten
years [4]. Following this view, previously staked coins that are sold at a profit within ten
years after their acquisition would be taxable. However, this extension of the holding
period due to staking has been controversial, as the underlying tax regulation was created
for the very specific case of container leasing [12]. Hence, a contrary opinion assumes
that the staked coins themselves do not represent a source of income. Instead, the act of
providing coins for securing and stabilizing the network constitutes the actual source of
income [12]. In the meantime, the Federal Ministry of Finance has endorsed this view
and eliminated the extension of the holding period in its BMF circular from May 2022
[5].

3.2 Austria

In Austria, the taxation of staking rewards was originally handled in a similar way as
in Germany. However, the so-called eco-social tax reform has led to specific provisions
with regard to the taxation of cryptocurrencies [7].
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Taxation Upon Receipt. In general, continuous income from cryptocurrencies is still
taxed upon receipt (sec. 27b para. 1 Austrian Income Tax Act). Continuous income
includes block rewards that are received through proof-of-work mining (sec. 27b para. 2
sentence 1 no. 2Austrian Income TaxAct) [7]. However, there is an exception for staking
rewards (sec. 27b para. 2 sentence 2 alternative 1 Austrian Income Tax Act). Under this
exception, staking rewards received by coin holders for processing transactions are not
deemed as continuous income, thus not taxable upon receipt. Hence, in contrast to
Germany, staking rewards are exclusively taxed upon disposal in Austria. Furthermore,
it becomes apparent that proof-of-stake receives a preferential tax treatment compared
to proof-of-work in Austria.

Taxation Upon Disposal. In Austria, staking rewards are only taxed, when the coin
holder leaves the crypto sphere by trading staking rewards for fiat money, goods, or
services (sec. 27b para. 3 Austrian Income Tax Act). In contrast, there is no taxation,
when staking rewards are converted into other cryptocurrencies. While Germany taxes
staking rewards upon receipt as well as upon profitable disposal, Austrian tax law allows
an indefinite postponement of taxation, as long as the value generated through staking
remains in crypto. However, as soon as coin holders decide to trade their staking rewards
for fiat money, goods, or services, they are subject to a flat-rate tax of 27.5% [7]. Related
expenses such as transaction fees are deductible [7]. The taxpayer may opt for the lower
tax rate if the personal progressive income tax rate is lower than 27.5% [6]. In case staked
coins are held as business assets, they are also subject to the flat-rate tax of 27.5% upon
disposal [7]. However, if the business activity is centered around cryptocurrencies and/or
staking, staking rewards fall under the regular progressive income taxation, whichmeans
that they are taxed upon receipt as well as upon profitable disposal with a marginal tax
rate of up to 55% [7].

3.3 Switzerland

The tax system in Switzerland is characterized by a federalist structure. The Federal
Constitution explicitly determines, which taxes the Federal Government is allowed to
levy. Each of the 26 cantons may decide within the scope of the Federal Constitution
which taxes are levied [8]. The municipalities can also levy taxes, but their competence
to tax is constrained by cantonal laws [8].

Taxation Upon Receipt. Similar to Germany, staking rewards are also taxed upon
receipt in Switzerland. According to a working paper of the Swiss Federal Tax Admin-
istration, staking rewards received by natural persons are considered as ‘income from
movable assets’ (art. 20 para. 1 Swiss Federal Law on Direct Federal Tax) [9]. They
are valued in Swiss francs at the time of receipt [9]. This income is subject to the direct
federal, cantonal, and municipal income tax. The structure of the cantonal andmunicipal
income tax is similar to that of the direct federal tax on income [3]. Depending on the
canton and municipality, the average income tax rate is approximately 33.73% includ-
ing the direct federal tax [21]. Expenses related to the generation of staking rewards are
deductible [8].
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Taxation Upon Disposal. If the staking rewards are privately sold at a profit, these
capital gains are tax-exempt according to Swiss tax law (art. 16 para. 3 Swiss Federal
Law on Direct Federal Tax; art. 7 para. 4 lit. b Swiss Tax Harmonization Act) [3]. Thus,
unlike Austria, Switzerland taxes staking rewards upon receipt. However, if the staking
rewards are generated by setting up a separate validator node, it must be assessedwhether
they are taxable as ‘independent business income’ (art. 18 para. 1 Swiss Federal Law
on Direct Federal Tax) [9]. In this regard, they are taxed upon receipt as well as upon
profitable disposal [3].

4 Propositions

Based on the approaches of taxing staking rewards inGermany,Austria, and Switzerland,
I derive four propositions for a more neutral taxation of staking rewards.

4.1 Proposition 1: Staking Should Only Qualify as a Business Activity Under
Clearly Defined and Restrictive Circumstances

In all three tax regimes, the participation in a proof-of-stake consensus may qualify as
a business activity under certain circumstances. As business activities typically result
in more extensive taxation (e.g., taxation upon receipt and upon disposal; trade tax),
this could discourage individuals from participating in staking or from setting up their
own validator node. Such a discouragement may reduce the decentralization of the
network, as coin holders who would actually stake their coins refrain from staking
or from setting up a validator node because they want to avoid the consequences of
being taxed as a business. Against this background, there is a need for clearly defined
provisions that determine under which circumstances staking qualifies as a business
activity. Regarding this, the classification of staking as a business activity should be
handled restrictively. Staking should only qualify as a business activity if it substantially
exceeds the scope of private asset management.Moreover, it should be noted that staking
inherently depends on chance [12]. Thus, unlike typical business activities, the success
of staking cannot be directly managed or controlled through entrepreneurial strategies
[12]. This characteristic of staking underlines the proposition of a cautious and restrictive
qualification of staking as a business activity.

4.2 Proposition 2: Staking Rewards Should Not Be Taxed Upon Receipt If They
Do Not Originate from a Main Business Activity

In Germany and Switzerland, staking rewards are taxed upon receipt, even though they
do not originate from a main business activity. However, taxation upon receipt can
substantially distort the decision making of coin holders. As there is a significant risk
of volatility in the crypto sphere, taxation upon receipt may encourage coin holders to
immediately sell their staking rewards in order to reduce the volatility risk and prevent
an excessive tax burden as soon as the tax liability is due. For instance, the received
staking rewards could substantially decrease in value. If coin holders do not realize the
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value upon receipt, they nonetheless pay taxes on the value of the coin at the time of
receipt, even though the coin may be worth significantly less in the meantime. Thus,
taxation upon receipt could incentivize coin holders to realize the value of their received
staking rewards immediately in order to obtain liquidity for paying their taxes later on.
Consequently, they may sell their coins despite not wanting to. Hence, whenever staking
does not represent a main business activity, staking rewards should not be taxed upon
receipt.

Moreover, it should be noted that staking rewards often consist of newly minted
coins on the one hand and retained transaction fees on the other hand. Morton (2021)
compares newly minted coins with a newly baked cake by a baker [17]. This cake is only
taxed when the baker sells it. Following this logic, the newly minted coins should not be
taxed upon receipt. A similar view is held by a plaintiff in a U.S. lawsuit, who considers
it unjustified that newly minted coins created through staking are taxed upon receipt
[17]. Moreover, the creation of new coins through staking creates inflation. Unlike the
normal fiat monetary system, coin holders can compensate for the devaluation of their
coin holdings by staking and receiving rewards. This means that the network share of
coin holders does not diminish, as long as they stake their coins. However, if the staking
rewards are immediately taxed upon receipt, the coin holders lose parts of their original
share in the network because of taxation [17]. This may incentivize investors to move
to blockchains whose staking rewards are solely composed of retained transaction fees
instead of newly minted coins. In fact, moving to proof-of-stake blockchains without
inflation enables coin holders to prevent a tax-induced erosion of their network share.
Thus, taxation upon receiptmay favor blockchains that have tokenomicswithout staking-
induced inflation.

4.3 Proposition 3: Staking Rewards Should Be Taxed Upon Disposal

In Austria, staking rewards are not taxed until they are traded for fiat money, goods,
or services. Therefore, the coin holder only triggers a taxable event when eventually
realizing the value from the staking rewards. Obviously, the taxation upon disposal can
also incentivize the coin holder to hold the staking rewards longer than actually intended.
However, as any form of taxation somehow affects decision making, taxation of staking
rewards upon disposal seems reasonably close to the idea of a neutral tax system. The
problem with the Austrian form of taxing staking rewards upon disposal is that taxation
can be shifted almost indefinitely into the future, as long as the value generated through
staking remains in the crypto sphere. For example, taxpayers could simply trade their
staking rewards for a stable coin pegged to theU.S. Dollar in order to avoid taxation. This
enables them to lock-in their staking value without having to hold a highly volatile native
crypto asset obtained through staking for a longer period of time. Thus, coin holders
may rather trade their staking rewards for other cryptocurrencies than convert them
into fiat money, goods, or services. This affects their decision as to whether they extract
generated value from the crypto sphere. Against the background of tax neutrality, staking
rewards should be taxed upon disposal regardless of whether they are traded for other
cryptocurrencies, fiat money, goods, or services. Otherwise, cryptocurrencies receive a
preferential tax treatment compared to other more ‘traditional’ assets.
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4.4 Proposition 4: Staking Should Not Cause Further Tax Consequences
for Staked Coins

Prior to the publication of the final BMF circular, the German Ministry of Finance
suggested that participating in staking extends the holding period of staked coins from
one to ten years. According to this opinion, potential profits from the sale of coins that
have been used for staking only become tax-exempt after ten years instead of being
tax-exempt after the standard holding period of one year. This is a substantial tax-related
disadvantage that only arises from the decision to stake. Even though this opinion has
been revoked in the meantime, it illustrates that adverse tax consequences caused by
staking may substantially influence the initial decision to stake. In fact, such tax conse-
quences for the staked coins may eventually discourage coin holders from participating
in staking. Thus, in accordance with a more neutral tax system, participating in staking
should not cause further tax consequences for the underlying staked coins.

5 Conclusion

This analysis illustrates that the taxation of staking rewards is very heterogeneous across
different countries. As a result, there is considerable uncertainty especially among retail
investors, which could eventually prevent them from participating in staking. This may
harm the decentralization of networks with proof-of-stake consensus algorithms. More
specifically, far-reaching and complex taxation of staking rewards could reduce the share
of staked coins in a network and potentially result in a concentration of validators in
certain tax-beneficial countries. To ensure that taxation does not undermine a central
value proposition of blockchain technology, there is a need for a neutral taxation of stak-
ing rewards that acknowledges specific blockchain characteristics such as the volatility
of digital assets as well as the unique functionality of staking. Otherwise, coin holders
may not participate in staking and decentralization will be undermined by government
intervention in the form of taxation. Against this background, the propositions of this
analysis can incrementally contribute to an innovation-friendly and technology-specific
regulatory environment. However, it should be noted that the analysis is limited to only
three countries, thereby covering a variety, but by no means all possibilities of taxing
staking rewards. In addition, this analysis excludes the corporate income taxation of legal
persons as well as value-added taxes related to staking. Furthermore, it only considers
the taxation of staking rewards, thereby neglecting other tax issues related to digital
assets and blockchain technology. Against this background, future research should have
a closer look at the tax implications of airdrops, forks, or certain forms of financing such
as initial stake pool offerings (e.g., Cardano) or parachain auctions (e.g., Polkadot). All
things considered, taxation and other regulatory initiatives should take into account the
decentralized nature of blockchain technology.
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Abstract. Blockchain interoperability has gained importance in prac-
tice, is increasingly discussed in literature, and serves as basis for new
use cases such as manufacturing and financial services. However, many of
the blockchain interoperability solutions discussed in literature are still
in the design phase, are unpopular or have a small developer commu-
nity. Therefore, this study proposes a comparison framework and exam-
ines implemented public blockchain interoperability solutions, focusing
on data from published GitHub repositories. The results show that these
implementations vary significantly in terms of popularity, their developer
communities as well as their source code, indicating differences in quality.
The insights gained in this work facilitate the selection of an appropriate
implementation to enable blockchain interoperability use cases.
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1 Introduction

Blockchain interoperability (BCI) [1] is increasingly discussed in literature [2],
provides a wide range of potential applications [3] and can add value through net-
work effects enabled by an extended number of participants [4]. The widespread
adoption of blockchain technology in various sectors, such as manufacturing or
financial services [5], also makes BCI increasingly important from a practical
perspective [6]. For some blockchain-based use cases, BCI is even considered a
prerequisite, for instance, in the financial services sector [7].

These BCI solutions are design science research artefacts [8,9]. Such artefacts
aim to be relevant and practical by solving existing real-world problems [8]. How-
ever, there is a gap between theory and practice, as some of the identified BCI
solutions [2] are still only theoretical concepts, lacking popularity and publicly
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available source code. Even if a public implementation exists, it may be written
in an undesirable language, may have an inactive developer community or may
be of low quality, making the implementation of new features as well as main-
tenance difficult. There is no scientific comparison framework for BCI solutions.
As the expectations of the designers of an artefact differ from the requirements
of practitioners [10], such a comparison framework is needed to make informed
decisions. To address this research gap, the following research questions (RQs)
are asked in this study:

– RQ1: Which BCI solutions have a public implementation?
– RQ2: How can public BCI implementations be compared?
– RQ3: How can the comparison framework for BCI implementations

be applied?

The purpose of this study is to bridge the gap between theory and practice
by extending the Blockchain Interoperability Framework presented in [2] with
an empirical component that enables a systematized comparison of BCI imple-
mentations. This work follows an empirical approach based on the data science
life cycle [11]. First, BCI solutions are identified in literature [2]. Then, retrieved
solutions are filtered for public implementations. This is accomplished by search-
ing for published source code on GitHub1, thereby allowing BCI implementations
to be distinguished from conceptional or unpublished solutions. The identified
implementations are further examined based on the comparison framework pro-
posed in this work.

2 Background

In this section the concept of BCI is briefly described. In particular, it is depicted,
which BCI functions can be enabled by BCI solutions. Furthermore, the classifi-
cation of BCI solutions in connector types and their respective BCI mechanisms
is outlined.

Cross-blockchain communication is enabled by BCI mechanisms [1]. These
mechanisms are utilized by BCI solutions, as Polkadot or Cosmos, for instance, to
enable BCI functions [9] as atomic swaps [12], token portability [13], blockchain
oracles [9,14] and cross-blockchain smart contracts [15]. These functions serve
as the foundation for BCI use cases.

BCI mechanisms can be categorized into three connector types, namely Pub-
lic Connectors, Blockchains of Blockchains (BoB) and Hybrid Connectors [2].
Public Connectors connect public blockchains and include the BCI mechanisms
sidechains & relays, notary schemes and hashed time-lock contracts (HTLCs).
While communication between two blockchains is established in a more decen-
tralized fashion using sidechains & relays [4] and in a more centralized fashion
using notary schemes [1], [9], HTCLs enable direct exchange of assets between
two participants on two different blockchains [1,9].

1 https://github.com/.

https://github.com/
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In contrast to the other connector types, a BoB collects cross-blockchain
transactions and uses them to form its own blocks and eventually its own
blockchain [2]. Finally, Hybrid Connectors aim to connect public and private
blockchains and include more novel mechanisms as Trusted Relays, Blockchain
Agnostic Protocols and Blockchain Migrators [2].

3 Methods and Data Sources

In this section, the methods and data sources used in this work are described.
First, the approach of retrieving BCI solutions from literature is outlined. Sec-
ond, the process of searching and selecting BCI implementations delineated.

This work follows an empirical approach based on the data science life cycle
[11], see Fig. 1. The approach starts with determining BCI solutions suitable
for further analysis. For that purpose, a list of BCI solutions is taken from
literature. Reference [2] was published in November 2021 in ACM Computing
Surveys and serves as main source. The aim of [2] was to conduct a thorough
literature review on developments in the field of BCI by examining a total of
404 different documents, consisting of about two-thirds scientific literature and
about one-third gray literature. Of these 404 sources, 67 were considered by the
authors as relevant BCI solutions. Since [2] provides a comprehensive overview,
its 67 identified solutions form the initial sample of BCI solutions for the study
at hand.

GitHub is the largest open source software platform [16] with more than 63
million users2 and more than 36 million public repositories3. Hence, publicly
available GitHub repositories4 are the primary data source for BCI solutions
examined in this work. Each GitHub repository is associated with a GitHub
project or a contributor. A project or a contributor can have multiple reposito-
ries. Most identified BCI implementations belong to a project that has multiple
repositories. While some projects are largely engaged with interoperability, such
as Uniswap, in other projects interoperability is only one of several aspects, such
as in Cosmos. Hence, the most suitable repository has to be selected for each
BCI implementation to achieve an accurate analysis.

For the purpose of selecting the most suitable GitHub-repository, if several
repositories are pinned in a project, the first pinned repository with inter-
operability reference was chosen. Since some GitHub projects do not have
pinned repositories, its repositories were sorted in descending order by stars
and the first repository with an interoperability reference was selected. While
this process enables the identification of the repositories with the highest rel-
evance in most cases, there were exceptions to this scheme. First, Polkadot is
uniquely associated with a particular repository within the Parity Technologies
project5. Second, the first pinned repository of 0x was 0x-mesh6, at the time of
2 https://github.com/search?q=type:user&type=Users, retrieved on May 11, 2022.
3 https://github.com/search?q=is:public, retrieved on May 11, 2022.
4 https://docs.github.com/en/rest/reference/repos.
5 https://github.com/paritytech.
6 https://github.com/0xProject/0x-mesh.

https://github.com/search?q=type:user&type=Users
https://github.com/search?q=is:public
https://docs.github.com/en/rest/reference/repos
https://github.com/paritytech
https://github.com/0xProject/0x-mesh
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Fig. 1. Overview of the empirical approach used in this study.

writing. However, this repository was no longer being maintained and was there-
fore considered as irrelevant.

4 Results

In this section, the RQs asked in the Introduction are answered. In Sect. 4.1,
BCI implementations are identified. In Sect. 4.2, a comparison framework for
BCI implementations is suggested. Finally, the proposed comparison framework
is applied on the retrieved BCI implementations in the Sect. 4.3.

4.1 Identified BCI Implementations

In this subsection, the first research question (RQ1), which blockchain inter-
operability solutions have an implementation , is answered. To this end,
BCI implementations were identified by examining which BCI solutions have
published source code. Since this study follows the blockchain interoperability
framework [2], the results were categorized into Public Connectors, BoBs and
Hybrid Connectors. Table 1 compares the number of BCI solutions [2] with BCI
implementations of each mechanism. In total, from 67 BCI solutions listed in
[2], 37 solutions could be identified that have an implementation published on
GitHub.
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While a majority of the Public Connectors and all BoB-based solutions have
an implementation, only a minority of Hybrid Connectors have one, as indicated
in Table 1. In particular, from 36 identified Public Connector solutions [2], 22
have an implementation. Regarding its mechanisms, 17 out of 26 sidechain &
relay-, only 1 out of 3 notary- and 4 out of 7 HTLC-based solution have an
implementation. In contrast, all 6 BoB-based solutions have published source
code. Lastly, Hybrid Connectors contain 25 solutions in [2], from which only 10
solutions have an implementation. In particular, 3 out of 11 trusted relays, 5 out
of 10 blockchain agnostic protocols and 2 out of 4 blockchain migrators have a
published GitHub repository.

Table 1. Number of blockchains interoperability solutions [2] and implementations

Connector type Mechanism Number of
solutions

Number of
implementations

Public connectors Sidechains & Relays 26 17

Notary schemes 3 1

HTLC 7 3

Blockchains of Blockchains 6 6

Hybrid connectors Trusted Relays 11 3

Agnostic protocols 10 5

Blockchain migrators 4 2

4.2 Comparison Framework for BCI Implementations

In this subsection, the second research question (RQ2), how can public BCI
implementations be compared , is answered by proposing a BCI comparison
framework. Public GitHub repositories allow the analysis of multiple comparison
criteria. For instance, the number of stars and the number of forks are the most
and second most important measures of popularity [16]. Stars are a user-based
rating retrieved from other developers, which can even indicate the quality of a
GitHub repository [17]. Moreover, the number of stars correlates positively with
the market capitalization of a token-based project [18].

Next to the popularity of a GitHub repository, its developer community can
also be analyzed. The number of contributors determines the size of the developer
community. Its activity can be measured as well and can additionally serve as an
indicator of quality [19]. The last commit in the repository detects inactivity in
the respective GitHub repository of the BCI implementation. Since repositories
at an advanced stage of development may not need to be changed as regularly, the
last commit in the superior project provides insights into the activity of the entire
project to which the repository belongs. The total number of commits during the
last month should give further indications about the developing activities within
a repository.
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Finally, the source code of a published BCI implementation can be analyzed
as well. The top language used may be an important criteria for developers to
decide which implementation to adopt. Furthermore, the lines of code (LoC)7

of the source code within the GitHub repository can be counted, indicating the
scope and developing effort of the implementation.

4.3 Assessment of Identified BCI Implementations

In this subsection, the third research question (RQ3), how can the comparison
framework for BCI implementations be applied , is answered by compar-
ing the characteristics of the previously identified BCI implementations using
the previously proposed comparison framework. The results are summarized in
Table 2 and categorized as in [2], since their underlying technical mechanisms
themselves already serve as a first comparison criteria for BCI implementations.
Since the number of stars is the most important measure of popularity, indicates
the quality of a repository, and further correlates with the market capitaliza-
tion of token-based projects, the BCI implementations are ordered descending
by their stars within a mechanism group. Additional comparison criteria allow
assessing the popularity, developer community and source code of the BCI imple-
mentations.

As indicated in Table 2, BCI implementations differ greatly from each other
on several comparison criteria, such as the number of stars, forks, contributors
or LoC, sometimes by a factor of thousands. Thereby, the two popularity mea-
sures of number of stars and forks seem to correlate, with Horizon being a clear
outlier in this regard. Only the repositories of 13 out of 37 BCI implementations
registered commits within the last month. However, all BCI implementations
belong to GitHub projects that registered recent commits, with HyperService as
an exception. For instance, while the repository of BTC Relay is inactive since
2017, its superior project has a large and active developer community.

In terms of source code, the 18 BCI implementations with the highest number
of stars have around 682 K LoC in average, while the 18 BCI implementations
with the lowest number of stars only have 204 K LoC in average. Uniswap stands
out in this respect, as it is one of the most popular implementations, while having
one of the lowest LoC. Last but not least, in 3 out of 7 groups of mechanisms
the most popular BCI implementations is written in the language Go.

7 To retrieve the lines of code (LoC) the web tool codetabs was used; see https://
codetabs.com/count-loc/count-loc-online.html.

https://codetabs.com/count-loc/count-loc-online.html
https://codetabs.com/count-loc/count-loc-online.html
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5 Discussion

The Results of this study can be used to bridge the gap between theory and prac-
tice by facilitating the identification of suitable BCI implementations. Table 2 can
be used to identify implementations that are popular, have a large and active
developer community and are written in an appropriate language. This saves
search costs and enables a faster realization of BCI use cases.

None of the applied comparison criteria - presented as columns in Table 2 - in
itself objectively reflects the quality of a BCI implementation. In their entirety,
however, they allow an initial quality assessment. One possible approach to use
the framework could be to search for a particular connector type, e.g., Hybrid
Connector, for connecting public and private blockchains, then select the appro-
priate mechanism within that type using [2], and finally examine the implemen-
tations listed above first. In addition, the result of the assessment is also a matter
of requirements and their weighting. Therefor, the adopter of the framework can
come up with an individual formula that weights different comparison criteria
according to their desired BCI use case.

The majority of Public Connectors and all BoBs have an implementation,
while only the minority of Hybrid Connectors have one. In terms of number
of stars, contributors and LoC, Hybrid Connectors are overrepresented among
the 10 BCI implementations with the lowest values. This indicates that Hybrid
Connectors are still mostly being conceptualized, while Public Connectors and,
especially, BoBs are more suitable for production. Nevertheless, practitioners
should keep up to date with the development of Hybrid Connectors, since they
can enable use cases with a high business potential by reaching a large number
of prospective clients, for instance, by connecting a private banking blockchain
with Ethereum.

6 Limitations

This study focuses on BCI solutions identified in literature [2]. However, not all
BCI solutions are covered in literature because of the fast speed of development
in the field and the possibility to copy or clone a published GitHub repository,
make minor changes in its source code and publish it as an independent or forked
implementation. For instance, SushiSwap is a well-known fork of Uniswap, but
it is not mentioned in literature [2].

In addition, it could be argued that some of the listed blockchain interoper-
ability implementations are difficult to compare. While some implementations
are designed for a specific purpose, others have a much broader range of applica-
tions where blockchain interoperability is just an additional feature. For example,
XMR-BTC is tailored to enable the blockchain interoperability function atomic
swaps between the Bitcoin and the Monero blockchain, whereas Hyperledger Fab-
ric is a multifaceted project where blockchain interoperability functions serve to
complement a broad range of general blockchain use cases.
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7 Future Work

Future work that will improve the set of BCI solutions to be analyzed, broaden
the comparison framework and allow more precise results is summarized below:

– Extend the initial list of BCI solutions retrieved from literature, for instance,
by searching relevant key words on GitHub or crypto-related platforms.

– Refine the GitHub analysis, for instance, by analyzing the average time an
issue remains unresolved to make more precise assumptions about the activity
of the developer community.

– Calculate the bus factor [57], that is, the number of developers essential to
the project and the risk of losing them.

– Analyze developer discussions in public forums as an additional user-based
comparison criteria, for instance, using text mining methods to scan Stack-
Overflow discussions [58] in order to identify popular topics, issues, emerging
trends or adoption rates per BCI implementation.

– Analyze network data as in [59] as an objective measurement of the popularity
with end users and effective usage of an BCI implementation.

8 Conclusion

This empirical study provides an overview of BCI implementations and supports
the selection of an appropriate solution for enabling BCI use cases. Furthermore,
the gap between theory and practice is bridged by identifying BCI implementa-
tions, proposing a comparison framework and applying it on the identified imple-
mentations. The 37 identified BCI implementations vary significantly in terms
of their popularity, developer community and source code. In their entirety these
measures allow an initial quality assessment of BCI implementations.

Within a given connector type, the number of BCI implementations per
mechanism and the comparison values of the individual artifacts differ greatly.
While the majority of Public Connectors and all BoBs have implementations,
many Hybrid Connectors remain as concepts. Only a little number of Hybrid
Connectors has a high popularity and a large and active developer community.
Hence, there are only a few production-ready BCI solutions to implement a
blockchain interoperability use case, where a public and a private blockchain are
connected.
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Abstract. Many Cyber Physical Systems (CPSs) and Internet of Things
(IoT) devices are constrained in terms of computation speed, memory,
power, area and bandwidth. As they interact with the physical world,
various aspects such as safety, security, and privacy should be consid-
ered while processing personal data. Systems should continue operating
even under harsh conditions and when the network connections (e.g., to
the cloud) are lost. If that happens and the storage capacity is limited,
sensor data may be overwritten irrevocably. This paper presents prelimi-
nary ideas and the planned research methodology to examine and define
strategies to secure the data transfer from IoT devices which have lim-
itations to edge devices and the cloud, and to overcome the situation
when a device loses its connection, to mitigate data loss.

Keywords: IoT · Resources · Limitations · Security

1 Introduction

Cyber Physical System (CPS) and Internet of Things (IoT) devices fall under the
embedded system umbrella. The terms are largely interchangeable and are used
to describe the interconnection of the physical world with the digital world [3].
Examples are devices and systems that are used in smart automobiles, smart
manufacturing, and many other industries. IoT is the concept of combining
disparate objects to create a seamless interface between physical and virtual
entities [15].

Already, IoT devices generate a lot of raw data which need to have sufficient
resources to be processed efficiently. In general, the resources in IoT devices are
expected to be constrained due to space and cost limitations [8]. Moreover, the
constraints would impact different aspects of IoT components, such as memory
and processor as well as the environment such as power, storage, and band-
width [15]. Based on that, IoT devices would usually connect either to edge or
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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cloud computing to provide sufficient resources that can keep the IoT devices
working properly [6]. Therefore, both edge and cloud computing, would then
provide the resources such as computation, memory, and storage to the devices.
Likewise, the IoT device would consume less power because most of the computa-
tion and storage is done either in the edge or cloud; this is known as computation
offloading.

We aim to develop a technique or mechanism and specific strategies to pre-
vent data losses and overcome the effects of a lost connection in case it occurs. In
this paper, we present the first findings and our proposed methodology. Section 2
describes the background of IoT in general, especially the challenges of ensuring
security despite limited resources. We present the problem and our motivation
in Sect. 3. In Sect. 5, we show our proposed case study design and draw our
conclusions in Sect. 6.

2 Internet of Things

IoT resources have an essential role in terms of device performance. In general,
these resources can be classified into two main types. The first one is the tan-
gible resources such as memory, processor, energy and networking. The second
one is the intangible resources such as operating systems, protocols, algorithms
and other resources [15]. However, the resources tend to be limited by virtue
of size, power limitations, etc. For example, medical and other wearable devices
such as insulin pumps should be lightweight and non-intrusive for the patients.
In addition, smart sensors (or other devices, e.g., smart speakers or smart locks)
should not take up too much space so that they can be integrated into exist-
ing environments relatively easily. This limits the hardware and, consequently,
software used in the final product.

2.1 Resources Management

The key, essential aspect of the IoT ecosystem is the management scheme needed
to assign and efficiently manage the resources [4]. One technique of resource uti-
lization uses edge or cloud computing to offload tasks [5]. This mechanism can
increase their computing power and accelerate their completion. In that context,
virtualization can be used to efficiently operate hardware and limited resources
[14]. Furthermore, resource management considers load balancing and prioriti-
zation to ensure the quality of service. Additionally, scheduling and allocation
are used to optimize runtime despite limited resources [12] However, sending all
sensor data to a centralized cloud platform typically leads to latency. Therefore,
some systems rely on on-site edge computing to fulfill real-time requirements
and overcome the bandwidth problem. Nevertheless, in case of lost or ineffective
communication to the edge or the cloud, IoT devices (for example, in medi-
cal or power grid applications) have to continue processing tasks independently,
especially in safety-critical systems.
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2.2 Security

The connectivity of IoT devices leads to a much larger attack surface. They face
many threats such as Denial of Service (DoS), malware, wiretapping, injection,
Man-in-The-Middle, or zero-day exploits. Common entry points of attackers are
the supply chain (e.g., SolarWinds, Kaseya), ransomware (Colonial Pipeline,
Ryuk, WannyCry), or malware (Stuxnet). After a successful attack, IoT devices
are misused as a botnet (Mirai) and for lateral movement. Security is a constantly
evolving area. New vulnerabilities and exploits become public over time. There-
fore, IoT devices should include methods to identify, protect, detect, respond,
and recover from threats according to the NIST Cybersecurity Framework [7].
However, enhancing security while being constrained by limited resources is chal-
lenging. Insufficient memory and computing power restrict commonly used meth-
ods from personal computers and servers. An interesting approach in that con-
text is security modes [10]. When specific events occur, the system switches its
modes to reduce the attack surface while providing a reduced set of functionality.

3 Problem and Motivation

An inherently desirable characteristic of IoT is to stay connected. However, con-
nection failures are conceivable and could occur under many circumstances, for
example, issues with hardware or software, network congestion, etc. External fac-
tors may include natural disasters such as earthquakes, eruptions, fires, floods,
or solar winds, which disrupt the communication of IoT devices. In addition,
intentional, unintentional, and man-made disasters can also lead to a loss of
communication. For example, for more than 18 months, an old TV caused irreg-
ular broadband outages by electrical interference [2]. In February 2022, a satel-
lite outage, possibly caused by hackers, affected about 5,800 wind turbines in
Europe [9]. In this case, the data transfer was interrupted and the isolated IoT
devices could not offload work to the edge or cloud.

As mentioned above, not all IoT devices have sufficient resources to continue
working autonomously (due to computing power, storage, etc.). Consequently,
this can lead to service discontinuity, especially if heavy computational tasks
overload the device. Latency will occur and the increased local computational
demands lead to higher power consumption that can reduce battery life. While
sensors keep sending data to the IoT devices, the data cannot be forwarded to the
edge or the cloud and must be stored in the local memory. If the memory is full,
data overwriting can occur, which leads to data loss. That may negatively impact
the entire IoT ecosystem for a particular application. Winderickx et al. [13]
and Alharaby et al. [1] analyzed different microcontrollers and IoT platforms
regarding the energy consumption of security algorithms and protocols, but they
did not consider the connection loss. Therefore, we aim to fill the gap and develop
a new methodology which minimizes data loss, optimizes performance, secures
data transfer, and provides accurate data for cloud-based data utilization. With
the proposed case study we will evaluate our strategies.
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4 Approach

As this paper presents an initial, conceptual idea for how to handle the resource
(especially memory and storage) in IoT devices, we will tackle the development
of the management methodology in a bottom-up and top-down manner. The
bottom-up approach will be to use a case study (or studies once the concepts
mature). The top-down approach will require that we study existing abstractions
for resource management in embedded/cyber-physical systems with limitations
of memory, storage, and processing power. Such existing approaches include,
for example, using virtual mechanisms to optimize resources [14]. Our idea is
innovative in that we are not aware of any methods that manage memory and
storage in the case of loss of connections to the cloud.

5 Case Study Design

With our research, we want to answer the following research questions:

– How can data loss be prevented and mitigated in the short and long-term for
IoT devices with lost connections?

– What strategies are feasible to overcome the connection loss for IoT devices?
– Is a general solution feasible enough, or are specific strategies tailored to

device classes and the time span of the outage needed?
– How can security algorithms and protocols influence performance and life-

time?

In a first step of our research, we will conduct a case study according to the
guidelines described by Runeson and Hoest [11]. We want to collect data from
several sensors and use four different commonly used IoT devices, see Table 1,
for processing. The main objective is to explore, implement and test several
strategies to handle the situation when an IoT device loses its connection. With
the different IoT devices, we want to triangulate the results and compare spe-
cific challenges. Figure 1 shows our proposed system architecture. We select IoT
Weather Stations for our use case. In that context multiple sensors such as tem-
perature, humidity and atmospheric pressure are needed. We want to monitor
and analyze real-world data to predict the weather for the coming days. There-
fore, the sensor data is transferred to the cloud. Optionally, there is an edge
device in between, which works as a gateway. The cloud application as well IoT
devices should be able to detect a lost connection, e.g., by using heartbeat proto-
cols. In this case, we want to keep the data for a period of time on the IoT device
while the signal is lost. However, the limitation will touch on different hardware
aspects of IoT devices, especially limited storage. Therefore, we propose several
strategies to optimize resource utilization by first defining types of data and
their importance. For example, the barometric pressure may be more important
to detect changing weather conditions than humidity. The second strategy is to
compress data to save space in the storage, but this also needs processing power.
We plan to test different compression algorithms and use statistical functions,
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e.g., using mean, median, minimum, maximum and variance instead of all single
values. In addition, we can free up space by deleting all odd or even data val-
ues when memory is almost full. In addition, in the third strategy, we want to
reduce the data transmission rate from a sensor to the IoT device and the cloud
by increasing the time between two values. For example, we gradually increase
the transfer rate and send data values every 10, 20, or 30 s or only changed
values. In order to extend the runtime of a battery-operated IoT device, we
are investigating a method to keep some resources working by sacrificing other
resources, like sensors, in our fourth strategy. Decreasing security measures may
not be a good idea, but could be beneficial for one-way data transfer in some
circumstances. We plan to measure memory utilization, performance, network
as well as power consumption to compare the results.

Table 1. IoT devices

Device Processor Memory Wi-Fi

Flash RAM

Raspberry Pi4 Model B 1.5G Hz 64bit ARM Cortex A72 128 GB 4 GB 802.11ac

NVIDIA Jetson NANO 1.43 GHz 64bit ARM Cortex A57 16 GB 4 GB External

Particle Photon 120 MHz 32bit ARM Cortex M3 1 MB 128 KB 802.11b/g/n

Arduino Nano 33 48MHz 32bit ARM Cortex M0 256 KB 32 KB 802.11b/g/n

Data Transfer

IoT Edge DevicesIoT Sensors Edge Computing Cloud Computing�

Data Transfer Data Transfer

Isolated Environment�

Fig. 1. Isolated IoT architecture

6 Conclusion

We presented our ideas about the planned case study research to secure the
data transfer between IoT devices with limited resources and the cloud. Edge
computing could help offload IoT devices’ work and secure the communication
between the IoT devices and the cloud. In addition, they can cache data if
the connection drops or the IoT devices are exhausted. We plan to explore,
implement and test strategies with different IoT devices in a weather station
example in order to answer our initial research questions.
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Abstract. Our lives become increasingly dependent on safety- and
security-critical systems, so formal techniques are advocated for engi-
neering such systems. One of such techniques is validation obligations
that enable formalizing requirements early in development to ensure
their correctness. Furthermore, validation obligations help hold require-
ments consistent in an evolving model and create assurances about the
model’s completeness. Although initially proposed for safety properties,
this paper shows how the technique of validation obligations enables us
to also reason about security concerns through an example from the
medical domain.

Keywords: Validation obligations · Security-critical systems ·
Model-driven engineering · Formal methods

1 Introduction

As software systems become more and more responsible for our daily life expe-
riences, it is natural to discuss how to engineer them to ensure their safety and
security. Both safety and security are already mature disciplines, and individual
processes for dealing with the domain-specific problems are available such as
attack trees [14] for security concerns or model checking [7] for safety proper-
ties. However, as pointed out in literature (e.g., see [3,11]), there are a limited
amount of cross-cutting techniques available at our disposal, which are capable
of being used effectively in both domains.

A validation obligation (VO) [10] is a logical formula associated with the
correctness claim of a given validation property. This technique helps formal-
ize and validate software systems, thus ensuring their overall correctness. While
initially proposed for the safety domain, we believe VOs are equally beneficial
for validating security concerns in software systems. The benefit of applying
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VOs to assert the correctness of security concerns lies within the unified app-
roach offered by VOs for modeling all sorts of proprieties, e.g., safety, security,
and functional properties. In this fashion, we do not need individual correctness
assurance approaches for each set of requirements, which can cause problems
while keeping the model consistent. VOs, substantiated with multiple formal
techniques, offer a property-agnostic approach for checking completeness and
conflict freeness of models.

This paper aims to investigate the application of VOs for the correctness
assurance of security concerns. The rest of the paper is structured as follows:
Sect. 2 discusses the Event-B method – the formal method we have used in our
approach. Next, Sect. 3 introduces the idea of VOs. Then, we exemplify the
application of VOs to security concerns in Sect. 4 using an example from the
medical domain. Next, Sect. 5 compares the current approaches with VOs for
formal modeling of security-critical systems. Finally, we conclude the paper in
Sect. 6 with an outlook on future work.

2 The Event-B Method

State-based formal methods [9] enable modeling systems with a strict formal
syntax, thus allowing to establish correctness assurance with techniques like
model checking and theorem proving. This establishes the model’s consistency
and shows that the model does not lead to a faulty state. Furthermore, state-
based formal methods follow the correct-by-construction approach meaning that
the model is incrementally enriched with behavior while the correctness of each
step is ensured.

One of the well-known state-based formal methods is Event-B [1]. In Event-B
states are made up of variables that are constrained by invariants. Events
define transitions between the states. A model can be refined via the refines
keyword. This means the original specification is advanced concerning variables
or events. This refinement relationship, however, needs to be proven to ensure
that existing model constraints are not violated in the process of refinement.
This is done through proofs. contexts define the static elements of a model and
are seen by machines defining the dynamic behavior.

3 Validation Obligations

A VO is composed of a model and a validation task (VT) that must be success-
fully executed on the model. Once a VT is successfully executed, it establishes
the presence of the associated requirement. A VT comes in different forms, e.g.
(LTL) model-checking, proof obligations (POs), or even manual inspection of
the state space. The input parameters of each VT depend upon the associated
requirement. For example, for the LTL model checking, the VT gets an LTL
formula as an input parameter. It is the judgment of the designer which VT is
best suited to the cause and what are its appropriate parameters. Following is
the formal definition of a VO:
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V Oid = V Tid/V Tcontext/V Ttechnique : V Tparameters

As a VO is assigned to a requirement, an id uniquely identfies it. The assigned
VT has also an id to identify it. In the area of VOs context refers not to the
context of machines as defined earlier but to the context the VO is applied in,
i.e., the model we investigate. Second last is the applied technique, e.g., model
checking, and last are the input parameters, e.g., the LTL formula.

The concept of VOs should be seen as a carrier technology. It is not bound
to a particular formal method. In fact, VOs can be applied to all state-based
formal methods alike. In this paper, however, we use Event-B only to exemplify
the proposed approach. Following that, we argue that we can validate everything
we explicitly model.

The power of VOs comes from three aspects.

1. By connecting requirements to VOs, designers can rely on the associated VTs
for compliance. Once the VO composed of VTs is successfully discharged, it
shows the presence of the associated requirement in the model. If the designers
change the model subsequently, they can execute the VTs again and assure
themselves of the requirement’s presence in the evolved model.

2. Having all requirements written as VOs lets designers quickly spot conflicting
requirements. For example, if requirements are correctly translated into VTs
but contradict each other, one of the VOs will fail. In this case, stakeholders
can reevaluate the associated requirements.

3. VOs open up the ability to view a model from perspectives outside the clas-
sical top-down refinement chain. These views can fall into the following cat-
egories: (1) abstract views with which we can safely drop information not
necessary for reasoning about a VO, and (2) instantiation or scenario views,
which transform the abstract model into a concrete example. The output of
the associated validation task can give insight into how the view behaves,
and the instantiation view can also provide multiple examples of the behav-
ior. Emerging requirements stemming from this exercise can find their way
back into the model.

4 Application of VOs to Security Concerns

We now show the application of VOs to establish the correctness of security
concerns through the example of a hemodialysis machine model. As aforemen-
tioned, we believe that security concerns can be treated like other properties
when developing models, which is an advantage as there is no need for their
special treatment, thus making the overall modeling process simpler.

4.1 Illustrative Example

Hemodialysis is a medical treatment that uses a device to clean the blood. The
hemodialysis device transports the blood from and to the patient, filters waste
and salts from the blood, and regulates the fluid level of the blood. Due to the
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involved complexity of the dialysis process, the resulted medical treatment is
monitored by a professional caregiver for treatment compliance and desired out-
put. Traditionally hemodialysis is performed in a standalone mode, i.e., patients
come to a medical facility, get connected to the device, and let dialysis be per-
formed. However, this monitoring is also possible via remote access but demands
additional security precautions. The basic architecture of hemodialysis machines
is depicted in Fig. 1. The requirements specification of hemodialysis machines is
discussed in detail in the work of Mashkoor [8].

Fig. 1. Architecture of hemodialysis machines

We first design an abstract model and then refine it to show that VOs can be
used to gain confidence in the soundness and conflict freeness of the requirements.
We then extend the example a second time to show the advantages of creating
views on a model. Creating a view means in our context that we keep the abstract
model in the background but only focus on one detailed aspect of the model at
a time. This helps better understand a model’s behavior or debug it by only
viewing what is necessary to satisfy a particular requirement.

4.2 Formal Model

We start the modeling process with a small subset of the hemodialysis machine
requirements specification. We also add some additional security concerns as
follows.

– SAF1: In order to start the treatment, the parameters must be within the
permissible range.

– FUN1: There are three types of staff IDs: maintenance, nurses, and doctors.
– SEC1: The staff has to log in to start the treatment.
– SEC2: Only doctors and nurses are allowed to start the treatment.

Figure 2a shows the base model of the system. It models the SAF1 safety
requirement. In the original specification multiple parameters depending on the
patients condition can be set thus ensuring a personalized treatment. SAF1 is an
abstract reference to that, we enter a treatment value which serves as a token
for more complex parameters required in the original specification. We model



Application of Validation Obligations to Security Concerns 341

Fig. 2. The formal model

SAF1 along with the SEC1 security requirement. There is an Event-B context
ctx modeling the login status. The corresponding machine m1 models two events:
login and startSystem. Guards, namely @grd1 and @grd2, of the startSystem
event prevent the event from being fired prematurely.

Figure 2b shows how the model looks after the refinement. It introduces FUN1
and SEC2 requirements into the model. We add roles as data type in the refined
context ctx1 and configure the set of roles that are allowed to perform a treat-
ment in @inv4. The login event ensures that the role logged into the system
is now tracked via id. @grd3 in startSystem checks that only allowed ids are
able to start the treatment. Also note that the startSystem event in m2 extends
the event from m1 meaning that @grd1 and @grd2 are still present and active
but are hidden form this view of the model to avoid confusion.

4.3 Ensuring Soundness and Conflict Freeness of Requirements

To each requirement, we associate a VT with which we ensure the presence of
this requirement in the model. The VTs can be formulated as:

– SAF1/m1/PO: treatmentParameters ∈ 1..5
– SEC1/m1/LTL:G({loggedIn = yes} ⇒ e(startSystem))1

1 e(startSystem) means that this event is enabled because its guard is true.
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PO means we have a proof obligation that treatmentParameters ∈ 1..5 is true in
every state of the model, meaning the patients treatment parameters are within
the allowed range. For the LTL formula G(lobally) means the condition in the
brackets is always true. The term inside states that when loggedIn = yes the
event startSystem is enabled. m1 is the model or in our case the machine we
apply the VT to as laid out in Sect. 3.

The proof of the VT for SAF1 is relatively simple. We can use the Event-B
tool support, i.e., the Rodin platform [2], to show that @inv1 holds in every state
of the model. The proof can be discharged automatically by the tool. The VT
regarding SEC1 was established using the LTL formula with the ProB [7] model
checker, which we employed to do LTL model checking of the model. With
both VOs discharged, we can be confident that the concerning requirements are
correctly modeled.

Now we tackle FUN1 and SEC2. For those requirements we write the following
VTs:

– FUN1/m2/PO/persons = {doctors, nurses, maintenance}
– SEC2/m2/LTL/G(e(startSystem) ⇒ {treatmentAllowed(loggedInID) =

doctors} ∨ {treatmentAllowed(loggedInID) = nurses})

We demand proof that the set of roles consists only of doctors, nurses, and
maintenance for FUN1. For SEC2 we demand that globally the system can only
be started if the logged-in role is registered in the set of roles that are allowed
to perform treatment, i.e., doctors or nurses.

Again with the help of the corresponding tools, we see that both VTs on the
model are executed and satisfied, thus ensuring the soundness of the model m2
regarding the requested requirements, i.e., FUN1 and SEC2. However, if we run
our VTs for SEC1 and SAF1 previously established on m1 on m2 to ensure that
these requirements are also present in the refinement, we spot a problem. The
VT representing SEC1 fails. We can find an instance where we are logged into
the system but not allowed to start the treatment. This is the case with the login
of the maintenance role.

A failing VT helps us discover a flawed requirement/design in the model,
provided that the task was correctly chosen and the parameter was correctly
formulated. In our example the requirement encoded as the VT for SAF1 is
no longer satisfiable as loggedIn = yes is no longer sufficient for starting the
system. We could draw three consequences from this:

1. Requirements SEC1 and SEC2 may be contradicting each other. However, this
is not the case here.

2. We could adjust the model by removing the event guard that controls the
startSystem event allowing every loggedIn person to start treatment. How-
ever, this will lead SEC2 to fail; hence the formulation of the requirement as
a VO prevented us from introducing new bugs when trying to fix the existing
ones.
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3. Requirements SEC1 and SEC2 are ambiguous in how they are formulated and
need to be clarified. In our case, SEC1 is indeed very broad. We can solve the
issue by either making SEC1 more explicit by stating that the allowed staff
has to be logged in or merging the requirement entirely with SEC2.

In our example, we settle for option (3) to clarify requirements: we refactor
the corresponding VO, and the fixed VO passes without any new conflict.

4.4 Creating Views

Different views help designers spot flaws in the model or help non-technical
stakeholders better understand the model. Views are a unique form of refinement
that aims not to introduce new behavior but to how the model is perceived. VOs
help create views by showing their soundness and conflict freeness. However,
views affect the associated VT, i.e., the model changes, and the output which
decides VT’s success or failure also changes accordingly. While the output of a
VT is more concrete on an instantiation view, and thus, depending on the task, it
can provide a concrete example of why the VT succeeds or fails. The stakeholders
can then easily understand the scenario. The knowledge gained from the view
can be feedback on the requirements of the model and may result in new VOs
to ensure the presence of the emerging requirements.

Creating a scenario-view in Event-B is achieved by replacing deferred con-
structs with concrete ones, thus adapting the model for a specific scenario. Let us
consider our hemodialysis example again. Figure 3 shows a created view. Instead
of reusing a deferred function where we map arbitrary ids to roles as we did
in INITIALISATION/@act4 of m2 we use concrete mappings as one can see in
@act4 of theINITIALISATION of m2Concrete. We successfully execute the VTs
and establish conflict freeness and soundness of the requirements for this view.

The state-space of the model m2Concrete is visualized in Fig. 42. It shows
two states. One can switch between the states via logging in as a different user or
looping back to them by logging in as the same user. From this view, the stake-
holder may discover a flaw in the model, for example, the fact that startSystem
in the upper state is a loop that always ends in the same state. The consequence
of this is that after startSystem was fired by the logged-in role, the logged-
in role can be changed. For further treatment, this might be unwanted as the
responsible role should not be changed mid-session, nor should the maintenance
be able to log in after treatment is started. From this we can formulate a new
requirement, for example:

– FUN2 Once the treatment is started, the logged in ID can not change.

This requirement can then be encoded into a VO and run against the original
model m2. A VT for this requirement could look like this:

– FUN2/m2/LTL:[startSystem]X(G(not(login)))

2 We omitted parts of the graphic for space reasons.
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This formula would check that after the firing of the startSystem event, the
login event cannot occur, of course, until the treatment is over.

We can go even a step further. Suppose we find a property of a scenario
desirable for all scenarios that are created in the same way, i.e., by using the
concrete mapping of ids to roles we used in the example. In that case, we can
translate this property into a VO that has to hold for all scenarios that are
created, relying on this mapping for initializing the treatmentAllowed variable.
Every time we create a scenario view the same way, it must comply with this VO.

Fig. 3. Concrete initialisation for stakeholders

Fig. 4. Part of the concrete state-space created with ProB

5 Related Work

The Tokeneer case study [12] is a well-known example of the application of formal
methods to the security domain. Tokeener is an extensive system that provides
safety for a network of workstations in a protected room, which can only be
entered via verified bio-metric scans and id cards. In addition, the Tokeneer
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system has the task of verifying access for persons and checking certificates for
credentials. The case study was modeled in different languages like the modeling
language Z [4]. For this implementation, there exist several approaches to verify
the system, e.g., Cristiá and Rossi [5]. The specification was also translated from
Z to Event-B by Rivera et al. [13]. While these contributions show that formal
methods can be successfully applied to help design and implement security-
critical systems, they only tackle the problem from the verification side. The
question of validation is mainly unaddressed.

VOs aim to complement by showing that the actual requirements specified
by stakeholders are present in the model. Up to now, many techniques in formal
methods have aimed to show the absence of faulty behavior. For example, model
checking traverses the state space to check if a state violates a previously defined
invariant. Another example is proofs that can show if the access to data struc-
tures is well defined. However, verification, i.e., checking whether faulty behavior
is absent in the model, is not enough as a designer has no feedback on what the
model is capable of. For this, we need validation, and while there exist validation
approaches, e.g., proposed by Fitzgerald et al. [6], these are tool and language-
specific. That is where VOs are a valuable addition, as they provide a tool and
language-independent formalism. Requirements are formulated as VOs, which
evolve with the model while remaining traceable. Additionally, different model
views enable other stakeholders to understand the model and reason about the
requirements relevant to them without going into unnecessary details.

6 Conclusion and Future Work

This paper shows how the VO approach can validate security concerns along-
side safety and functional properties in a formal model. A uniform approach
for validating different system properties is a big plus, thus making the overall
development process more straightforward. Furthermore, the VO approach helps
spot conflicting requirements and existing bugs and prevents from introducing
the new ones. Additionally, we can create views on a model that facilitate the
model’s understanding by all stakeholders. From views, we can extract knowl-
edge that we can feedback into the model. Finally, we can formulate VOs that
describe the scenario’s desired outcomes, thus ensuring compliance for the whole
development cycle.

In the future, we want to apply the VO approach to large-scale case studies
and show the multitude of VOs in different settings. In such a study, we would
like to investigate the following research questions:

– What are the limitations of the VO approach?
– Is the VO approach equally beneficial to formal methods which are not state-

based?
– How does the approach scale in large-scale case studies?
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Abstract. Many devices in various domains operate in different modes.
We have suggested to use mode switching for security purposes to make
systems more resilient when vulnerabilities are known or when attacks
are performed. We will demonstrate the usefulness of mode switching
in the context of industrial edge devices. These devices are used in the
industry to connect industrial machines like cyber-physical systems to
the Internet and/or the vendor’s network to allow condition monitoring
and big data analytics. The connection to the Internet poses security
threats to edge devices and, thus, to the machines they connect to. In
this paper (i) we suggest a multi-modal architecture for edge devices;
(ii) we present an application scenario; and (iii) we show first reflections
on how mode switching can reduce attack surfaces and, thus, increase
resilience.

Keywords: Mode switching · Edge device · Security · Linux ·
Systemd · Ansible

1 Introduction

Manufacturers will increasingly become service providers and use condition mon-
itoring, and big data analytics for predictive maintenance [25]. Edge devices con-
nect physical devices like machines, robots, and sensors over various protocols
like MQTT, OPC UA, and others to the virtual world. They are widely used
in Cyber-physical systems (CPS) and Internet of Things (IoT) systems, and
their use will increase in the next decade [24]. Edge devices provide comput-
ing power for lightweight devices and other facilities on-site and build a bridge
between operational technology (OT) and information technology (IT), typically
in the cloud. They allow machine-to-machine communication, remote monitor-
ing and control across several locations and increase availability and efficiency.
Edge devices provide load balancing, low latency, and service continuity in case
of connection failures, optimize the network bandwidth to the cloud, and process
the workload close to its occurrence [15]. Devices increasingly get interconnected,
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https://doi.org/10.1007/978-3-031-14343-4_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14343-4_32&domain=pdf
http://orcid.org/0000-0002-6937-986X
http://orcid.org/0000-0002-0637-6602
https://doi.org/10.1007/978-3-031-14343-4_32


348 M. Riegler et al.

enhancing systems’ complexity and unleashing threats and vulnerabilities. In the
year 2021, vulnerabilities in Log4J, Kaseya and Solar Winds have affected thou-
sands of companies. Cyberattacks like the one against Colonial Pipeline can lead
to loss of productivity, business continuity problems, financial losses, and dam-
age of reputation. According to the Allianz Risk Barometer [1], cyber incidents
are the most important business risk in 2022.

Time is essential when a vulnerability becomes known. It typically takes a
while until an update will be available. During that time, attackers can write
exploits and attack systems. Workarounds are sometimes provided to mitigate
known vulnerabilities. Nevertheless, manual changes are time-consuming and, if
performed hastily, involve the danger of disrupting operations. In the worst case,
services have to be completely stopped or shut down.

We have presented how multi-mode systems can provide resilient security in
Industry 4.0 [18] and a web server case study using a multi-purpose mode switch-
ing solution to overcome vulnerabilities in [19]. Additionally, we have investigated
how modes can secure deliberately insecure web applications [17]. In this paper,
we will investigate the security of edge devices and reflect on how automatic and
manual mode switches can reduce attack surfaces.

In Sect. 2, we present the idea of mode switching and its use in several
domains. In Sect. 3, we describe common methods to secure edge devices. We
present our considerations about mode switching in edge devices in Sect. 4.
Automation of configuration management of modes and deployment are shown
in Sect. 5. We discuss our results in Sect. 6 and draw conclusions in Sect. 8.

2 Mode Switching

We have provided first findings of a systematic literature review about mode
switching from a security perspective in [16]. In general, modes are used to pro-
vide flexible adjustment of behavior, real-time adaptation, and complexity man-
agement. They have already been used in domains like automotive [2], aviation
[22] and energy [26]. Modes divide and manage complexity, have specific con-
figurations, and consist of specific behaviors. For example, nuclear power plants
have multiple modes for power operation, startup, hot standby, hot shutdown,
cold shutdown, and refueling [26]. They automatically change their modes and
may even be completely switched off if parameters exceed or fall below critical
thresholds [21]. Special accident and emergency systems and a degraded mode
of operation [7] provide resilience and a better understanding of the system’s
state if there is any kind of malfunction. However, mode switching is not limited
to safety precautions. Modes can also be used to control functionality and to
increase security [20]. A web server case study [19] has shown that mode switch-
ing has reduced known risks in that specific scenario in 98.9% of the time and
has shortened the window of exposure from 536 days to 8 days.
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3 Securing Edge Devices

Making edge devices more secure begins with the key concepts of the secu-
rity triad CIA: confidentiality, integrity, and availability. According to ISO/IEC
27000:2009 [11], authenticity, accountability, non-repudiation, and reliability are
also important. Preventive, detective, and corrective security controls will help
to minimize security risks and to recover faster whenever something bad hap-
pens. There should be multi levels of protection (defense in depth) for all sys-
tem parts: cloud, network, device, application, and data. One compromised part
should not affect the entire system. Following a Secure Software Development
Live Cycle (sSDLC) will facilitate delivering effective and efficient systems dur-
ing lifetime [4,10]. Several guidelines and frameworks [5,10,13,14] exist to make
IoT devices more secure. They suggest physical controls like a Trusted Platform
Module (TPM), mechanical locks, and minimized external ports. TPM goes hand
in hand with a Trusted Execution Environment (TEE), secure boot, a protected
operating system (OS), and secure updates. McCormack et al. provide an archi-
tecture for trusted edge IoT security gateways and recommend periodic remote
attestation with TPM, to control that there are no fraudulent manipulations
[12]. It is state-of-the-art to encrypt all communication to the outside of an IoT
device. In addition to regulatory requirements and policies, technical and logical
controls should also be implemented: authentication, access controls, a firewall,
and antivirus software. Each device should have its own client certificate to com-
municate with manufacturers’ cloud services. Even if compromised, only single
devices are affected and can be blocked on the server-side, if necessary. Updates
should be signed and verified, risky legacy protocols should be avoided, and open
ports minimized.

Cejka et al. have compared Amazon Web Services (AWS) IoT Greengrass,
Microsoft Azure IoT Edge, and a self-implemented framework for secure edge
devices and distributed control of critical infrastructure [3]. They recommend
filtering and monitoring communication for anomaly detection and reacting to
deviations with countermeasures.

In our sample scenario, we use edge devices to connect industrial machines
at the customers’ site to the Internet and to allow communication with the
machines’ manufacturer. Typically, edge devices will be delivered to the cus-
tomer’s factory or machine. However, sometimes devices get stolen and even
manipulated. Therefore, the hard disk is encrypted, and the device provides only
limited initial functionality like configuring the network settings to onboard the
device. Onboarding means that the device is registered with the manufacturer
and gets a device certificate that activates the device’s full functionality, which
persists even if later the connection gets lost. Thus, once the device has success-
fully established a connection with the manufacturer’s cloud service, it sends an
onboarding request. Then the customer can authenticate at the manufacturer’s
cloud service to view the request and get a security token to assign the edge
devices to the customer, similar to [27].
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4 Edge Device Modes

In this section, we provide further details about the design and implementation
of edge device modes. Figure 1 gives an impression about a few sample modes and
their services and configurations. A system and its components can be in multiple
modes. Initially, an edge device is in factory mode. After successful onboarding,
it switches to the onboarded mode. In our sample scenario, edge devices are online
most of the time. They check for updates in regular time intervals, typically once
a day. If an update check was not possible for a specific time period, e.g., for x
days, the device is considered to be outdated. A mode switch to outdated mode
leads to limited functionality for security reasons. Thus, the onboarded mode
has two sub-modes: updated mode and outdated mode. Modes can extend other
modes similar inheritance in object-oriented programming (OOP).

We use modes to protect the system and its services from vulnerabilities
found in the meantime. We consider it bearable that a system that has not
been online for a predefined time period makes updates first. The system itself
periodically checks if there is an update. After the successful update or when the
last successful update check is younger than x days, the updated mode becomes
active, which provides all services, like condition monitoring, big data analytics
for predictive maintenance, remote support, and others. Additionally, we plan
to analyze log files to react to specific events like denial-of-service (DoS) attacks.

recent
update check 

factory reset

onboarded mode
update check 
too long ago 

updated mode

outdated mode
onboarding

network settings service 
onboarding service 

factory mode

network settings service 
onboarding service 
device certificate 

limited services

all services

Modes
Services and Configuration

Inheritance
Manual/Automatic Mode Switch

Fig. 1. Edge device modes
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4.1 Implementation

For implementing the concept of modes on common edge devices, we have
extended the system and service manager systemd1, which is used in most
Linux operating systems. We use systemd targets [8] to specify modes. They
are similar to SystemVinit run levels [23], which were used in previous systems.
A target is specified with a unit-file and combines several services. It is pos-
sible to define a default target as well as hard and soft dependencies to other
modes, which should be started before. Usually the multi-user.target (on
non-graphical systems) or the graphical.target are the default targets. We can
switch to the mentioned mode by running systemctl isolate mode.target.
Nevertheless, it only works if the mode meets the conditions. Services, like to
define the network settings, for onboarding or for specific software containers,
have their own unit-file and can be attached to one or multiple modes in their
[Install] section with the command WantedBy=mode.target. Since release
v250, the factory-reset.target has become available. Obviously, the devel-
opers think in a similar way. Listing 1.1 shows the updated-mode.target. It is
started after the onboarded-mode.target only when a specified file exists. Sys-
temd only supports some basic condition and assertion checks, before a target
or service becomes active. For example, we can only check whether a file exists
(ConditionPathExists), but we cannot check whether a certificate is valid, or
whether the device is online. Therefore, we consider these parts in our Mod-
eSwitcher shell script. As of now, all mode switches are executed by this shell
script. A cron job runs periodically and checks if there are any changes. If an
edge device is not onboarded, it tries to resolve that. If the device certificate
becomes invalid, a mode switch to the factory mode is triggered. The cron job
performs the updates for the device, software repositories, and the device certifi-
cate. If the last successful update check was as long ago as predefined, a mode
switch is triggered from updated mode to outdated mode, and several containers
are stopped in order to reduce the attack surface. If the update was successful,
the system switches back to updated mode. Every mode switch will be notified
to the manufacturer’s cloud service.

Listing 1.1. Systemd updated-mode.target

#/etc/systemd/system/updated -mode.target

[Unit]

Description=Updated Mode

Requires=onboarded -mode.target

Conflicts=

After=onboarded -mode.target

AllowIsolate=yes

#Start target only when file does exists

ConditionPathExists =/var/lib/edgedevice/up-to-date

1 https://systemd.io.

https://systemd.io
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4.2 Fail2ban Sample Scenario

We are monitoring log files in our sample scenario with fail2ban2, a Python-based
Intrusion Prevention Software (IPS) that is mainly used to defend systems from
brute-force attacks, e.g., by blocking IP addresses of attackers after several failed
login attempts within a specific time frame. We can also specify multiple and
less intrusive actions like sending an email to the administrator. It follows the
rules of event condition action (ECA). New log entries get checked by a filter
of regular expressions to extract interesting data. Jail configurations become
relevant, if there is a match. These configurations specify services or attack sce-
narios to be monitored. They consist of the log file, the port or service, the
filter, the time span and the maximum number of wrong attempts, the actions
to be executed, and the ban time. For example, we can specify that after three
failed SSH login attempts, the IP address of the possible attacker gets blocked,
and the administrator will be informed by email. Then, after a ban time of
10 min, a new login attempt from that IP address will be allowed again. The
fail2ban manual [6] and Hess [9] provide more details about these mechanisms.
The standard configuration provides filters for Apache, sshd, vsftpd, Postfix and
others. We have implemented additional filters, e.g., to detect (unsuccessful)
terminal logins, (unsuccessful) SSH logins, port scans, HTTP errors, plugged-
in LAN cables, attached USB devices, and lost connections. We imagine using
fail2ban to send a notification to manufacturers’ cloud services in case of abnor-
mal behavior. In addition to that, we will use some of the fail2ban events as
a source to trigger mode switches. For example, we envision switching from a
normal to a denial-of-service (DoS) mode. The typical use case of Fail2ban is to
block single IP addresses. However, if there is a DoS attack, it is not appropri-
ate to block thousands of IP addresses. In this case, switching to a more secure
mode is more practical, where this form of attack is blocked in general. Addi-
tionally, IP address ranges or countries could be blocked. Switching to another
or degraded mode can reduce the attack surface and protect the system from
further attacks. Another scenario is multiple wrong login attempts on the con-
sole. If that happens and the device is offline, we switch to the factory mode to
prevent further attacks. We can react in the same way, if we detect anomalies
regarding hardware attacks like sniffing, or port scans. In order to prevent the
abusive use of insiders, administrative capabilities have to be limited, and all
actions have to be logged and monitored. Procedural or administrative controls
are needed to handle incidents and increase security awareness [13].

5 Automation

We have used our own package repository to provide modes for multiple devices
and distribute changes. Software packages can be checked, adapted, and acti-
vated individually. Thereby, we can install modes as if they belonged to sys-
temd. We have also examined system configuration management tools like Ansi-
ble, Progress Chef and Puppet. They are also used for provisioning, application
2 https://www.fail2ban.org.

https://www.fail2ban.org
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deployment, and infrastructure as a code. We had a closer look at Ansible and
have developed a module for mode switching, i.e., switching systemd targets.
With that implementation, we were able to use mode switching in Ansible tasks
and playbooks. This feature is helpful to manage multiple edge devices and to
switch the mode of either one or many devices depending on requirements. For
example, Listing 1.2 shows how to switch all edge devices from group devgroup1
to the oudated-mode.target.

Listing 1.2. Call developed Ansible module to change systemd target

ansible devgroup1 -m systemd_target -a "name=outdated -mode.

target�state=isolated"

6 Discussion

From a security perspective, it is an advantage to switch to a restricted mode
as soon as possible, if attacks or abnormal behavior happen. From a customer
perspective, it is highly unsatisfactorily if an edge device switches the mode auto-
matically and seemingly unexpectedly denies services and interrupts operational
processes. Therefore, full automation of mode switching is not desirable under all
circumstances. We propose to inform a manufacturer’s cloud service and put a
human in the loop. Thus, online devices can be controlled semi-automatically or
manually by experts. In addition, the devices can learn over time about false pos-
itives of possible attacks, e.g., with machine learning techniques. If edge devices
were offline for a long time, they have to act autonomously and should be stricter
about switching modes. However, even then, a specific threshold needs to be con-
sidered. Shutting down the device must be the last resort.

Safety is an issue for a CPS as well. Connected machines and robots can
potentially harm people and damage property. In this context, the concepts
of fail-secure and fail-safe contradict each other to some extent. Completely
stopping an edge device in case of any issue is highly secure. Nevertheless, if
a person is stuck in a machine, some basic functionality is needed to get her
free. A differentiated approach is needed in such a scenario. From the outside,
the system has to be in a fail-secure mode and may prohibit external access. A
fail-safe mode can provide at least some basic on-site functionality.

We have also experimented with multiple modes with different arranged soft-
ware containers on top of the updated mode. Further research is needed to define
how many modes are necessary and are still manageable. However, we think it
is more beneficial to stop single vulnerable services. Ansible and other config-
uration management tools are well usable to achieve that goal. They allow us
to specify single, groups, or all hosts to make changes. We can go one step fur-
ther and integrate predefined modes more deeply if a service supports different
configurations or some kind of limited operation.
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7 Limitations

Mode switching and our proposed edge device modes are not intended to replace
other traditional hardware and software protection techniques. Secure system
architecture and security by design are still necessary. Developers must not
become less concerned about security and rely on the fact that they can later
install an update or patch. However, modes can contribute to more secure and
flexible system architectures. Our research has no empirical results yet. Exper-
iments and more detailed comparisons against other protection techniques will
have to underline the effectiveness of the approach.

8 Conclusion

We have given a first impression of how mode switching can increase the security
of edge devices and enhance resilience. We have shown an example of how modes
can be implemented in the Linux operating system and how system configuration
management tools can help to manage modes of multiple edge devices.

Future work includes monitoring modes of multiple edge devices on the man-
ufacturer’s cloud service and considering the edge device modes of a customer
and across different customers in a security information and event management
(SIEM) system. Being able to change edge device modes manually is highly ben-
eficial in case of known vulnerabilities or when stopping malware from spreading
further. In addition, we plan to simulate attacks to demonstrate the effectiveness
of our approach.
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Abstract. Semantic Web Machine Learning Systems (SWeMLS) char-
acterise applications, which combine symbolic and subsymbolic compo-
nents in innovative ways. Such hybrid systems are expected to benefit
from both domains and reach new performance levels for complex tasks.
While existing taxonomies in this field focus on building blocks and pat-
terns for describing the interaction within the final systems, typical life-
cycles describing the steps of the entire development process have not
yet been introduced. Thus, we present our SWeMLS lifecycle frame-
work, providing a unified view on Semantic Web, Machine Learning, and
their interaction in a SWeMLS. We further apply the framework in a case
study based on three systems, described in literature. This work should
facilitate the understanding, planning, and communication of SWeMLS
designs and process views.

Keywords: Semantic web · Machine Learning · Lifecycle framework

1 Introduction

Both the Machine Learning (ML) and Semantic Web (SW) domain have seen
dynamic growth and application due to advancements in Deep Learning [14]
and the emergence of large crowd-sourced Knowledge Graphs [12]. With grow-
ing popularity of the distinct approaches, also the hybrid application of both
paradigms, coined as Semantic Web Machine Learning (SWeMLS) has increased
[6,22] to benefit from complementary strengths. Examples include using embed-
dings for graph construction or completion [5] and leveraging SW resources for
Question Answering [16]. However, as the two distinct approaches (SW and
ML) have developed independently over the last decades, the disciplines have
each emerged with different vocabularies, notations and methodologies. These
developments led to the result that SWeMLS are often regarded from one limited
viewpoint instead of an unified manner [11].

A first important step towards harmonisation was done by proposing tax-
onomies and design patterns, as known from software engineering: In the related
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 359–368, 2022.
https://doi.org/10.1007/978-3-031-14343-4_33
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area of neuro-symbolic systems (i.e., systems that combine ML and deductive
systems), recent taxonomies, such as the neuro-symbolic taxonomy [13] and the
boxology of hybrid AI [3] enable a categorisation according to patterns and pro-
vide initial building blocks to model components of neuro-symbolic AI. Inspired
by these works, we recently conducted a systematic mapping study [4,26] which
resulted in (among other outcomes) a collection of boxology-based processing-
flow patterns and a classification system for SWeMLS.

While these tools facilitate the communication in the field by providing a
unified way of documenting, describing and categorising final SWeMLS based
on components, they lack the possibility to depict the holistic view on the steps
included the entire creation and exploitation process of these systems, i.e. their
lifecycle. Lifecycle representations come with many benefits. First, they provide
a comprehensive view over the steps included in the entire development process
of systems, and can therefore serve as guideline during planning, implementa-
tion, and deployment. Furthermore, given their simple representation and their
universal understandability, they facilitate communication, especially to business
representatives or people from outside the community.

To this end, in this work, we (i) introduce a SWeMLS lifecycle framework
consisting of a lifecycle model for SW and ML, as well as their interaction paths
in a SWeMLS, and (ii) we exemplify the applicability of this framework in a case
study, analysing the lifecycle of three existing SWeMLS. The usage of lifecycles of
different components -in this case ML and SW- can support the identification of
ideal architectures regarding their combination by explicitly presenting possible
interaction points and support communication on different architectures.

The remainder of this paper is structured as follows: We discuss related work
in Sect. 2. In Sect. 3, we introduce our lifecycle models, while the case study
applying our framework to three systems can be found in Sect. 4. Conclusions
and future steps are presented in Sect. 5.

2 Related Work

2.1 Machine Learning Lifecycles

For the Machine Learning component, we analyse dedicated ML lifecycles, as
well as those for Data Mining (DM) models, since this area is closely related.

Machine Learning. Most existing frameworks for ML usually focus on the devel-
opment of models, from modelling and training to evaluation.

However, despite their popularity, most ML lifecycles do not account for
the deployment of the developed models, despite being an important step with
respect to applications exploiting ML models. Only a small amount of works
identify the deployment phase of a ML solution as model-worthy, one of which
is Garcia et al. [10], they also focus on subsequent steps like final training and
inference, including the exploitation of the outcomes in an application, as well as
a feedback loop. A detailed perspective on deep learning taking into account the
various data artifacts created by such systems is described by Miao et al. [17].
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Polyzotis et al. focus on the data being central in the ML lifcycle, specifically
focusing on the first phases of the process (e.g. data preparation and understand-
ing) [20]. A recent, detailed ML lifecycle describes quality assurance factors for
each phase [1].

One aspect that is omitted in existing ML lifecycles is the exploration of the
problem itself and oftentimes the origin of the data used to develop the model,
even though these are big topics in real life ML development.

Data Mining. Opposed to existing ML lifecycles, Data Mining (DM) lifecycles
lay great focus on domain understanding and data preparation. The most promi-
nent definition of the DM lifecycle, is the well-established Cross Industry Stan-
dard Process for Data Mining (CRISP-DM) [18]. In this data and use-case-centric
view, three out of the total of six steps focus on understanding the problem, and
analysing and preparing the available data. Studer et al. combine CRISP-DM with
the ML lifecycle (CRISP-ML) and add a Monitoring and Maintenance Phase [23].

In their survey, Ristoski and Paulheim [21] took a detailed look on data-
related pre-processing steps. They provide insights on how SW approaches can
be combined with the data mining and knowledge discovery process, but do not
focus on ML approaches.

2.2 Semantic Web Lifecycles

At the center of the SW lifecycle is the development of a knowledge resource,
often divided in an engineering and a usage phase, with problem definition being
an integral part. For SW resources, the frameworks are tailored to specific types
of resources, such as Ontologies [2,15], Linked Open Data [19] and Knowledge
Graphs [8]. Reuse of SW resources is common and best practice, which leads to
the crucial challenge of maintaining interoperability between resources: To this
end, an evolution and matching phase might be introduced for ontologies [7], or
multiple scenarios accounting for different needs [24]. While the steps for KG
construction might be similar to other lifecycles, the purpose of a KG is often
tailored to a specific service depending on it such as analytics or recommendation
services, making the deployment phase also a critical phase [12].

Concluding, in contrast to ML, problem and scope definition are widely cov-
ered in SW lifecycle frameworks. However, the evolution of semantic resources,
adaptions and active usage of semantic resources are an important topic, which
seems to require more attention. Furthermore, there is a higher variety in
described frameworks for different type of resources.

3 SWeMLS Lifecycle Framework

To our best knowledge, there is no other attempt to combine both lifecycles
to a common framework. The closest work would be by Van Bekkum et al. [3]
extending the boxology notation for hybrid AI with more sophisticated func-
tional blocks to have improved modeling capabilities for processes.
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A general overview of our framework is provided in Fig. 1. To better under-
stand how ML models and SW resources can benefit from each other in a system,
we are taking first a closer look on the scope of the framework and their respec-
tive lifecycles, ML and SW.

3.1 Scope of Framework

A SWeML system consists of (at least) three components, being a ML module, a
SW module, and an Application. Each of these modules has their own lifecycle,
where the goal of the SW and ML lifecycle is the deployment and the exploitation
within an application. To do so, they can expose artefacts, –i.e., a ML model or a
SW resource– to the application, where users can interact with these accessible
resources. Both types of artefacts can either be accessed directly, or through
provided interfaces, e.g., for the predictions of a ML model. The application on
the other hand can provide feedback and adoptions to the ML and SW lifecycle.

The interconnection between the ML and the SW lifecycle can vary and hap-
pen on different levels: they can either directly intervene in each others lifecycle
(e.g., SW generating training data for ML, ML generating triples for SW), or
the two components interact only within the application context, via their arte-
facts. If the interconnection happens within the lifecycles, oftentimes, only one
lifecycle exposes an artefact to the application.

Fig. 1. Overview on SWeMLS lifecycle: it consists of a ML lifecycle, a SW lifecycle,
and application lifecycle and interconnections between these lifecycle

In the further sections, we are taking a closer look on the ML and the SW
lifecycle, both tightly linked to the CRISP-DM framework.1 The decision to
align both of them to CRISP-DM was done i) due to the wide adoption in data-
related contexts and ii) after looking at existing lifecycle models in SW or ML
with varying depths of detail: in order to facilitate drawing connections between
1 The third lifecycle in a SWeMLS, being the Application lifecycle corresponds to the

extensively discussed Software Development Lifecycle, which we will not discuss in
the scope of this paper.
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both components, we needed them to be on the same level. Thus, for both, we
distinguish between a Development Phase, where the base artefact is modelled
and created, and an Operation Phase, that provides a tangible and deployed
outcome.

3.2 ML Lifecycle

Fig. 2. Detailed view on the ML lifecycle

The developed ML lifecycle is tightly based on the CRISP-DM lifecycle, however,
with a more detailed view on the deployment (cf. Fig. 2). In the Development
Phase, first, under the presence of offline data, Business Understanding (1) as
well as Data Understanding (2) must be established. Then, the data needs to
be prepared (3) and used as basis for modelling a ML model (4). The modelling
phase includes the decision for an architecture and parameters for the intended
solution, as well as the training (if any). Therefore, the outcome of this step is
a prototype ML model (A) that can be evaluated against the predefined needs
in the Evaluation step (5).

If the ML model is satisfying, it can be used in the Operation Phase, by
deploying it in an appropriate format. Herefore, the model first goes through a
final training step (6), e.g., with all available data, to produce the production-
ready model (B) that will be used for inference (7) on online data. The output of
the inference step can be fed back to the model in a feedback loop to update the
system (6). Occasionally, it might make sense to recreate or update the entire
architecture of the ML model, in which case the entire lifecycle will be rerun
(indicated by the outer arrows).

3.3 SW Lifecycle

The developed SW lifecycle is also based on the CRISP-DM framework (cf.
Fig. 3): The first four steps in the SW Development phase –(I) Business Under-
standing (II) Data Understanding (III) Data Preparation (IV) Modelling, and
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Fig. 3. Detailed view on the SW lifecycle

(V) Evaluation– are similar to the ML lifecycle, where the outcome of (IV) is
an (a) ontology (static information). One major difference is the optionality of
the (III) Data Preparation step: while Data Preparation (which can make use
of methodology from (VI) Population) can be helpful in the Modelling step, it
is not strictly necessary.

After successful Evaluation (V), SW Operation starts with (VI) Population
with available data (VII) Cleaning erroneous data and (VIII) Querying to use
the capabilities of the semantic resource, including also possible inference based
on rules. The specific steps will also be dependent on the produced SW resource
(b) which could be e.g., a Knowledge Graph (KG), Linked Data (LD), or the
ontology itself. Similar to the ML lifecycle, it might also make sense to rerun the
entire circle for larger changes, as indicated by the outer arrows.

4 Case Study

The following section provides three real-world Semantic Web Machine Learn-
ing Systems. The selected cases are taken from our systematic mapping study
investigating the general characteristics of SWeMLS [4,26]. The goal is to show
different interaction patterns between ML and SW components and the appli-
cation of our framework to such systems. The first case, shows how the ML
component is only used as a backup, in the second the SW component generates
learning examples for the ML component and in the third case, we see multiple
complex interactions between ML and SW.

ML as Backup: In this example [25], the authors build a system to perform
sentiment analysis for restaurant reviews. Herefore, an ontology is predefined
containing a number of classes (e.g., SentimentValue, AspectMention, and Sen-
timentMention), relations between these classes, and axioms. Additionally, they
deploy a Left-Center-Right Separated Neural Network with Rotatory Attention
(LCR-Rot), that is trained on two SemEval datasets in a supervised fashion.
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For their final system, the algorithm will first use the ontology to predict a posi-
tive or negative sentiment. If the ontology is not able to give a conclusive result,
the system will use the ML method as a backup method.

As it can be seen in the corresponding lifecycle diagram (Fig. 4), the lifecycles
of SW and ML do not influence each other directly, but the interconnection only
takes place in the application, when the SW result is evaluated.

Fig. 4. ML as backup: interconnection in the application

SW Generates Learning Examples: The authors of [27] are developing a system
that performs multi-instance entity typing from corpus. They deploy a system
based on a Bi-LSTM model and an integer linear programming model (ILP),
which they train in a distantly supervised manner. The training data is auto-
matically generated by incorporating DBpedia as a Knowledge Base and DBpe-
dia spotlight as an annotation tool. As it can be seen in Fig. 5, the interaction
of the lifecycles takes place in the development phase of the ML model, more
specifically, in the (3) Data Preparation step. Only the ML model is provided as
artifact to the application.

SW Improves Training: The systems developed in [9] aim to perform a vari-
ety of analysis tasks on top of paintings, including author identification, type
classification, and art retrieval. Therefore, they use use interacting ML models,
where one (a Convolutional Neural Network or CNN) only uses the information
obtained from the visual representation of the painting itself, while the other
one (a Graph Embedding model) exploits contextual information obtained from
an Artistic Knowledge Graph built with non-visual artistic metadata, as it can
be seen in Fig. 6. In a first step (right ML lifeclcye), nodes from the KG are
embedded using a Node2Vec model. These embeddings are used in the second
training round (left ML lifecycle), where they influence the loss function of the
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Fig. 5. SW generates learning examples: interconnection in ML data preparation

CNN-based classifier during the training phase. When the CNN is fully trained,
however, only the visual features are utilized to generate predictions.

Here, the SW resource is first consumed by a ML model as an input, meaning,
that interactions take place during the modelling phase, as well as during the
final learning, and the inference phase. The output produced by this ML model
(i.e., Node2Vec embeddings) is then incorporated in another ML process, which
only uses this information for the loss calculation during the training process.
Therefore, the application only gets to communicate with the predictions gener-
ated by the (CNN-based)ML model, and the incorporation of SW is completely
hidden for the application, as image data only is used to generate the output.

Fig. 6. SW improves training: complex interconnection in the ML training phase
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5 Conclusion

Combining ML and SW techniques, advantages of both areas can be obtained,
such as the ability to learn from sparse knowledge and increased levels of explain-
ability. To the best of our knowledge, current literature only offers system life-
cycle methods that focus on either SW or ML components. To make sense of
complex SWeMLS architectures, we have presented the SWeMLS lifecycle
framework to provide an overview. Furthermore, the lifecycle framework aims
to support creators of such systems during design and operation of the system
by identifying required key activities when creating SWeML systems.

Limitations. The SWeMLS lifecycle and case study is influenced by our system
definition as described in [4,26]. Our system definition aims at systems with a
task to ensure a certain maturity, which excludes theoretical approaches.

Future Work. With further growth of SWeMLS, we aim to cluster similar existing
applications and derive best practices for certain tasks and domains.

Funding and Acknowledgement. This work has been funded by the project
OBARIS (https://www.obaris.org/), which has received funding from the Austrian
Research Promotion Agency (FFG) under grant 877389.
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Abstract. Temporal knowledge graphs allow to store process data in
a natural way since they also model the time aspect. An example for
such data are registration processes in the area of intellectual property
protection. A common question in such settings is to predict the future
behavior of a (yet unfinished) process. However, traditional process min-
ing techniques require structured data, which is typically not available
in this form in such communication-intensive domains. In addition, there
exists a number of knowledge graph embedding methods based on neu-
ral networks, which are too performance-demanding for large real-world
graphs. In this paper, we propose several extensions for preprocessing
process data that will be embedded in the traditional triple-based TransE
knowledge graph embedding model to predict process behavior in tempo-
ral knowledge graphs. We evaluate our approach by means of a real-world
trademark registration process in a patent office and show its improved
performance compared to the TransE base model.

Keywords: Graph embeddings · TransE · Process behavior prediction

1 Introduction

Problem and Motivation. The digitalization of knowledge work poses major
challenges in communication-intensive areas. For example, in the legal sector the
creativity of the individual experts is essential – despite clear structures through
a generally applicable legal framework. In this context, creative knowledge work
is understood as the systematic processing of interrelated information fragments
into new knowledge by several people. Hübscher et al. [9] presented a graph-based
solution that integrates process components (tasks) and knowledge work (data
objects) by extending traditional graphs to temporal knowledge graphs [14]. In
temporal knowledge graphs, facts evolve over time and each edge in the graph
is tagged with temporal information [14].

However, a creative approach to knowledge work often generates complex
interrelationships. Tracing and proposing continuous work processes based on
exchanged data objects is crucial (not only for legal reasons) to enable learning of
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applicable knowledge in communication-intense processes [8]. Based on incoming
and outgoing data for knowledge and communication tasks, temporal and logical
relations from the underlying graph can be discovered and analyzed.

Related Work. Established data and process mining techniques (cf. [1,2])
require structured, denormalised data in the form of flat (event) logs or need sim-
plification and abstraction methods for their application on large and dynamic
graphs. Márquez-Chamorro et al. [13] present a survey on predictive monitoring
of business processes. A predictive modeling approach by Breuker et al. in [4]
proposes a way to visualize probabilistic process models using a Petri net visual-
ization. However, these approaches usually support only simple, structured work-
flow patterns and require event logs of an apriori known process model. Since
both requirements do not hold for the communication-intensive legal domain,
we focus on knowledge embeddings for predicting process behavior in temporal
knowledge graphs.

There is increasing interest in research on predicting process behavior using
recurrent neural networks (RNN) [5] and long short-term memory (LSTM) neu-
ral networks [4]. However, all the studies have very high performance require-
ments, which limits their use with large graphs. Further, there is still a problem
of working with paths of different length and its parallelism. An alternative is
the extension of triple-based embedding models. For instance, Lin et al. [11]
proposed PTransE, a method that combines a set of relations into a single rela-
tion, which describes the whole path. A further extension of PTransE is the
C-PTransE model, which uses a different evaluation function that aims at reduc-
ing inequality between the high-connected and low-connected nodes [10]. Liu et
al. [12] propose EPTransE, a model which also considers the associations of the
related nodes. Zhang et al. [15] propose DPTransE (discriminative path-based
embedding), which additionally uses statistical properties of nodes and rela-
tions. Another extension of TransE is the recurrent TransE (RTransE) model
by Garćıa-Durán et al. [6], which modifies a training step by using similar com-
posed relations between the graph nodes and an additionally introduced concept
of the quadruples [6]. However, all existing extensions of TransE are tailored to a
fixed path length, which is not suitable for application domains, where no fixed
structure is provided.

Contribution. In this paper, we propose an approach to enhance TransE
embeddings for predicting the next possible process step in a temporal knowledge
graph by applying additional preprocessing steps suitable for process data. In
contrast to existing extensions of TransE, our approach can be directly applied
on dynamic graphs since it relies on instance data reflecting the different working
styles of users and does not make assumptions about the path length. We eval-
uate our approach on a real-world scenario of a trademark registration process
including administrative and knowledge-intensive work.
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2 Method: Enhance TransE to Predict Process Behavior

Our approach is divided into several steps, where in each step, additional data is
introduced. In the first step, the experiment requires only basic triples, whereas
in the further steps, we will also exploit the retrieved paths. In all of the experi-
mental settings, we add artificial relations between the graph nodes. The details
of the single models trained in each step will be described in the following sub-
sections. To evaluate the quality of the different extensions of TransE, we apply
the models on a dataset containing process data for predicting the respective
next step. Regardless of the fact that TransE is a rather old model, we choose
it because it is more flexible for our preprocessing operations. All the experi-
ments are executed with the python library PyKEEN [3]. This library provides
easy access to most of the embedding models, such that we could focus on the
required preprocessing steps.

Dataset. A process is considered as a sequence of task nodes, which are logi-
cally (i.e. indirectly) connected in the graph by data consumption and produc-
tion. Each individual task is classified by a domain-specific type and has further
attributes to describe how the component is specified, such as its id or the start
and end time. The dataset includes 100 instances of a trademark registration
process, with each containing approximately 30 task nodes and 65 data nodes.
The trademark dataset is privately owned by an Austrian patent office and con-
tains sensitive data, thus, it cannot be publicly referenced.

Base Model. The starting point for further experiments is a base model that
represents the original dataset in triples in the form of task→nextTask→task (see
Fig. 1). We introduced new relations for this purpose, which were derived from
the logical data relations and temporal dependencies between tasks. The model
should serve to predict the type of the following task depending on the previous
one. This basic approach is expected to be limited in terms of performance and
expressiveness, because the result only depends on a single step.

Model Extension 1. Next we extend the base model by adding artificial rela-
tions called futureTask (see Fig. 2). The idea is that each task node is additionally
linked with all preceding ones within the same process instance – not only to
its direct predecessor or successor (i.e., via nextTask). This helps to enrich the
model with knowledge about previous actions taken in a process. Nevertheless,
this approach is still limited by the required set of the edges.

Model Extension 2. Finally, the previous model can be further extended by
a set of artificial relations called task(N)Step, where N is the respective number
of steps before the targeted task. So we are able to also perceive the varying
sequence of the tasks in a process instance. The approach is shown in Fig. 3. We
expect this model to fit best for our requirements to predict process behavior.
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Fig. 1. Design of the base model. Each task is directly linked to its successor.

Fig. 2. Design of the first base model extension. Each task is enriched with artificial
relations denoting its previous steps.

It uses not only directly following tasks but also the order of the previous
steps and is thus also capable to deal with parallel execution of tasks. This
parallelism is described by the “task(N)step” relationships, whereas the direct
connections are still defined by the “nextTask” edges.

Fig. 3. Design of the second base model extension. Each task is further enriched with
the order of previously executed tasks.

3 Experiments and Results

In this section, we discuss the results of applying the base model and its exten-
sions to the described dataset. We use mean rank (MR = 1

|I|
∑

r∈I r) and
Hits@k (Hk = 1

|I|
∑

r∈I I[r ≤ k]) as the metrics for the evaluation. The non-
parametric MR is the arithmetic mean over all individual ranks of true triples
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and better reflects average performance, whereas Hk describes the fraction of
true entities that appear in the first k entities of the sorted rank list [7].

Table 1. Experimental results. Mean rank yields values in [1,∞), whereby lower values
are better, and Hits@k in [0, 1], whereby higher values are better.

Dataset Mean rank Hit@1 Hit@3 Hit@5 Hit@10

Base model 3.0 0 1.0 1.0 1.0

Extension 1 2.75 0.25 0.75 0.833 1.0

Extension 2 3.63 0.22 0.57 0.8 0.98

Base model (2000 epochs) 2.0 0.5 0.83 1.0 1.0

Extension 2 (2000 epochs) 1.76 0.61 0.91 0.99 1.0

In the experiments we are interested in the right-side predictions (tail). All
experiments were performed with different numbers of epochs (i.e., 10, 50, 150,
500, 750, 1000, and 2000) to evaluate the variation of the prediction quality.
The results in Table 1 show that the best performance is achieved with model
extension 2, which considers more information about previous paths in the graph
than just the basic triples describing the direct pre- and successor nodes. The
upper limit of 2000 epochs was chosen as the most optimal setting after a series
of hyper-parametrization tests of the model. A further increase of the epochs
(tested until 10,000 epochs with a step size of 500) is leading to a significant
performance drop but little quality changes. The results were not promising
regarding the runtime.

4 Conclusion and Outlook

In this paper, we propose an enhanced way to predict process behavior in tempo-
ral knowledge graphs using the TransE embedding model, which exploits its core
features without changing the behavior by adapting the model training pipeline
and expanding data preprocessing. We created additional relations between the
graph nodes that allow to preserve the order of the previously traversed enti-
ties. The model was validated on a real-world trademark registration process.
The main advantage of our method in comparison to existing graph embeddings
is the ability to efficiently work with non-static lengths of the graph paths. In
future, we will further optimize the model performance by determining the maxi-
mum depth of relations between the nodes (which is specifically critical with long
paths). We additionally plan to compare our approach with other extensions of
TransE on an open dataset. Since we did not find an open dataset for dynamic
events so far, we will do a more comprehensive search for such a dataset, or
alternatively, creating a new public, anonymized dataset for future evaluations.
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Abstract. During a Mass Casualty Incident, it is essential to make effec-
tive decisions to save lives and nursing the injured. This paper presents a
work in progress on the design and development of an explainable deci-
sion support system, intended for the medical personnel and care givers,
that capitalises on multiple modalities to achieve situational awareness
and pre-hospital life support. Our novelty is two-fold: first, we use state-
of-the-art techniques for combining static and time-series data in deep
recurrent neural networks, and second we increase the trustworthiness of
the system by enriching it with neurosymbolic explainable capabilities.

Keywords: Pre-hospital life support · Explainable AI · Deep neural
network · Neurosymbolic XAI · Mass casualty incident management

1 Introduction

Mass Casualty Incidents (MCIs) are defined as “any event resulting in a number
of victims large enough to disrupt the normal course of emergency and health
care services” [8]. In MCIs, time is critical and the medical personnel should be
aware of potential anomalies and any hazardous situations so as to assign degrees
of urgency and decide the order of treatment of a large number of patients.

Deep Learning (DL) has been used to address different challenges in different
domains, such as in Healthcare. Healthcare data includes various types of data,
such as electronic health records (EHR) and raw signal values collected by ambi-
ent and wearable sensors as time-series. By integrating and fusing distributed
and heterogeneous data, the complementarity of the multimodality is leveraged
to acquire a consistent and accurate understanding of the situation. However,
few studies have attempted to combine static and dynamic data, and most of
them are focusing on the prediction of a specific disease.

Humans need to understand AI capability and effectively calibrate their trust.
For building trustworthy clinical decision support systems, the model should be
explainable and transparent through justifications. The main input of the clinical
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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models are temporal data, but temporal explanations [10] is an unexplored and
challenging task. A limited number of explainable clinical early warning systems
that provide formal explanations have been developed and primarily focus on
feature importance [5,12]. Also, to the best of our knowledge, limited work has
been done to combine static and dynamic information of the casualties for early
warning systems, let alone to be enriched with explanations.

This paper presents work in progress from ongoing research to address
the aforementioned challenges. Concretely, a Long short-term memory (LSTM)
architecture, capturing the temporal dependencies in long time series, is fol-
lowed. This RNN-based solution uses both the static and dynamic information
of a casualty for predicting hazardous situations during a MCI, assisting the med-
ical personnel in determining the need of medical treatment and transportation
to hospitals. Additionally, the system is enhanced with explainable capabilities
by providing indications how the model reached the final prediction by adopting
neurosymbolic Explainability Artificial Intelligence (XAI) techniques.

The rest of the paper is structured as follows. A background and related
work is provided regarding the LSTM models and existing works. Next, our
methodology is presented by means of the architecture and the explainability
aspects. Finally, we conclude the paper.

2 Background and Related Work

Recurrent Neural Networks (RNNs) are widely adopted in time-series classifi-
cation or prediction in various kind of signals, as they allow the information to
persist. RNNs are using loops for having a sort of memory. This kind of DL
models enable the sequential and time-series to be represented such as the EHR
and the long raw signal time sequences. The main disadvantage of RNNs is the
problem of vanishing gradients that hinders the knowledge to be retained for
long data sequences. LSTM models, a gated variant of RNN, can keep long-
term memory by remembering long sequences of data since. Existing works were
focused on the use of DL for the temporal data representation in EHR, facing
various challenges, such as the data irregularity and data heterogeneity [11].
Mainly, RNN, LSTM and Gated Recurrent Units (GRUs) have been proposed
for their suitability in representing temporal sequences.

Regarding the Early Warning Systems in the healthcare domain, various AI-
powered solutions have been developed for predicting clinical deterioration [7].
An early detection system of heart failure onset [2] adopted a GRU model using
EHR data as input. Other LSTM-based fusion approaches detect Alzheimer’s
progression [1] and predict early tachycardia [6]. Although temporal data entail
several challenges, the opacity of the model is equally important as DL mod-
els are black-box models. Neurosymbolic XAI [3] can make black-box models
transparent leveraging the inherent self-explainability of symbolic knowledge.
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Fig. 1. Multimodal LSTM for decision support in pre-hospital life support in MCIs

3 Methodology

The proposed method provides situational awareness through explainable early
warnings and decisions to the medical personnel. A DL-based approach is pre-
sented that weaves information from disparate modalities aiming at supporting
medical personnel in the important decision for hospitalizing an MCI victim.
The main modalities are Photoplethysmography (PPG), Blood Pressure (ABP),
Respiratory Rate (RR), and Oxygen Saturation (SpO2).

A Multi-Source Information Fusion Engine integrates multiple sources and
fuse data in an abstract way, aiming at detecting complex situations. We propose
a LSTM-based multimodal DL algorithm for classifying the sensor data and the
EHR. Our methodology combines dynamic and static data. About the dynamic
data, the victims, e.g. first responders, are wearing equipment with sensors that
are measuring time series. Static data include demographics, comorbidities and
medication. For combining static and dynamic data, the LSTM is amalgamated
with a feed-forward network. The static information is processed on a separate
feed-forward network whose hidden state is concatenated with the hidden lay-
ers of the LSTMs. The late fusion scheme is applied as all the modalities are
processed in different pipelines. Each modality is a physiological signal, thus pro-
cessed by a LSTM model for capturing the temporal dependencies and extract
patterns. The outputs of the LSTMs are concatenated and used by a softmax
layer, a probability distribution over the classes, for making the final prediction.
The prediction could be hazardous situations such as (i) respiratory failure, (ii)
need for hypoventilation (iii) an onset of a medical emergency such as sepsis (iv)
Cushing reflex, a serious situation usually seen in acute head injuries. The flow
of our methodology is depicted in Fig. 1.

The overall architecture is depicted in Fig. 2. A pre-processing is performed
for cleaning noisy and undesired signals, the data are segmented into fixed-size
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Fig. 2. The proposed architecture.

sliding windows, and then a feature generation is applied. Then, the features are
sent as input to a multi-class classification algorithm that classifies the casual-
ties into multiple classes by predicting risky situations. If a risky situation for a
casualty is predicted as imminent, an early warning is sent to the medical per-
sonnel to incorporate it into their decisions about hospitalization and the level
of hospital care that the casualty should receive.

One of the key features of our decision support system is that it is imbued
with explainable capabilities which are prominent aspects in a multimodal envi-
ronment. In order to foster an interpretable decision system, our neural system
is endowed with symbolic functionalities forming a neuro-symbolic system. For
providing symbolic justifications, a hidden layer analysis is performed for com-
prehending the concepts extracted by each activation node. A similar approach
with the work of [4] is followed by using linear classifiers, known as probes,
to be mapped to the intermediate layers running independently from the main
model. Those probes are predicting whether a given concept was recognized by
the model. The concepts entailed by the probes are mapped to ontology con-
cepts through semantic annotation by populating knowledge graphs in a simi-
lar manner with the a mapping network approach [9] aligning artificial neural
networks with ontologies. The knowledge graphs represent personalized patient
data, information about diseases and clinical terminology leveraging ontologies,
such as the SNOMED-CT1 and ICD102.

4 Conclusion and Future Work

This paper presented a preliminary work on the development of an explainable
Early Warning System that captures heterogeneous sources of a patient during a
MCI. A LSTM-based architecture has been designed that amalgamates the static

1 http://bioportal.bioontology.org/ontologies/SNOMEDCT.
2 https://bioportal.bioontology.org/ontologies/ICD10.

http://bioportal.bioontology.org/ontologies/SNOMEDCT
https://bioportal.bioontology.org/ontologies/ICD10
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and dynamic data of the casualty in a novel way and yields early warnings. By
integrating the neural system with knowledge graphs, those early warnings are
accompanied with explanations since symbolic approaches are inherently white-
boxes. As next steps, we are working on finalising the implementation and testing
the framework on real-world use cases3.
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Abstract. In process industry, it is quite common that manufacturing
machines repeat a certain order of process steps consistently. These pro-
cess steps are often declared in programs and have a linear workflow. Dur-
ing the production process, logs are generated for monitoring and further
analysis, where not only production steps but also incidents and other
deviations are logged. As the manual monitoring of such processes is quite
time consuming and tedious, the demand for automatic anomaly and devi-
ation detection is rising. A potential approach is the usage of Process Min-
ing, whereat not all requirements are met. In this paper, we propose a new
approach based on spectral gap analysis for the detection of anomalies in
log files using the adjacency matrix generated by Process Mining tech-
niques. Furthermore, the experiments section covers their application on
a linear process and non-linear processes with deviating paths.

Keywords: Log files · Anomaly detection · Process mining

1 Introduction

Log files are created by devices or systems to provide information about pro-
cesses and their behavior in a textual or granular view [4]. They do not only
provide expected behavior, but also important information about possible inci-
dents [7], e.g. via error logs, which may reveal system or process weaknesses [4].
The manual inspection of log files is often very time consuming and tedious,
which demands for an automated approach [7]. Process Mining [14] aims at an
automatic extraction of process knowledge, whereat event-logs are utilized to
grasp the complex nature of industrial processes [5]. Especially in the field of
manufacturing and programming of machines, the usage of Process Mining is
not highly present although the area of application fits outstandingly well [13].

In manufacturing, it is common to program machines to repeat certain pro-
gram workflows consistently. These programs usually have a linear workflow,
which consists of a specific order of non-repeating steps. During the execution the

The research reported in this paper has been supported by the Austrian Ministry for
Transport, Innovation and Technology, the Federal Ministry for Digital and Economic
Affairs, and the Province of Upper Austria in the frame of the COMET center SCCH.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Kotsis et al. (Eds.): DEXA 2022 Workshops, CCIS 1633, pp. 383–391, 2022.
https://doi.org/10.1007/978-3-031-14343-4_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14343-4_36&domain=pdf
http://orcid.org/0000-0002-6502-4172
https://doi.org/10.1007/978-3-031-14343-4_36


384 S. Luftensteiner and P. Praher

steps and incidents are logged constantly. These logs are evaluated using Process
Mining to determine visually, if a process workflow is as expected using certain
techniques for graph generation and conformance checking. As the monitoring
may be very time consuming and tedious, new approaches for the comparison of
such Process Mining graphs are required. It is in demand to provide computa-
tionally efficient, yet accurate comparison possibilities, to match workflows and
their deviations. In the course of this paper, linear processes represent optimal
processes, where anomalies have to be detected. Slightly non-linear process exe-
cutions may still reflect a good execution, e.g. due to error messages with no direct
influence on the execution or process, therefore a comparison to linear workflows
may not be sufficient enough. The detection of strong anomalies or deviations,
which is reflected by a changing process execution behavior, is significant as they
may indicate wearing of machine parts or wrong usage/implementation of pro-
grams as well as adapted programs.

This paper proposes an approach to detect anomalies in linear processes
using Process Mining techniques and event-logs generated using log files. The
approach is based on the spectral gap calculation and uses the adjacency matrix
created by Process Mining techniques. Furthermore, an insight into related work
is provided, presenting the current state of the art as well as disadvantages of
existing approaches. The experimental section covers the effectiveness of the
approach in differing scenarios, whereat different deviation types are tackled.

1.1 Discussion on Existing Approaches and Related Work

This subsection provides insight into related work for the comparison of event-
logs to find behavior changes or anomalies in linear processes. Various approaches
for anomaly detection in log files, conformance checking and process deviance
are presented, highlighting their drawbacks regarding our use-cases.

Anomaly Detection in Logs. Frei et al. propose a log file visualization called
Histogram Matrix (HMAT), which visualizes the content of textual log files to
enable the detection of anomalies using a combination of graphical and statistical
techniques [7]. An approach for the detection of abnormal behavior in event-logs
of social network websites is provided by Sahlabadi et al. [12]. In a first step the
normal user behavior pattern is defined using a genetic Process Mining technique,
the second step covers the detection of abnormal behavior via a fitness function,
which is time as well as resource consuming. Breier et al. base their anomaly
detection approach on data mining techniques for log analysis and the creation
of dynamic rules [4].

The presented methods are quite sensitive to deviating process executions
and are likely to not work with frequently deviating executions with no stable
base, e.g. due to error messages.

Conformance Checking. Conformance checking is used to detect inconsisten-
cies between a process model and its corresponding execution log [6]. Various
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approaches for conformance checking are available, one of which is provided by
Dunzer et al. [6] covering modelling languages, algorithmic types, quality met-
rics as well as perspectives. An incremental approach is proposed by Rozinat
et al. [11] to check the conformance of a process model and an event log by
measuring their fitness and analyzing the appropriateness from a structural as
well as behavioral perspective. Adriansyah et al. [1] present a robust method for
conformance checking using various metrics, which do not cover unsatisfied or
unhandled events. Furthermore, a robust replay analysis technique for measuring
the conformance is provided Adriansyah et al. [2], which also provides intuitive
diagnostics such as skipped or inserted activities.

The conformance checking approaches seem quite interesting, but they
require a stable process model as a base to provide valid results. In manufactur-
ing, this may often be not the case as processes are adapted or unpredictable
errors are logged, which complicates the automatic creation of a good process
model without human intervention.

Process Deviance and Variants. Process deviance and variants provide a
third possibility to inspect process workflows and their conformance. The usage
of process model variants is rising due to the increased monitoring of dynamic
processes. As they are rather difficult to maintain, various methods for generaliz-
ing and the deviance from this generalization have been proposed by researchers.
Li et al. proposed papers dealing with the goals [9] and issues [8] related to the
mining of process model variants with a focus on the integration of process
changes into generic process models. Another approach by Li et al. [10] covers
the learning from process model adaptations and the discovery of reference mod-
els, which are used to configure variants with minimum effort. Process variability
and the handling of variants in such varying processes was dealt with by Bolt et
al. [3]. They developed an unsupervised technique to detect significant variants
in event-logs to detect if variants represent the same process or differ.

Process deviance and variants provide suitable approaches to handling vari-
ants and the generation of a reference model. Still, human intervention is likely
needed to generate a meaningful base for further usage and to define normal
behavior of a process. Furthermore, human input is needed to define positive
and negative deviations of the process.

2 Methods

This section describes the preparation of event-logs and our method used for the
detection of changing behavior. The subsection covering the data preparation
will explain the transformation of event-logs to adjacency matrices, which are
used as basis for the spectral gap approach.

2.1 Preparation of Event-Logs

Table 1 contains a simplified event-log of a process. The relevant information cov-
ers CaseID, Activity and Timestamp. The CaseID resembles the unique identifier
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of one process execution, the activity covers a textual representation of a process
step and the timestamp is used to keep the data sorted. The data is extracted
from log files, which were gathered in industrial environments, e.g. machines or
systems. In our use-cases, the events do not include flags to indicate the state
of an activity, e.g. start or completed, but rather independent activities, which
have to be interpreted correctly. CaseIDs may have overlapping timestamps as
machines may already start a new production cycle while the other one is still
running.

Table 1. Simplified event-log including unique identifier, activity and timestamp.

CaseID Activity Timestamp

1 T1 - Insert workpiece 2022-04-01 00:00:00

1 T2 - Apply heat 2022-04-01 00:00:10

1 T3 - Bend 2022-04-01 00:00:20

1 T2 - Apply heat 2022-04-01 00:00:30

1 T3 - Bend 2022-04-01 00:00:40

1 T2 - Apply heat 2022-04-01 00:00:50

1 T2 - Apply heat 2022-04-01 00:01:00

1 T3 - Bend 2022-04-01 00:01:10

2 T1 - Insert workpiece 2022-04-01 00:01:20

The first step of the data preparation is the extraction of an adjacency matrix,
which is extracted from the event-logs using Process Mining techniques to create
a directed graph. The values within the adjacency matrix have to be relative in
our use-case, referring to the relative amount of edge transitions between nodes.
Absolute values complicate further comparisons and evaluations as the processes
would have to consist of an identical amount of executions for each comparison
timespan. Table 2 contains the matching relative adjacency matrix of the event-
log presented in Table 1.

2.2 Spectral Gap Calculation Using Event-Logs

Prior to calculating the spectral gap, the adjacency matrix has to be made dou-
bly stochastic. These matrices fulfill the requirements of being a square matrix

Table 2. Adjacency matrix.

T1 T2 T3

T1 0 1 0

T2 0 0.25 0.75

T3 0.33 0.66 0
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with non-negative real values, having row and column sums of 1, having matrix
elements between 0 and 1 as well as the largest eigenvalue being always 1. Equa-
tion 1 and Eq. 2 cover the steps to create a doubly stochastic matrix (DSM)
from a square matrix M :

SM = M + MT (1)

DSMi, =
SMi,∑
SMi,

(2)

At first a transposed matrix is added to the original matrix to generate
a symmetric matrix (SM). The symmetric matrix is then normalised and pro-
duces a doubly stochastic matrix (DSM), which is used to calculate eigenvalues.
The eigenvalues result in the subtraction of the second largest eigenvalue from
the largest eigenvalue to receive the spectral gap, see Eq. 3 where λ1 refers to
the largest and λ2 to the second largest eigenvalue of DSM . The process of
calculating the spectral gap can be summarized as follows:

1. Transformation of event-logs to relative adjacency matrices
2. Transformation of adjacency matrices to doubly stochastic matrices
3. Calculation of eigenvalues for each matrix
4. Subtraction of second largest from largest eigenvalue to calculate spectral gap

for each matrix
5. Comparison of spectral gaps

SG = λ1 − λ2 (3)

The calculation of the spectral gap does not include further knowledge of the
basic structure or additional information of prior process workflows. It only con-
siders what is available at that point in time and how linear the workflow is. The
more deviations from the originally linear process path, the higher the spectral
gap. Using this approach on usually linear workflows, it is more straightforward
to detect anomalies or deviations in the process flow.

3 Experiments and Discussion

This section covers the experimental setup as well as different types of process
graph changes and their influence on our spectral gap approach. The overall goal
is to demonstrate that using these methods on event-logs, we are able to detect
behavior changes or anomalies in linear process executions.

3.1 Event-Logs Structure

A program consists of a sequence of routines or process steps, whereat the exe-
cution is logged in log files for the creation of event-logs. Steps within a program
refer to activities of a machine to manufacture a product, ranging from laser
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Fig. 1. Workflow example of a flawless production cycle with no repeating activities
or additional suspicious activities, e.g. error messages.

cutting to coating to bending and various other activities. Additional errors or
warnings may be logged during the process, e.g. occurring due to faulty execu-
tions, wrong program usage or wearing of machine parts. The stored event-logs
are analyzed on a daily basis, using the execution start of a program as ID for
each process cycle. The following event-log activities are covered in our scenario:

– Start Program - Start of a new program cycle
– Stop Program - Stop of a program cycle
– Step x - Process step within a program
– Error x - Error appearing during a program execution

Table 3 covers the simplified event-log of one program execution.

Table 3. Simplified event-log of one program execution.

CaseID Activity Timestamp

1 Start program 2021-07-01 00:00:00

1 Step 1 2021-07-01 00:00:10

1 Step 2 2021-07-01 00:00:20

1 Step 3 2021-07-01 00:00:30

1 Step 4 2021-07-01 00:00:40

1 Step 5 2021-07-01 00:00:50

1 Step 6 2021-07-01 00:01:00

1 Step 7 2021-07-01 00:01:10

1 Stop program 2021-07-01 00:01:20

Figure 1 provides a visualization of a manufacturing process using Process
Mining on event-logs, whereas Table 3 contains the basic event-log. The event-
log contains an optimal and repeating workflow, which covers a start event, a stop
event and seven intermediate process steps for each execution. As no deviations
are available, the graph represents a linear process without any branching and
is therefore used as the basis for further experiments with deviating workflows.
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The following list covers deviation types in the program execution, which
occur in industrial environments:

– Repeating Activities occur due to unsatisfactory outcomes from one step exe-
cution or the reduction of program code, e.g. if one step has to be executed
twice.

– Additional Activities appear either planned, e.g. due to the adaption of exist-
ing programs, or unplanned, e.g. due to error or warning messages.

– Combination of Additional & Repeating Activities indicate problems within
the program or machine if the combination appears unplanned.

– Program Interruptions occur often in combination with (unplanned) addi-
tional activities, such as errors and lead to an early termination of the exe-
cution process.

3.2 Experimental Setup and Evaluation

The experimental scenario consists of a linear program, which was artificially
created and covers 12 executions a day for a specific amount of days. A normal
process execution has a linear workflow consisting of 7 steps and a likelihood
of 10% for an error message to appear. Those additional error messages reflect
a typical behavior in production as it is very likely that some incidents or dis-
turbances are happening during a process execution, e.g. wrong alignment of
material. A slightly non-linear workflow may still reflect a good execution, e.g.
due to error messages with no direct influence, therefore a comparison to linear
workflows may not be sufficient enough. The timespan of our scenario covers 7
months to simulate a more realistic area of application. Anomalous days have
different characteristics regarding occurring anomalies, with some days having
more anomalous behavior and others less, e.g. the occurrence of additional errors.

The scenario covers a timespan of 7 months containing anomalous and non-
anomalous data. The individual days cover process executions with weaker and
stronger deviations, which indicate problems with either the machine or program
as the usual behavior is negatively influenced and changed. The anomalous days
may vary regarding their anomalous activity, some having more and others hav-
ing less different behavior. The sample adjacency matrix is generated for each
day and our spectral gap approach is applied for each these matrices. Figure 2
visualizes the results using our approach, whereat the days are colored accord-
ing to their dedicated category. The results are presented as standard deviations.
The visualization shows that it is possible to detect the anomalous days due to
their differing behavior using the spectral gap method and a fitting threshold,
which is set to the mean and 2 * σ of the first 20 days. The anomalous days
are clearly visible as they have higher sigmas due to their strong deviations in
comparison to normal behaving executions.

3.3 Discussion

The strength of the spectral gap approach is its uncomplicated and fast compu-
tation. In contrast to other approaches, it is not necessary to know all process
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Fig. 2. Visualization of results regarding a repeating process over 8 months, using the
standard deviation σ as indicator.

parts in advance and therefore the used adjacency matrices may have different
dimensions. Our approach is able to indicate if programs have a linear execution
workflow, meaning the more deviating branches are available in the workflow
the higher the spectral gap will be. In case of our linear program example, the
spectral gap approach enables us to evaluate if the process operates well or if
problems are occurring and the program workflow is deviating from its original
course. Another advantage of the spectral gap approach is that no common base
has to be calculated prior to the actual calculation, increasing the computational
efficiency and reducing the overall computation time.

On the downside, the usage of the spectral gap approach is not suitable for
non-linear programs, which contain e.g. cycles or elemental deviations within
the optimal process path. As only one matrix is focused on, no relations or
similarities of multiple matrices, e.g. spanning over a few days, are extracted.
Considering this use-case, deviations in processes may not be detected, e.g. if a
program is changed at the beginning of a day.

4 Discussion and Conclusion

In our work, we addressed the problem of detecting anomalies and workflow
deviations within linear programs. At first, a description of existing approaches
and state of the art was presented, highlighting their purpose and disadvan-
tages regarding our use-case. Building up on Process Mining techniques and
event-logs, a spectral gap approach was developed to detect anomalies within
process executions of industrial machines based on a linear workflow. The exper-
iments section provided a specific setup consisting of a basic linear program and
its possible deviations to demonstrate the impact on the methods and their
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effectiveness. Our method allows the unsupervised identification of flawless and
anomalous linear machine executions without the need for any hyper parameter
optimization.

As our method only works in combination with linear combinations, non-
linear approaches should also be addressed in future work. Further possibilities
are experiments with other anomaly detection methods in combination with
adjacency matrices as well as the generation and identification of a training
phase for supervised approaches.
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Abstract. Modern Internet of Things solutions using edge devices pro-
duce large amounts of raw data. In order to utilize this data, it needs
to be processed, aggregated, and categorized to enable decision making
for management and end-users. This data management is a non-trivial
task, as the computational load is directly proportional to the amount of
data. In order to tackle this issue, we provide an extensible and scalable
microservice architecture that can receive, normalize, and filter the raw
data and persist it in different levels of aggregation, as well as for time
series analysis.

Keywords: Big data · Time series · Data management · Data
processing

1 Introduction

Current Internet of Things (IoT) solutions generate large amounts of data that
need efficient processing before any information can be extracted. This process
is cumbersome and prone to error, as IoT devices provide their information over
the internet and wireless networks, where data might be lost or corrupted. There
might be on-device data aggregation that fails, and the observed context, i.e.,
what the IoT device monitors, might be inherently error-prone [1]. We suggest
a distributed architecture for accepting and processing this raw data that can
handle large amounts of data by horizontal scaling and is error resistant due
to preliminary integrity checks and high level data aggregation to extract the
needed information. Figure 1 shows an overview of the proposed architecture.

The remainder of this work will elaborate on this. Section 2 explains the
components of the service-oriented architecture based on the use case of vehicle
fleet monitoring. Section 3 shows the performance of the proposed architecture
in a real-world scenario and Sect. 4 elaborates on the strengths and weaknesses.
Finally, Sect. 5 briefly gives an outlook on future research directions.
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Fig. 1. Overview of the suggested solution.

1.1 Problem Statement

Fleet monitoring systems use a wide range of sensors, such as GPS and
accelerometer, to keep track of their active vehicles. Additionally, we also employ
additional sensors encapsulated in an edge device, that is mounted in these
vehicles. This generates a large amount of data that is not trivial to process.
Based on this use case we were able to identify following problems: (i) unreliable
data frequency, (ii) overall inconsistent data quality based on the vehicle model,
specifically in completeness, correctness and timeliness, and (iii) the correct reas-
signment of singular data samples to their time series.

1.2 Related Work

Hounsell et al. [2] discuss Automatic Vehicle Location Systems based on Trans-
port for Londons iBus. It aims to improve efficiency of road-based passenger
transport systems, such as busses, by introducing GPS information and real-
time-passenger information. They use a singular relational database to store the
real-time, second-to-second basis data of busses. Hounsell et al. provide plenty of
interesting use cases, that need highly available and scalable data management
systems. They do explicitly mention the need for proper management systems as
“’this vast amount of data also presents challenges for data storage and process-
ing requirements”. We aim to provide a solution to these challenges, as described
in Sect. 2.

Wittman et al. [5] present a holistic framework for acquiring and processing of
vehicle fleet test data. They use protocol buffers for transmitting GPS and sensor
data to integrate different devices. The presented framework offers a multitude
of visualisations for both mobile and web applications. The data acquisition
approach is similar to ours, as Wittman et al. also use the OBD II interface, yet
we miss a description of the used dataset, as it is only described as test data.
We aim to elaborate on this, by also focusing on the question how large datasets
can be processed in an acceptable amount of time.

A similar approach is presented by Falco et al. [3], whereas they too suggest a
microservice architecture to ensure availability and throughput of their system.
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The data acquisition is also comparable to our approach, they too access the
OBD II interface and extract similar metrics from the vehicle. But they again
do not provide any insight into the data itself and the problems of the data
processing in this scale. Furthermore their goal is to deploy the system into the
cloud, which is not feasible for our framework, as we aim to process confidential
data of fleet providers, which must not leave the companies on-premise location.

Killeen et al. [4] builds on top of the COSMO (Consensus self-organized mod-
els) algorithm, resulting in the ICOSMO (Improved Consensus self-organized
models) algorithm. We deemed this algorithm to be highly restrictive, due to
assumptions made by Killeen et at such as the algorithm needs to have access
to a database of labeled repair data and all vehicles have to be of the same
type. We also lack information how the data is acquired and processed in detail,
the test setup states that data is accessed from a hybrid bus, via a WiFi on an
LTE station. As we focus on possible real-time processing of data we deem this
approach unfeasible for fleet management.

2 Method

Our solution relies on multiple small applications working together to achieve a
larger, more complex goal. Such an architecture is referred to as a microservice
architecture. Each of these services only serve one purpose, such as retrieving
data, triggering alerts, etc. [6]. This allows us to separate the data processing into
multiple small problems, that are connected to each other, in order to reliably
process large amounts of data with minimum complexity. In accordance to the
issues defined in Sect. 1 we first give a short introduction to the data in question,
followed by the presentation of the microservice definitions, each solving the
stated problem definitions.

2.1 Dataset

We use data extracted from multiple, different vehicle types and brands. Each
vehicle has been fitted with a custom edge device that collects data from the
vehicle itself, as well as generates information based on its own sensors. The data
of the vehicle is accessed using the OnBoard Diagnostic Two (OBD-II) interface.
Table 1 shows a small slice of the raw data. The id is the unix timestamp when
the data has been generated, date is the instant the data has been retrieved, the
Vehicle Identification Number (VIN) uniquely identifies the vehicle that provided
the data, lat and long are the GPS coordinates of the vehicle and speed describes
the current vehicle speed as measured by the vehicle data-bus. The dataset
is neither cleaned nor complete, i.e., it contains null, invalid and false values.
Further data values have been omitted in Table 1 due to readability. Further
interesting entries also include, but are not limited to:

Engine rpm represents the current revolutions per minute (RPM) of the com-
bustion engine. These numeric values may contain null values or, depending
on the vehicle model, also may contain INT.MAX.
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Acceleration describes the accelerometer values of the on-board edge device.
It is a triplet containing X, Y and Z acceleration from -1 to 1, but may not be
correctly normalized depending on different vehicles. Each edge device can be
fitted differently to each vehicle resulting in a possibly invalid configuration
for the edge device and thus, drifting accelerometer values.

Engine load is a percentage value how utilized the engine currently is, depend-
ing on fuel injection and air intake. This value is calculated on the edge
device.

Clutch is a flag on the vehicle data-bus, which is true whenever the clutch is
engaged. It is highly fickle and, depending on the speed of the gear shifts,
might not be set. Some vehicle models also don’t provide this information,
causing this flag to be unused.

Table 1. Excerpt of the collected dataset. VIN and GPS coordinates have been
anonymized due to privacy concerns.

Id Date VIN Lat Long Speed

1617509885 2021-04-04 06:16:04 5N1BV28U16N181386 48.390546 −36.041071 32.33

1617509886 2021-04-04 06:16:05 5N1BV28U16N181386 48.390546 −36.041071 31.95

1617509795 2021-04-04 06:15:35 3VWTG29M11M070886 25.138978 −35.948990 78.01

1617509826 2021-04-04 06:17:05 5N1BV28U16N181386 48.390546 −27.041071 0

The order of the dataset is defined as First Come First Serve. Whenever a
new sample has been retrieved, it’s directly added to the dataset. When multiple
vehicles are active at the same time, samples with the same id but different date
and VIN might be generated. The id timestamp corresponds to the creation of
the time sample on the edge device, while the date corresponds to the time the
sample has been received by the system.

2.2 Infrastructure

We define infrastructure as all software, that is used by our microservices. This
includes databases, message oriented middleware, external REST endpoints, etc.
Within our system, everything relies on message queues for communication.
Explicitly, we use RabbitMQ1 as message oriented middleware for any commu-
nication between the services. This allows us to completely decouple the inputs
and outputs of the microservices, which further enables us to independently scale
the existing services or introduce new ones.

Per default, no service connects to a database. We aim to keep all services as
stateless as possible, otherwise scaling and throughput of the system as a whole
might be compromised. Instead, we define specific services that only focus on
persistence. In Fig. 1 these services are called Data Storage and in Fig. 2 they

1 https://www.rabbitmq.com/.

https://www.rabbitmq.com/
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Fig. 2. Detailed overview of the system architecture.

are part of the defined Data Lakes. We use an Apache Cassandra2 cluster for
the aggregated data and a TimescaleDB3 for the generated timeseries data.

2.3 RouteAggregator

The RouteAggregator accepts raw data from services such as the DataRetriever
(see Subsect. 2.4) and transforms it into an aggregated sub-dataset. We call this
sub-dataset a route, as it is defined as a coherent series of data that describes one
trip of a vehicle. In one route, there is a set of ordered samples, that have been
filtered and normalized. This means each route is complete and accurate. We
achieve this by obtaining one sample, comparing assigning it to an active route,
using a sliding window filter with the previous route data samples, and finally
determining if the samples quality is sufficient. A sample is deemed sufficient,
if the time difference between this and the previous sample is under a certain,
externally defined threshold, contains all relevant data, such as GPS, vehicle
speed, acceleration, etc., and is coherent, i.e. no sudden jumps in specific data
values (going from 50 km/h to 130 km/h within a split-second). We detect the
sufficiency of the last sample by applying rule based analyzers on the whole
route, including the new sample. Each analyzer checks if their rule applies and
thus accepts or rejects the new sample. These analyzers include, but are not
limited to:

AccelerationAnalyzer checks each vale of a sample with the previous samples
of a route for realistic changes in their value, for example a vehicles GPS coor-
dinates must not change more than 0.0001 per sample. The allowed difference
has to be defined per dataset column.

2 https://cassandra.apache.org/.
3 https://www.timescale.com/.

https://cassandra.apache.org/
https://www.timescale.com/
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DataPresentAnalyzer only ensures the data for the route is present or has
been interpolated.

CorrelationAnalyzer determines if the correlation of two values of the new
sample is acceptable. Such correlations include the difference in GPS coordi-
nates and vehicle speed, engine RPM and vehicle speed, etc. The values to
verify need to be configured externally.

The analyzers allow us to enforce a certain minimum/maximum data fre-
quency. If any of these analyzer rejects a sample, it is not added to the route.
It is instead logged with the reason of rejection. If all analyzers accept the sam-
ple and the route is deemed complete it is sent to persistence services, allowing
other services to use the new route for analysis. A route is complete, when no
new sample is processed within a predefined time period, e.g. 30 min.

2.4 DataRetriever

An instance of this service retrieves the raw data of a set of vehicles and trans-
forms it into our defined dataset format, as seen in Table 1. The received data
contains both the information of the vehicle data-bus as well as the edge device.
We can both process individual data samples and groups of data samples. The
former is the default behaviour, the latter is only designed to post process infor-
mation when no connection to the vehicle is possible, which can happen in remote
areas or tunnels. In this subsection we will mainly focus on the default behaviour.

Each accepted data sample from a vehicle undergoes the same fundamental
data processing, which is configured on a vehicle model basis. First, we check
if all necessary identifiers are present and if missing ones can be assumed. For
example if we miss the VIN, but we receive the edge device serial number we can
assume the VIN based on previous samples, given the edge device serial number
matches the other VIN entries. Second, we ensure all present values adhere to
the predefined data types and ranges and convert or prune if possible. If these
transformations are not possible the sample is discarded. Third and lastly, we
annotate the applied changes to the sample, so other services can differentiate
between original or assumed values. As the computational load of this service is
assumed to be quite high, due to the possible high load of generated data, no
data is persisted in this step, but only shared along in the processing pipeline
using Rabbit MQ.

2.5 Motorpool

The Motorpool is a service definition that builds on the generated routes of the
RouteAggregator, as defined in Subsect. 2.3. It manages a view on the routes
based on the different vehicles and their driven routes in relation to the changes
over time. Each new route is added to the vehicle view, where the vehicle itself
is updated. We track statistical information of the vehicle, their changes over
time, and all routes that have been generated by that vehicle. This information
is saved in a TimescaleDB.
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Each vehicle is identified by its VIN. This VIN consists of the World Manu-
facturer Index (WMI) the vehicle descriptor, a check digit and a vehicle identifi-
cation. Using the WMI and the vehicle descriptor it is possible to identify similar
vehicle models and configurations. Small deviations in the vehicle descriptor indi-
cate deviations between the same vehicle model, such as engine type, or gearbox
[7]. We use this information to identify similar and comparable vehicles.

A vehicle is defined as their VIN, the sum of their driven routes, their sta-
tistical values and a given display name. A route is, when added to a vehicle,
annotated with a surrogate key, to allow fast and safe detection of its corre-
sponding vehicle. Using the VIN and the data sample id (see Table 1) and this
surrogate key, it is possible to assign each singular sample to a vehicle, and
furthermore, to a route.

Applying descriptive statistics allows us to define a basic profile for a vehicle.
We calculate these statistics over all driven routes of the vehicle and weight them
relative to their recentness. Strong deviations of new routes can indicate changes
of driving behaviours, environments or possible maintenance requirements [8].

3 Evaluation

We evaluate our design based on four different vehicles, each of different make
and model, that provided 35.617 individual data samples. The data has been
aggregated into 28 individual routes, which have been correctly assigned to the
corresponding vehicles.

In Table 2 we show the resulting descriptive statistics on vehicle basis. Vehicle
four has a relative high standard deviation in both vehicle speed as well as engine
rpm, which may indicate rapid acceleration and deceleration of the vehicle, com-
pared to vehicle three, which seems to be driven more moderately. Furthermore,
vehicle four seems to have the longest idle time compared to all other vehicles,
as the standard deviation of the engine rpm is much higher. We could identify
vehicle two as an electric vehicle, as no data sample ever contained engine rpm,
or fuel level values. Vehicle one is only used inside cities, which reflects the max
vehicle speed values and low mean vehicles speed.

4 Discussion

A major issue we discovered while developing this architecture was the fickle
data definition per vehicle model. We get vehicle specific information from the
Onboard Diagnostic (OBD) interface, which has (limited) access to the CAN
data-bus. Although standardized, the CAN Bus is highly manufacturer depen-
dent, resulting in different data schemas for each vehicle. Whenever a new vehi-
cle model is introduced a new DataRetriever and corresponding config has to be
defined.
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Table 2. descriptive statistic excerpt of four different vehicle models and makes. The
second vehicle is an electric vehicle, hence the missing values in engine rpm.

Vehicle Vehicle speed Engine rpm

1 Count 9328 9328

Mean 10.699 1072.197

Std 20 599.8

Min 0 0

Max 77.36 3032

2 Count 15505 15505

Mean 12.94 0

Std 20 0

Min 0 0

Max 112.8

3 Count 10312 10312

Mean 11.51 1137.32

Std 16.66 589.39

Min 0 0

Max 94.966 4162

4 Count 472 472

Mean 25.76 949.93

Std 31.3 1022.15

Min 0 0

Max 100.966 3426

Furthermore, many fleet providers started moving their focus from combus-
tion engine vehicles to electric vehicles. This domain shift is difficult, as the
data schema is massively different to the traditional combustion engine vehicles.
Instead of tracking the engine RPM, fuel levels and gearbox information we need
to cover information on the high voltage battery, charging and discharging of said
battery, etc. These vehicles can be introduced into our architecture by defining
additional DataRetrievers and Analyzers in the RouteAggregator, but in order to
properly allow analysis and management in the Motorpool fundamental changes
in the vehicle and route definition are necessary.

We tested our solution on one physical machine, where all microservices as
well as the infrastructure run in parallel. We identified the bottleneck in the
persistence of the routes into the Cassandra cluster. An evaluation on runtime
and computational load on a proper distributed environment is still pending.

For evaluation we provide a Grafana dashboard. It visualises the collected
information based on vehicles as well as routes in realtime. Figure 3 shows a
screenshot of the vehicle visualisation
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Fig. 3. Grafana dashboard giving information on one vehicle based on all its routes

5 Outlook

As electric vehicles are slowly becoming the focus for fleet providers, further
research should include adaptions of the data preparation and management for
electric vehicles. This may include battery management and recharge scheduling.

Independent of vehicle propulsion type, enhancements in data quality anal-
ysis or time series analysis can be integrated fairly easily, as the logic can be
implemented as its own microservice. It can then receive data using the message
queues.

Furthermore, the data prepared by our architecture can be used for a mul-
titude of applications, such as predictive maintenance, driving style analysis,
etc.
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Abstract. The paper discusses the Learning-based information (L) and Learning
Entropy (LE) in contrast to classical Shannon probabilistic Information (I) and
probabilistic entropy (H). It is shown thatL corresponds to the recently introduced
Approximate Individual Sample-pointLearningEntropy (AISLE). For data series,
then, the LE should be defined as the mean value of L that is finally in proper
accordance with Shannon’s concept of entropy H. The distinction of L against
I is explained by the real-time anomaly detection of individual time series data
points (states). First, the principal distinction of the information concept of Ivs.L
is demonstrated in respect to data governing law that L considers explicitly (while
I does not). Second, it is shown that L has the potential to be applied on much
shorter datasets than I because of the learning system being pre-trained and being
able to generalize from a smaller dataset. Then, floating window trajectories of the
covariance matrix norm, the trajectory of approximate variance fractal dimension,
and especially the windowed Shannon Entropy trajectory are compared to LE on
multichannel EEG featuring epileptic seizure. The results on real time series show
that L, i.e., AISLE, can be a useful counterpart to Shannon entropy allowing us
also for more detailed search of anomaly onsets (change points).

Keywords: Novelty detection · Learning Entropy · Adaptive filter · Least mean
square · Multichannel EEG

1 Introduction

The current information theory apparatus is mainly based on the probabilistic Shan-
non’s entropy [1], which is also fundamental in the theory and applications of anomaly
detection (novelty detection, change-point detection). These probabilistic information
measures, i.e. the Shannon Information I and Shannon EntropyH are based on quantify-
ing statistical uniqueness of data in the existing dataset. Thus, this estimated information
quantity does not explicitly consider the deterministic governing law that can be learned
from data by learning systems from smaller datasets and where generalization of a
learning system can play its significant role.
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Computational learning systems, such as neural networks, can approximate at least
the current dynamics of data behavior. Novelty detection in dynamical systems can be
approached either by probabilistic approaches, e.g. [2], or by using learning systems, e.g.,
[3]. As the signal complexity evaluation measures can be recalled the Sample Entropy
and Approximate Entropy [4, 5] and fractal measures [6–9] that are based on the concept
of multiscale power-law evaluation [10], and these may be seen as some alternatives to
the probabilistic concept for novelty detection techniques or purely machine-learning-
based ones. Additionally, compensated transfer entropy [14] is another probabilistic
technique to assess entropy using conditional mutual information between present and
past states. The probabilistic entropy approach for fault detection was published in [15]
and the probabilistic technique for sensor data concept drift (also concept shift) appeared
in [16].

Among the probabilistic novelty approaches, the currently popular concepts are
generalized entropies, especially the extensively studied Tsallis and Rényi entropies and
their potentials, e.g., [17] and references therein. The example of their application, e.g.,
to probabilistic anomaly detection in cybersecurity, can be found in [18].

Another direction of non-probabilistic noveltymeasures is based on learning systems
that employ machine learning excluding probabilistic and Bayesian computations, and
LE belongs to this research direction. A special deep learning related change point
detection technique was presented in [19].

In order to be in accordance to terms Information and Entropy introduced by
Shannon, we show in this paper that:

i. the Approximate Individual Sample-point Learning Entropy (AISLE [6]), corre-
sponds to the proposed Learning Information L [7] of the data point, i.e. AISLE,
which is here newly linked as the counterpart to the Shannon Information I of
individual data points, and that

ii. the Learning Entropy LE for a data point interval is the mean value of L on the data
interval, which is here newly linked as the counterpart to Shannon Entropy H ,

and further we demonstrate the L on the multichannel time series that is also application
extension of AISLE in contrast to our previous works.

2 Probabilistic vs. Learning-Based Information

At this point, a brief discourse about quantifying information, in the sense of novelty, the
data display to their observer, is drawn as follows. The probabilistic (Shannon based)
approaches of information quantification do not explicitly reflect the governing law
of data and rely on statistical uniqueness or recurrences. The learning-system-based
methods of novelty detection implicitly utilize the governing laws they found in the data,
but their novelty quantification of data points is not considered as a potential information
concept that might be an alternative to the probabilistic concept of information.
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Classically, the Shannon information content I of data sample point x (k) at sample
time k is defined via its reciprocal probability p(·) as follows

I(k) = log2

(
1

p(x(k))

)
, (1)

and the Shannon Entropy H of the time series would be the mean value of I over the
data.

Although I in (1) is fundamental and well known, we should recall its following
aspect, which might not be so obvious and that is important for clarifying the Learning-
based information concept L and the Learning Entropy H . It is recalled as follows.

For the given example of time series in Fig. 1, the data sample represents a 2-
dimensional data point (state) as follows.

x(k) = [
y(k − 1), y(k)

]
, (2)

where k is the discrete time index. The natural property of Shannon Information I is its
time invariance, because the data points that belong to the same i-th histogram bin is of
course independent of time k, so it is usual to use notation as follows

if for any k : x(k) = xi ⇒ p(x(k)) = p(xi) = pi, (3)

where i represents the histogram bin index, where similar data points at different times
k belongs to. This just recalls that Shannon information of individual data samples is
time invariant for equal and very similar same data samples. Therefore, the Shannon
Entropy H in a probability space, i.e., via a histogram, depends only on histogram
implementation, and it is classically the mean value of information over the dataset as

H =
n∑

i=1

pi · log2(Ii), (4)

where Ii is the information of data samples belonging to i-th histogram bin, and n is the
number of all histograms bins (simplified notation).

The need for machine-learning-based Information concept as the counterpart to
the existing Shannon probabilistic concept of information quantity is demonstrated via
Fig. 1, Fig. 2, and Fig. 3, where the probabilistic information (second axes from top)
becomes high even for deterministically generated data (with low noise) during time
k < 200. On the contrary, the third axes of the top show magnitudes of increments in
real-time learning weights increments �w (2nd-order HONU [8] as a polynomial class
of IPLNAs [9]) and the learning behavior clearly indicates novelty in data samples due
to the change in the governing law at k = 200.

The concept of Learning Entropy, in particular the Individual Sample Learning
Entropy, was originally proposed [6] as a multiscale measure that was aggregated over
various detection sensitivities for all weight update magnitudes at their original scales.
Here, we propose a formula for AISLE estimation, which is currently discussed in more
detail in the work [10]; however, here it is extended to multichannel data as follows
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Fig. 1. (top axes) Time series with deterministic part (k < 200) and random part (k ≥ 200),
(second top axes) Shannon probabilistic information of 2-D datapoints I(y(k − 1), y(k)), (third
axes) the IPLNA’s learning weight-update magnitudes |�w| indicate the anomalous behavior at
k = 200, bottom axes show the time series data y (blue) and the neural output yn (green) during
learning. (Color figure online)

EA(k) = 1

n · nwi · nβ

n∑
i=1

∑
∀wi

∑
∀β

{z(|�wi(k)|) > β} EA ∈ 〈0, 1〉 (5)

where the inequality in (5) results in nwi -sample long set of zeros or units according to the
true or false state of the conditions for ith channel, β is a vector of detection sensitivities
to overcome the otherwise single-scale issue of detection sensitivity.

If we drop the lower indexing of weight position and of channel indexing for simplic-
ity, then the z-score for each single weight of each adaptive filter and for each channel
writes as follows

z(|�w(k)|) = |�w(k)| − |�wM (k)|
σ(|�wM (k)|) , (6)

where the floating window of M values of recent magnitudes of learning increments is
defined as follows

∣∣∣�wM (k)
∣∣∣ =

⎡
⎢⎢⎢⎣

|�w(k − 1)|
|�w(k − 2)|

...

|�w(k − M )|

⎤
⎥⎥⎥⎦. (7)
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Fig. 2. (top axes) Time series with deterministic part (k < 200) and random part (k ≥ 200),
(second top axes) Shannon probabilistic information of 2-D datapoints I(y(k − 1), y(k)), (third
axes) the IPLNA’s learning weight-update magnitudes |�w| indicate the anomalous behavior at
k = 200, bottom axes show the time series data y (blue) and the neural output yn (green) during
learning. (Color figure online)

It should be emphasized that the vector of detection sensitivities β has now clearly
defined statistical meaning in this newly proposed AISLE computation via (5)–(7) con-
trary to the similarly proposed multiple parameter α in the original LE estimation algo-
rithm [6]. Due to the of newly proposed z-scoring for the learning increment magnitudes
in (6), the values of β are directly related both to the mean and standard deviation of
learning increments �wi as follows:

• for β = 0, the weight-update magnitudes larger than their recent mean are summed
in (5), i. e., the detection of unusual learning effort is very sensitive,

• for β = 1, only the weight-update magnitudes larger than their recent mean plus one
standard deviation are summed in (5), i. e., the detection of unusual learning effort is
less sensitive,

• for β = 2, only the weight-update magnitudes larger than their recent mean plus two
standard deviations are summed in (5), i. e., the detection of unusual learning effort
is even less sensitive,

• and similarly so on, so the detection of unusually large learning effort is the less
sensitive, the larger parameter β while β shall not necessarily be a discrete number.
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Fig. 3. (top axes) Time series with deterministic part (k < 1000) and random part (k ≥ 1000),
(second top axes) Shannon probabilistic information of 2-D datapoints I(y(k − 1), y(k)), (third
axes) the IPLNA’s learning weight-update magnitudes |�w| indicate the anomalous behavior at
k = 1000, bottom axes show the time series data y (blue) and the neural output yn (green) during
learning. (Color figure online)

Similarly to the originally proposedAISLE [6], also this new algorithm for estimation
of individual sample learning entropy via (5)–(7) is limited to 〈0, 1〉 meaning that:

• EA = 0 if none of the learning increment magnitudes is unusually large for all β,
• EA = 1 if all of the learning increment magnitudes are unusually large for all β,

3 LE for Multichannel Data

Novelty detection can be based on probabilistic principles [2] or on learning systems
[3]. Adaptive filter techniques [11] are an option before more complicated learning
systems would also be used for multichannel data, where EEG data signal processing
is a challenging topic [12]. We can also employ the linear adaptive filters as learning
systems, where the learning rule for each channel is the pure gradient descent (LMS)
sample by sample adaptation. When this learning system behavior is monitored as in
(5), EA is aggregated also over all signal channels. In the experimental analysis below,
we also evaluate the higher orders of LE. The concept of orders of LE, i.e. AISLE, was
proposed in work [6] and it is defined as the order of weight difference that is used for
LE evaluation. Therefore, the above introduced AISLE is the first order LE, i.e. r = 1,
as (5)–(7) are calculated with the first difference of weights.
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4 Approaches for Comparison

We compare LE (AISLE) performance on multichannel data to three more signal pro-
cessing (floating-windowbased)methods that are based onmore fundamental principles.
In particular, we compare AISLE to the following:

• ∥∥covX�(k)
∥∥ the trajectory of the Euclidean norm of the upper diagonal elements of

the covariance matrix,
• VFD(k) variance fractal dimension trajectory [13], resp. its cumulative sum approxi-
mation, and

• Shannon entropy trajectory H (k).

We base the above three methods on a floating window that is represented by the
Delay Embedding Matrix (DEM) of multichannel data. Let DEM be defined for a single
channel as follows

Xi =

⎡
⎢⎢⎢⎣

yi(k) yi(k − 1) · · · yi(k − m + 1)
yi(k − 1) yi(k − 2) · · · yi(k − m)

...
... · · · ...

yi(k − M + m) yi(k − M + m − 1) · · · yi(k − M + 1)

⎤
⎥⎥⎥⎦, (8)

where m is the embedding. Then, the full multichannel DEM would be as follows

X = [X1 X2 . . . Xi . . . Xn]. (9)

For fundamental comparison of LE performance to other methods, we calculate the
following floating-window-basedmeasures, i.e., DEM-basedmeasures, as shown below.
First, the Euclidean norm trajectory of the upper diagonal values of the covariancematrix
is calculated by using the covariance matrix of DEM (9), i.e.

covX = XT · X, (10)

where each column of X was z-scored as follows

Xi ← Xi − Xi

σ(Xi)
; ∀i, (11)

so the upper triangular norm (trajectory) is calculated at every sample time as follows

VFDT (k) = 1

nα

nα∑
i=1

σ 2(X(k, αi)), (12)
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Second, an approximation of variance fractal measure, i.e., the trajectory of cumulative
approximation of Variance Fractal Dimension (VFDT) was calculated as follows

VFDT (k) = 1

nα

nα∑
i=1

σ 2(X(k, αi)), (13)

where X(k, α) represents vertically re-sampled DEM (9) with re-samplings αi ∈ α =[
α1α2 . . . αnα

]
(for more details on the principle of the approximate concept of charac-

terizing exponents of fractal dimension via a cumulative sum, please see works [6, 14,
15]). Third, the trajectory of Shannon Entropy was calculated as

H (k) = −
∑
∀i,j

pi,j · log2(pi,j), (14)

where pi,j is the corresponding histogram bin probability of Xi,j value, i.e., of the value
at i, j position in DEM matrix.

5 Experimental Analysis

The abovemethodswere tested on twodata sets. Thefirst dataset is artificialmultichannel
data generated as

Y =
⎡
⎢⎣

y1 = sin(2π · f1 · k + �1) + b1
...

y20 = sin(2π · f20 · k + �20) + b20

⎤
⎥⎦; k = 0, 1, . . . , 1000, (15)

where the individual signal parameters fi, �i and bi were set as random constants.
To demonstrate the functionality of the detection methods, all signals in each channel
in (15) are simultaneously replaced by pure noise at intervals k = 400 . . . 500 and
k = 700 . . . 800. The amplitudes of the sinus signals and the noisy intervals were aligned
for similar extrema.

The second dataset is anonymousmultichannel EEG recordingswith known epileptic
seizure. The results are shown and discussed in 0-0 in Appendix. The results confirm
the intriguing capability of AISLE to detect anomalies with individual samples of data.

6 Conclusions

The main theoretical contribution of this paper is linking the machine-learning-based
concept of Information and Learning Entropy to its classical Shannon probabilistic
information concepts.
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Also, the newly proposed estimation of Learning Information implemented as
Approximate Individual Sample Learning Entropy was extended and tested for nov-
elty detection in multichannel EEG data with linear adaptive filters. The method showed
potentials for the instant detection of epileptic seizures in multichannel EEG.

Acknowledgment. The research reported in this paper has been funded by the European Interreg
Austria-Czech Republic project “PredMAIn (ATCZ279)”.

Anonymous real EEG dataset courtesy of Department of Neurology, Faculty of Medicine in
Hradec Kralove, Charles University, Czech Republic.

Nomenclature

AISLE Approximate Individual Sample Learning Entropy
α Vector of re-sampling setups for estimation of VFD
β Vector of detection sensitivities for LE
H Shannon Entropy
k Discrete index of time
LE Learning Entropy (AISLE)
n Number of channels
nwi Length of vector wi

r Order of LE
σ(.) Standard deviation
VFD Variance Fractal Dimension
wi Vector of all adaptive parameters (neural weights) of ith channel
x, x, X Scalar, vector, matrix (multidim. array)
yi(k) Measured data sample of ith channel at time k
ỹi(k) Filter output (neural predictor output) of ith channel at time k

Appendix

(See Figs. 5, 6 and 7)
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Fig. 4. The comparison of AISLE with the other proposed methods on artificial multichannel

data (15) with noisy intervals at k = 400…500 and k = 700…800; covDEMT =
∥∥∥covX�

∥∥∥ does

not detect anything (due to various frequencies and phases of sinusoidal channels), VFDT and H
gradually detects the changes in data, and AISLE instantly detects the increased learning effort
when dynamical behavior is presented at k > 400 and k > 700.
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Fig. 5. The data Y are EEG channels with known epileptic seizure starting at about t = 44 s, its
detection with the discussed methods is in further figures.
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Fig. 6. The evaluation of multichannel EEG data (Fig. 2), where covDEMT = does not indicate
the seizure onset at t= 44s, VFDT gradually increases, and bothH and AISLE indicate the seizure
onset rather instantly. The detail of how early H vs. AISLE detect the seizure is shown in Fig. 4.



414 I. Bukovsky and O. Budik

10 15 20 25 30 35 40 45t
-2.0-1.5-1.0-0.50.00.51.01.52.0

Y 
[/

] 
Y

10 15 20 25 30 35 40 45t
-0.01

0.00
0.01
0.02
0.03
0.04
0.05

co
vD

EM
T 

[/
] covDEMT

10 15 20 25 30 35 40 45t
0.00
0.05
0.10
0.15
0.20
0.25
0.30

VF
D

T 
[/

]

VFDT

10 15 20 25 30 35 40 45t

3.6
3.8
4.0
4.2

H
 [

bi
t]

Shanon Ent ropy t rajectory

10 15 20 25 30 35 40 45t
0.00
0.02
0.04
0.06
0.08
0.10

AI
SL

E 
[/

]

AISLE r= 1 2 3 4

10 15 20 25 30 35 40 45
t  [sec]

0
12
3
45
6
7

LE
P 

[/
]

LEP r= 1 2 3 4

Fig. 7. (Detail of Fig. 3) Both methods, i.e., the DEM-based Shannon Entropy trajectory H as
well as the Approximate Individual Sample Learning Entropy (AISLE) were found practically
feasible for early seizure indication while the AISLE has potential of earlier detection (bottom
axis) because it is in principle more sensitive to individual samples of data.
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18. Bereziński, P., Jasiul, B., Szpyrka, M.: An entropy-based network anomaly detection method.
Entropy 17, 2367–2408 (2015). https://doi.org/10.3390/e17042367

19. Mahmoud, S., Martinez-Gil, J., Praher, P., Freudenthaler, B., Girkinger, A.: Deep learning
rule for efficient changepoint detection in the presence of non-linear trends. In: Kotsis, G.,
et al. (eds.) DEXA 2021. CCIS, vol. 1479, pp. 184–191. Springer, Cham (2021). https://doi.
org/10.1007/978-3-030-87101-7_18

https://doi.org/10.3390/e15104159
https://doi.org/10.3390/e21020166
https://doi.org/10.1109/TNNLS.2016.2572310
https://doi.org/10.1109/TNNLS.2021.3123533
https://doi.org/10.1109/COGINF.2009.5250750
https://doi.org/10.1109/MFCIST.2011.5949517
https://doi.org/10.1049/ic.2012.0114
https://doi.org/10.1109/ICDM.2006.66
https://doi.org/10.3390/e20110813
https://doi.org/10.3390/e17042367
https://doi.org/10.1007/978-3-030-87101-7_18


Using Property Graphs to Segment
Time-Series Data

Aleksei Karetnikov1(B) , Tobias Rehberger1, Christian Lettner1,
Johannes Himmelbauer1 , Ramin Nikzad-Langerodi1 , Günter Gsellmann3,

Susanne Nestelberger3, and Stefan Schützeneder2
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Abstract. Digitization of industrial processes requires an ever increas-
ing amount of resources to store and process data. However, integra-
tion of the business process including expert knowledge and (real-time)
process data remains a largely open challenge. Our study is a first step
towards better integration of these aspects by means of knowledge graphs
and machine learning. In particular we describe the framework that
we use to operate with both: conceptual representation of the business
process, and the sensor data measured in the process. Considering the
existing limitations of graph data storage in processing large time-series
data volumes, we suggest an approach that creates a bridge between a
graph database, that models the processes as concepts, and a time-series
database, that contains the sensor data. The main difficulty of this app-
roach is the creation and maintenance of the vast number of links between
these databases. We introduce the method of smart data segmentation
that i) reduces the number of links between the databases, ii) minimizes
data pre-processing overhead and iii) integrates graph and time-series
databases efficiently.

Keywords: Property graph · Time-series data · Graph data · Process
data · Data integration

1 Introduction

Nowadays more and more industries are using IoT solutions to control their
business processes. They offer prominent possibilities in analysis, optimization
and prediction of the production. Currently, the vast amounts of data that are
obtained from the sensors are stored in data management systems. Some of the
solutions can efficiently deal with graph data that helps to model the business
process, others are able to store time-series data, but in many projects the bridge
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between these two parts is not a trivial one. The main idea of our paper is
the introduction of an approach to integrate graph and time-series data. We
propose a framework that is capable to solve a modelling problem of an industrial
process and show its application on a business case. The paper is organized as
following: in Sect. 2 we provide a short overview of existing solutions and their
limitations. In Sect. 3 we present our approach. Then, in Sect. 4 we demonstrate
a use case that exploits our approach. Finally, in Sect. 5 we give a discussion on
the proposed idea and summarise it in Sect. 6.

2 Background Study

The ongoing development of graph storage solutions has made it possible to effi-
ciently manage colossal amounts of data in graph databases. Nowadays, prop-
erty graph storages are extensively used to model business processes. In [12] the
authors use the Neo4j database to model a power transmission grid as a graph.
While storing time-series data in a graph database is indeed viable, there are
some issues concerning the data model and performance as well as the com-
plexity and expressiveness of queries, which is pointed out in [4,15]. Therefore,
utilizing a database designed for handling time-series data should be considered.
In [16] the authors are using 3 Database Management Systems (Neo4j, Cassan-
dra and InfluxDB) to build a hybrid storage for industrial IoT data. The attempt
to join different types of DBMS was attempted by John Roijackers in [13] by
introducing a virtual level between an SQL and a NoSQL system to reduce the
complexity of maintaining multiple databases. The authors of [3] are introducing
the idea of building a single SQL query engine for the NoSQL solutions but it
leads to reduced performance of the latter. This concept of trying to abstract
multiple data stores is not new, as is pointed out in [14], where this shift to
enabling query processing across heterogeneous data models is analyzed. The
ReGraph proposed by Cavotol & Santanchè in [1] is attempting to integrate a
relational database and a graph storage, but the architecture of the approach
makes limitations on dynamic updates of the graph data.

Considering all this previous experience in building of hybrid DB systems we
could not find a working solution that provides such an orchestration of a graph
and a time-series database. Considering our requirements:

– Dynamic updates
– Perform predictive modelling
– Possibility to connect the time-series data between the process steps
– Manage time-series segmentation

It creates a need of a solution that is able to deal with the process concepts,
retrieving of the data related to them and the opportunities to consolidate the
industrial behavioural patterns.

Our idea was to build a hybrid data storage system that is aimed to solve
the particular business need. Our system is aimed to create a data integration
adapter for Neo4j that allows to query the time-series data from InfluxDB with
a main focus on the modelled business process. The querying system should be
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encapsulated into the adapter and user predictive should take place on the graph
model.

3 Our Approach

In this section we will introduce the architecture of the proposed framework. In
general, we offer a multi-layer approach (Fig. 1) to model the business case and
store its data. First of all, the business process is modelled as a property graph.
In our case study we use Neo4j as storage engine.

Then, by using a segmentation model we split the time-series data into lit-
tle chunks according to the segmentation parameters, explored patterns and
static expert knowledge (Fig. 3). A segmentation model is only applied, when
specifically requested but not continuously when new sensor data is stored in
the time-series database. The first time a specific segmentation is requested, its
model parameters and metadata are found in the graph data storage. A machine
learning (ML) model uses these inputs to perform the data segmentation on the
time-series data. The architecture can be seen in Fig. 4. Because the execution of
operations such as segmentation, aggregation and statistical exploration of the
time-series data can be very time and resource intensive, the obtained results are
also stored. This happens partially as metadata in the graph database (Fig. 5)
and partially as timestamped data in the time-series database (Fig. 6). Obvi-
ously, the industrial processes are executed in a particular order that leads to
correlation between the process steps. That information is also stored in the
relations between the concepts in the graph database. They might represent a
time-shift or a functional dependency (e.g. coefficient or function that determines
the difference between two time-series).

Fig. 1. Multi-layered architecture of the framework. The business process is repre-
sented as a graph concept that is linked to the process time-series data through the
segmentation model and the data segments

The concepts and the segments’ metadata stored in the graph database
includes at least a tag and a specific starting and ending time point, which
are used to map to data in the time-series storage. For instance, in Fig. 3 there
is a chart of two time-series (solid and dotted lines). Firstly, the model identi-
fies the segments where the values are corresponding to a particular rule (this
could be a simple threshold or a more sophisticated segmentation approach) and
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Fig. 2. Overview of the data structure. The concept (e.g. process step) is connected
to the data segments that are created by applying ML models with the given param-
eters on the time-series data. It also includes pre-calculated segment statistics and
aggregations, and the concepts’ relation with other concepts.

specifies the starting and the ending point of this interval to create the first seg-
ment. Secondly, it is obvious that the second (dotted) time-series has a positive
correlation with the first one (line), but it is executed with some time-delay. All
that data, including those dependencies, starting and ending timestamps and
the precalculated statistics and aggregations of the segments are saved in the
property graph.

Fig. 3. Example of the time-series data segmentation. The time-interval that starts
when the values are higher than the threshold and ends when they are lower is consid-
ered to be a time-series segment. Another time-series is shown as a dotted line. This
time-series represents another process that is connected to the first one. So one can
observe positive correlation between these time-series.
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Fig. 4. Architecture of the data connector. The time-series data could be queried from
the data graph. Segmentation is done with the ML model based on the metadata and
the model parameters

4 Use Case

In this section we describe an industrial use case that applies the framework
introduced in the previous section. The framework was tested on an exemplary
carwash facility. It consists of the three main business processes: soaping, washing
and drying. In terms of our framework they represent three concepts in the graph
database. Each of the business processes incorporates two sensors that produce
data. One sensor measures the power consumption of the process step, the other
sensor measures a process step specific value. For soaping and washing this is
the water consumption. For drying it records the air pressure.

To reliably store the data produced in this use case and to show the bridge
between the two, a graph database (Neo4j) and a time-series database (InfluxDB)
is necessary. Both of these systems are number one in their respective field in
the popularity ranking conducted by db-engines.com [8,9]. In this example Neo4j
is used to store instances of the modeled business processes, metadata, expert
knowledge, information about the time-series data and the segmentation models
as well as the segments. When a car uses the carwash the sequence of business
processes instances and their relations shown in Fig. 2 are created as nodes and
edges in Neo4j. In this use case, one car using the carwash creates three business
process instance nodes (soap, washing and drying) and their edges to nodes con-
taining business process metadata, expert knowledge and time-series metadata.
Furthermore, if a segmentation model is applied to the sensor data corresponding
to a business process instance, additional relations will be added. These consist
of a relation to the node storing information about the used segmentation model
and a relation to the node of the resulting segment. An example of the nodes
and edges created in Neo4j when a car uses the carwash can be seen in Fig. 5.

The timestamped data created by the sensors and segmentation models, is
saved in InfluxDB. To accurately map time-series data in InfluxDB to Neo4j, a
tag, a start and an end timestamp is stored in all business process instances and
segment nodes. In this example the available business process tags are “Soap”,
“Washing” and “Drying”. When a new measurement is inserted into the time-
series database, it is also assigned the tag corresponding to the business process
it belongs to. For the tag in the segment a combination of the business process
tag and an identifier of the segmentation model is used. Tags in InfluxDB are
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Fig. 5. Nodes and edges that are created in the graph database, when a car “A” uses
the carwash. Additionally some segmentations were requested. The nodes “Soap A”,
“Washing A” and “Drying A” are instances of the business processes. They have a
relation to other business processes, their respective expert knowledge and metadata,
sensor data, segments and the corresponding segmentation models. For “Washing A”
the “Power Segmentation Model” was applied, resulting in the “Washing A Seg. Idle”
segment.

indexed, which means that they can be queried more efficiently [5]. In Fig. 6
an example of the power consumption of the washing business process enriched
with data generated from a segmentation model can be seen.

With these preparations done, the foundation to accurately map time-series
data in InfluxDB to a specific business process instance or segment node in the
graph database is completed. The mapping itself can simply be done with a
query where the tag, the start and end timestamp of a node are used as input
and the result of the query is the time-series data corresponding to that specific
tagged time interval. This approach takes advantage of the strengths of both
databases: They have a powerful API that can easily be integrated in existing
infrastructure and provide easy-to-learn querying languages, InfluxDB excels at
writing huge amounts of time-series data and reading data with time-windowed
queries [7,11] and Neo4j can store relationships between data in a flexible model
and allows for both scalability and querying speed [2,6].
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Fig. 6. Visualization of the results created by the “Power Segmentation Model” that
can be seen as node in Fig. 5. The segment results are stored in InfluxDB after the
model was applied on the time-series data. The “P2 Power segmentation” is 0 when
the power consumption is lower than 5 and therefore the machine is idle. Otherwise,
the value is 1. This approach allows for a visual analysis solely on the time-series data.

5 Discussion and Outlook

Currently, it is the first version of the framework that uses only its core princi-
ples. The possible directions of the further research are in more detail work on
the data segmentation modules. Currently, there are many approaches how to
do that. Some of them were enriched by a more complex algorithm. For instance,
in [10]. Our current framework is aimed to utilise the possibilities of the Machine
Learning techniques to reduces manual operations. The framework also requires
a more deep native integration into Neo4j which implies that further investiga-
tions on the best approach to reach this goal must be conducted. Additionally,
considering the already observed in the work of Cavotol & Santanchè [1] limi-
tation of the dynamic graph data updates we should create an approach that
allows to efficiently run our segmentation algorithm.

6 Conclusion

Finally, the paper has presented a concept of the approach that we use for better
integration of the graph and the time-series data. The proposed framework allows
to map process data to time-series sensor. Furthermore, it is also capable of
managing time-series segmentation to support the data analysis tasks on the
lower level. The main architectural and conceptual ideas were explained, but
the particular implementation is currently limited by the particular use case.
At the moment it is technically tested using Neo4j and InfluxDB, but it could
be adapted to use other database management systems. The working prototype
has shown us the possibilities in data segmentation to increase capabilities of the
graph database to easily map to timestamped data in a time-series database. We
can confirm that the core goals of this paper were reached and that further steps
in developing of this framework are reasonable.
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Abstract. Logs have been used in modern software solutions for devel-
opment and maintenance purposes as they are able to represent a rich
source of information for subsequent analysis. A line of research focuses
on the application of artificial intelligence techniques on logs to predict
system behavior and to perform anomaly detection. Successful industrial
applications are rather sparse due to the lack of publicly available log
datasets. To fill this gap, we developed a method to synthetically gener-
ate a log dataset, which resembles a linear program execution log file. In
this paper, the method is described as well as existing datasets are dis-
cussed. The generated dataset should enable a possibility for researcher
to have a common base for new approaches.

Keywords: Log dataset · Log analysis · Simulated industrial
processes · Process Mining

1 Introduction

Logs have been widely adopted in the development and maintenance of software
systems enabling developers and support engineers to track system behaviors
and perform subsequent analysis [6]. In general, logs are unstructured texts,
which record the rich information of the systems behavior used for subsequent
anomaly detection [3–5]. Using these logs, it is possible to determine and predict
if a system behaves as expected or deviates from given paths. These deviations
may indicate problems within the system, e.g. problems in automated machine
sequences. The structure of logs get more complex, which requires problem spe-
cific solutions for the recognition of anomalies in system behaviors resulting in
a labor-intensive and time-consuming analysis [6]. In general, researchers in this
field are often working with their own log data, which is not published and
therefore not available for others as companies have privacy concerns [6].
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Due to the lack of available and structured log data, this paper proposes a
new method to generate such a dataset synthetically. Using structured log data,
it is possible to create structure-independent approaches for anomaly detection
in machine behavior. The overall goal is the creation of a labeled linear exe-
cution log dataset of a machine program, which covers both anomalous and
non-anomalous behavior over multiple days. Through the course of this paper,
existing datasets are presented and discussed. Furthermore, possible deviations,
indicating anomalous activities, are covered as well as the workflow of the dataset
generation itself.

2 Existing Datasets

He et al. [6] provide a large overview of currently existing log datasets, which are
covering labeled and unlabeled data. The main problem using these datasets is
the non-linear behavior of the dataflow, undefined segments as well as a complex
structure of the logs themselves. The following paragraphs cover an overview of
interesting datasets and their disadvantages for anomaly detection using Process
Mining techniques.

The datasets HDFS 1 and HDFS 2 are based on log files gathered in Hadoop
Distributed File System applications [2], whereat HDFS 1 is labeled. The logs
contain block IDs, which are used to extract traces, and the labeled data addi-
tionally contains a label whether the behavior is normal or anomalous [6]. Due
to the structure of the log, overlapping blocks and non available start and end
points of blocks as well as highly varying behavior between blocks, it is rather
difficult to identify anomalous blocks using Process Mining approaches.

The logs generated by an Hadoop [8] application covers labeled data, whereat
at first no anomalies are injected and afterwards logs for events such as machine
down, disc full and network disconnections are injected [6]. Due to the nature
of injected anomalies, it is complicated to identify anomalies using the process
flow on its own.

A dataset consisting of logs provided by the cloud operating system Open-
Stack [7] contains information about anomalous cases with failure injection for
anomaly detection purposes. Due to their complicated structure and non-linear
behavior, it is too difficult to apply Process Mining approaches for the identifi-
cation of anomalies which produce reliable results.

BGL is an open dataset of logs collected from a BlueGene/L supercomputer
system at Lawrence Livermore National Labs [1] and contains alert and non-alert
messages identified by tags. The structure of log entries is inconsistent between
different log types, which makes uniform processing complex. Furthermore, it is
one dataflow, which can not be split into multiple smaller batches resulting in
one big non-linear behavior tracker.



426 S. Luftensteiner and P. Praher

3 Method

This section covers an overview of the setup, the execution workflow and its
deviations as well as the overall workflow of the data generation.

3.1 Setup

The entries of the dataset consist of replicated machine log-files, which simulate
multiple program executions of the same linear program. One program execu-
tion covers a sequence of routines or process events, which refer to activities
of a machine in order to manufacture a product, ranging from laser cutting to
coating, to bending, and various other activities. Next to the basic workflow
of the execution, additional errors and warnings are also inserted to provide
a more realistic workflow. Errors are likely to occur due to faulty executions,
wrong program usage as well as wear of machine parts, and indicate changes
in the behavior of the program execution. The following event-log activities are
covered in our scenario:

– Start Program - Start of a new program cycle
– Stop Program - Stop of a program cycle
– Step x - Process step within a program
– Error x - Error appearing during a program execution

Table 1 covers the simplified event-log of one program execution. The pro-
gram workflow is started by a Start Program entry, followed by a sequence of
steps and error entries to describe the program execution, and ended with a Stop
Program entry. The dataset comprises multiple program executions, whereat
each program execution might have some deviations from the optimal/basic
workflow. To simulate the routine of manufacturing machines, the dataset cov-
ers multiple days with several executions per day.

Table 1. Simplified event-log of one program execution.

CaseID Activity Timestamp

1 Start program 2021-07-01 00:00:00

1 Step 1 2021-07-01 00:00:10

1 Step 2 2021-07-01 00:00:20

1 Step 3 2021-07-01 00:00:30

1 Error 1 2021-07-01 00:00:40

1 Step 4 2021-07-01 00:00:50

1 Step 5 2021-07-01 00:01:00

1 Stop program 2021-07-01 00:01:10
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3.2 Workflow Deviations

The following four paragraphs cover possible deviations in the program execu-
tion, which are likely to occur in industrial environments. Next to a textual
explanation, the scenarios are also visualized to enhance the comprehension of
the underlying problems. The deviations are based upon the optimal/basic work-
flow visualized in Fig. 1, covering multiple steps in a linear manner without
repeating or deviating events.

Fig. 1. Workflow of a typical production cycle visualized using relative paths.

Repeating Events. Repeating events are the first workflow deviation covered
in our work. They refer to the immediate repeating of an event, either step or
error/warning, in the workflow. They occur due to unsatisfactory outcomes from
one step execution and its subsequent repeating to enhance the outcome or the
reduction of program code, e.g. if one step has to be executed twice. Figure 2
visualizes the special behavior, where the second step is repeated with a chance
of 43% having 5 out of 12 executions with repetitions.

Fig. 2. Workflow of a production cycle including the event of a repeating activity.

Additional Events. During the production process, additional activities may
appear within the program execution. The additional events are either planned,
e.g. adaptation of existing programs, or unplanned, e.g. unscheduled error or
warning messages. Figure 3 visualizes the appearance of an error chain, consist-
ing of Error 1 to Error 3, after the second program step within the workflow.
Compared with the basic workflow, see Fig. 1, the errors are present in 9 out of
12 program executions. The presence of an error or error chain could indicate
problems with the program itself, machine wearing or operator issues.
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Fig. 3. Workflow of a production cycle containing a chain of error events.

Mixture of Additional and Repeating Events. The combination of the pre-
viously mentioned abnormal events, additional and repeating events, is likely to
happen in industrial environments. During a program execution, errors/warnings
may arise, leading to possible temporary stops of the machine or unsatisfactory
outcomes, which demand the repeating of the current step to achieve satisfactory
product results. Figure 4 visualizes such a situation, whereat the mixture arises
in 8 out of 12 executions based on the basic workflow presented in Fig. 1.

Fig. 4. Workflow of a production cycle including the a new event and a repeating
activity.

Interruption of Workflow. Interruptions of the program execution occur
often in combination with (unplanned) additional activities, e.g. errors. The
occurrence of such an event indicates a major problem in the process as the
overall program is stopped completely and not able to be continued. The pro-
duction has to be started from the beginning. Figure 5 visualizes this scenario,
whereat 8 out of 12 program executions include interruptions of the process after
the second step.
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Fig. 5. Workflow of a production cycle including additional activities (e.g. error mes-
sages) and a missing activities.

3.3 Dataset Generation Workflow

The steps covering the workflow of the generation of the dataset is visualized in
Fig. 6. Regarding our implementation, the programming language R was used.
The general process can be mapped to various other programming languages,
e.g. Python or Perl.

Prior to the dataset generation, the following parameters have to be set:

– Start date & time
– End date & time
– Time interval as step size.

These parameters define the timespan of the overall process and the breaks
between each program execution to simulate an industrial process. After setting
the temporal parameters, the timespan is partitioned into a sequence of items,
which cover one time interval each, and the iteration over the sequence items
starts. At first, it is checked if the item represents the start of a new day. If it
is a new day, a flag is set to indicate if the day is anomalous or not by getting a
random number and checking if it is above/below a certain pre-defined boundary,
in our case 10% of the days are anomalous. Non-anomalous days and non-start
items have the same subsequent workflow as items marked anomalous.

The next part of the workflow covers the generation of a new dataset entry
for the current item. Start and Stop of a simulated program execution are defined
with a timestamp as well as the steps covering the process. The timestamps are
set with 10 s difference for each part of the entry, so the temporal flow is visible
and available for further usage and analysis. To simulate a proper industrial
process, which is not always running perfectly, additional error messages are
inserted with a certain predefined probability within the program execution. The
error insertions may also occur on normal days and indicate simpler problems,
e.g. due to wrong operator settings.
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Fig. 6. Dataset generation workflow.

Following the creation of a normal program execution, it is checked if a day
is anomalous and further adaptations have to be made. If a day is anomalous,
the deviations mentioned earlier are incorporated into the simulated program
execution. Each of the deviations has a certain probability to appear and is
inserted at a random point in the workflow. Repeating events are inserted right
after their counterpart, error message chains are inserted between two steps
and program interruptions cut of the remaining workflow. To simulate a more
realistic workflow, such deviations are inserted multiple times for an entry as
such anomalous events occur often in combinations on problematic days, e.g.
due to machine wearing or problematic program definitions.
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After the insertion of anomalous events or if a day is non-anomalous, the
program execution is stored together with an ID into the dataset. The ID is
necessary to identify entries belonging to one program execution and allows
grouping, filtering and other operations later on in the analysis process. Next to
the final dataset, the anomalous days should also be returned or incorporated
into the dataset to provide labeled data.

4 Conclusion

This paper describes the generation workflow of a synthetic log dataset for
anomaly detection based on machine behavior. The dataset covers multiple lin-
ear program executions, whereat deviations are possible. These deviations range
from common error messages to anomalous deviations of the execution path.
Next to the generation of the dataset, existing datasets are presented and briefly
discussed. The resulting dataset is labeled and is usable for various anomaly
detection approaches.
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