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Foreword

At a gathering of brain scientists and philosophers, participants zeroed in on one portion of 
the world of worry about unbridled science called “neuroethics.” It deals with the benefits 
and dangers of treating and manipulating our minds.

William Safire (2002)1

Fascination with our minds, and ethical questions concerning them, can be traced 
back for millennia. The exploration of the physical brain as the source of the mind 
began in full force in seventeenth century England.2 But “neuroethics,” in its con-
temporary sense, was born in May 2002 at a conference in San Francisco sponsored 
by the Dana Foundation and co-hosted by Stanford University and the University of 
California at San Francisco.3 At the same time, William Safire, former Nixon White 
House speechwriter and chairman of the board of the Dana Foundation popularized 
the use of the term “neuroethics” when he featured it in his New York Times column.

The past 20 years have seen great growth in the field of neuroethics, with the 
formation of an international scholarly society4 in 2006, the subsequent creation of 
at least two scholarly journals5 and the addition of neuroethics components to sev-
eral national or regional projects or organizations.6 They have also seen a rise in 
sustained grant funding for academic research into neuroethics. The BRAIN 
Initiative of the United States National Institutes of Health (NIH) began awarding 

1 William Safire, The But-What-If Factor, NY Times (May 16, 2002), available at https://www.
nytimes.com/2002/05/16/opinion/the-but-what-if-factor.html.
2 Carl Zimmer, Soul Made Flesh (Free Press, 2004)
3 Neuroethics: Mapping the Field (ed. Steven J. Markus, The Dana Press, 2002)
4 The International Neuroethics Society, https://www.neuroethicssociety.org.
5 AJOB Neuroscience, https://www.tandfonline.com/toc/uabn20/12/4, and Neuroethics, 
https://www.springer.com/journal/12152.
6 These include at least the Neuroethics Working Group of the NIH BRAIN® Initiative, https://
braininitiative.nih.gov/about/neuroethics-working-group, the ethics components of the European 
Union’s Human Brain Project, https://www.humanbrainproject.eu/en/social-ethical-reflective/
about/, the International Brain Initiative, https://www.internationalbraininitiative.org, and the 
Global Neuroethics Summit, https://globalneuroethicssummit.com.

https://www.nytimes.com/2002/05/16/opinion/the-but-what-if-factor.html
https://www.nytimes.com/2002/05/16/opinion/the-but-what-if-factor.html
https://www.neuroethicssociety.org
https://www.tandfonline.com/toc/uabn20/12/4
https://www.springer.com/journal/12152
https://braininitiative.nih.gov/about/neuroethics-working-group
https://braininitiative.nih.gov/about/neuroethics-working-group
https://www.humanbrainproject.eu/en/social-ethical-reflective/about/
https://www.humanbrainproject.eu/en/social-ethical-reflective/about/
https://www.internationalbraininitiative.org
https://globalneuroethicssummit.com
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research grants for the study of neuroethics issues in 2016. This volume is one 
early result.

I generally view the role of a foreword in a book as akin to an appetizer at a meal, 
or, better, an amuse-bouche, a very small taste of what is to come. And so I will keep 
this foreword short and use it to do two things: First, I want to give you a sense of 
the book that lies in front of you. And second, I hope to try to place this book into 
its context in the field of neuroethics, both past and present.

The immediate source of this book was a 2017 NIH grant to Stanford University, 
entitled “Enabling Ethical Participation in Innovative Neuroscience on Mental 
Illness and Addiction: Towards a New Screening Tool Enhancing Informed Consent 
for Transformative Research on the Human Brain,” with Professor Laura Weiss 
Roberts as the principal investigator.7 But, in fact, as Chap. 12 makes clear, its gen-
esis lies much deeper in the past, with work on informed consent done by co-
investigator Laura Dunn in the early 2000s, joined by Laura Weiss Roberts in the 
early 2010s. Although the book covers much other useful and important ground, at 
its core is a synthesis of some of the fascinating work done under the BRAIN 
Initiative grant.

Ethics and Clinical Neuroinnovation comes in three parts. The first pro-
vides background information on mental illness, neuroscience, and neuroethics. 
The second looks in depth at several aspects of neuroethics and innovative neuro-
technologies. And the third lays out the unprecedented work completed by Dr. 
Roberts’ team under the BRAIN Initiative grant to understand better what the stake-
holders in the innovative neurotechnologies—patients, neuroscience researchers, 
ethicists, and others—think about these issues.

The initial part contains six chapters. The first lays out, in painful numbers, the 
vast amount of human suffering created by psychiatric, addiction-related, co-
occurring, and behavioral disorders. If you do not know of a friend, family member, 
or loved one whose life has been blighted by one (or more) of these conditions, just 
wait—you will. The second chapter is the longest in the book but one of the best, as 
it lays out the history and current status of neuroscience, neuroimaging, and other 
forms of neuroinnovation. It does so with impressive panache and some humor—
“Transcranial Electrical Stimulation, which … directly stimulates cortical tissue 
with high voltage electric shocks to the scalp (it’s as painful as it sounds).” The third 
chapter looks at the basic approaches of neuroethics and how they may apply to 
machine learning algorithms and brain–machine interfaces.

Chapter 4 looks at changes in the context of innovation, from the ubiquity of 
digital data and its problems, to blurred lines between clinical care, research, and 
commerce, and the growing impact of both patient and patient advocacy organiza-
tions and other non-scientist communities on innovation. Chapter 5 analyzes what 
makes innovation in the brain different from general medical innovation, with a 
focus on the brain’s special role as the source of consciousness—people would be 
much less concerned about, say, gall bladder innovation. And the last chapter in 

7 The grant is described at https://reporter.nih.gov/project-details/9419223.
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section one reviews the NIH’s “Brain Research Through Advancing Innovative 
Neurotechnologies” or BRAIN® (yes, the acronym is trademarked) Initiative, its 
neuroethics component, and the grant from NIH that resulted in the project described 
in this book.

The second part of the book comprises five chapters that dive into neuroethics 
issues in particular settings. Chapter 7 looks at the ethics of neurostimulation via 
neurosurgery as a way to treat intractable, dangerous obesity. The eighth chapter 
focuses on the fascinating question of “covert consciousness”: how neurotechnolo-
gies have been and may be used to detect consciousness in unresponsive patients 
and what we should worry about in those efforts. Chapter 9 examines the ethics of 
human studies with psychedelic drugs, their substantial promise, and their equally 
large challenges. The tenth chapter analyzes the criminal justice system’s uses of 
neuroscience technologies, especially in three ways: looking back at the time of the 
crime, support for a clinical diagnosis and evidence to bolster a claim of diminished 
capacity, while the third looks at the present for immediate issues like a witness’s 
truthfulness, the validity of eyewitness identification, and implicit biases. Chapter 
11, the last chapter of this section, emphasizes how innovation is skipping over 
academic labs and happening directly in firms, and the implications of that shift.

Part three is the core of this book. It describes many of the results of the empiri-
cal research projects undertaken by its chapters’ authors as part of their BRAIN 
Initiative neuroethics grant. Chapter 12, its initial chapter, describes the genesis and 
development of the project and its two main components. The first component, aim 
1 of the grant, uses semi-structured interviews with stakeholders to identify what 
distinctive ethical questions are raised by innovative neuroscience research in men-
tal illness and addiction. The second, aim 2, uses a large survey of possible research 
participants to seek to understand what affects decisions whether or not to partici-
pate in such research. The survey seeks to test and refine the Roberts Valence Model 
for Ethical Engagement in Research, a tool that members of the group have been 
building over several years.

The remaining chapters of part three further describe this work. The next four 
cover the semi-structured interviews, beginning with Chap. 13, which details who 
was asked what, and how (and, importantly, how the answers were coded for analy-
sis). The three chapters that follow, Chaps. 14, 15, and 16, analyze the interviews 
with 44 professional stakeholders—neuroscience researchers, IRB members, and 
ethicists. They probe the stakeholders’ views on, respectively, ethical considerations 
in innovative neuroscience research involving human participants; the contexts in 
which research occurs and the special effects those contexts have on psychiatry and 
neuroscience research; and clinical innovation in psychiatry and neuroscience. As 
far as I know, these chapters and the work behind them make up a unique resource 
for understanding how they are engaged in, or overseeing, neuroscience research 
and what they are doing. They will provide valuable insights to inform this kind of 
research going forward.

The final chapter deals with the survey aspect of the project. Chapter 17 is an 
interesting and enlightening look at Mechanical Turk (widely known as “MTurk”), 
the Amazon survey tool that, because of its ease and low cost, has become 
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widespread in research, both academic and otherwise. As someone who has read 
much research using MTurk, I was delighted finally to understand how it works—
and particularly taken by the ethical questions the chapter raises about MTurk itself. 
Chapter 17 is followed by an Appendix that sets out some of the survey results. 
These are not results from the full 1000-person survey planned, but from one pilot 
survey of 151 people. Although pilot studies only, they provide some novel and 
interesting findings, and leave me eager to read the results of the full survey.

This is a useful and interesting book, but how does it fit into today’s neuroethics? 
And, at least as importantly, just what is neuroethics today?

It may be useful to look back two decades to William Safire’s op-ed. In it he 
raises many possibilities: drugs to enhance memory or alertness, technical manipu-
lation of memories, neuroscientific lie detection, combining our heads’ “wetware” 
with computers, and “a kind of Botox for the brain to smooth out wrinkled tempera-
ments.” Neuroethics analyzed, and argued about, all of these issues and more for 
years, convinced that if they were not already reality, they soon would be. I wrote 
about most of them myself. But 20 years later, they remain hypotheticals—still 
intriguing and still unreal, or, at least, unrealized. Astounded by rapid neuroscience 
progress, particularly using functional magnetic resonance imaging (fMRI), we 
were too optimistic—or, from some perspectives, pessimistic—about what the 
future would bring, and how soon. (Interestingly, at the same time, two other high 
profile bioscience fields, genomics and stem cell research, created similarly inflated 
hopes and fears.)

All of Safire’s issues may well yet come to pass, but it turns out we did not need 
FDA regulation of fMRI-based lie detection in 2005 in spite of an article I wrote that 
year urging it.8 The tools we had were astounding and excellent at giving us a much 
better understanding of “the human brain” than ever before. But usually that under-
standing was of group averages, not of individual brains, and did not provide the 
detail needed to understand your brain or mine. In some ways, the big lesson of the 
last 20 years in neuroscience is that human brains are even more complicated than 
we imagined.

So, until the next, and better, generation of tools—the creation of which is the 
main goal of the BRAIN Initiative—neuroethics is more usefully deployed in ques-
tioning the tools that are closer to hand, and the research being done to improve 
them. Ethics and Clinical Neuroinnovation does just that. This kind of neuro-
ethics is less likely to show up in headlines, or in nightmares, but it is, for now, much 
more useful—useful as one part of the morally compelling effort to relieve the vast 
human suffering caused by diseases of the brain…very much a “neuroethical” goal.

Henry T. Greely
Stanford Law School

8 Henry T. Greely, Premarket Approval Regulation for Lie Detection: An Idea Whose Time May Be 
Coming, Am. J. Bioethics, 5(2):50–52 (March-April 2005)
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Preface

Necessity is the mother of invention. Necessity inspires creativity and novel 
approaches to consequential challenges. Necessity, unfortunately, is also the mother 
of failure (when solutions do not exist), expedience and compromise (when 
resources are costly, out of reach, or insufficient), and of neglect and stigma (when 
needs are simply too overwhelming).

The needs experienced by people living with mental illness and addiction 
throughout history have been immense and, for the most part, unmet. Failure, expe-
dience, compromise, neglect, and stigma have been common themes. In recent 
decades, however, these needs have been increasingly recognized by society and 
have become an inspiration for pioneers—pioneers in the neurosciences, clinical 
medicine, and health professions—policy makers, and scholars. Invention, creativ-
ity, and novel approaches related to brain disorders and brain health have brought 
along their companions, promise, hope, and compassion.

This book covers this rich array of issues, broadly conceived under the notion of 
neuroethics in relation to innovation for the purpose of advancing the health and 
well-being of people living with mental illnesses, including addiction. The book 
embraces existing scholarship and, more importantly, qualitative and early quantita-
tive data drawn from stakeholders with vastly different experiences. The book 
embraces this complexity, with areas of commonality and diversity, congruence, 
and contradiction, in an effort to help illuminate ethically salient dimensions of 
neuroinnovation in society at this moment.

This moment is exceptional in that we are living in a time of technological 
advance, scientific brilliance, and accelerated impact of entrepreneurialism in soci-
ety. We are living in a time of pandemic and heightened realization of the connec-
tions amongst all people, past, present, and future. And we are living in a time of 
dynamic societal attitudes that are rapidly consolidating based on a variety of influ-
ences, in which skepticism in science seems equal to the greater need for belief in 
science as a path toward health and a better future. As we note in Chapter 1, this 
book is intended to bring forward a variety of perspectives for deeper consideration. 
Many impressions shared in this text may be corrected and many new findings may 
emerge in the coming years that serve to reinforce or to revise the ideas presented 
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here. Through this book, we intend to strengthen the foundations of neuroethics 
during a time of immense change.

I thank people with lived experience of illness for sharing their invaluable and 
often neglected insights to this book, I thank the research professionals and IRB 
members who spoke with us for their perspectives and expertise, and I thank my 
wonderful colleagues for their great work and partnership. My sincere thanks to the 
National Institute of Mental Health for funding this project; to our Program Officer 
James Churchill; to my colleagues at Springer, Richard Lansing, Diane Lamsback, 
and Anila Vijayan, for seeing the value in our proposal and publishing this unique 
book; to our intrepid contributors who wrote and revised chapters of this book even 
in the midst of a novel global pandemic; to Hank Greely for the foreword; to our 
stakeholders for sharing their words with us; and to my team, including Max Kasun, 
Gabriel Termuehlen, and especially Jodi Paik, MFA, who helped shepherd this 
project.

Palo Alto, CA, USA� Laura Weiss Roberts  
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Chapter 1
The Case for Neuroinnovation: Health 
Burdens Associated with Psychiatric, 
Addiction-Related, and Co-occurring 
Disorders

Laura Weiss Roberts and Katie Ryan

�The Global Burden of Mental Illness and Addiction

Mental, neurological, and substance use disorders are a source of great personal 
suffering for hundreds of millions of individuals across the globe. These disor-
ders—the causes of which are often a combination of genetic, environmental, bio-
logical, and societal factors—have historically been stigmatized, underfunded, and 
undertreated. As an increasingly globalized world has allowed for unprecedented 
connectivity and insights, the devastating consequences of mental illness and addic-
tion on both personal and socioeconomic scales have become fully apparent.

People in every nation, community, and family are affected by the direct and 
indirect burdens of mental illness. One in five American adults experience some 
form of mental illness in any given year, while one in every 20 lives with a serious 
mental illness [1]. This pattern holds true for populations across the globe—it is 
estimated that one in four individuals globally will experience mental illness in their 
lifetime [2]. Over 12 billion working days are lost to mental illness every year, and 
mental illness is estimated to cost the world $16 trillion by 2030 [3].

The mental health repercussions of the SARS-CoV-2 pandemic are incalculable 
and far-reaching, with anticipated impact for generations [4]. Psychosocial dimen-
sions of the pandemic include isolation, loneliness, grief, family disruption, and 
poor coping, including use of addictive substances [5]. People living with mental 
disorders experienced disproportionate burden of infection and diminished access 
to appropriate physical and mental health services [6–8]. The full spectrum of neu-
ropsychiatric sequelae of viral infections of the brain is just beginning to be recog-
nized, with heightened risk for mortality and enduring morbidity [9]. The 

L. W. Roberts · K. Ryan (*) 
Department of Psychiatry and Behavioral Sciences, Stanford University School of Medicine, 
Stanford, CA, USA
e-mail: robertsl@stanford.edu; kryan2@stanford.edu

© Springer Nature Switzerland AG 2023
L. W. Roberts (ed.), Ethics and Clinical Neuroinnovation, 
https://doi.org/10.1007/978-3-031-14339-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14339-7_1&domain=pdf
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superimposed effects of the pandemic atop the opioid and substance epidemics felt 
in multiple nations are immense [10].

Although the global disease burden for mental illness is often cited as accounting 
for around 23% of years lived with disability (YLDs) [11] and 7.4% of disability-
adjusted life years (DALYs) [12], Vigo et al. [13] argue that these are vast underes-
timates. Using published data, they estimate that mental illness accounts for 
32.4%—nearly one-third—of YLDs across the globe, and 13.0% of DALYs. 
Comprehensive pandemic-related data assessing mental health consequences have 
yet to be gathered. Given these updated estimates, mental illness is the resounding 
leading cause of global burden of disease in terms of YLDs and historically has 
been as debilitating as cardiovascular and circulatory disease when it comes 
to DALYs.

Unlike many physical illnesses which primarily affect older adults, the burden of 
mental illness and substance use disorders is unfortunately shared amongst indi-
viduals across the lifespan. Mental illness and substance use disorders account for 
25% of all YLDs in children and youth and are the leading cause of disability in 
children and youth globally [14]. Furthermore, mental illness and addiction are 
responsible for 5.7% of DALYs amongst children and are the sixth leading cause of 
DALYs amongst children [14].

While economically established nations have seen improvements in the identifi-
cation, prevention, and eradication of many communicable and non-communicable 
diseases, mental illness and addiction remain common and undertreated. Despite 
the prevalence of mental illness and addiction and its documented impact on overall 
health and quality of life, as many as two-thirds of people who live with a mental 
illness in the United States may not receive any form of treatment [15].

�The Individual Burden of Mental Illness and Addiction

While the socioeconomic burden of mental illness and addiction is immense, the 
impact of these disorders at the individual level is equally overwhelming. Living 
with mental illness or addiction can impact nearly all aspects of one’s life, from 
personal and familial relationships, to career prospects and opportunities, to physi-
cal well-being and health outcomes. In the United States, individuals who live with 
a mental illness or addiction are significantly more likely than the general popula-
tion to experience homelessness at some point in their lifetime [16]. Unemployment 
is also more common among those with a mental illness or addiction [17]. People 
with severe mental illness are also more likely to suffer from a range of physical 
illnesses when compared to the general population [18] and experience excess mor-
tality two to three times greater than the general population, leading to a shortened 
life expectancy by 10–25 years [19]. During the pandemic, though initially under-
recognized, people with mental disorders including addiction were disproportion-
ately affected by infections and experienced greater mortality than other individuals 
[20, 21].

L. W. Roberts and K. Ryan
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Adding to this tragedy, many living with mental disorders or addiction are vic-
timized for their conditions and become targets of stigma and discrimination. 
Approximately 60% of people express an unwillingness to work closely with a per-
son with a severe mental illness or addiction, and a similar percentage of people 
believe that those with mental illness or addiction are violent [22]. In reality, indi-
viduals with severe mental illness are more likely to be the victims of violence than 
other community members [23]. This stigmatization and victimization can lead 
individuals with mental illness and addiction to self-stigmatize and can ultimately 
discourage them from seeking appropriate care and treatment [24]. The negative 
impact of isolation during the pandemic was felt greatly by people living with men-
tal disorders, in part because their social networks and resources are intrinsically 
more fragile [25–28].

Beyond the facts and figures, the nature of these types of disorders qualitatively 
impacts the day-to-day life of individuals in ways that are very difficult, if not 
impossible, to measure quantitatively. By definition, mental disorders involve a 
decline in one’s capacity to function well and with fulfillment and joy. It is thus 
unsurprising that mental, neurological, and substance use disorders are serious risk 
factors for premature death. Of people who commit suicide, 45% have a known 
mental health condition [29].

�Progress and the Ongoing Burden

Over the past decades, efforts to reduce the burden of mental illness and addiction 
have been initiated at local, national, and international levels. In 2015, the United 
Nations General Assembly adopted the World Health Organization’s Sustainable 
Development Goals (SDGs), which addressed global health targets for the upcom-
ing 15 years. This adoption of the SDGs was the first time that world leaders pro-
moted mental health as a health priority within the global development agenda and 
declared it an integral piece of sustainable development [30]. Beyond promoting the 
reduction of premature mortality through increased mental health care and treat-
ment, the SDGs also targeted strengthening the prevention and treatment of sub-
stance abuse disorder.

At a national level, the United States’ National Institute of Health launched the 
BRAIN Initiative in 2013, with the goal of developing innovative tools and tech-
nologies necessary to better understanding the structure and functioning of the 
brain. As of the start of 2020, the BRAIN Initiative has awarded over $1.3 billion to 
over 700 investigators. Similar initiatives have emerged across the globe, and in 
2017, a Declaration of Intent for an International Brain Initiative was announced, 
with representation from Japan, Korea, Europe, the United States, Australia, Canada, 
and China [31].

At state and local levels, awareness of mental health issues has increased through 
community outreach programs, marketing campaigns, and the use of social media. 
In 2013, the state of California launched a large-scale social marketing campaign 
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that was intended to reduce stigma surrounding mental health issues. Preliminary 
findings show that individuals who were mentally ill who were exposed to the cam-
paign were more likely to receive treatment for their illness, and it was estimated 
that if all Californians with a mental illness had been exposed to the campaign, the 
number of those seeking treatment may have increased by one-third [32].

Although this progress is extremely promising for the future of treating mental 
illness and addiction, the known number of individuals living with serious mental 
illness continues to increase [2]. Due to the complexity of mental illness, treatments 
that are effective for some do not provide any benefit to others, and access to effec-
tive care and treatment often remains limited to those who do not have adequate 
resources or support. In the context of the pandemic, which led to nearly 5.5 million 
deaths world-wide as of December 2021, many health resources were redirected to 
respond to the overwhelming crisis of infection with the SARS-CoV-2 virus. In 
addition, many health care providers tragically died as a result of the pandemic, and 
the workforce was further diminished by physical and psychological risk, burnout, 
compassion fatigue, and exhaustion associated with prolonged and unrelenting 
effort and exposures in health care activities. This shift and reduction in resources 
have been felt greatly by people with chronic and co-occurring conditions, includ-
ing many with mental disorders. While scientific progress in all medical fields is a 
slow, concerted effort, the complexity of the brain and the difficulty involved in 
accessing it create additional challenges that can further impede advancement in the 
fields of mental health, neuroscience, and psychiatry.

�Relief Through Innovation

As researchers, doctors, governments, and individuals continue to gain a more 
nuanced understanding about how mental illness and substance abuse impact indi-
viduals, families, and communities, we turn toward increasingly innovative and 
novel research on these conditions in hopes that progress toward a healthier and 
less-burdened world is possible. Recent advancements in technology, computing 
power, and public understanding of mental illness and addiction have set the stage 
for major developments toward the understanding of the human brain and the treat-
ment of various of major mental illnesses.

These advancements have occurred, and continue to occur, across all levels of 
psychiatry and neuroscience. For example, since its discovery in 2005, the field of 
optogenetics has flourished, leading to unprecedented discoveries about how clus-
ters of individual neurons communicate [33] and how the brain changes after a 
stroke [34], in addition to allowing for more precise mapping of the brain [35]. 
Advancements in cloud computing and internet speeds have allowed for the devel-
opment of open-source data-sharing databases such as OpenfMRI, which permit 
researchers from across the globe to share neuroscience data, with the goal of 
increasing data validity and replication in order to better address questions 

L. W. Roberts and K. Ryan



7

regarding human brain structure and function, and ultimately to better treat mental 
illnesses [36–38].

Advances in basic science and technology have additionally moved beyond the 
laboratory and into the lives of patients who suffer from mental illness and addic-
tion. Deep brain stimulation (DBS), a neurosurgical procedure where an implant-
able pulse generator is placed directly against relevant structures in the brain, is 
approved as a treatment for advanced Parkinson’s disease and dystonia and is cur-
rently being studied as a therapeutic intervention for obesity and obsessive-
compulsive disorder [39]. Within the past decades, developments in the non-invasive 
procedure of transcranial magnetic stimulation (TMS) have allowed 30–40% of 
patients with treatment-resistant depression to experience remission of depressive 
symptoms, with fewer side effects than antidepressant medications [40, 41]. Certain 
specific types of TMS, administered in novel ways, have led to dramatic recovery in 
even very treatment-resistant individuals [42, 43]. The FDA approval of intranasal 
ketamine in 2019 has provided a similar cohort of patients with an opportunity to 
ameliorate their symptoms [44]. Innovation in telehealth and the use of algorithms 
and precision psychiatry strategies to identify individuals who would most benefit 
from intervention have led to scalable opportunities that are unprecedented in the 
field of mental health [45].

�Neuroethics and the Foundation for this Book

There is great hope that, through continued innovation in neuroscience, the global 
burden of mental illness and addiction can be relieved. With this hope and advance-
ment, however, it is important to recognize the unique and important circumstances 
of the people and populations affected by brain disorders with mental health, addic-
tion, behavioral, and psychosocial dimensions.

Mental illness in particular “affects aspects of life that we define as fundamental 
to being human,” and the treatment of mental illness “involves techniques that 
require exploration of intimate aspects of patients’ lives and interventions that in 
some cases may limit the freedoms of patients” [46, p. 3–4]. These distinctive 
aspects of mental illness, and brain disorders more broadly, paired with the misun-
derstanding, isolation, and stigmatization that often come hand-in-hand, form a 
population of individuals who may be exceptionally vulnerable in research and 
medical contexts.

As research involving populations with mental illness and addiction continues to 
progress into more innovative and hopefully more beneficial realms, it is important 
to keep in mind concerns related to the nature of these illnesses, stigma, lack of 
resources, and public trust in research institutions and researchers. Investigation of 
the place of neuroinnovation and clinical neuroscience in society, including the ethi-
cal dimensions of these domains and safeguards that undergird public trust, is 
imperative.
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Table 1.1  Examples of funded grant proposals related to research ethics led by Dr. Laura Weiss 
Roberts (Principal Investigator), 1997-present

Years Grant proposal title Funder

2018–
2020

Enabling ethical participation in innovative 
neuroscience on Alzheimer’s Disease and Related 
Dementias (administrative supplement to R01 
MH114856)

National Institutes of Health

2017–
2021

Enabling ethical participation in innovative 
neuroscience on mental illness and addiction: 
towards a new screening tool enhancing informed 
consent for transformative research on the brain 
(R01 MH114856)

National Institutes of Health

2014–
2015

Ethical implications of excluding the mentally ill 
from medical treatment researcha

Greenwall Foundation

2008–
2010

Research for a healthier tomorrow—program 
development fund

A component of the advancing a 
healthier Wisconsin endowment 
at the Medical College of 
Wisconsin

2006–
2012

Ethics and safeguards in genetics research (R01 
MH074080)

National Institute of Mental 
Health and National Human 
Genome Research Institute

2004–
2007

Genetics and ethics: worker perspectives 
(DE-FG02-04ER63772)

U.S. Department of Energy

2002–
2004

Barriers to care for rural runaway youth 
(administrative supplement to DA013139)

National Institute on Drug Abuse

2000–
2002

Healthy, ill, and working individuals’ perspectives 
on ethical, legal, and social implications in complex 
genetic disorders (ER63018–2387)

U.S. Department of Energy

1999–
2004

Stigma and rurality: drug abuse, HIV/STD and 
mental illness (R01 DA013139)

National Institute on Drug Abuse

1999–
2004

The ethics of psychiatric research: Science and 
safeguards (K02 MH001918)

National Institute of Mental 
Health

1999–
2002

Informed consent and surrogate decision-making in 
schizophrenia: perspectives of patients and their 
families

National Alliance for research on 
schizophrenia and depression

1997–
2000

Vulnerability and informed consent in clinical 
research (R01 MH058102)

National Institute of Mental 
Health and National Institute on 
Drug Abuse

aLaura Weiss Roberts served as Co-Principal Investigator, Keith Humphreys served as Principal 
Investigator, Philip Lavori served as Co-Investigator

This central concern is the impetus for the research led by one of us (LWR) over 
decades (see Table 1.1) and represents the fundamental premise of this book on 
neuroinnovation and ethics. By anticipating, eliciting, and addressing the ethical 
issues that may emerge alongside innovative research on conditions originating 
in or affecting the brain, public trust in clinical neuroscience and psychiatry 
can be strengthened. By being rigorous, honest, self-observing, and deeply con-
nected to the ecology of neuroscience and psychiatry, we can work 
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collaboratively with stakeholders across society to ensure that the greatest ben-
efits possible can be reaped from scientific advancement and at the same time 
do our best to ensure that the greatest harms and risks are identified and 
avoided.

The intention of this book is thus to further understanding of the developing field 
of neuroethics, specifically in the context of innovation and scientific inquiry related 
to clinical neurosciences. This first section, Foundations of Ethics in Clinical 
Neuroinnovation, lays the groundwork for further discussion by exploring the his-
torical, ethical, and contextual roots of the subject. Specific use cases of neuroin-
novation, and the ethical issues they may reveal, are discussed in section two, 
Special Topics in Clinical Neuroinnovation. In section three, Neuroethics and 
Innovation: Inquiry informed by the Roberts Valence Model, we document our 
team’s research into better understanding the ethically salient perspectives of vari-
ous stakeholders involved in neuroinnovative projects.

The scope of this book is limited to foundational and special topics in clinical 
neuroinnovation and the framework and qualitative phase of our project on neuro-
ethics funded by the National Institutes of Health BRAIN Initiative. We have also 
included an introduction to the quantitative work associated with the pilot portion of 
our project in an Appendix (see Appendix 1). The full quantitative findings of our 
project and our related competitive supplement project on Alzheimer’s disease and 
innovation are beyond what is possible to cover in this book.

The editor (LWR), authors, and research team who have developed this book 
may not agree with everything that appears in the chapters that follow. And many 
impressions may be corrected and many facts may emerge in the coming years. This 
book documents a spectrum of views and findings. We consider this work to be a 
“snapshot” that captures many different viewpoints, including, very importantly, 
perspectives of people living with mental health concerns and addiction, investiga-
tors, ethicists, scholars, policymakers, and thought leaders, at this time. The content 
of this book is, by its nature, complex and newly emerging. Shared understanding, 
principles, and societal congruence regarding neuroethics does not yet exist but we 
hope that work, such as recorded here, will help create this new foundation. These 
chapters, and the varied perspectives and the data proffered, will help define an ethi-
cal framework for clinical neuroinnovation. Further elucidation of this framework is 
critical if the benefits of highly innovative neuroscience are to be realized.

Key Points
	1.	 Mental disorders account for nearly one-third of years lived with disability 

(YLD) across the globe, and 13.0% of disability-adjusted life years (DALY), 
making them the resounding leading cause of global burden of disease in terms 
of YLDs and level with cardiovascular and circulatory disease when it comes 
to DALYs.

	2.	 Especially in light of the mental health and neuropsychiatric impact, including 
regarding addiction, of the COVID-19 pandemic, these estimates are low and 
insufficient to capture the true impact of mental illness.
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	3.	 The need to better understand, prevent, and treat mental illness has gained trac-
tion politically, with specific commitments toward focus and funding from the 
United Nations, the World Health Organization, and, nationally, the 
U.S. Government’s BRAIN Initiative.

	4.	 Highly innovative neuroscience has great transformative potential in reducing 
the burden of mental illness and related disorders.

	5.	 Ethical frameworks that specifically address innovative research in the context of 
neuroscience are fundamental requirements to fully realize the potential of clini-
cal neuroinnovation.

Questions to Consider
	1.	 How has globalization influenced our understanding of mental illness and its 

effects?
	2.	 How does innovation in the realm of neuroscience compare to innovation in 

other sectors (technology, medicine, etc.)? Where are the ethical concerns simi-
lar and where might they diverge?

	3.	 What distinctive characteristics of mental illness affect our understanding of eth-
ics in research?
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Chapter 2
Neuroinnovation in Medicine: History 
and Future

Octavio Choi

Neuroscience is currently in a golden age [1] made possible by the ever-accelerating 
pace of new tool development. On the one hand, advances in neuroimaging tech-
niques such as diffusion tensor imaging (DTI) have enabled researchers to elucidate 
high-resolution wiring blueprints of the human brain [2]. On the other hand, the 
development of fundamental interventional tools such as optogenetics [3], deep 
brain stimulation (DBS) [4], and transcranial magnetic stimulation (TMS) [5] have 
allowed researchers to probe and modulate brain circuits with unprecedented preci-
sion. Increasingly, insights derived from basic research are being translated into 
clinical therapeutics. We are entering an era in which neuroinnovation-driven 
advances in knowledge of the brain are sophisticated enough to allow for develop-
ment of effective, rationally designed treatments for a large and increasing number 
of psychiatric conditions (such as major depressive disorder (MDD) and obsessive-
compulsive disorder (OCD)), giving rise to the new field of interventional psychia-
try [6]. This has not always been the case.

�A Historical Perspective

For most of history, the origin and causes of mental illnesses were unknown, 
and descriptions of mental illnesses were based on behavioral observations and 
subjective reports. A limited understanding of the neurobiological basis of 
mental disorders resulted in many individuals subjected to questionable treat-
ments such as surgical frontal lobotomy [7]. Psychiatry lacked a neuroscientific 
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foundation on which to appropriately diagnose and treat patients due to limited 
knowledge and insufficient tools to visualize, probe, and manipulate brain 
activity.

Things began to change in the twentieth century when innovations in neurosci-
ence provided a framework for characterizing and treating mental illnesses. The 
development of the microscope led to pioneering work by Camillo Golgi and 
Santiago Ramon y Cajal, leading to the elucidation of the neuron as the fundamental 
unit of the nervous system [8]. Advances in biochemistry and electrophysiology 
helped characterize the chemical and electrical properties of neurons, establishing 
the molecular basis of neurotransmission. This in turn gave rise to the field of psy-
chopharmacology and the development of modern psychiatric drugs. To this day, 
the vast majority of psychiatric treatments involve medications, such as selective 
serotonin reuptake inhibitors (SSRIs), whose fundamental mechanism of action 
appears to be modulation of neurotransmission at the synapse, although other theo-
ries have been proposed [9, 10].

As advanced and useful as psychotropic medications may be, one persistent 
problem has been the nonspecific distribution and action of such medications 
throughout the entire brain, leading to side effects. For example, most antipsychotic 
medications are thought to exert antipsychotic effects by blocking dopamine-2 (D2) 
receptors in areas of the brain responsible for cognition and perception but may also 
cause motor side effects (so-called extrapyramidal symptoms) by blockage of the 
same D2 receptors in the basal ganglia [11]. Another problem is treatment resis-
tance; up to 30% of patients with major depressive disorder fail to remit with stan-
dard pharmaceutical interventions [12], indicating the need to develop alternative 
modalities of treatment.

Developing more precise and effective brain treatments required an increasing 
understanding of the neural basis of disease and the development of interventional 
tools to safely modulate brain activity. Prior to the advent of modern neuroimaging, 
establishing correlations between brain and behavior was slow, painstaking work. 
Neuroanatomists had long observed relationships between localized brain lesions 
and distinctive psychological and behavioral abnormalities (for example, Broca and 
Wernicke’s work in the mid-nineteenth century [13]), but progress was slow due to 
the invasive nature of then-available analysis tools of autopsy and gross examina-
tion of the post-mortem brain.

The advent of noninvasive neuroimaging, first detailing brain structure, then elu-
cidating brain activity, vastly accelerated the knowledge of human brain–behavior 
relationships, and with it our understanding of the neural basis of psychiatric and 
neurologic illness, setting the stage for the subsequent development of neuroinnova-
tive treatments.

�A Brief History of Neuroimaging

For much of the twentieth century, medicine actively sought search a noninvasive, 
high-resolution method to image the living human brain.
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The discovery of X-rays by Wilhelm Roentgen in 1895 revolutionized medical 
imaging but unfortunately did little to shed light on brain structure, which remained 
a largely invisible “dark continent” [14]; X-ray technology at the time could not 
distinguish between different soft tissues. In 1918, the neurosurgeon Walter Dandy 
hit upon the idea of introducing contrast materials such as air into the ventricles (air 
ventriculography) of his patients, allowing for crude X-ray visualization of the ven-
tricular system. Later, in 1927, the Portuguese neurologist Egaz Moniz pioneered 
and subsequently refined the technique of cerebral angiography, which allowed 
indirect visualization of brain structures via the introduction of contrast medium 
into the cerebral vasculature [14].

The development of computerized axial tomography (CAT) by Godfrey 
Hounsfield in the 1960s revolutionized brain imaging. Hounsfield’s insight, based 
on principles developed by Alan Cormack, was that X-ray images taken from 
numerous angles (“axial”) could be reconstructed by computer algorithms (“com-
puted tomography”) to generate three-dimensional images that could distinguish 
between various types of soft tissues. In 1968, he produced the first picture of a 
human brain (encased in lucite) that could distinguish gray matter from white mat-
ter [14]. Because of it’s obvious potential, the British Medical Research Council 
helped fund the rapid development of a prototype that could scan a living human 
head. The first scan of a living patient was conducted on October 1, 1971 at Atkinson 
Morley’s Hospital in London. Although the resulting brain image was crude by 
today’s standards (the image was only 80 by 80 pixels), it was good enough to visu-
alize a frontal brain tumor in the patient, which was promptly resected. Within 
5 years, 475 CT scanners were in use in US hospitals, and by 1981 CT scanners 
were installed in 46% of all large hospitals in the US [14].

As impressive as CT brain scans were at the time, they could only visualize brain 
structure, not brain activity. Researchers soon realized, however, that principles of 
computed tomography could be applied to visualize the distribution of radioactive 
tracers injected into the brain’s blood supply, and the positron emission tomography 
(PET) scan was born [15]. PET scans are based on the principle that radionuclide 
tracers injected into the bloodstream concentrate in areas of increased neural activ-
ity. Radionuclides, which are unstable, emit positrons as they spontaneously decay. 
These positrons travel an average distance of 2–3 mm before eventually colliding 
with an electron, resulting in mutual annihilation and the generation of a pair of 
gamma rays which are detected by an array of gamma ray detectors arranged around 
the head. By applying principles of computed tomography, a 3-dimensional image 
reflecting the spatial distribution of radionuclides can be reconstructed [16]. 
Depending on the radionuclide tracer used, different aspects of brain function can 
be measured and localized, such as oxygen consumption (using 15O2), glucose utili-
zation (using 18F-deoxyglucose), and blood flow (using H2

15O). Indeed, one of the 
great strengths of PET imaging is the large variety of radioactive tracers available 
which can quantitatively measure a large array of brain functions [17].

PET scans, however, suffer from several significant limitations. The spatial reso-
lution of PET imaging is relatively poor due to the fact that emitted positrons travel 
an average of 2–3 mm from their source before colliding with an electron (the event 
which generates the gamma rays used for localization), thus limiting spatial 
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resolution to typically 6–8 mm3 voxels [16]. Voxels are three-dimensional pixels 
which comprise the basic “building blocks” of three-dimensional images; smaller 
voxels result in higher resolution images. In addition, the expense of PET scan 
machines and the need to have particle accelerators nearby to generate radionu-
clides with short half-lives limit the number of PET studies possible. Finally, while 
PET scans are noninvasive, they do involve the injection of radioactive materials, 
raising safety concerns for participants.

�Functional Magnetic Resonance Imaging (fMRI)

The development of functional MRI largely circumvented the limitations of PET 
scanning, thus becoming the functional imaging modality of choice in the modern 
era. Machines capable of acquiring fMRI scans are widely available, as they are 
captured using the same machines that perform structural MRIs. Further, MRI scans 
do not involve the use of radioactive tracers, use magnetic fields which are consid-
ered safe, and routinely achieve spatial resolutions down to less than 1 mm3 [18]. 
Depending on the strength of the main magnetic coil (stronger magnets produce 
higher resolution images), resolutions as fine as 0.1  mm may be theoretically 
achieved [19]. Structural MRIs are based on the principle that many nuclei, such as 
hydrogen ions, possess magnetic properties (angular momentum) which vary 
depending on their surrounding chemical environment. These magnetic properties 
can be probed by the application of strong magnetic fields and radiofrequency pulses, 
forming the basis of identification of chemical compounds by nuclear magnetic res-
onance (NMR) spectroscopy. In 1973, Paul Lauterbur and Peter Mansfield hit upon 
the idea of applying graded magnetic fields to localize NMR signals in space, form-
ing the basis of magnetic resonance imaging [14]. The resulting MRI images could 
differentiate different types of biological matter (for example, cerebrospinal fluid, 
white matter, and gray matter) based on their differing magnetic properties [18].

Early attempts to measure brain activity with MRI focused on techniques to mea-
sure cerebral blood flow, taking advantage of the fact (established in earlier PET 
studies [20]) that regional blood flow and regional brain activity are highly corre-
lated. The exact mechanism of this cerebral autoregulation is still unclear, but from 
a functional perspective, it appears to be based on the fact that neurons are entirely 
dependent on glucose as an energy source. Since the brain contains very limited 
glucose reserves, increased neural activity must be supported by an increased rate of 
delivery of glucose, which is accomplished by increased blood flow [21].

Initially, researchers injected magnetic contrast agents such as gadolinium into 
the bloodstream, which, by virtue of its sequestration in the intravascular space, 
could be imaged to measure localized cerebral blood volumes [22]. Using this tech-
nique, Belliveau and colleagues were able to map out human visual cortex using 
MRI by visualizing areas of increased blood flow in response to a flickering stimu-
lus known to strongly drive activity in visual cortical neurons [23]. It was Ogawa 
and colleagues, however, who revolutionized functional MRI (fMRI) with the dis-
covery of blood oxygenation level-dependent (BOLD) contrast [24]. In essence, 
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Ogawa and colleagues rediscovered Linus Pauling’s original 1936 finding [25] that 
hemoglobin (the principal oxygen-carrying molecule in red blood cells) has slightly 
differing magnetic qualities when bound or unbound to oxygen. Ogawa serendipi-
tously found that these differences could be visualized by MRI, enabling the cre-
ation of real-time maps of blood oxygenation levels in the brain without the need for 
contrast agents. Relative blood oxygenation levels (the basis of the BOLD signal) 
could then be used to infer regional brain activity (regions of the brain that “work 
hard” recruit more blood flow, raising regional blood oxygen levels). Soon after 
Ogawa’s discovery, a slew of studies demonstrated the use of the BOLD signal to 
detect regional increase of neural activity, and the fMRI was born [26–29].

�Distributed Processing and Functional Specialization

The advent of functional brain imaging laid to rest a long-running debate about the 
nature of brain computing, characterized at one extreme by localists such as Franz 
Joseph Gall, and on the other by holists such as Pierre Flourens. Gall first proposed in 
the early 1800s his theory that the mind arose from operations of the brain, with each 
mental faculty localizing in a 1:1 manner to a specific brain area. He identified at least 
27 distinct regions which were purported to correspond to a wide range of behaviors 
and mental states such as generosity, secretiveness, and religiosity [30]. Gall’s ideas 
led to the development of the (now) much-maligned field of phrenology (an extension 
of the then popular science theory of physiognomy) which postulated that a person’s 
“character” could be determined by bumps and ridges on the skull, the idea being that 
mental faculties that were exercised would lead to growth of corresponding brain 
areas which could be detected by protrusions into overlying skull bone. Unfortunately, 
although many of Gall’s ideas were prescient, they were not based on empirical data 
such as brain lesion studies, and in retrospect were naive and overly simplistic.

On the other hand, advocates of the holistic view of the brain, such as the physi-
ologist Pierre Flourens, believed that brain computing was accomplished in a totally 
distributed manner, so that any part of the brain could perform any function, akin to 
the generic computer servers that comprise cloud computing. Flourens’ theories 
(based on his work in the 1820s making focal lesions in animals) were carried into 
the twentieth century by advocates such as Karl Lashley, who noted in his experi-
ments that rats who were given brain lesions and then had to learn to navigate a 
maze, appeared to have learning deficits that corresponded to the size of the lesion 
and not to the specific area of the lesion. Lashley concluded, in his theory of mass 
action, that it was the total mass of the brain that was important to accomplish men-
tal functions, not specific brain areas [30].

Over time, however, converging evidence emerged favoring localist theories of 
brain function [30]. Broca and Wernicke’s work on stroke patients in the mid-
nineteenth century localized specific language deficits to specific areas of cortex 
(now referred to as Broca’s area and Wernicke’s area). Hughling Jackson’s work on 
patients with focal epilepsy strongly suggested that motor and sensory functions 
were based on different areas of cortex. Painstaking work at the microscopic level 
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by the anatomist Korbinian Brodmann elucidated at least 52 distinct brain areas 
(Brodmann’s areas) distinguished by differences in cell morphology and spatial 
arrangement (cytoarchitectonics), supporting the idea that distinct cortical areas 
were specialized for distinct functions [31].

Meanwhile, electrophysiologists Gustav Fritsch and Eduard Hitzig demonstrated 
in 1870 that electrical stimulation in discrete areas of precentral gyrus in dogs 
caused characteristic limb movements—in effect, they discovered primary motor 
cortex and its topographical organization. Later, topographical maps of motor and 
somatosensory cortex were directly demonstrated in humans by neurosurgeons such 
as Wilder Penfield in the 1950s, who electrically stimulated discrete areas of cortex 
as part of functional mapping preceding epilepsy surgery [32]. Electrophysiological 
work by Hubel and Wiesel in the 1950s–1970s pushed mapping to the extreme, 
elucidating the exquisite retinotopic organization of cat visual cortex and its spatial 
segregation into ocular-dominance and orientation-selective columns [33].

The advent of functional brain imaging techniques revolutionized our under-
standing of how the human brain accomplishes tasks. Unlike lesion studies or elec-
trophysiological stimulation studies, simultaneous activity patterns across the entire 
brain could be seen for the first time. Further, because functional brain imaging is 
noninvasive, extensive studies in humans became possible. The consensus model of 
brain function that has emerged from thousands of functional imaging studies is 
distributed processing [34], which integrates ideas from both localist and holistic 
paradigms. The distributed processing model of brain function acknowledges that 
brain areas are specialized for basic functions (functional specialization [35]) but 
extends localist models by positing that the brain accomplishes any given task by 
dynamically recruiting a set of localized/specialized cortical modules, which act in 
a coordinated, circuit-based fashion to produce the desired result. This is akin to 
how different apps on smartphones differentially activate computer chips, each spe-
cialized for various functions (GPS, graphics, sound, memory, etc.), which work as 
an ensemble to accomplish the tasks required by the app.

The distributed processing model explains both why lesions to specific areas can 
cause specific deficits, and why sometimes they do not—for example, some com-
plex tasks such as speech generation rely heavily on specific cortical modules (e.g., 
Broca’s area) which are critical to the task, while other tasks such as maze-learning 
are accomplished by a flexible network of modules with some redundancy, so that 
destruction of any one cortical module does not destroy the overall ability [36].

�Key Neuroinnovation: Elucidation of the Human Connectome

Recent advances in neuroimaging techniques have allowed researchers to image con-
nections between brain areas at a large scale, resulting in the elucidation of the human 
connectome, essentially a blueprint for the wiring diagram of the human brain, 
revealing the anatomical basis allowing for coordinated activities of distributed net-
works. This was a significant milestone in neuroscience, and the basis of a new 
approach in conceptualizing and treating brain disorders as “circuitopathies” [37].
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Early attempts at elucidating brain connectivity were slow and laborious, involv-
ing the injection of radioactive, fluorescent, or viral tracers into specific brain areas 
in laboratory animals, waiting days to weeks for the tracer to diffuse down axonal 
pathways, then sacrificing the animal and visualizing pathways of tracer diffusion in 
brain slices, which could then be laboriously reconstructed to form a 3D image of a 
specific axonal pathway (for example, [38]). In a technical tour de force, investiga-
tors at the Allen Institute pushed this technique to the limit, generating a reasonably 
detailed whole-brain connectivity map of the mouse brain by injecting fluorescent 
viral tracers into hundreds of non-overlapping anatomical brain locations and recon-
structing the resulting labeled fiber pathways in 3D [39].

Obviously, such tracer studies would not be possible in living human subjects. It 
is only recently that noninvasive neuroimaging techniques became refined enough 
to visualize brain connectivity in the intact human brain. One of these, diffusion ten-
sor imaging (DTI), relies on the fact that while MRIs do not have the resolution to 
directly visualize axonal pathways, they do have the ability to track diffusion pat-
terns of water molecules. Because water molecules in neurons are more likely to 
diffuse up and down the axon, rather than across it (a property referred to as aniso-
tropic diffusion), tracking the diffusion of water molecules indirectly visualizes ana-
tomical fiber tracts [2]. The other technique, resting-state fMRI (rs-fMRI), relies on 
statistical analysis of fMRI brain scans of subjects while at rest (in contrast to task-
based fMRI, in which brain scans are recorded while subjects are engaged in a 
particular task of interest). Brain areas naturally fluctuate in activity over time, and 
by analyzing which brain areas fluctuate together (either correlated or anticorre-
lated), inferences can be drawn regarding functional connectivity [2].

Together, these two approaches, which map brain connectivity in complemen-
tary ways (DTI visualizing anatomical connectivity, rs-fMRI revealing functional 
connectivity), have formed the methodological basis of a large-scale, publicly 
funded (in part by the BRAIN initiative), multicenter collaborative effort known as 
the Human Connectome Project (HCP, http://www.humanconnectomeproject.org/), 
whose goal is to create highly accurate, high-resolution connectivity maps of the 
human brain based on thousands of high-quality brain scans [40]. At this point, the 
HCP has amassed data on over 1100 human subjects to form a brain connectivity 
map with unprecedented accuracy and resolution. The consortium has made all this 
data freely available to the research community, along with tools to help researchers 
navigate the data. This invaluable resource, a high-resolution map of brain connec-
tivity, has played a vital role in advancing circuit-based understanding of psychiatric 
illnesses [36], opening up the potential for circuit-based approaches to treat-
ment [37].

�From Neuroinnovation to Neurotherapeutics for Depression

The increasing availability of neuroimaging tools in the 1980s and 1990s led to 
converging observations that informed initial models of the neural bases of major 
depression; these models then provided a road map, identifying potential targets of 
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intervention by neuromodulatory tools such as DBS and TMS. Over time, two brain 
areas emerged as having particular significance in clinical depression: the prefrontal 
cortex (PFC) and subgenual cingulate cortex (sgCC).

�Depression and Prefrontal Cortex Dysfunction

By the mid-1990s, a large body of literature had accumulated which convincingly 
associated depression with prefrontal cortex dysfunction (reviewed in [41–43]). 
Early structural brain MRI studies revealed that subjects with clinical depression 
have average smaller frontal lobe volumes [44]. Further, lesion-mapping studies in 
patients who developed depression after strokes [45–48], and multiple sclerosis [41, 
42] strongly implicated the prefrontal lobes, with depression severity correlated 
with lesion burden in the left hemisphere [41, 42] and proximity to the left frontal 
pole [46, 47]. Although studies have been somewhat inconsistent in identifying a 
left vs right hemispheric preference for lesion locations leading to depression, taken 
as a whole, the research literature favors left hemisphere involvement over right (see 
[49] for recent meta-review).

Corroborating structural neuroimaging findings, functional neuroimaging stud-
ies consistently revealed that subjects with primary depression have lower prefron-
tal cortex activity compared with healthy controls (reviewed in [41, 42]), particularly 
on the left side [50–52]. Further, depression severity correlates with degree of pre-
frontal hypoactivity [50, 53, 54], and hypoactivity normalizes with recovery from 
depression, whether from antidepressant treatment [50, 51, 55], or placebo response 
[56]. Similarly, functional neuroimaging studies of subjects with secondary depres-
sion from psychiatric conditions such as OCD [50], or neurological conditions such 
as Parkinson’s disease and Huntington’s disease, revealed frontal lobe hypoactivity 
compared with non-depressed subjects with such conditions, irrespective of pri-
mary disease etiology [43].

Taken as a whole, while exceptions have been reported [53], both structural and 
functional brain studies have revealed that in general, clinically depressed subjects 
tend to have smaller and less active frontal lobes, particularly in the left prefrontal 
cortex, and that successful treatment of depression results in normalization of fron-
tal lobe activity [41, 42, 50–52, 54–56].

�Depression and the Subgenual Cingulate Cortex (sgCC)

In addition to prefrontal cortex dysfunction, similar lines of neuroimaging research 
comparing depressed and non-depressed patients revealed a central role for the sub-
genual cingulate cortex (sgCC), a key node of the brain linked to cortical, limbic, and 
paralimbic structures implicated in affective processes. Early volumetric studies 
reported a reduction in volume of the sgCC in those with clinical depression [57–59]. 
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Functional studies strongly implicated sgCC activity with depression: the sgCC is 
activated by provoked sadness in healthy controls [56, 60–62] and by tryptophan 
depletion in remitted depressives [63] and in healthy controls [64]. The sgCC is hyper-
active in subjects with clinical depression [65], particularly in those that later respond 
to treatment [66]. Further, depression severity correlates with sgCC activity levels 
[67], and recovery from clinical depression is associated with reduction of sgCC 
activity, whether by treatment with SSRIs [55, 68], placebo response [56], sleep depri-
vation [69], rTMS [52], or electroconvulsive therapy (ECT) [70].

Taken as a whole, based on its central anatomical connectivity to multiple brain 
areas relevant for emotional processing, hyperactivity in evoked sadness and in 
patients with clinical depression, and normalization associated with recovery from 
depression, the evidence appeared compelling that sgCC played an important role 
in the pathogenesis of depressive symptoms. Neuroimaging evidence is by nature 
only associative—were these neural patterns the result of depression, or the cause? 
The stage was set to test causality with a neuromodulatory intervention.

�Deep Brain Stimulation for Depression

Helen Mayberg and colleagues were the first research group to attempt to treat 
severe depression with deep brain stimulation (DBS), extending the applications of 
this technology from neurological movement disorders such as essential tremor [71] 
and Parkinson’s disease [72] to psychiatric diseases. DBS, which generally involves 
the delivery of high-frequency electrical pulses to an electrode surgically implanted 
into a targeted brain area, appears to effectively decrease neuronal activity at the 
target via multiple mechanisms that result in functional disruption of the target [73], 
creating what is essentially a “reversible lesion” while the stimulator is turned 
on [74].

In a seminal study reported in 2005 [4], Mayberg’s group explored the effects of 
DBS stimulation at the sgCC (which they refer to as Brodmann’s area 25, or BA25) 
of 6 patients with highly treatment-refractory depression (inclusion criteria required 
the failure of at least 4 prior antidepressant treatments; 5/6 patients had tried and 
failed prior ECT). Their results were striking and rapid; spontaneous intraoperative 
reports from patients during the placement and initial DBS tuning indicated an 
immediate effect of stimulation at this area, along the lines of “sudden calmness or 
lightness,” increased interest, “disappearance of the void,” and feelings of “connect-
edness.” One week after implantation, 5/6 patients showed dramatic improvement 
in depressive symptoms, meeting criteria for response (>50% decrease in HDRS 
score). By the end of the trial at the 6-month time point, 4/6 patients had a sustained 
response to treatment (of these 4 responders, 2 had remitted).

Functional brain activation measured with FDG-PET revealed that prior to treat-
ment, depressed subjects had increased sgCC activity and decreased dorsolateral 
prefrontal cortex (DLPFC) activity compared with healthy controls, similar to pre-
viously reported findings. After treatment, responders showed a reduction in sgCC 
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activity (as expected, from direct effects of DBS stimulation) and revealingly, 
increased activity in remote sites such as the DLPFC—a pattern similar to depres-
sion recovery induced by SSRI antidepressants (Mayberg 2000). Although the study 
was not blinded nor placebo-controlled, placebo response appeared to be an unlikely 
explanation for clinical improvement, due to the treatment-refractory nature of the 
selected subjects (inclusion criteria required failure of at least four adequate antide-
pressant treatments), as well as the tight temporal relationship between symptom-
atic relief and DBS activation; for example, during intraoperative DBS placement, 
stimulation was delivered in a blinded and varying fashion, and behavioral improve-
ments were noted to be time-locked to stimulation parameters. In addition, blinded 
discontinuation of DBS stimulation after 6  months in one subject who achieved 
sustained remission resulted in clear return of depressive symptoms within a month.

In a follow-up study, Mayberg’s group [75] expanded the number of total sub-
jects to 20 patients with treatment-resistant depression and reported similar results. 
Six months after DBS implantation into the sgCC, patients showed a 60% response 
rate (35% remission), and responders maintained benefits at 12-month follow-up; 
long-term follow-up studies of responders reported maintenance of benefits 6 years 
post-implant [76]. Extension of studies to bipolar depressed patients reported simi-
lar promising results [77], with sustained benefits for at least 8 years post-implant 
[78]. In comparison, results from the Sequenced Treatment Alternatives to Relieve 
Depression (STAR*D) trial indicate a 13% remission rate for antidepressant regi-
mens in depressed patients who had failed to respond to three prior antidepressant 
treatments, with a relapse rate of 71% after 1 year of treatment [79].

The stage was set for a large, multicenter, blinded placebo-controlled trial for 
DBS, targeting sgCC to treat depression, dubbed the BROADEN (Broadman Area 
25 Deep Brain Neuromodulation) trial [80]. Fifteen medical centers were involved 
in recruiting a planned 200 patients with treatment-resistant depression and tracking 
outcomes for a year after implantation. Unfortunately, when blinding was broken at 
the 6-month mark to conduct a futility analysis (90 patients had been enrolled by 
that point), no statistical differences were observed between sham (20% response 
rate) and active stimulation (22% response rate) groups, and enrollment of new 
patients was discontinued. Regardless, the existing implanted subjects continued to 
be followed in an open-label phase (with all patients receiving active stimulation) to 
the 2-year mark.

The BROADEN trial was widely deemed a failure and cast a chill over further 
DBS research. Still, Mayberg’s group persevered, drilling into their data to explain 
the discrepancy between positive results from their early open-label studies and the 
apparent failure of the BROADEN randomized, placebo-controlled trial. Using con-
nectomic tools such as DTI and rs-fMRI, Mayberg and colleagues demonstrated the 
utility of individualized targeting, thus advancing psychiatry into an era of personal-
ized precision-medicine, akin to modern cancer treatment [81].

Previous positive results from open-label DBS studies did not appear likely to be 
due to placebo effects. As mentioned earlier, the patients enrolled were highly 
treatment-resistant, and improvements seen with active stimulation were acute and 
time-locked to stimulation during intraoperative test sessions. One could literally 
see individual patients’ mood states changing on a minute-to-minute basis as 
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stimulation was turned on and off [4]. In addition, blinded discontinuation of stimu-
lation in responders [77] and naturalistic discontinuation (e.g., from battery failure) 
[78] consistently resulted in prompt relapse. Intriguingly, even in the BROADEN 
study, patients who continued into the open-label phase (with all patients receiving 
active stimulation at that point) continued to improve over the follow-up period, 
with 49% meeting criteria for response (26% remission) at the end of 2 years. To 
give these numbers context, it is useful to keep in mind that the patients enrolled in 
the BROADEN trial were highly treatment-refractory, having failed an average of 
eight adequate antidepressant treatments, including 82% with a prior trial of ECT.

What factors explained why some patients responded to DBS and why some did 
not? One obvious factor to examine was DBS placement. Did nonresponders receive 
DBS electrodes in the wrong place? Initial studies examining simple anatomical 
DBS lead placement did not differentiate responders from nonresponders [82]. 
Brain activation patterns from early pilot studies provided an initial clue: while both 
responders and nonresponders showed decreased sgCC activity (as expected from 
direct effects of DBS stimulation at that site), responders showed a broader pattern 
of activity changes at remote sites [4]. This suggested that even when the sgCC is 
accurately targeted using standardized anatomical methods (e.g., structural MRI 
guidance), individual variability in placement of the electrode within the sgCC 
could result in differential activation of connected circuits that could, in theory, 
explain response vs non-response.

In subsequent studies, Mayberg et  al. [83] confirmed this hypothesis using a 
combination of high-resolution DTI and voltage field modeling to create probabilis-
tic activation maps at the individual patient level which accurately differentiated 
responders from nonresponders (see Fig. 2.1). High-resolution DTI imaging was 
collected on 16 patients receiving DBS for depression and followed for 2 years; of 

Fig. 2.1  Optimal subcallosal cingulate deep brain stimulation fiber bundle target template. Red: 
forceps minor. Blue: uncinate fasciculus. Yellow: cingulate bundle. ACC anterior cingulate cortex, 
Amg amygdala, Cingulum B. cingulum bundle, Forceps M. forceps minor, MCC middle cingulate 
cortex, mF10 medial frontal (Brodmann area 10), nAc nucleus accumbens, SCC25 subcallosal 
cingulate cortex (Brodmann area 25), Th thalamus, Uncinate F. uncinate fasciculus, vSt ventral 
striatum. From Riva-Posse P, Choi KS, Holtzheimer PE, et al. Defining critical white matter path-
ways mediating successful subcallosal cingulate deep brain stimulation for treatment-resistant 
depression. Biol Psychiatry. 2014;76(12):963–969. Used with permission from Elsevier
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these 16 patients, 12 were responders at the 2-year mark, and 6 were not. DTI imag-
ing was used to create circuit diagrams emanating from each individual’s sgCC, 
with 4 distinct white matter tracts identified:

	1.	 Uncinate fasciculus, connecting sgCC to ipsilateral mF10 (medial aspect of 
Brodmann’s area 10),

	2.	 Forceps minor, connecting sgCC to bilateral mF10,
	3.	 Cingulum bundle, connecting sgCC to remote cingulate cortical areas such as 

the ACC (anterior cingulate cortex) and MCC (middle cingulate cortex),
	4.	 Descending fronto-striatal fibers, connecting sgCC to deep brain structures such 

as the ventral striatum (containing the nucleus accumbens) and hypothalamus.

Similar to previous studies [82], simple inspection of anatomical localization of 
DBS leads did not differentiate responders from nonresponders; all appeared to 
have correct placement of the DBS lead into the sgCC. By using voltage field mod-
eling to visualize the spread of electrical current from the DBS lead, combined with 
individual DTI connectivity information, researchers were able to create activation 
maps predicting which remote brain areas would be activated by the DBS lead in 
each patient; the researchers dubbed this technique “patient-specific activation vol-
ume tractography.” Responders could be differentiated from nonresponders by vir-
tue of activation of multiple circuits (and consequent neuromodulation of connected 
brain areas, such as mF10 and nucleus accumbens) that were not observed in non-
responders. In other words, because of its intricate circuitry, tiny changes in elec-
trode placement within the sgCC could result in vastly different patterns of brain 
activation at remote sites, which appeared to explain why some patients responded 
and others did not.

Intriguingly, subsequent work monitoring awake depressed patients during intra-
operative placement and stimulation of DBS leads [84] correlated specific types of 
symptom improvement with activation of specific circuits within the sgCC. Activating 
the cingulum bundle resulted in improvements in somatic symptoms (“I feel lighter” 
“the tension is gone”), whereas additional activation of mF10 (via uncinate fascicu-
lus and forceps minor) and ventral striatum resulted in improved motivation and 
feelings of connectedness to others (“exteroceptive awareness”). This approach has 
recently been extended by Scangos and colleagues, who reported a case study of a 
highly depressed patient simultaneously implanted with deep brain electrodes in 
multiple brain areas thought to be involved in affect regulation, including the orbi-
tofrontal cortex (OFC), amygdala, hippocampus, ventral striatum, and the sgCC 
bilaterally. By stimulating each area individually and monitoring patient feedback 
on changes in affective symptoms, researchers were able to map out distinct changes 
in affective symptoms by brain area. For example, OFC stimulation appeared to 
have an anxiolytic effect, while stimulation of the ventral striatum appeared to be 
activating. Further, whether such effects were interpreted as pleasurable or not 
depended on the mood state of the subject at the time; the anxiolytic effect of OFC 
stimulation felt pleasurable when the patient was in an anxious/agitated state of 
mind, but unpleasurable when the patient was in an anergic state [85].
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Illustrating the power of their connectomic approach, in one of their most recent 
studies [86] Mayberg and colleagues demonstrated that precise individualized tar-
geting using DTI imaging and voltage field modeling to guide optimal DBS lead 
placement to the exact location within that individual’s sgCC (the location that 
intersected all four aforementioned fiber bundles), resulted in dramatically superior 
outcomes compared to previous conventional anatomic targeting approaches—an 
82% response (55% remission) rate after 1 year of stimulation . This result is yet to 
be replicated in broad, placebo-controlled randomized trials—thus some caution is 
warranted in interpreting these initial findings—but nevertheless appears to be a 
promising path forward.

Mayberg’s initial results launched a flurry of research activity investigating DBS 
stimulation of other targets for depression, such as the ventral striatum [87], nucleus 
accumbens [88], and medial forebrain bundle [89], with promising initial results, 
albeit in small non-blinded pilot studies thus far. Researchers are also investigating 
deep brain stimulation at other targets for psychiatric conditions with well-known 
circuitry such as obsessive-compulsive disorder (OCD) [90, 91] and addiction [92].

Currently, most DBS systems deliver constant, uniform stimulation, with occa-
sional changes made manually by clinicians, e.g., to optimize treatment parameters. 
The development of closed loop systems, however, will allow future DBS implemen-
tations to make adaptive changes continuously. Such auto-sensing/auto-adapting sys-
tems are made possible by the fact that modern electrodes can both sense brain activity 
and deliver stimulation, as well as by advances in computational methods that can 
accurately analyze and interpret incoming signals. A closed loop system would be 
able to monitor brain activity to sense when stimulation is needed and deliver stimula-
tion only during those times (for example, to abort an oncoming seizure [93]) or to 
continuously adapt stimulation parameters (for example, to optimize tremor reduction 
in patients with Parkinson’s disease [93]). In Scangos et al.’s study [85], for example, 
OFC stimulation was deemed pleasurable when the patient was in an activated/agi-
tated state of mind, but not when in a low-energy, anhedonic state. A closed loop sys-
tem could in theory monitor the patient’s affective state and deliver stimulation only 
when needed. [85] Of course, such continuous monitoring of brain activity also raises 
issues of privacy of mind, particularly as advances in computational machine-learning 
approaches allow for ever more accurate mind-reading from brain activity [94, 95].

Mayberg’s work provided the first proof of principle that direct, focused neuro-
modulation could effectively treat a psychiatric condition. As a neuromodulatory 
intervention, DBS is able to target deep brain structures with exquisite temporal and 
spatial precision. Because of its inherently invasive nature, however, adverse events 
are common; the BROADEN trial reported 28/90 participants (31%) experienced at 
least one serious adverse effect [80]. Additionally, the need for extremely precise 
targeting using individualized, high-resolution connectomic approaches [86] is 
likely to be cost-prohibitive for all but the most serious, treatment-refractory 
patients. Fortunately, in recent years, noninvasive neuromodulatory technologies 
have made significant advances. We turn our attention now to one of the most prom-
ising, transcranial magnetic stimulation (TMS).
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�TMS: A Ground-Breaking, Noninvasive Neuromodulatory 
Treatment for Depression

Transcranial magnetic stimulation (TMS) was developed in its modern form by 
Anthony Barker, who first reported its use in 1985 [5] to directly stimulate motor 
cortex in humans, eliciting contralateral movements consistent with known topo-
graphic representation of body parts in primary motor cortex (the so-called motor 
homunculus [96]). Unlike its predecessor, transcranial electrical stimulation (TES) 
[97], which directly stimulates cortical tissue with high voltage electric shocks to 
the scalp (it’s as painful as it sounds), TMS is non-painful and well tolerated.

TMS takes advantage of principles of electromagnetic induction—the same prin-
ciples that make wireless recharging of electric toothbrushes possible—to allow for 
noninvasive stimulation of the brain. As the name implies, TMS machines generate 
brief intense pulses of electrical current which are delivered through a coiled loop 
of wire placed on the subject’s head. Pulsed currents create fluctuating magnetic 
fields perpendicular to the coil (Ampere’s law) that can freely pass through the skull 
and scalp, inducing the generation of electric fields (Faraday’s law) within the brain, 
which, if powerful enough, can depolarize neuronal membranes and trigger action 
potentials. The size and magnitude of the induced electric field are dependent on the 
strength of the electrical pulse and coil geometry, but in all cases drops with increas-
ing distance from the coil [98]. In practice, modern TMS machines and coil configu-
rations can easily stimulate superficial cortical areas such as motor cortex (e.g., 
2–3  cm from the surface of the scalp), but stimulation of deeper areas requires 
stronger currents and/or larger coils which increase the volume of brain stimulated 
(thus less focal; this is the so-called depth-focality tradeoff) and increases the risk 
for seizure induction [99].

Initial TMS studies focused on single-pulse TMS’ ability to transiently excite or 
inhibit cortical areas (depending on the intensity of stimulation) in a safe, reversible, 
and noninvasive manner, allowing testing in healthy humans. Single-pulse TMS has 
been used to functionally map cortical areas (for example, motor cortex [5] and 
visual cortex [100]), to measure cortical excitability, and perhaps most significantly, 
to create reversible functional lesions that could finally test theories of causality in 
human subjects (reviewed in [101]).

Researchers studying repetitive sequences of TMS pulses (repetitive TMS or 
rTMS) discovered that, depending on stimulation frequency, rTMS could either 
enhance or inhibit cortical excitability for a period of time after the stimulation 
period [101]. High-frequency stimulation (5 Hz and above) applied to motor cortex 
appeared to facilitate cortical excitability [102], whereas low-frequency stimulation 
(e.g., 1 Hz) appeared to suppress it [103]. Such effects lasted on the order of minutes 
to hours after the end of stimulation and appear to be the result of cellular learning 
processes such as long-term potentiation (LTP) or long-term depression (LTD) 
(reviewed in [104]).

In summary, rTMS appeared to be a safe, noninvasive tool to focally modulate 
cortical activity in humans whose effects lasted beyond the period of stimulation, 
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opening the door to therapeutic applications. As reviewed above, the left prefrontal 
cortex appeared to be an appealing target to treat depression, as this area of the brain 
was consistently found to be underactive in clinically depressed patients, and acces-
sible to the magnetic fields generated by TMS coils. Could increasing the activity of 
this area with rTMS treat depression?

Mark George and colleagues were the first to demonstrate the utility of rTMS in 
treating depression in humans [60, 61]. Six subjects with treatment-resistant clinical 
depression received daily sessions high-frequency (20 Hz) TMS pulses (600 pulses 
per session) delivered to the left DLPFC for at least 5 days. Subjects showed signifi-
cant averaged improvements in mood as measured by Hamilton Depression Rating 
Scores (HDRS), with 2 exhibiting robust responses (1 subject achieving remission 
for the first time in 3 years). Importantly, rTMS was also well tolerated; the main 
reported side effect was mild headache, which was treated effectively with over-the-
counter NSAIDs. A flurry of other clinical trials followed, most with positive results 
(reviewed in [105]), albeit all non-blinded small studies.

The large, randomized, placebo-controlled trials that followed—one sponsored 
by industry (the “Neuronetics” trial) [106], the other funded by the NIH (the “OPT-
TMS” trial) [107]—confirmed the effectiveness of high-frequency rTMS as a treat-
ment for depression, with active treatment groups responding at 2–3 times the rate 
of sham groups, and with significant overall reductions in standardized measures of 
depression severity. Based on data from the O’Reardon 2007 study, the FDA 
approved rTMS in 2008 “for the treatment of Major Depressive Disorder in adult 
patients who have failed to achieve satisfactory improvement from one prior antide-
pressant medication at or above the minimal effective dose and duration in the cur-
rent episode.”

In a significant way, rTMS appeared to be safe and well tolerated, with low drop-
out rates (around 5% in both studies) due to side effects. The most common side 
effects were minor headaches and scalp tenderness (TMS coil firing contracts 
underlying scalp muscles) which generally resolved after the first week of treat-
ment. Unlike electroconvulsive therapy (ECT), rTMS for depression did not cause 
cognitive impairment, and in fact multiple studies indicate cognitive improvement 
in depressed patients as well as healthy controls, presumably due to frontal lobe 
activation [108, 109].

Comprehensive meta-reviews indicate that the most serious adverse event caused 
by TMS appears to be seizure induction, but incidence is exceedingly rare, conser-
vatively estimated to be 1:30,000 sessions [110]. As modern TMS protocols typi-
cally involve around 30 sessions for a treatment course, this translates to roughly 1 
seizure per 1000 patients treated. In comparison, the estimated seizure risk from 
citalopram, based on meta-analyses of FDA phase II and phase III clinical trials, is 
roughly 1:300 patients, and bupropion SR is 1:1000 [111].

Further, careful analysis of the 16 cases of TMS-induced seizures reported in the 
medical literature up to 2009 [112] indicates that most events involved patients with 
known seizure risk factors, such as a seizure history, recent sleep deprivation, recent 
cessation of heavy alcohol use, or the use of medications that lower seizure thresh-
old. In addition, based on review of clinical details, some reported cases were, in 
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retrospect, likely vasovagal syncopal events rather than seizures (stimulation of the 
DLPFC reliably leads to parasympathetic activation, presumably due to connections 
with the vagal nerve [113]).

Since the publication of the industry-sponsored and NIH-sponsored RCTs, large 
naturalistic studies have been conducted which verified the effectiveness of rTMS 
for depression in “real-world” clinical settings. The largest naturalistic study, by 
Carpenter et al. [114], enrolled 307 patients with unipolar depression from 42 clin-
ics, and reported response and remission rates of 58% and 37.1%. This is an impres-
sive result, considering the treatment-resistant nature of the enrolled patients 
(averaging 2.5 previous adequate antidepressant trials). Regarding durability of 
benefits, a long-term follow-up to the Carpenter 2017 study reported that 62.5% of 
subjects who had responded to TMS treatment in that study maintained their gains 
after 12 months [115], in line with other long-term follow-up studies to OPT-TMS 
[116] and Neuronetics [117] RCTs.

In comparison, results from the Star*D study indicate that remission rates for 
subjects who have failed 2 antidepressant treatments and were being trialed for a 
third medication regimen (step 3) were 14%, with a 65% relapse rate after 1 year 
[79]. For subjects with 3 prior failed treatments (step 4), the chance of remission 
with a fourth medication was 13%, with a 71% relapse rate after 1 year [79]. With 
regard to effect size, large meta-analyses confirm that TMS is a highly effective 
treatment for depression, with effect sizes reported between 0.39 and 0.81, compar-
ing favorably to mean effect size of 0.31 reported for antidepressant medication 
treatment in FDA trials (reviewed in [118]).

�The Story of Targeting: Optimizing Coil Placement

TMS depression research has not stood still since receiving FDA approval in 2008. 
One of the most interesting stories to emerge from the recent literature concerns 
optimal targeting of the TMS coil. Early studies by George [119] and subsequent 
pivotal trials [106, 107] used a simple “5 cm rule” to attempt placement of the coil 
within the DLPFC: in each patient, the area of the left motor cortex controlling 
movement of the right abductor pollicis brevis was located and the coil was then 
moved 5 cm anteriorly along the curvature of the scalp. While this rule was easy to 
apply, it did not take into account considerable intersubject variability in skull size 
and prefrontal anatomy. As a result, rigorous neuroimaging analyses of cortical 
areas localized with the 5 cm rule found that this rule actually missed DLFPC more 
than half the time [120, 121], perhaps contributing to suboptimal response to TMS 
treatment.

This led to the rise of alternative targeting measures to localize DLPFC, such as 
localization of the electroencephalography F3 coordinate (based on the interna-
tional 10–20 system), which better accounts for head size and thus more reliably 
targets DLPFC [122]. A variety of other investigators[123] have attempted to target 
DLPFC using neuronavigation relative to cortical anatomical landmarks or areas 
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identified by functional studies (e.g., targeting the cortical area activated in working 
memory tasks [124]. Although neuronavigation and the use of EEG landmarks lead 
to better consistency in targeting compared with the 5 cm rule, few studies have 
compared depression outcomes with different targeting methods head-to-head, 
resulting in a lack of consensus regarding which target/targeting method is clini-
cally superior.

One exception is Fitzgerald’s 2009 study which directly compared depression 
outcomes for 51 patients treated with rTMS targeted either by the 5 cm rule (n = 24) 
vs a neuronavigation approach (n = 27) based on cortical anatomical landmarks (in 
this study, investigators targeted a particular location near the junction of BA 9 and 
46). Fitzgerald found that patients targeted with neuronavigation had significantly 
better outcomes than patients targeted with the 5 cm rule, as measured by MADRS 
scores over 4  weeks. Further, comparison of cortical sites targeted with the two 
methods revealed that the neuronavigation site chosen in the study was on average 
2–3 cm anterior to the average “5 cm rule” cortical location. In other words, it was 
possible that rTMS was being delivered in a non-optimal location in the majority of 
studies, which used the 5 cm rule to target, resulting in stimulation of cortical areas 
posterior to the DLPFC.

Other studies have examined clinical depression outcomes with regard to TMS 
coil position targeted with the 5 cm rule. As mentioned previously, because of inter-
subject variability (e.g., varying head size), use of the 5  cm rule results in wide 
variation of cortical targeting relative to the DLPFC. Herbsman [125] took advan-
tage of this natural variation to conduct a post-hoc analysis of treatment outcomes 
with variations in coil targeting ascertained using the 5 cm rule. He found, consis-
tent with previous studies [121] that the 5 cm rule frequently missed DLPFC (in this 
study, only 68% of targeted regions were within DLPFC), often targeting cortical 
areas posterior and superior. Comparison of cortical targets of responders vs. non-
responders revealed a consistent pattern: responders had coil targeting, on average, 
more anterior and lateral to nonresponders. This was consistent with Fitzgerald’s 
finding of superior outcomes associated with cortical targeting anterior to the aver-
age 5 cm rule target.

Fitzgerald’s and Herbsman’s studies revealed that moving the cortical target 
anteriorly and laterally to the average 5 cm rule target led to better depression treat-
ment outcomes but could not explain why. Fortunately, the advent of connectome 
mapping provided a method for Fox et  al. [123] to elucidate a unifying theory. 
Similar to Mayberg’s work analyzing the intricate circuitry within the sgCC, Fox 
and colleagues consulted a normative connectome dataset to reveal differential con-
nectivity patterns within the DLPFC. By reanalyzing targeting and outcomes data in 
previous TMS studies by Herbsman [125], Fitzgerald [126], and Paillère Martinot 
et al. [127], Fox found that better treatment outcomes were associated with cortical 
locations that were more strongly anticorrelated to the sgCC. In other words, stimu-
lation of cortical areas within the DLPFC that more strongly deactivated sgCC led 
to better antidepressant response. Using connectome data, Fox then generated a 
map of cortical areas functionally connected to the sgCC to identify an average 
optimal left DLPFC target that was maximally anticorrelated with the sgCC.
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Fox’s findings neatly complement results from Mayberg’s DBS studies, which 
both converge on the central importance of the sgCC in regulating mood. As dis-
cussed above, Mayberg and colleagues found that DBS-induced suppression of the 
sgCC led to strong antidepressant effects, but only if properly targeted to subregions 
within the sgCC that were connected to remote cortical areas. Coming from the other 
direction, Fox’s findings implied that the antidepressant effects of rTMS delivered to 
DLPFC were mediated by its ability to suppress sgCC activity. In other words, from 
the perspective of successful TMS treatment, the DLPFC could be regarded as an 
accessible “node” in a mood-modulating brain circuit involving the sgCC.

Fox’s findings were prospectively validated in a recent rTMS study correlating 
depression outcomes with cortical targeting [128]. Again, more effective cortical 
targets were found to be more strongly anticorrelated with sgCC activity. Intriguingly, 
subgenual connectivity was associated with improvement in some symptoms of 
depression, such as sadness and anhedonia, but not with others, such as irritability, 
appetite, or fatigue, raising the question of whether distinct mood-regulating circuits 
exist that mediate different aspects of the clinical phenomenon of major depression. 
Weigand’s findings are reminiscent of findings by Mayberg’s group [84] and 
Scangos’ group [85], correlating stimulation of specific subcircuits in the brain to 
distinct profiles of symptom improvement. For example, in Choi et al’s study [84], 
activating the cingulum bundle resulted in improvements in somatic symptoms (“I 
feel lighter”), whereas activating mF10 (via uncinate fasciculus and forceps minor) 
and ventral striatum resulted in improved feelings of motivation.

Major depression has long been viewed as a heterogeneous clinical syndrome, 
based on early pioneering studies that established several clinical subtypes such as 
atypical, melancholic, seasonal and agitated (reviewed in [129]), raising the ques-
tion of whether different subtypes of depression are caused by different kinds of 
underlying brain disturbances. The advent of connectome-based analysis has greatly 
accelerated our understanding of the contribution of different neural subcircuits to 
distinct depression symptoms by elucidating underlying circuitry and allowing 
analysis of coordinated whole-brain patterns of activity [130]. For example, the 
cingulum bundle, a white matter tract connecting brain areas that comprise the 
“default mode network” [131] is overactive in many subjects with depression and 
appears to mediate symptoms of negative rumination and pessimism. In contrast, 
abnormalities in the medial forebrain bundle, which connects cortical areas such as 
the DLPFC to limbic reward structures such as the nucleus accumbens, appear to 
mediate symptoms of anhedonia (reviewed in [130]).

TMS studies have confirmed and extended theories regarding neural bases of 
depression subtypes. For example, Downar et al. [132] treated 47 depressed sub-
jects with rTMS (in this study, TMS was targeted to the dorsomedial prefrontal 
cortex) and analyzed outcomes with resting-state fMRI connectivity maps. 
Consistent with previous studies, rTMS was highly effective in treating depression, 
with a 51% response rate and 43% remission rate. In comparing responders to non-
responders, they found that nonresponders could be distinguished from responders 
clinically by the presence of anhedonia; the degree of anhedonia present before 
TMS treatment was a strong negative predictor of response. Further, analysis of 
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resting-state connectivity revealed that nonresponders had significantly less func-
tional connectivity of cortical areas to limbic reward areas such as ventral striatum.

Subsequent work by Drysdale et  al. [133] extended neural biotyping to the 
extreme. Researchers analyzed resting-state functional connectivity maps in 1188 
subjects with and without major depression and applied sophisticated machine-
learning algorithms to discern 4 neurophysiological subtypes (which they dubbed 
“biotypes”) of depression, each with a distinct neural signature, clinical-symptom 
profiles, and predicted targets for responsiveness to rTMS. For example, their mod-
els correctly predicted that patients in their study with biotype 1 depression (corre-
sponding to the depression without anhedonia group in Downar’s study) would have 
the best response to rTMS targeted to the DMPFC, compared to biotypes of depres-
sion with high levels of anhedonia, replicating Downar’s finding.

The implications of these studies are clear: different types of depression are 
mediated by different patterns of neural dysfunction, which may require different 
TMS targets to optimally treat. Downar et al. [132] established that rTMS to the 
DMPFC was effective in treating depression with preserved hedonic function, but 
not depression with anhedonia. Fox et al. [123] established that targeting TMS to 
the subregion of the DLPFC most anticorrelated with sgCC activity maximized 
effectiveness in treating subjects with major depression, but subsequent detailed 
analysis by Weigand et  al. [128] revealed that improvements were symptom-
specific; for example, improvements were seen in symptoms such as sadness and 
anhedonia, but not in irritability, appetite, or fatigue. Could there be another TMS 
target best suited to treat the latter symptoms?

For the clinician, these results raise a vexing question: for any given patient, how 
should we match TMS coil placement with depression symptom profile? Recent 
work by Siddiqi [134] has started to address this question. Siddiqi and colleagues 
analyzed results of 109 subjects with major depression who were treated with rTMS 
targeted with the 5-cm rule, with depression severity measured over time by stan-
dardized measures such as the Beck Depression Inventory (BDI) and the Hamilton 
Depression Rating Scale (HAM-D).

As mentioned earlier, because of variability in brain size and cortical organization 
from person to person, the 5-cm rule generates a wide range of targeting relative to 
the DLPFC. Siddiqi took advantage of such targeting variability in order to discern 
whether certain locations are better than others in treating specific depressive symp-
toms. First, cortical targets were discerned for each patient receiving TMS, and mag-
netic coil field modeling was used to determine the extent of cortical tissue stimulated 
by the TMS coil at the target. This information was then plugged into a large norma-
tive connectome database in order to generate whole-brain maps of cortex stimu-
lated by TMS at each site (“connectivity maps”). For each subject, activity of each 
voxel in the connectivity map was then compared with change in each depression 
symptom measured, and correlations graphed as a colored heat map for each symp-
tom (the researchers dubbed these “symptom response maps”). Symptom response 
maps were then averaged across all subjects. Essentially what these maps revealed 
was the average degree to which stimulation at any given site in the brain was cor-
related (or anticorrelated) with change in a specific depression symptom in the study.
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Remarkably, Siddiqi and colleagues found that in the 20 or so symptom response 
maps generated (one for each depressive symptom measured), many of the maps 
looked similar to each other and appeared to cluster overall into two distinct topo-
graphic patterns; formal clustering analysis (using Ward’s hierarchical clustering 
method) revealed an optimal two-cluster solution that explained 73% of the vari-
ance between maps. For example, symptom response maps for sadness, decreased 
interest, and suicidality appeared similar, and were combined into a map the 
researchers dubbed the “dysphoric cluster.” Similarly, symptom response maps for 
sleep, libido, and anxiety appeared similar to each other (and highly dissimilar to 
the dysphoric cluster map) and were combined into a map the researchers dubbed 
the “anxiosomatic cluster.”

Notably, dysphoric and anxiosomatic cluster maps appeared to be largely non-
overlapping, meaning that stimulation at any given site in the DLPFC tended to be 
correlated with change in dysphoric symptoms or anxiosomatic symptoms, but not 
both. Thus, by analyzing connectivity patterns of each voxel in the DLPFC and 
quantifying its similarity to either the dysphoria or anxiosomatic cluster map, the 
researchers generated a “targeting atlas,” a color-coded brain map which could be 
used to predict whether (and to what degree) stimulation of any given spot in the 
DLPFC could be expected to modulate dysphoric symptoms vs anxiosomatic symp-
toms over the TMS treatment course. Predictions were tested and validated by com-
paring stimulation site and depressive symptom outcomes at an individual level in 
their study subjects, and at a group level by reanalyzing outcomes of 12 published 
rTMS trials that measured anxiety and depressive symptoms.

To sum up this section, studies of TMS targeting over time have revealed that the 
effectiveness of TMS treatment for depression is highly dependent on cortical tar-
geting. The advent of whole-brain connectome analysis has provided a conceptual 
framework to unify disparate findings in the field and converges with findings from 
the DBS world. Cortical targets which are more connected with sgCC are more 
effective in treating depression, reiterating the importance of the sgCC in mood 
disorders, and reframing treatment of depression with TMS from simplistic models 
of cortical activity to circuit-based models involving neuroplasticity of cortical-
subcortical mood circuits for which cortical sites serve as “entry nodes” accessible 
to the superficial magnetic fields of TMS. Further, connectome analysis has signifi-
cantly advanced our understanding of depression as disorders of whole-brain con-
nectivity, and advanced statistical and computing methods have revealed distinct 
neural subtypes of depression, each of which may be optimally treated by distinct 
stimulation targets.

�Accelerated Protocols

Another area of intense interest amongst TMS researchers is development of highly 
potent, accelerated protocols. While TMS is a highly effective treatment for depres-
sion, receiving treatment can present logistical difficulties. A typical clinical course 
of TMS treatment involves daily treatments (5x/week) for 6 weeks, followed by a 
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3-week taper. While each treatment is brief (modern protocols typically employ ses-
sions of 10 min or less) and noninvasive (patients stay awake throughout the proce-
dure and are typically able to resume all activities afterwards including driving), 
making all the necessary appointments can be difficult. Further, similar to the time 
course of SSRI antidepressant response [79], patients who improve with TMS typi-
cally require 2–4 weeks of treatment for response [135], which can be difficult to 
tolerate for acutely depressed patients, particularly if suicidal.

At the same time, as the safety and tolerability of clinical rTMS became increas-
ingly evident over time [112], researchers grew more comfortable exploring proto-
cols delivering higher TMS doses, either by increasing the number of pulses per 
session, increasing the number of sessions, or both. An early study by Anderson 
et al. [136] explored the safety and tolerability of large doses of TMS in 63 healthy 
young men. They found that TMS delivered at 12,960 pulses per day for 3 days 
(total of 38,880 pulses), at the time the largest known exposure to TMS, was safe 
and tolerable. No seizures were recorded, and headaches occurred at the same sta-
tistical frequency in active TMS vs sham TMS sessions.

Other studies explored whether extending the typical treatment course by 
increasing the number of TMS sessions resulted in better outcomes. On the whole, 
such studies indicate that longer treatment courses result in higher remission/
response rates. As a reference point, early TMS trials for depression, such as the 
multicenter RCT [107] that helped to establish TMS as an efficacious treatment for 
depression, delivered 3000 pulses/session, 5 sessions per week for 3–6 weeks, for a 
total of 45,000–90,000 total pulses per treatment course. This resulted in a 14% 
remission rate (13/92) for the active treatment group vs a 5% remission rate for the 
sham treatment group (remission rates in these early studies were lower than subse-
quent naturalistic studies such as Carpenter 2012 due to adherence to strict proto-
cols). Interestingly, for remitters, only half (6/13) achieved remission by the 3-week 
point; the other half required up to an additional 3 weeks of treatment. An open-
label extension of this study [137] delivered additional TMS treatments (3–6 weeks) 
to subjects that did not remit in the previous study, resulting in an additional 9 
remissions. Similarly, extending treatment for subjects that did not respond to an 
acute 4-week course of deep TMS (rTMS delivered using a specially designed coil 
developed by Brainsway [138]) resulted in a 61% response rate after 4 additional 
weeks of treatment [139]. Finally, a recent study which analyzed trajectories of 
response to rTMS in major depression over 6 weeks of treatment [135] revealed 
that, while a minority of subjects were nonresponders at all time points (n = 43/388), 
all other subjects showed progressive improvements in depressive symptoms (mea-
sured by HAM-D) week by week.

Given the desire for more rapid response to TMS, and studies that indicated 
higher TMS doses result in higher response/remission rates, accelerated protocols 
have been developed which deliver a high number of TMS pulses, compressed over 
days instead of weeks. One early accelerated study conducted by Holzheimer et al. 
[140] delivered 15,000 rTMS pulses over 2 days (1000 pulses per session, 5 ses-
sions on day 1, 10 sessions on day 2) to 14 depressed patients. No seizures were 
reported, but one subject discontinued treatment due to increased suicidal ideation. 
Results were dramatic: a 43% response rate (29% remission) on day 3, with 
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improvements maintained at 3 week and 6-week follow-up. Similarly, another early 
accelerated study by Hadley et  al. [141] which roughly doubled the number of 
pulses given for treatment of depression (6800 pulses per session, 5 sessions/week 
for a total of 34,000 pulses per week) resulted in rapid improvement within 
1–2  weeks, with 67% of subjects reporting decrease in suicidal ideation after 
1 week, with no serious adverse events reported in their 19 subjects.

Relevant to accelerated protocols, an important recent development in TMS has 
been the introduction of theta-burst protocols. Theta burst is a pulse pattern (high-
frequency “bursts” of 3–5 pulses, repeated at low “theta” frequencies) derived from 
endogenous neuronal signaling patterns in the hippocampus that appears to facili-
tate neuroplasticity with high efficiency (reviewed in [142]). Early researchers 
established that rTMS delivered to human motor cortex in an intermittent theta-
burst pattern (3 pulses given at 50 Hz, repeated every 200 ms, for 2 s followed by an 
8 s rest period) could achieve LTP after only 190 seconds (600 pulses) [143]. This 
paved the way for the first randomized sham-controlled study of iTBS for depres-
sion [144], which demonstrated that 10 sessions of iTBS over 2 weeks (each session 
consisting of 1800 pulses delivered over 8.5 min) resulted in a 40% response rate 
(vs 13% for sham). Most recently, Blumberber et  al. [145] demonstrated that a 
3-min intermittent theta-burst protocol (600 total pulses per session) was non-
inferior to the usual 37.5-min, non-patterned rTMS protocol (3000 total pulses per 
session) for treatment of depression. Subjects in both groups improved considerably 
to a statistically identical degree. In other words, delivering rTMS pulses in an inter-
mittent theta-burst (iTBS) pattern sped up treatment sessions by a factor of 10 com-
pared with conventional, non-patterned rTMS, thus opening the door to accelerated 
protocols capable of delivering 10 times the treatment dose of conventional rTMS 
in the same amount of time.

�Putting It All Together: Stanford Accelerated Intelligent 
Neuromodulation Therapy (SAINT)

What is the upper limit of effectiveness of TMS in treating depression? As discussed 
above, previous researchers have established several factors that influence treatment 
outcomes:

	1.	 Targeting location, with optimal results reported when targeting the subregion of 
left DLPFC maximally anticorrelated with sgCC,

	2.	 Dosage, with higher dosages (e.g., more pulses) associated with better treatment 
response,

	3.	 Theta burst, a patterned version of rTMS that is equally effective but 10 times 
more time-efficient than non-patterned rTMS, thus allowing for high potency 
protocols,

	4.	 Compressing sessions to allow for an accelerated treatment course, which 
appears to result in a more rapid response.
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Williams and colleagues devised a protocol combining these four factors (later 
dubbed Stanford Accelerated Intelligent Neuromodulation Therapy, or SAINT 
[146]) to create what may arguably be the most potent, effective, and safe treatment 
for depression currently in existence. Williams first tested the SAINT protocol on a 
small group (n = 6) of depressed patients considered to be at the highest level of 
treatment-refractoriness [147]. To be included in the study, subjects had to be highly 
depressed (score >20 on the HDRS17), tried and failed ECT, tried and failed stan-
dard rTMS, and scored at or above 14/15 on the Maudsley Staging Method (repre-
senting the highest level of treatment-refractoriness for non-psychotic depressions, 
indicating >10 failures of previous adequate medication trials). All subjects met 
criteria to be considered for deep brain stimulation and were profoundly function-
ally impaired. The average length of the current depressive episode at time of study 
was 14.8 years.

Each subject received resting-state fMRI scans from which coordinates were 
derived locating the precise region of left DLPFC maximally anticorrelated with 
sgCC activity. These coordinates, which were unique for each individual, were then 
used with neuronavigation methods to target the TMS coil to the optimal location 
with high precision and reliability. Subjects received the highest-intensity exposure 
to TMS of any treatment to date: 5 days of treatment, 10 sessions per day, each ses-
sion lasting 9 min and delivering 1800 pulses in an intermittent theta-burst (iTBS) 
pattern. As the usual iTBS protocol for depression involves the delivery of 18,000 
pulses over 30 sessions (600 pulses per session, 1 session per day, for 30 sessions) 
[145], subjects receiving the SAINT protocol essentially received the equivalent of 
a full “regular” iTBS treatment course (18,000 pulses) compressed into a single day, 
which was then repeated over 5 days, for a total of 90,000 pulses—the highest TMS 
dose ever attempted in humans to that point.

Remarkably, this high dosage appeared to be both safe and tolerable. No major 
adverse events, including seizures, were reported. Neuropsychological testing con-
ducted before and after treatment indicated no impairment in any cognitive domain. 
Most remarkably, in this population of patients whose average length of current 
depressive episode was 14.8 years, a single 5-day course of TMS treatment resulted 
in a mean 76% drop in HDRS-17 scores, with 5/6 subjects meeting criteria for 
response after the fifth day (4/6 met criteria for remission). As can be expected for 
this highly treatment-refractory population, however, durability of gains was an 
issue: 2 weeks after treatment, only 2/6 subjects still met criteria for response, and 
after 4 weeks, all 6 subjects had relapsed. Still, Williams’ study shows a glimpse of 
the potential power of TMS as a depression treatment.

Williams and colleagues followed up their 2018 study with a larger cohort of 21 
subjects with treatment-resistant depression [146]. Although average level of treat-
ment resistance was high (subjects had tried and failed an average of 5.9 adequate 
antidepressant trials and had an average Maudsley Staging Method score of 10.1), 
subjects were not as treatment-resistant as the 2018 study (those subjects all had 
Maudsley scores ≥14). In this slightly less treatment-resistant population, a single 
5-day course of TMS using the SAINT protocol achieved stunning results: 19/21 
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patients (90.5%) achieved remission after the fifth day of treatment; after 1 month, 
70% continued to meet criteria for response (60% met criteria for remission).

Again, no serious adverse events were reported, and treatments were well tol-
erated, with the main reported side effects being fatigue and some discomfort at 
the stimulation site and in facial muscles during stimulation. Again, neuropsycho-
logical testing revealed no impairment in any domain tested, and in fact improve-
ments were noted in some domains such as cognitive inhibition, which is not 
unexpected given that rTMS applied to the DLPFC increases prefrontal cortical 
activity [109].

In a follow-up study [148], Williams and colleagues directly compared TMS 
delivered with the SAINT protocol to ECT for treatment of severe depression in a 
small sample (n = 15) of highly depressed, suicidal hospitalized patients. After just 
5 days of TMS, 86% of patients achieved response (73% remission), which com-
pared favorably with ECT which achieved 73% response (67% remission). In con-
trast, the effects of TMS treatment were much more rapid; response was achieved 
after an average 2.7 days of TMS treatment (3.5 days to remission). In contrast, 
response was achieved with ECT after an average of 18.5  days of treatment 
(31.3 days to remission). Reflecting these differential time-courses of improvement, 
TMS patients were hospitalized for much shorter periods of time, an average of 
8.4 days, compared to 22.3 days for ECT patients.

These three studies were limited by the lack of randomized sham control groups. 
Thus it was possible, though unlikely (given the highly treatment-refractory nature 
of enrolled subjects), that positive results were due to the placebo effect. This con-
cern has been laid to rest with the Williams group’s latest study [149] a placebo-
controlled double-blinded study which demonstrated a 78.6% remission rate in 
individuals with treatment-resistant depression after 5 days of SAINT treatment, 
compared with 13.3% remission rate in the sham treatment group. The effect size 
was so large and statistically significant that the trial was halted midway, at the 
planned interim analysis. Based on these remarkable results, on September 6, 2022 
the FDA issued 510(k) clearance via its Breakthrough Device Designation pathway 
to Magnus Medical Inc. for the use of the SAINT protocol in the treatment of 
treatment-resistant Major Depressive Disorder in adults, opening the door to wide-
spread clinical use. [https://www.magnusmed.com/press-releases/magnus-medical-
receives-fda-clearance-for-the-saint-neuromodulation-system/]. It is worth 
mentioning that although TMS is a highly effective treatment for depression, it is 
not a cure. Durability of response can vary from subject to subject, and, similar to 
ECT, maintenance treatments may be necessary to maintain gains in some, a field of 
very active research currently [150]. As a whole, however, the TMS literature offers 
a tantalizing glimpse of a possible post-depression future—a future in which major 
depression is relegated from its current position as the fourth leading cause of dis-
ability worldwide [151], to a chronic but highly treatable condition characterized by 
long symptom-free intervals punctuated with brief relapses treated with 
neuromodulation.

This discussion of TMS has focused mainly on its remarkable qualities as a 
treatment for major depression. In theory, any brain-based illness involving 
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dysfunction of circuits accessible to TMS magnetic fields should be amenable to 
neuromodulation and treatment. TMS-based approaches have already achieved 
FDA approval for the treatment of OCD [152] and smoking addiction, and other 
indications such as PTSD [153] appear close at hand based on promising prelimi-
nary studies.

�A Next Big Thing: Focused Ultrasound

As discussed above, neuromodulatory approaches to psychiatric treatment hold 
enormous promise, particularly as researchers continue to refine maps of dysfunc-
tional brain circuitry. The first of these approaches, DBS, offers excellent spatial 
and temporal precision, but applications will likely be limited by its invasive nature. 
The second approach discussed, TMS, has already proven itself as a highly effective 
treatment for a number of psychiatric conditions. Since FDA approval in 2008, 
TMS has emerged as arguably both the most effective and safest treatment for major 
depression, particularly in treatment-resistant populations. TMS coils, however, 
offer relatively poor spatial precision, and effects are limited to superficial (e.g., 
cortical) targets due to the physics of magnetic field decay. Although magnetic field 
properties and spatial resolution can be manipulated to a certain extent by coil 
design, in all cases fundamental physics dictate a depth-focality tradeoff—stimula-
tion of deeper areas requires stronger currents and/or larger coils which increase the 
volume of brain stimulated (thus less focal) and increase seizure risk [99].

The ideal example of neuromodulation would be a technology which permits the 
ability to safely and noninvasively excite or inhibit any point(s) in 3 dimensions of 
brain-space with high spatial and temporal precision. Focused ultrasound, which 
combines the spatial and temporal precision of DBS with the noninvasive nature of 
TMS, appears poised to fulfill this role in the near future.

Diagnostic ultrasound imaging, which has been in wide clinical use for decades, 
generates images by analyzing reflections of low-intensity sound waves generated 
by a single transducer as they bounce off various bodily tissues and fluids. The FDA 
has established guidelines for ultrasound imaging [154] that limit acoustic energies 
to levels considered safe enough for routine fetal monitoring [155]. Focused ultra-
sound, on the other hand, typically employs multiple transducers arrayed around the 
head and focused to summate at a target of interest, similar to gamma-knife radio-
surgery [156]. Focused ultrasound beams are capable of penetrating past the skull 
deep into the brain and can be marshalled at high intensity to ablate brain tissue (via 
heating) with millimeter accuracy [157]. The FDA has recently approved the use of 
such high-intensity focused ultrasound (HIFU) systems to treat medication-
refractory essential tremor [158] and tremor-dominant Parkinson’s disease [159]. 
For these conditions, high-intensity ultrasound waves intersect to create tiny ther-
mal lesions in the thalamus, thus avoiding the need for open brain surgery.

More relevant to neuromodulation, in the 1950s Fry and colleagues discovered 
that while high-intensity focused ultrasound could focally ablate tissue, 
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lower-intensities could reversibly inhibit brain activity in a localized manner [160]. 
Decades of subsequent research in animal and human studies since have led to the 
discovery and refinement of ultrasound parameters and protocols (collectively 
dubbed low-intensity focused ultrasound, or LIFU) which appear to be capable of 
modulating brain activity safely, reversibly, and with millimeter localization 
(reviewed in [157]). In particular, the advent of intermittent pulse protocols, which 
deliver ultrasound waves in brief pulses rather continuously, have allowed research-
ers to safely modulate brain tissue with very low energies (e.g., less than 100 W/
cm2), similar or lower than used in ultrasound imaging (reviewed in [161]).

Focused ultrasound technology has currently reached the point where it can repli-
cate a virtual DBS needle to focally stimulate motor and sensory brain areas, eliciting 
action potentials that give rise to discrete sensations and movements [163–165]. By 
manipulating pulse frequency and duration, researchers have discovered ways to 
focally increase or decrease brain excitability in a long-lasting manner [157], thus 
opening the door to therapeutic applications. For example, Beisteiner and colleagues 
recently reported the first patient study in which transcranial pulsed ultrasound (TPU) 
was demonstrated to improve cognition in subjects with Alzheimer’s disease by focal 
stimulation of brain memory networks, an effect that lasted until the end of the study 
at 3 months [165]. Relevant to psychiatric illness, Sanguinetti and colleagues recently 
demonstrated [166] that transcranial ultrasound targeted to the right ventrolateral 
prefrontal cortex (R-VLPFC), a region of brain implicated in cognitive control and 
mood regulation, improved mood in healthy volunteers 30  min after stimulation. 
Examination of functional connectivity with rs-fMRI revealed changes in connectiv-
ity consistent with mood elevation, such as an increase in connectivity in cognitive 
control networks involving the DLPFC, and decrease in connectivity of the default 
mode network, which other studies have strongly implicated in depression [130].

While the mechanism of action of LIFU-induced neuromodulation is unclear, it 
is not thought to involve thermal effects, due to the very low energies involved, lack 
of evident heating when analyzed with MR-thermography [161], and lack of heat 
damage in histological studies which have examined this issue [157]. Rather, the 
mechanism is thought to be mainly related to mechanical stretching of neuronal 
membranes, which can activate and modify kinetics of voltage-gated ion channels, 
thereby affecting neuronal excitability [167]. Other contributory mechanisms may 
include the formation of bilayer sonophores, non-damaging cavitation, and modula-
tion of neurotrophic factor activity (reviewed in [161]). Similar to TMS, long-lasting 
effects of ultrasonic pulse trains (inducing facilitation or inhibition) are presumably 
due to cellular learning processes such as LTP and LTD [168].

�Just Add Nanoparticles

Although LIFU can directly modulate neural tissue, researchers have discovered 
that it’s capabilities can be extended even further by adding nanoparticles. For 
example, Hynynen, McDannold et  al. [169, 170] discovered a highly efficient 
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method to focally open the blood–brain barrier (BBB) by combining LIFU with a 
microbubble contrast agent such as Optison (copyright GE Healthcare). Such 
agents, which are already FDA approved for use as contrast agents for diagnostic 
ultrasound, appear to concentrate ultrasound waves to the vascular wall, allowing 
focal and reversible disruption of the BBB at very low power levels that appear to 
be safe to surrounding tissues. Initial studies in humans have demonstrated the fea-
sibility of this method to safely and temporarily open the BBB in patients with 
Alzheimer’s [171] and amyotrophic lateral sclerosis (ALS) [172], which may 
one day allow targeted delivery of large molecule therapeutics that would otherwise 
be hindered by the BBB.

Airan and colleagues have developed another approach [173]: nanoparticles 
which can be loaded with bioactive drugs. When unperturbed, bioactive molecules 
are inert due to encapsulation within nanoparticles; however, when perturbed by a 
burst of focused ultrasound, nanoparticles can be induced to release their load, thus 
enabling focal delivery of bioactive drugs. Using this approach, Airan and col-
leagues demonstrated the ability to focally uncage propofol (a small molecule anes-
thetic that readily crosses the BBB), resulting in suppression of seizure activity in a 
mouse model of epilepsy [173] and neuromodulation at the local site of drug 
release—effects which propagated across whole-brain networks functionally con-
nected to the site [174].

Finally, researchers are advancing methods that combine ultrasound approaches 
with other interventional modalities such as optogenetics, potentially allowing even 
more neuromodulatory precision. Optogenetics, a field pioneered by Karl Deisseroth 
[175], involves the insertion of light-sensitive ion channels into selective neuronal 
populations using genetic targeting techniques. Optogenetics has revolutionized the 
study of the brain by allowing the manipulation of individual brain circuits with 
exquisite precision, thereby allowing testing of causality in unprecedented detail. 
Modulating optogenetically modified brain circuits in vivo typically requires the 
insertion of fiber optics into the brain to deliver light to neurons of interest, obvi-
ously limiting its applications in humans.

Focused ultrasound offers a way to focally activate genetically targeted neurons 
noninvasively. For example, Ibsen and colleagues have devised mechanosensitive 
ion channels that can be inserted into neuronal populations of interest in C. elegans 
with genetic targeting [176]. Genetically targeted neurons can then be selectively 
activated with low-powered focused ultrasound; they dubbed this approach “sono-
genetics.” In another approach, Wu et  al. [177] invented mechanoluminescent 
nanoparticles which are capable of storing and releasing light under controlled con-
ditions. In theory, such nanoparticles can be introduced into the circulation, 
“charged” with light in the periphery, and induced to release light in the brain by 
application of focused ultrasound. The released light can then drive optogenetically 
modified circuits.

Such approaches, which combine focused ultrasound with genetic targeting, 
offer another layer of precision than focused ultrasound alone. Current focused 
ultrasound approaches can stimulate millimeter-sized regions of brain tissue, but in 
a relatively non-selective manner, akin to a DBS electrode [161]. By adding genetic 
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targeting, the effects of focused ultrasound can be further limited to selected neuro-
nal populations within the stimulated area, giving rise to a method with exquisite 
control at temporal, spatial, and neuronal population levels.

One of the exciting features of focused ultrasound approaches is that clinical 
translation from the lab to human patients appears highly feasible. Clinically ori-
ented ultrasound systems can be built in a modular fashion by modifying and incor-
porating technologies that are already available and FDA approved. For example, 
MR-guided focused ultrasound systems for treatment of essential tremor already 
exist and have received FDA approval for this purpose [178]. The FDA has already 
established guidelines outlining safe operating parameters for diagnostic ultrasound 
imaging [154], which LIFU can readily adopt. Microbubble contrast agents such as 
Optison (copyright GE Healthcare) are FDA approved and widely used in diagnos-
tic ultrasound imaging. Drug-carrying nanoparticles invented by Airan and col-
leagues were constructed with components and methods already approved by the 
FDA for clinical use in other contexts [173].

Further, human engineers have had centuries of experience in the manipulation 
of waves, for example, in the field of optics [179]. Such experience is currently 
being leveraged to produce breakthroughs in acoustic metamaterials (artificial 
materials constructed at the atomic level to produce materials with radically uncon-
ventional properties) to create acoustic hyper-lenses capable of focusing sound 
waves with unprecedented precision [179]. Advances in the manufacture of micro-
scale ultrasonic transducers, combined with advances in computer modeling to con-
trol the behaviors of multiple arrays of such transducers, will enable precise adaptive 
neuromodulation of multiple brain foci simultaneously (reviewed in [161]).

�Closing Thoughts: What Are the Ethical Limits 
of Neuromodulation?

From a historical perspective, advances in science have fundamentally been driven 
by the invention of new tools (see Table 2.1). The invention of the telescope in the 
early 1600s enabled astronomers such as Galileo to map the heavens in detail and 
provide experimental validation of Copernicus’ heliocentric model of the solar sys-
tem [183]. The invention of the microscope enabled Cajal and Golgi at the turn of 
the nineteenth century to elucidate the neuron as the fundamental unit of the brain 
[8]. In the twentieth century, humans have advanced from crude, X-ray based visu-
alizations of the brain (pneumoencephalography) to extremely high-resolution MRI 
imaging, whose most powerful machines are currently capable of safely imaging 
the human brain at 10.5 T with 0.4 mm resolution [184].

In the twenty-first century, further advances in MRI imaging methods have 
enabled visualization of brain activity (fMRI) and brain connectivity (DTI, 
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Table 2.1  Historical examples of tools for neuroscience research and neurotherapeutics

Year 
discovered/
invented Structural imaging Activity imaging Neurointervention

1895, 
Roentgen

X-ray imaging
First imaging modality 
able to visualize hard vs 
soft tissues noninvasively
Poor resolution for soft 
tissues such as the brain

1918, Walter 
Dandy

Air ventriculography
X-ray visualization of 
ventricles by injecting air 
into ventricles.
Invasive, painful, low 
resolution

1927, Egaz 
Moniz

Cerebral angiography
X-ray visualization of 
cerebral vasculature by 
injection of radiopaque 
contrast materials

1960s, 
Godfrey 
Houndsfield

CT scan
First noninvasive modality 
able to image human brain 
tissue in vivo
Relatively low resolution, 
high radiation dose 
(technique based on 
reconstruction from 
multiple X-rays)

1975, 
Ter-Pogossian 
et al. [15]

– PET scan
Requires injection of 
radioactive particles

1970s, 
Lauterbur and 
Mansfield

MRI
Better resolution than CT, 
no radiation

1990, Ogawa 
et al. [24]

– fMRI
Higher resolution 
than PET, radioactive 
particles not required; 
hemoglobin acts as 
contrast agent

1990, 
Moseley et al. 
[180]

DTI
Visualizes anatomical 
connectivity by tracking 
diffusion of water 
molecules

(continued)
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Table 2.1  (continued)

Year 
discovered/
invented Structural imaging Activity imaging Neurointervention

1995, Biswal 
et al. [181]

Rs-fMRI
Visualizes functional 
connectivity by 
correlating activity 
between brain 
regions

1995, George 
et al. ([60], 
[61])

TMS for depression
Moderate spatial precision, 
high temporal precision, 
limited to superficial (i.e., 
cortical) targets; 
noninvasive

2005, 
Deisseroth 
et al. [3]

Optogenetics
Insertion of light-sensitive 
ion channels into 
genetically targeted 
neuronal population
Requires insertion of fiber 
optic cable into the brain for 
neuromodulation

2005, 
Mayberg et al. 
[4]

DBS for depression
High spatial and temporal 
precision, but invasive

2014, Legon 
et al. [182]

Focused ultrasound for 
neuromodulation in humans
High spatial and temporal 
precision, able to hit deep 
targets.
Noninvasive
precision can be enhanced 
by combining with 
optogenetics and 
nanoparticles

rs-fMRI), allowing the compilation of high-resolution maps of brain circuitry. 
Large-scale consortiums such as the Human Connectome Project, funded in part by 
the BRAIN initiative, have collected thousands of high-quality human connectome 
maps and made them freely accessible to the public. Such connectome maps repre-
sent a fundamental new tool for the research community, and have already enabled 
the discovery of invaluable insights, such as optimal targeting of focal neurointer-
ventions. With focused ultrasound, medicine is poised on the brink of a neuromodu-
lation tool capable of safely targeting and tuning the activity of multiple brain loci 
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simultaneously, sculpting neural pathways with efficiency and precision… which 
raises some interesting ethical questions.

Just as LASIK (laser in-situ keratomileusis) revolutionized the treatment of 
refractive eye conditions by mapping, modeling, and correcting the optical proper-
ties of the eye by resculpting the cornea with a laser [185], one day in the near future 
it may be possible to map out an individual’s brain activity and connectivity, com-
pare such maps to normative databases, then correct aberrations by resculpting neu-
ral pathways with targeted neuromodulation—in essence, “LASIK for the brain.” 
As discussed earlier, elementary forms of these approaches are already being used 
by interventional psychiatrists with success to treat major depression. The potential 
of neuromodulation, however, extends far beyond treatment of disease; in principle, 
targeted modification of neural pathways could be used to change any thought or 
behavior of interest.

Such capabilities raise the question of when medical intervention is warranted. 
There is little disagreement about the appropriateness of treating generally accepted 
medical conditions that are highly impairing and cause intense suffering, such as 
major depression, but what about milder conditions?

As one example, the neurodiversity movement has emphasized the idea that, to a 
certain extent, unusual variations in human brains (and the thoughts/behaviors aris-
ing from such brains) can be reframed in a positive light, as features rather than 
defects of the brain that ultimately enhance survival and enrich the collective human 
condition [186]. Recent research in conditions such as autism reinforces the general 
concept of human conditions and abilities as lying on a spectrum [187], often with 
no clear bright line dividing “disease” from unusual-but-potentially-beneficial vari-
ations, particularly when benefits are considered in a broader context. 
Neuromodulation has the potential to resculpt brains to fit a predetermined ideal, 
but overzealous pursuit towards a simplistic ideal risk creating a cognitive monocul-
ture, with all the attendant risks of monocultures. What would have happened to 
Beethoven, and his music, if he was treated with Prozac?

As neuromodulatory approaches become safer and more widely available, the 
temptation to use such technologies beyond disease treatment will inevitably arise, 
and with them, a slew of ethical considerations related to issues of coercion, fair-
ness, integrity, and moral acceptability (“the yuck factor”) [188]. Ethical consider-
ations raised by neuromodulation are the latest instantiation of such concerns, which 
were raised previously by the advent of safe(r) antidepressants such as Prozac in 
treating subclinical conditions (what the psychiatrist Peter Kramer dubbed “cos-
metic psychopharmacology”[189]), the increasing availability of purported cogni-
tively enhancing pharmaceuticals such as Ritalin [190], and increasing sophistication 
of gene editing techniques such as CRISPR [191], to name a few.

Ethical issues raised by neuromodulation go beyond previous biological inter-
ventions due to its potentially greater safety, specificity, and effectiveness, as well as 
the special status accorded to the brain as the organ of the mind. Conundrums will 

2  Neuroinnovation in Medicine: History and Future



44

likely arise from sometimes conflicting goals between individuals and the greater 
society. As explored in Chap. 11, on the one hand, individuals may want to utilize 
neuromodulation to enhance their abilities. Will this give such individuals an unduly 
unfair advantage over others, or is this simply another manifestation of “the usual” 
unfair advantages accorded to individuals with high socioeconomic status, such as 
access to better nutrition, education, and training?

On the other hand, as explored in Chap. 10, societies may want to forcibly impose 
neuromodulatory treatments on individuals in certain situations, for example, to 
increase empathy in criminal psychopaths [192], or to decrease pedophilic drives in 
sexual offenders. Such speculations are no longer the realm of science fiction; the 
strategy of selecting and inhibiting specific behaviors and drives by targeted neuro-
modulation is already being utilized clinically—and with high effectiveness—to 
treat specific compulsions with TMS in patients with OCD [152]. Is neuromodula-
tory modification of behavior an extension of other types of involuntary treatments 
already in widespread use, such as forcible medication of psychotic individuals, or 
chemical castration of sexual offenders [193] or, as legal scholars such as Nita 
Farahany have argued [194], is neuromodulation something fundamentally different 
because it directly infringes on an individual’s freedom of thought, which is argu-
ably the basis of all other liberties?

In the twenty-first century, humans have become increasingly adept in learning 
how to manipulate our environment, including our bodies and minds, but the 
thorny issue of what is appropriate to manipulate, and when, continue to be ongo-
ing and open-ended questions that science alone will be unable to answer. 
Neuromodulation is a tool with great potential, but the same features that make it 
so compelling as a medical treatment (precision, safety, effectiveness) are the 
same features that make it so attractive for enhancement or, more darkly, coercion, 
and mind control. How each society decides to use such tools ultimately rests on 
the moral intuitions of individuals in that society, and their collective expression in 
the rich overlapping tapestry of public policies, regulations, laws, and culture that 
bind society together.

Key Points

	1.	 Diffusion tensor imaging (DTI) is an MRI-based imaging approach that visual-
izes anatomical connectivity in the brain by tracking diffusion of water 
molecules.

	2.	 Resting-state functional magnetic resonance imaging (rs-fMRI) is an MRI-
based imaging approach that visualizes functional connectivity in the brain by 
identifying brain regions whose activity levels are temporally correlated.

	3.	 Distributed processing is a currently widely accepted model of brain function 
which posits that the brain accomplishes complex tasks by dynamically recruiting 
specialized brain modules which act in a coordinated, circuit-based manner via 
functional connections.

	4.	 The Human Connectome Project is a publicly funded neuroscience consor-
tium which aims to create definitive high-resolution maps of human brain cir-
cuitry pooled from large populations with DTI and rs-fMRI imaging.
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Questions to Consider

	1.	 What are the clinical implications of recent findings that demonstrate the exis-
tence of different neural subtypes of major depression?

	2.	 What are the relative advantages and disadvantages of neuromodulation 
approaches such as optogenetics, DBS, TMS, and focused ultrasound?

	3.	 How should neuromodulation be regulated for purposes other than disease 
treatment?

	4.	 Is neuromodulation fundamentally different from other forms of biological 
intervention, such as medications and gene therapy? How is it different? How is 
it similar?

	5.	 Under what circumstances should society allow forcible neuromodulation of 
individuals? How is forcible neuromodulation different from involuntary treat-
ment with medications?
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Chapter 3
Clinical Neuroinnovation: Ethical 
Frameworks and Emerging Issues

Max Kasun, Laura B. Dunn, Barton W. Palmer, Jane Paik Kim, 
and Laura Weiss Roberts

�Introduction

Brain-based illnesses (i.e., psychiatric, neurological, neurodevelopmental, neurode-
generative, and substance use disorders) contribute to immense personal, familial, 
societal, and economic costs worldwide, including premature mortality and high lev-
els of disability [1, 2]. The great personal and societal devastation attributable to 
these illnesses—combined with the reality that even the best available treatments are 
inadequate in the treatment of many individuals—together create the imperative for 
further advancement in neuroscience to enhance our models of disease etiologies and 
their underlying mechanisms, test disease-modifying treatments, and develop inter-
ventions for complex symptom patterns (e.g., behavioral, cognitive, and neurological 
comorbidities). Extraordinary neuroinnovations—defined as new approaches and 
tools that contribute to the treatment of brain-based illness—have already improved 
the lives of patients [3, 4]. Future generations of clinical neuroinnovations hold 
immense promise for identifying the concrete origins and presentations of brain-
based diseases and for improving humanity’s capacity to reduce their great burden.
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The shared and primary moral and intellectual mission of clinicians and bio-
medical researchers is to reduce the emotional, social, functional, and economic 
hardships associated with mental and physical disorders. One of the foundations for 
this mission is the public’s trust in medical professionals and institutions [5]. 
However, the history of medicine in general, and of psychiatry and neurology spe-
cifically, provide many examples of excitement, hype, and apparent promise—fol-
lowed by disappointment, unintended consequences, and outright harms [6, 7]. 
Even the most prescient of ethics codes designed to prevent ethical failures can 
gradually lose prescriptive utility as their historical, cultural, and intellectual con-
texts elapse. Public trust is therefore hard-earned, conferred on medicine only 
through habits of active and systematic ethical analysis.

Modern bioethical inquiry includes multiple approaches that are jointly essential 
for establishing a coherent sense of what is good and right in the act of caring for 
human beings, including in situations that create ethical dilemmas. Neuroethical 
inquiry makes use of these same approaches because it shares this overarching pur-
pose. Three foremost approaches are empirical (or descriptive) ethics, normative (or 
prescriptive) ethics, and principlism [8]. Empirical ethics is an approach that describes 
and studies, through observation and experimentation, the broad array of ethical 
issues and questions that accompany clinical research. Many ethical issues in clinical 
neuroinnovation can be anticipated and resolved through empirical attunement to the 
individuals who assume their societal, professional, and individual benefits and risks. 
For moral questions for which sufficient answers may not be available empirically—
namely, questions of how to act, given our observations—normative ethics can offer 
ways of reaching a justifiable action. Normative ethics extend from traditions in moral 
philosophy; some of them—though outside the scope of this text—are Kantianism, 
utilitarianism, and deontology. Complementary to empirical and normative approaches 
are bioethical principles that have guided research through the past half-century, such 
as nonmaleficence, beneficence, justice, respect for persons, and autonomy. Bioethical 
principles represent key outcomes of normative thought to which the medical com-
munity has ascribed special and enduring value. These topics are discussed further in 
the following sections, “Historical background to ethical issues: principles and 
norms” and “Assessing ethical aspects of clinical neuroinnovation.”

Neuroinnovations of the past several decades represent cultural, intellectual, tech-
nological, and pragmatic transformations that cause them to differ from neuroinnova-
tions of the twentieth century. This earlier period included the birth of basic 
neuroimaging tools and device-based therapies that are still central to research and 
treatment of brain-based illness, including magnetic resonance imaging (MRI), elec-
troencephalography (EEG), deep brain stimulation (DBS), transcranial magnetic stim-
ulation (TMS), pharmacological therapies, and sense-restoring implants. The current 
generation of neuroscience, as conceptualized by the NIH BRAIN Initiative, is a more 
integrated effort to discover cell diversity, map circuits at multiple scales, dynamically 
visualize the functioning brain, demonstrate neural circuit causality, identify funda-
mental principles of mental processes, support neuroscience research networks, and 
develop comprehensive models of cognition, emotion, perception, and action [9].

Many recent transformations in neuroinnovation have been driven by advance-
ments in computational utilities and approaches that enable us to exceed the 
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capabilities of natural cognitive systems. Important achievements in this category 
include the capability to collect, model, and run optimization and analysis functions 
on big, multi-modal data, as well as developments in artificial intelligence (especially 
computer vision, machine learning (ML), and natural language processing (NLP)) to 
enhance diagnoses, prognoses, and treatments [9]. Emerging applications of compu-
tational methods have been proposed and studied for high-dimensional systems prob-
lems (e.g., distinguishing the neural correlates of specific behaviors, or finding 
optimal solutions for day-to-day resource allocation objectives in healthcare systems) 
[10, 11]. Achievements already made in deriving improved taxonomies of neural cir-
cuit types may soon lead to more finely personalized circuit-based interventions [12].

Artificial intelligence may soon help us more effectively navigate the explore-
exploit tradeoffs of neuroscientific inquiry itself—as evidenced by promising 
hypothesis-testing simulators of brain disorder pathologies that are orders of magni-
tude larger and more resource-efficient than human-run trials [13, 14]. Artificial 
intelligence is being explored as a means of enhancing knowledge production, 
including through the systematic capturing of knowledge from research studies and 
automation of the labor-intensive synthesis of research findings [15]. Collectively, 
neuroinnovations are rapidly transforming the culture of research, raising many new 
ethical concerns. Some concerns relate to novel challenges for traditional ethical 
safeguards (e.g., informed consent and personal data protections), while others relate 
to theoretical questions, such as the epistemic capabilities and medically acceptable 
roles of machine agents. Examples of such ethical concerns are given at the end of 
this chapter in the section titled “Application of modern ethical models in 
neuroinnovation.”

The social science dimension of ethical inquiry on neuroinnovation is quickly 
evolving as well. Many of the individuals who collaborate in the creation and use of 
neuroinnovative tools now work outside of public and/or academic institutions, may 
be committed to or familiar with varied ethics codes (or none at all), and may hold 
different views about their enterprises’ primary problems and goals. There is there-
fore major ethical interest in increasing attunement to the perspectives of the diverse 
stakeholder groups who impact and are impacted by modern research, policy, and 
translation, including neuroscientists, engineers, ethicists, legal scholars, policy-
makers, clinicians, and patients. A more empirically informed and coherent founda-
tion for ethics in neuroinnovation is essential to ensure that mutualism prevails 
among disciplines, to sustain the public trust, and ultimately to maximally protect 
the rights and welfare of patients and the wider public.

The immense and boldly ambitious NIH BRAIN Initiative—whose goal is to “to 
produce a revolutionary new dynamic picture of the brain that, for the first time, 
shows how individual cells and complex neural circuits interact in both time and 
space”—explicitly recognized the relevance and importance of contemplating and 
addressing ethical issues in innovative neuroscience as this groundbreaking research 
proceeds [16]. With an extraordinarily rich and diverse range of research projects, 
the BRAIN Initiative has laid the foundation for revolutionary advances in clinical 
applications of innovative neurotechnologies. In addition, outside of the BRAIN 
Initiative itself, numerous other research entities are also making inroads into under-
standing and manipulating the brain.
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As these phenomenal research advances proceed from animal and organoid models 
to human trials, attention to the numerous ethical issues accompanying them will remain 
vital to reinvigorating and sustaining the public’s trust in the research community. In this 
chapter, we describe the complementary prescriptive, principles-based, and empirical 
(descriptive) approaches to analyzing the ethical aspects of clinical neuroinnovation.

�Historical Background to Neuroethics: Principles and Norms

Neuroethics extends from the long intellectual and legal tradition of bioethics which 
has elevated a range of core principles. While ethical principles can be formulated 
as ideals, they function in everyday health care to guide how we reason in circum-
stances where the particulars may be complex, unfamiliar, or even new, the princi-
ples may exist in tension, and the best course of action may be especially hard to 
determine. The 1979 “Belmont Report” of the National Commission for the 
Protection of Human Subjects of Biomedical and Behavioral Research remains a 
landmark document guiding ethical human research [17]. The three core ethical 
principles identified and described therein are respect for persons, beneficence, and 
justice. Of note, respect for persons includes two components that are themselves 
sometimes in tension—respect for individuals as autonomous agents and protection 
of those with diminished autonomy. Beneficence also has two components, i.e., one 
proscriptive (nonmaleficence) and one prescriptive (promotion of good). Although 
sometimes overlooked in operationalization of research ethics, Beauchamp & 
Childress [18] note that “principles of beneficence potentially demand more than 
the principle of nonmaleficence because agents must take positive steps to help oth-
ers, not merely refrain from harmful acts” (p. 165). Similar prescriptive beneficence 
considerations were also noted within the Belmont Report in regard to the societal 
obligation to support sound and ethical research that has potential to enhance our 
understanding of disease, and to lead to more effective and safer prevention and 
intervention methods.

Similarly, the principle of justice is not solely proscriptive (the avoidance of 
exploiting segments of the population due to vulnerability or convenience); it also 
requires equitable distribution of the opportunity to benefit from the insights and 
tools generated by research. In short, a major conceptual contribution of the Belmont 
Report was to affirm that ethics are not merely a list of prohibitions: they also 
strongly demand development and support of otherwise ethically and scientifically 
sound research that holds promise to promote and advance human wellbeing. Much 
of the current and foreseeable neuroinnovative research meet this latter description. 
In addition, the Belmont Report emphasized that there are often not straightforward 
answers to ethical dilemmas; rather, resolving them requires thoughtful balancing 
of ethical principles that are in tension.

The so-called Common Rule (i.e., common to many different U.S. federal agen-
cies), instituted in the United States in 1981, built upon the foundation of ethical 
principles laid out in the Belmont Report to establish an explicit system of regula-
tions for research involving human subjects. The main effects of the Common Rule 
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were to define a human subject (i.e., as any living person about whom a researcher 
obtains data), and to define categories of “vulnerable” individuals requiring addi-
tional protection due to the potential for greater risks related to physical health and/
or informed consent, including prisoners, pregnant women, fetuses, newborns, and 
children [19]. A major revision to the Common Rule was added in 2018. This revi-
sion broadened the initial definition of “obtaining data” to “using, studying, or ana-
lyzing individuals’ information or biospecimens or generating identifiable private 
information or identifiable biospecimens,” reflecting ethical concerns raised by 
advances in computing and many advances in biomedical innovation. The revision 
also newly excluded several data-collecting activities from the definition of 
“research” requiring IRB approval, including public health surveillance, criminal 
justice or investigative functions, certain national security purposes, and scholarly 
and journalistic activities that utilize biographical data [20].

In the time since the advent of the Common Rule, a semantic shift has taken 
place—in which the language of “human subjects” has moved increasingly towards 
a more participatory and volunteer-centric tone [21]. This shift reflects a growing 
awareness of the importance of the perspectives of individuals who participate in 
research regarding a broad range of ethical issues in research [22]. Accompanying 
this evolving awareness, a growing body of empirical work has illuminated the indi-
vidual factors at play in research decision-making, including factors that can 
threaten fully authentic and voluntary participation in research. Some of this work 
has overturned prior assumptions in medicine and in broader society about the rela-
tive strengths and weaknesses of populations considered vulnerable due to mental 
or physical health conditions.

For example, although individuals with mental illnesses such as schizophrenia had 
often been presumed to lack the capacity to make research decisions, a body of work 
that emerged in the 1990s and subsequent decades documented the wide range of 
interindividual differences in decision-making capacity among individuals with men-
tal illnesses [23–30]. Reflecting increased understanding of this heterogeneity and 
awareness of ethical risks associated with presuming impairments in decisional capac-
ity without holistic and sustained assessment of individual patients, the term “indi-
viduals with impaired decision-making capacity” has replaced “handicapped or 
mentally disabled persons” as a vulnerable category in the Revised Common Rule [20].

�Assessing Aspects of Clinical Neuroinnovation

As discussed further in Chap. 15, “Qualitative findings: A focus on professional 
stakeholder perspectives on the environments and challenges of innovative neuro-
science research,” numerous aspects of neuroinnovation are shaped not only by sci-
entific contexts and technological capabilities, but also by regulatory and industrial 
pressures. Research related to the brain and all other research in the clinical context 
is within the jurisdiction of ethical regulations set forth by the Department of Health 
and Human Services (the entity responsible for the Common Rule), the NIH, the 
Food and Drug Administration (FDA), and other federal health institutions.
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In contrast, privately funded research involving human volunteers is not sub-
ject to the provisions of the Common Rule [23], but rather is subject to the FDA’s 
Code of Federal Regulations (CFR), which contains provisions somewhat analo-
gous to those of the Common Rule. These provisions apply to research related to 
drugs, biological products (including organoids, biospecimens, and derived data), 
and medical devices, including neurotechnologies [31]. Increased attention has 
recently been called to areas where these two regulatory codes diverge, particu-
larly where there may be ambiguities that could reduce safeguards for protection 
of human participants [32]. Emerging technologies raise new contexts where ethi-
cal concerns play out; for example, issues raised by digital mental health applica-
tions and their use and retention of personal health data remain largely unaddressed 
in these codes [33, 34]. Numerous additional ethical concerns will continue to 
emerge in the context of human trials for neurotechnologies such as brain–machine 
interfaces—for example, as prefigured by prototypes developed by researchers at 
Neuralink [35]. To the extent that such issues remain unaddressed (or inadequately 
addressed), neuroinnovations extend outside the public trust (Fig. 3.1).

ethical conduct of research

ethical conduct of science related to the brain

neurotechnologies

public trust in science

2019 Roberts Ethics Lab

hum

an subjects research

Fig. 3.1  Overlapping domains of ethical interest in neuroinnovation. Copyright 2019, Roberts 
Ethics Lab. Used with permission
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�Value (Clinical Need)

First and foremost, clinical interventions research with human volunteers requires a 
clear, valuable, clinical need. Greater than minimal risk research on humans cannot 
be justified solely on the existence of an interesting scientific question; it requires 
sufficient prior evidence that the research will uniquely address a health problem 
not already resolvable through standard means and will present lower risk than the 
problem itself. The decision tree in Fig. 3.2 outlines key components of this process.

�Informed Consent

To date, much of the literature on ethical issues in neuropsychiatric research has 
focused on informed consent, especially in the context of schizophrenia or demen-
tias [36, 37]. This was a logical starting point for empirical research on ethics. The 
notion of informed consent, to begin with, needed to be articulated [38]. The 
research community has largely accepted a primarily cognitive model of informed 

Is there a clinical need?

Have standard treatments been
exhausted without success?

Is there scientific evidence that the
innovation could be beneficial? 

Is the risk of the intervention significantly less than the
risk of living with treatment-resistant illness?

Proceed, with safeguards:
 • Obtain informed consent
 • Monitor for adverse effects
 • Evaluate efficacy

Is there scientific evidence that the
innovation could be superior to 
standard treatments, with no
foreseeable higher risk?

Do not proceed

Do not proceed

NO

NO

YES

YES

YES

YES

YES

NO

NO

Do not proceed

Fig. 3.2  Decision tree for ethical treatment using clinical neuroinnovations. Adapted from Hoop 
JG, Layde J, Roberts LW: “Ethical Considerations in Psychopharmacological Treatment and 
Research,” in Textbook of Psychopharmacology, fourth Edition. Edited by Schatzberg AF, 
Nemeroff CB. Washington, DC, American Psychiatric Publishing, 2009, p. 1490
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Decisional capacity
•  Communication
•  Understanding
•  Reasoning
•  Appreciation

Informed consent

  Information
•  Dialogue/process
•  Rationale
•  Risks/benefits
   and likelihood
•  Alternatives
•  Future choices

   Voluntarism
•  Development
•  Illness-related
•  Psychological
•  Cultural
•  Contextual

Fig. 3.3  Elements of 
informed consent. Adapted 
from Roberts LW, Dyer 
AR (eds): “Informed 
Consent and Decisional 
Capacity,” in Concise 
Guide to Ethics in Mental 
Health Care. Washington, 
DC, American Psychiatric 
Publishing, 2004, p. 52

consent (Fig. 3.3), which has at its center the idea of decision-making capacity as a 
prerequisite for autonomous informed consent [39, 40]. In turn, decision-making 
capacity has been operationalized as comprising four component abilities—under-
standing, appreciation, reasoning, and expression of a choice [40, 41]. For over four 
decades, this model of consent and capacity has dominated discussions of ethical 
issues in clinical research. The model has meanwhile evolved, and now accommo-
dates two additional components that are considered generative of true informed 
consent: information (related to the quality and comprehensiveness of knowledge 
transmitted to prospective volunteers about study content and purpose, risk, and 
benefit) and voluntarism (predicated on attunement to prospective volunteers’ 
coherent senses of identity and experience, self-efficacy, and value systems).

Threats to the information and voluntarism components of informed consent 
include a number of less-studied aspects of research participation decision-making. 
These include several broad domains, which, in the chapters describing our qualita-
tive research findings (i.e., Chaps. 14 through 16), are explored in more detail, illus-
trating the notable themes with remarks from the interview participants themselves. 
Here we describe each of these domains in consideration of the ethical questions 
and issues raised by neuroinnovation.

�Information

Ethical engagement of potentially vulnerable volunteers in human studies, espe-
cially neuroinnovative research with as-yet poorly understood risks and benefits, is 
predicated on rigorous yet genuine informed consent processes that enable positive 
influences on participation decisions and safeguard against negative influences 
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toward participation [42]. Informed consent consists in a continuous dialogue and is 
not simply a form transmitted to a potential volunteer for their signature [43]. The 
problematic focus on legalistic consent forms has been noted for decades. As noted 
four decades ago by Roth et al. [44], “obtaining informed consent through consent 
forms too frequently becomes a ‘rite’ rather than a right.” And as observed in a 2003 
Institute of Medicine (IOM) report “consent forms have been hijacked as ‘disclo-
sure documents’ for the risk management purposes of research organizations” [45]. 
In this regard, the past 25 years of research on improving participant comprehension 
during the consent has been of critical importance [46].

�Voluntarism

Voluntarism is the principle that individuals should be able to contemplate participa-
tion in research through their free exercise of reason and judgment, with maximal 
preservation and respect of the coherent set of values, beliefs, and preferences that 
makes up each individual’s understanding of self. The full rational conception of 
voluntarism thus also presupposes also an accurate sense of the features of a given 
study, including risk and benefit. Voluntarism has received relatively little attention 
in the literature [47–50]. In the interviews conducted as part of the study described 
in Chaps. 14 through 16, however, voluntarism emerged as a crucial concern of our 
participants. For instance, although concerns have been raised for many years about 
the potential that individuals may enroll in research out of desperation or “false” or 
misplaced hope [51], minimal work has empirically examined whether such nega-
tive valence factors actually outweigh more positive valence factors, such as a desire 
to help others with the same condition, or a robust informed consent process. Prior 
work, including ours, identified factors that influence research participation deci-
sion-making [52, 53]. Some affect a potential participant’s decision-making favor-
ably and appropriately; we call these “positive valence” factors, e.g., altruism; 
salience of the condition under study; accurate understanding of study procedures, 
risks, and benefits. Other influences are more ethically problematic; they may sway 
an individual toward participation by factors that have “negative valence,” e.g., des-
peration; lack of resources; threats to voluntarism [48, 49, 54] (Fig. 3.4). Finally, it 
is not yet fully understood how (or whether) the valence factors currently appreci-
ated by research ethics are commensurable to an overall ideal of voluntarism, given 
their highly individual, dynamic, and context-sensitive nature and the ultimately 
reductive outcome salient to prospective volunteers (whether or not to participate).

It is expected that a decision to participate in research will be influenced by a 
number of factors, some “positive” and some “negative.” The presence of negative 
valence factors is not in and of itself ethically problematic, but overly weighted 
negative valence factors are problematic. In ethically sound decision-making, nega-
tive valence factors will be at least balanced by positive valence factors. Ideally, 
positive valence factors will shape the decision to participate in research. Researchers 
can “tip the scale” through robust study-specific safeguards that ensure that positive 
factors outweigh negative factors.
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Examples of Positive and Negative Factors Influencing the Decision to Participate in Research

Positive Valence Factors
Ethically Sound

Negative Valence Factors
Ethically Problematic Decision

•   Positive past research experience
•   Personal salience of condition under study
•   Trust in science
•   Sense of altruism
•   Robust informed consent
•   Comprehension of benefits & risks

•   Lack of resources
•   Lack of access
•   Desperation
•   Social pressure or coercion
•   Therapeutic misconception
•   Undue financial incentives

Fig. 3.4  Roberts Valence Model with examples of positive and negative factors influencing the 
decision to participate in research. Adapted from Roberts LW, Kasun M, Termuehlen G. Ethics in 
the mental health professions. IN: Roberts LW, Termuehlen G, eds. Professionalism and Ethics 
Q&A Self Study Guide for Mental Health Professionals, second Edition. Washington, DC: 
American Psychiatric Association Publishing: 2021, pg 112. Used with permission

�Decisional Capacity

As described in Chaps. 12−16 of this book, our group conducted a series of inter-
views with clinical researchers engaged in innovative neuroscience research, with 
the specific goal of obtaining their perspectives on the primary/priority ethical chal-
lenges faced in current and foreseeable innovative neuroscience research. One of the 
already-common challenges identified by the interviewed researchers was the issue 
of obtaining true informed consent. Specifically, due to the potential cognitive 
effects of many brain-based disorders, the very nature of these conditions, such as 
dementias, may increase the risk of impaired decision-making capacity. And yet, it 
is now known that decisional capacity varies among people with mental illness—
and even between people who have the same disorder. For this reason, assessing 
informed consent bears critically on the expertise and careful attunement of clinician-
researchers to the research volunteers who entrust them to provide good care.

As an example relevant to neuroinnovative research, consider one unique ethical 
tension in play in researching promising disability reduction interventions for brain 
injury and serious mental illness that entail loss of decisional capacity; for example, 
comatose patients in an emergency room setting. The promise of such research to 
reduce this specific burden necessarily requires research on people who are not 
capable of reaching decisions. Although specific regulatory requirements, such as 
proxy and deferred consent, have been specified for emergency research under such 
conditions, the ethical tension remains. Prohibition of such research could simulta-
neously promote the protective component of respect for persons, while, at least at 
a societal level, challenge the prescriptive aspects of beneficence and justice. It is 
because of the fact that the weight given to such considerations is inherently subjec-
tive, and that even well-meaning researchers and IRB reviewers are not free from 
implicit biases, that regulations for emergency research generally require commu-
nity consultation [55].
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�Return of Sensitive Findings

In addition to issues of capacity to consent to research, a key issue that arose in 
virtually every interview was on the theme of sensitive findings. These could involve 
either incidental findings (i.e., unexpected discovery of clinically relevant informa-
tion within research assessments), or foreseeable information that might not be 
“actionable” (or at least not currently so)—such as a biomarker indicating that an 
otherwise cognitively healthy individual may be in the pre-clinical stages of a neu-
rodegenerative condition. While the terminology for such findings has not always 
been consistent in the literature, here we use the terms “secondary” or “sensitive” 
findings to include those that may be primary to the research question (e.g., bio-
marker assessment in studies of neurodegenerative disorders), and which are antici-
pated to be found in some proportion within the study population, but which have 
not been validated or approved for clinical use and/or that have no currently action-
able implications.

The primary (potential) ethical tension with return of incidental and secondary 
findings rests between respect for persons and beneficence (including nonmalefi-
cence). Respect for persons compels researchers to pre-warn potential participants 
about the possibility of incidental and secondary findings, including the potential 
nature of those findings; plans for management of any such findings; and determina-
tion of participant preferences [56]. However, sometimes due to advances in tech-
nology or analytic methods, the nature of secondary findings may be such that they 
were not known even to the investigators during the consent process. Several of the 
investigators whom we interviewed noted that ongoing and rapid methodological 
advances in clinical neuroscience may result in a higher number of previously 
unimagined forms of incidental or secondary findings in the context of neuroinno-
vative research.

Researchers may be ethically compelled by the prescriptive component of benef-
icence to disclose any serious findings when potentially actionable (e.g., a poten-
tially treatable tumor found during MRI). On the other hand, nonmaleficence 
requires researchers to reduce harm, including potential psychological harms (anxi-
ety, depression, and suicidal ideation). Yet, even the determination of what is 
“actionable” may be more uncertain than anticipated. Advances in treatment follow-
ing study participation may change a finding to readily actionable. Moreover, sev-
eral of the investigators in our interviews noted that even in the context of a perfectly 
sensitive and specific biomarker for pre-clinical Alzheimer’s disease, the definition 
of “actionable” might include not only potential treatments, but also lifestyle choices 
and planning for the future. The latter case illustrates the potential presence of sub-
jectivity and role of personal preferences in determinations of what is deemed 
“actionable.”

Secondary analyses of data in biorepositories or electronic data repositories, as 
is generally now required for all federally funded research [57, 58], further compli-
cate the issue of unforeseen sensitive information. The ability to identify certain 
clinically relevant findings (such as identification of a biomarker of Alzheimer’s 
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disease risk with high sensitivity and specificity) may emerge in analyses com-
pletely removed from the purpose of the original study to which the participant 
consented. This issue has received substantial attention in the past 15 years in the 
context of genomic and imaging research [59, 60].

�Novel Ethical Issues in Neuroinnovative Approaches

�Machine Learning

Of the diverse subfields of artificial intelligence, machine learning and its more 
recent subbranch, deep learning, have demonstrated the greatest promise in the 
past two decades in clinical neuroinnovation and medicine more broadly [61, 62; 
see 63, 64]. Remarkably, machine learning and deep learning are inspired by the 
neural architecture and heuristic-building processes of the brain. These algo-
rithms can be generally classified as utilizing unsupervised, supervised, or rein-
forcement learning. In the first category, unsupervised learning, the algorithm’s 
goal is to learn patterns in unstructured data with no labels. The problem of 
understanding patterns between brain, behavior, and genetics, by identifying 
novel groupings of symptoms or brain circuits, is one that has been well addressed 
by unsupervised learning techniques. In supervised learning, an algorithm relies 
on symbolic, statistical, or probabilistic methods of learning from training data 
with the goal of predicting labels on new and unseen data. At the heart of deep 
learning algorithms, for example, is a subset of algorithms called artificial neural 
networks, which are composed of a layer of input nodes, multiple hidden layers 
of nodes, and an output layer. Each node, which acts as its own regression func-
tion, takes in its input through an activation function, and results in an output and 
either “fires” the neuron (i.e., passes on data to the next layer) or does not. 
Reinforcement learning is concerned with an agent who makes sequential deci-
sions with the goal of learning a task and receiving rewards and is often used to 
optimize decision-making in certain settings. For example, reinforcement learn-
ing has been used in healthcare to develop optimal, tailored treatments for epi-
lepsy and as a tool to help with clinical decision-making related to sepsis 
management [65].

Deep learning methods that can be accomplished without importing a priori, 
human-developed classifications belong to feature learning or representation learn-
ing. Deep learning algorithms for medical image segmentation outperform tradi-
tional methods, allowing physicians to divide medical images into semantically 
meaningful regions for the purpose of diagnosis, disease monitoring, prognosis, and 
treatment planning [66]. Computer vision technologies applied to hospital settings 
have demonstrated promise in detecting patient mobilization activities (such as get-
ting out of bed) in the ICU and may be used to minimize negative outcomes related 
to frequent movement [67, 68]. In neuroinnovation, deep learning has enabled com-
puter vision algorithms to quantify and detect patterns in key biomarkers such as 
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brain tissue atrophy in brain scans, and then to use these patterns to build multidi-
mensional characterizations of brain disorders including schizophrenia, multiple 
sclerosis, and Alzheimer’s disorder [69]. Some deep learning approaches have also 
demonstrated the potential to identify and characterize structural or circuit-related 
neurobiological features of brain-based disorders, which may be used to distinguish 
between individuals with and without brain-based disorders or to predict treatment 
response (e.g., [70, 71]).

Several major ethical concerns have emerged in applications of machine learn-
ing. First, there are bias issues that can compromise the ethical status of innovation 
on principles including beneficence, nonmaleficence, and justice. It is increasingly 
well understood that machine learning and deep learning algorithms can automate 
biases and perpetuate health disparities that already exist in the world. Such biases 
can originate in sampling biases, biased labeling of training data that can function 
as proxies for preexisting health inequities, and many other biases, as enumerated 
by Rajkomar et al. [72]. For example, Hutchinson et al. [73] found that machine 
learning models trained on natural language text tend to classify texts which men-
tion disability as more negative, regardless of their actual semantic content—and 
that these undesirable biases were partly explained by underlying topical biases 
incorporating homelessness, gun violence, and addiction [73]. During translation, 
clinical machine learning involves many potential biases at virtually every stage 
where value-laden judgments take place (e.g., sampling, labeling, and algorithm 
design) (see Fig. 3.5).

A second major concern relates to the use and retention of data. New machine 
learning applications involve questions about what privacy rights belong to indi-
viduals, and what obligations such rights entail. The Revised Common Rule and 
National Defense Authorization Act of 2020 both contain provisions that seek to 
clarify how best to ensure the right to control how and when one’s personal data is 
collected and used [74]. The latter document provides federal funding to address 
privacy risks in emerging applications of artificial intelligence while also creating 
programs that may pose new privacy risks, such as shared data computing resources 
for researchers. There are specific privacy risks introduced by ambient intelligence, 
which uses machine learning to track and understand behavioral data to improve 
clinical workflows and health outcomes [75]. Ambient intelligence relies on sensors 
embedded in the clinical environment that often have the potential to track and use 
data that are incidental to the target phenomena for which individuals may have 
originally given consent.

A third major concern relates to assuring informed consent. Applications of 
machine learning raise questions including what kinds of activity in the clinical 
environment should require patients’ consent, whether patients must be aware of 
and consent to a machine’s influence on a health decision, when and how to obtain 
consent within clinical workflows, the duration of consent, and whether consent 
should be occasionally reaffirmed. These questions are likely to become more com-
plex if clinical environments grow more saturated with data collection activities. 
Therefore, applications of machine learning likely will require enhanced and addi-
tional ethical safeguards [76]. While these concerns do not represent the exhaustive 
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list of concerns, they are reflective of the emergent issues that are circulating in the 
research community.

Failure to thoroughly investigate the potential limitations and risks of machine 
learning applications can compromise their ethical use (see Kim [77]). Overtrust in 
automation is another specific concern [77, 78]. Overtrust as a dispositional attri-
bute is different from automation bias (cognitive overreliance on technology) [77]. 
Recent research into automation bias has shown that it appears to stem from the 
adaptive features of cognition that enable multitasking [79]. Additional research 
into not only the cognitive constraints on human reasoning processes, but also on 
factors better characterized as rational or dispositional and that occur during clinical 
integration and shared decision-making, will help to assure the moral agency of 
clinicians and to develop adequate safeguards for clinical care.

An additional class of ethical concerns relates to the properties of machine learn-
ing approaches themselves, and the question of how they can contribute to an ethi-
cally acceptable medical decision (see Table  3.1). If human clinicians are to be 
understood as the arbiters of acceptability, machine behavior may need to comport 
with our best understanding of our own rational processes. For this reason, clini-
cally desired properties of machine behavior tend to resemble our conceptions of 
the properties of human intelligence, though they may differ mechanistically.

Two concepts in machine learning that are considered most important in evaluat-
ing their ethical acceptability are transparency and explainability. Transparency 
considers the extent to which the full series of states of a machine model (or 
decision-making processes of a clinician) are observable; a model without transpar-
ency is often called a “black box” model or approach. Transparency concerns may 

Table 3.1  Common ethical concerns for the evaluation of clinical machine learning algorithms

Concept Meaning

Transparency How much are the full series of states of a machine model (or decision-
making processes of a clinician) observable to an entrusted supervisor?

Explainability/
interpretability

How much does a model’s output or clinician’s explanation for a decision 
comport with an accepted model of rationality that is understandable to 
its entrusted supervisor?

Reliability How frequently does a (clinician or machine) give the same output when 
using the same input data?

Validity How much does the (clinician or machine)‘s output accord to a valid 
biological or medical understanding of reality (across time and in each 
individual case)?

Accuracy How frequently does a (clinician or machine) give the correct output on a 
given category of task, based on our choice of definition of what is 
“correct”?

Attributability To what extent do the features of an explanation that contribute to its 
validity have explicit referents in the data used to make the explanation?

Interoperability How well does a (clinician or machine) cooperate with another agent or 
agents in the service of patient care?

Generalizability How accurate is a (clinician or machine) on a given category of task 
when moved to a new environment, such as a new patient population?
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not be ethically relevant in a utilitarian sense (such as in deep learning models that 
are opaque, but nonetheless consistently outperform human experts). Yet, they are 
relevant in the sense that they interrogate how we create knowledge and why we 
think of it as clinically essential (i.e., what can an inscrutable, black box machine be 
said to “know”?), as well as the conditions on which a machine could hypothetically 
replace the critical role of human expertise.

Second, the concept of explainability (also referred to as interpretability) relates 
to how much the reason for a decision or output comports with an accepted model 
of rationality that is understandable to the person or team entrusted with using it. 
Therefore, a model can give a valid explanation without its explanation necessarily 
leading to the most accurate output, just as a human clinician can give a correct 
explanation for a symptom and still arrive at an inaccurate diagnosis. Explainability 
is a key factor in determining an approach’s ethical acceptability in clinics where 
doctors will need to understand the reasons for its outputs and communicate these 
reasons to patients. Explainability also helps ensure that these approaches’ “find-
ings” can translate into scientific value for humans—that is, knowledge external to 
the utility of a machine agent in itself. Each of these concerns is critical to our sense 
of intellectual and moral responsibility as clinicians and users of machine learning 
approaches. Solutions for transparency and explainability issues in clinical machine 
learning algorithms have been proposed [80, 81]. In the coming years, society’s 
embrace of artificial intelligence in health care will depend on greater pluralism 
between researchers, ethicists, clinicians, designers of intelligent systems, and other 
professionals, including those who have competencies in multiple domains.

The prevailing view regarding clinical machine agents is that they are not yet 
sophisticated enough to be moral agents in their own right; thus, clinicians retain the 
moral agency accorded to them on ethical principles and commitments that come 
with their professions. As noted by Wallach and Vallor, the current predominant way 
of thinking ethically about the design of machine agents uses “computationally 
friendly” approaches that aim to resemble overt utility-seeking and optimizing 
behaviors, which should not supplant the role of human behaviors that seem distinct 
from them, such as virtue [82]. Though the limits of artificial intelligence are not 
known, one can make an intuitive account of moral difference: machines can be 
trained to recognize signs and symptoms of disability and suffering, while human 
beings uniquely bear it, contemplate it, and can strive to envision a world in which 
it is not the case. As artificial intelligence evolves, explaining such differences may 
become more relevant in evaluating the extent to which the sense-making capacities 
of the human clinician are uniquely valuable and central to the identity of medicine.

�Brain–Machine Interfaces

First prototyped in the 1920s, brain–machine interfaces (also known as neural inter-
faces or neuroprosthetics) were aspirational breakthrough interventions for brain-
based disorders for decades, with ethically problematic study designs and 
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disappointing results [83]. This class of innovative devices broadly aims to allow 
people to interact with their external environments via the systematic processing of 
neural activity. Contemporary brain–machine interfaces, which can interface with 
precise regions of the brain and even individual neurons via microfiber arrays, have 
come a long way since the use of scalp-embedded metal wires that processed low-
resolution EEG signals. Several investigators, such as the Neuralink group, have 
announced that they are approaching human trials of this new generation of brain–
machine interface products [35].

These new products do not come without new ethical concerns. More advanced 
devices tend to require greater physical proximity to the brain, creating higher reso-
lution signals at the cost of greater invasiveness and, often, greater risks [84]. As 
with any clinical research, these higher risk devices necessitate an even higher ratio 
of benefit to be ethically acceptable. Careful attunement to the motivations of pro-
spective volunteers is needed to ensure that they approach such studies with an 
informed appraisal of their potential risks and benefits, and with minimal negatively 
valenced factors (such as desperation, in the case of very serious illness). A number 
of examples of ethics research-focused studies conducted with individuals undergo-
ing brain surgical interventions as part of early-phase clinical trials (e.g., deep brain 
stimulation for treatment-resistant depression) provided a range of intriguing find-
ings about the motivations and concerns of these participants [85, 86]. However, the 
nature of newer brain–machine interfaces and the wide range of potential applica-
tions to brain-based illnesses and conditions will necessitate additional studies 
examining diverse ethical challenges in these studies [87].

Research on human volunteers in the context of brain–machine interfaces, as 
with any other technology, is only ethically sound if there exists compelling evi-
dence that the research will uniquely address an immediate clinical need not already 
resolvable through standard treatments (refer to Fig. 3.2 for the relevant decision 
tree). Brain–machine interfaces that fit these ethical criteria include those that can 
be characterized as sense- or control-restoring implants or treatments for treatment-
resistant illness (such as computer-modulated deep brain stimulation for Parkinson’s 
disease [88]). Acquiring knowledge about non-clinical use cases may not be ethi-
cally problematic if they are secondary to an ethically sound research question; 
however, sustained ethical evaluation is required to ensure that conflicts of interest 
do not arbitrarily or intentionally influence the scientific questions being asked in 
ways that deprioritize or undermine volunteers’ health-related interests. Moreover, 
this focus on immediate clinical need guards against the problematic use of utilitar-
ian logic to justify forms of experimentation that pose unnecessary risk and minimal 
or no direct benefit to patients on the proposition that scientific value could generate 
benefit, in the abstract sense, to unidentified others in the future.

Another ethical concern in the use of brain–machine interfaces is the need to 
ensure that research contributes to generalizable knowledge and benefit to human-
ity. Sullivan and Illes note that human-centered motivating rationales are scarce in 
recent brain–machine interface literature (with rationales focused on technological 
advancement being predominant), and that this is an ethical issue in its own right 
[89]. The advancement of these devices is sensible as a social “good” only to the 
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extent that it reduces the burden of illness and/or directly promotes human wellbe-
ing. Ideal research rationales tend to demonstrate appropriate motivation through 
the selection of a specific target population and identification of everyday health 
needs, rather than general appeals to illness (e.g., “individuals with advanced ALS 
who require improved communication and control modalities to reduce health-
related financial burdens and improve independence” as opposed to “individuals 
with neurological disorders”).

�Conclusion

Inspired and enabled by the work of generations of researchers striving to reduce 
the burdens of brain-based and neurological disease, neuroinnovations are develop-
ing promising avenues in biomedicine. Built on an inspired and interdisciplinary 
research community, clinical neuroinnovation serves jointly to accelerate discovery 
in the basic sciences and to transform new knowledge into interventions and thera-
pies. In order not to turn away from its own promise, neuroinnovation will continue 
to depend on a commensurate effort to anticipate and resolve potential ethical flaws, 
and minimize potential harms for research volunteers, vulnerable and marginalized 
populations, and society more broadly. Normative ethical thought and empirical 
ethics tools continue to develop and branch out from traditional modes of inquiry, 
principles, and norms, while recognizing the importance of their foundations, and 
the culture of research continues to register such changes through increased recog-
nition of the moral and intellectual value of stakeholders’ diverse voices. Together, 
these transformations are building a more vibrant, humane, and promising future for 
the care of human health.

Key Points
	1.	 Modern bioethics benefit from multiple approaches that are jointly essential for 

establishing a coherent sense of how best to provide health care for human 
beings and resolve ethical dilemmas (when two or more values, norms, or prin-
ciples are in tension).

	2.	 Because neuroinnovative research and its potential to reduce human suffering 
depend on the participation of volunteers, it benefits from the wider tradition of 
bioethics and key documents including the Belmont Report and Common Rule.

	3.	 How exactly to honor bioethical principles in the clinical deployment of neuro-
innovative tools is a context-specific question, requiring active and systematic 
attention to the relevant experiences of health care professionals, patients, and 
research volunteers.

Questions to Consider
	1.	 What values, beliefs, and other perceptions are unexplored or underexplored as 

potential influences on research volunteers?
	2.	 Structural factors such as financial compensation and the availability of alterna-

tive treatments have received more attention in the literature over the past several 
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decades. What other structural factors will play a role in the emerging research 
context?

	3.	 Given disparities in access to existing health care resources, how can modern bioeth-
ics work to ensure that the benefits of neuroinnovation are justly distributed through-
out historically vulnerable and/or marginalized populations and society at large?
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Chapter 4
Changing Contexts of Neuroinnovation: 
Societal Considerations

Mildred K. Cho

�Introduction

The ethics of clinical research and biomedical innovation are in part determined by 
general principles but also subject to contextual influences. The changing context in 
which neuroinnovation occurs impacts the associated ethical considerations and 
implications. General ethical principles for neuroinnovation are derived from estab-
lished ethical frameworks for clinical care, the ethics of research, and professional 
ethics. However, to the extent that these ethical frameworks are based on power 
relationships, policies, and expectations around the existence and perception of 
risks and benefits of technological innovations, context matters.

�Established Ethical Frameworks and Changing Contexts 
of Neuroinnovation

The ethics of innovation in biomedicine have largely been framed around address-
ing the tension between the need for innovation to create medical benefit (principle 
of beneficence), minimizing the risks of doing so (principle of nonmaleficence), 
while allowing people to make well-informed, voluntary decisions about participat-
ing (principle of autonomy). Furthermore, ethical innovations are fairly and broadly 
accessible (principle of justice).

The ethics of medical innovation also has recognized the potential for conflicting 
interests when clinicians conduct research on their patients. In these situations, tra-
ditional professional ethics that are based on fiduciary relationships between doctor 
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and patient are challenged by the duties of researchers to create generalizable 
knowledge [1, 2]. That is, when conducting research conflicts with the best interests 
of a patient who is enrolled in a study, what is the right thing to do? For example, is 
it ethical to do placebo controls that involve sham surgery with burr holes drilled 
into the skull and general anesthesia, if such controls are necessary to rigorously 
establish effectiveness of the experimental intervention? To address such role con-
flicts, regulations and processes have been established to mitigate the conflicts of 
interest in several ways [3]. The primary mitigation strategy is ethical review by a 
third party, such as an institutional review board, that has neither a care-giving nor 
a research relationship with potential subjects. The second mitigation strategy is 
disclosure of the risks and benefits of research participation, in the form of written 
informed consent and a process of discussing the consent form with knowledgeable 
experts. Other commonly employed strategies are Data Safety Monitoring Boards, 
which provide third-party scientific and ethical review by third parties once clinical 
studies have begun collecting and analyzing data. Similar mitigation strategies are 
employed for clinical researchers who have financial conflicts of interest, for exam-
ple, if they receive funding from or are employed by industry sponsors of their clini-
cal studies [2].

These ethical frameworks were built on the assumption that patients and partici-
pants in medical innovation have interests that are in need of protection, and that 
there is a power imbalance between them and the clinicians and scientists conduct-
ing research. Increasingly, however, these assumptions are being challenged by 
technological and social changes that are shifting the power dynamics in subtle and 
radical ways, alike.

Over the last few decades, several ethically relevant changes in the social and 
technological context of neuroinnovation have become apparent. These changes 
include:

•	 Emergence and convergence of technologies to capture, analyze, and act upon 
digital data.

•	 Blurring of lines between clinical care, research, and commerce.
•	 Increased empowerment of patients and patient advocacy organizations.
•	 Growing involvement of non-scientist communities in the innovation process.

Each of these contextual changes and their ethical implications will be discussed.

�Emergence and Convergence of Technologies to Capture, 
Analyze, and Act upon Digital Data

It is clear that neuroinnovation is and will be greatly affected by the emergence and 
convergence of technologies that can collect vast amounts of biological and clinical 
data in digital form. Digitization of data affords greater data sharing but poses 
greater threats to privacy. Democratization of access and technology that allows 
medically relevant data to be acquired by individuals and companies rather than 
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clinicians shifts control of information away from physicians and researchers. The 
volume of big data that can be captured and linked not only facilitates but requires 
new forms of analysis such as machine learning because it exceeds the capability of 
human cognitive processes. The shift of analysis to artificial intelligence systems, 
which lack transparency and accountability [4], also shifts control of information 
and analysis away from physicians and research. With these shifts of control come 
uncertainty about responsibility and accountability about decision-making.

The growing availability of highly granular data facilitates identification of indi-
viduals even if it is deidentified to be compliant with privacy regulations about data 
sharing, such as the Health Insurance Portability and Accountability Act (HIPAA) 
in the US and the General Data Protection Regulation (GDPR) in the European 
Union [5]. Some data, such as magnetic resonance images (MRI) of the brain can 
be used to identify individuals using facial software [6]. Other data such as DNA 
sequences might not be identifying in themselves but can be linked to readily avail-
able or public data that contains identifiers, such as from social media or motor 
vehicle records. Individuals can be uniquely re-identified, even from incomplete 
datasets without overt identifiers [7].

The availability of high-resolution yet non-specific data without full understand-
ing of its meaning can lead to risks. For example, whole body MRI can be very 
sensitive at detecting pathology such as malignancy because it is very granular, but 
also lead to a high rate of false positives. Similarly, whole genome sequencing gen-
erates high-resolution data but interpretation can be ambiguous and of uncertain 
clinical significance before large population datasets are acquired and analyzed. The 
capability of gathering large amounts of data in a non-targeted fashion creates inci-
dental findings (IFs). While IFs are not a new phenomenon, the likelihood of gener-
ating them has been enhanced by the lowered barriers to collecting data in a 
non-specific manner, such as through whole body scanning or whole genome 
sequencing [8, 9].

Mobile and wearable devices have literally put powerful data collection and 
analysis tools into the hands of billions. Thus, innovation now readily occurs out-
side of the health care or medical research environment. For example, data from 
smart phones is used by companies for digital phenotyping to diagnose psychiatric 
conditions, and web-based chat bots serve as mental health counselors [10, 11]. 
Analysis of personal but non-health data can now be correlated with neurological 
and psychiatric diseases. For example, the speed of typing on a smart phone, pros-
ody of voice calls, the specific choices of words used in social media, and speech 
analysis are used to detect conditions such as Parkinson’s disease, dementia, schizo-
phrenia, or depression. While some of the companies involved in such innovation 
are in the biotechnology, pharmaceutical or health industries, others are in con-
sumer electronics, social media, and computing industries.

Broad availability of large amounts of digital biological and health data, in con-
cert with software and hardware, can facilitate medical decisions or control of bio-
logical processes in unprecedented ways. However, these technologies, especially 
artificial intelligence, can also diminish autonomy of patients, clinicians, research 
participants, and researchers to the extent that decisions or actions based on data 
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become automated or are implemented without informed consent. For example, 
decisions about prescribing treatments or making diagnoses are increasingly aided 
or conducted by computers, often without the knowledge of the patient [12]. Another 
example is closed-loop deep brain stimulation, in which stimulation parameters are 
automatically determined by sensors to detect biomarkers rather than manually by a 
neurologist [13].

�Blurring of Lines Between Clinical Care, Research, 
and Commerce

The low barriers to collecting large amounts of health data and using it for research 
are blurring lines between clinical care, medical research, and commerce. Electronic 
medical records are now the norm, and they now can include a diversity of data from 
procedures such as CT scans or whole genome sequencing. The explosion of clini-
cal data is a driving force towards the conversion of hospitals into learning health 
care systems that, in essence, turn each patient into a research subject. The hope is 
that the research facilitated by learning health systems can be fed back to change 
health care practices and improve care of individual patients. The diminishing dis-
tinctions between medical practice and medical research is important for neuroin-
novation because their ethical and regulatory frameworks differ. When research is 
conducted on patients and patient data in the course of clinical care, the usual pro-
tections of human subjects such as informed consent may not apply [14].

Health data are also collected and used for research by companies. For example, 
the DNA testing company 23andMe generates genome data from its customers but 
also uses it, with consent, for research on Parkinson’s disease and other conditions 
[15]. The data have been sold to pharmaceutical companies and used by 23andMe 
to develop drugs directly [16]. Furthermore, the majority of clinical research and 
biomedical innovation is now funded and conducted by industry. This is an impor-
tant contextual feature of neuroinnovation for several reasons. First, regulations for 
protection of human subjects do not apply to much of the research conducted in the 
private sector. Second, the findings of such research, unlike most government-
funded work, are usually proprietary. Third, private sector control of drugs, devices, 
or other technologies means that there may be limited incentive for making them 
broadly and fairly accessible.

Medical care and research are also increasingly conducted outside of tradi-
tional health care organizations and by non-professionals. Examples abound, such 
as crowdsourcing the identification of unsolved illnesses of real people in the 
Netflix documentary series Diagnosis. So-called do-it-yourself biologists are 
attempting to treat diseases such as Clostridioides difficile bacterial infections by 
fecal transplants [17]. Biohackers are implanting devices into their own brains or 
other body parts to augment functions such as inserting near-field communications 
chips in a fingertip to enable contactless access, replacing the use of keys or 
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passwords, and kits can be purchased on websites such as dangerousthings.com in 
order to do so. Others have used implants to convert visual images into sounds to 
help a person with colorblindness “hear” colors in the visible light spectrum and 
perceive infrared and ultraviolet light [18]. These experiments are usually, but not 
always, self-administered, without the involvement of professional researchers or 
clinicians. While proponents argue that the democratization of science and medi-
cine increases access to these activities, and therefore enhances fairness, there 
remain substantial questions about whether de-professionalization introduces 
more harms than benefits [19].

Biohacking, DIY bio, crowdsourced research, and citizen science cross over the 
ambiguous boundary between treatment and enhancement, as well as the boundary 
between professional and non-professional activity. Aside from the lack of regula-
tion and clear obligations around activities conducted by non-professionals, bio-
hacking raises ethical questions about the limits of self-experimentation and social 
questions about what constitutes enhancement and who is entitled access to them. 
While many neurotechnologies are not widely available for DIY use, some, such as 
transcranial direct current stimulation, a non-invasive neuromodulatory device to 
treat chronic pain, depression, or improve cognitive functions such as long-term 
memory or mathematical ability, have been used on a DIY basis [20]. However, they 
have been predominantly used by people with higher education higher income, and 
technical backgrounds [21]. This raises questions about whether greater access to 
such a technology actually does lead to more fair access.

�Increased Empowerment of Patients and Patient 
Advocacy Organizations

An important contextual shift for biomedical innovation in general is the emergence 
of patient advocacy and advocacy organizations over the last few decades, heavily 
influenced by patients with breast cancer and those with AIDS [22, 23], but now 
encompassing virtually all conditions ranging from the very common to the very 
rare. Organized groups and individual patients and families have played major roles 
in biomedical innovation, including collection of biospecimens and data, assistance 
with recruiting to clinical trials and research design, and funding. Patient advocates 
have increasing, and sometimes controversial influence on the regulatory process of 
drug and device approval [24–26].

The ethical implications of patient advocacy for neuroinnovation are numerous 
and diverse. The ethical obligations and regulations around research were designed 
with the imbalance of power of professionals such as physicians and scientists as 
compared to patient advocates and research participants, who were viewed as vul-
nerable and in need of protection. Professional obligations are embedded in fidu-
ciary duties, which entail putting the needs of others ahead of one’s own, thus 
serving as guard rails on professional power.
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Like crowdsourcing, the phenomenon of patient advocacy, however, reflects the 
shift in the balance of power away from professionals. With this shift, increased 
power of patient advocacy groups, the majority of which are funded by pharmaceu-
tical and biotechnology companies, is not scaffolded by the ethical frameworks that 
are built around fiduciary duties. For example, professional physicians and research-
ers are subject to conflict of interest regulations which are designed to surface and 
mitigate potential interests that could interfere with the professional acting in the 
best interest of their patients or research subjects. Patient advocates could also have 
conflicts of interest in the roles they play in funding, conducting, and facilitating 
research, but are not necessarily mandated to disclose, reduce, or eliminate them [27].

It is now well-established that both financial and non-financial conflicts of inter-
est have negative effects on biomedical research and clinical practice [28, 29]. 
Therefore, a lack of conflict of interest guidelines or regulations around patient 
advocacy group involvement in research is of concern. For example, could research 
participants recruited to clinical trials through advocacy groups be subject to undue 
pressure to enroll? Could the U.S. Food and Drug Administration (FDA) be pres-
sured by advocacy groups to approve drugs with weak evidence of effectiveness, 
and are those advocacy groups beholden to industry funders? [30].

�Conclusion

Over the last few decades, a number of broad evolutionary shifts have been occur-
ring that have ethical implications for biomedical research generally, and for neuro-
innovation specifically. Some of these changes are technological, such as the 
availability of digitized data relevant to biology, health, and behavior. Others are 
social, such as the rise of patient advocacy and citizen science. Together, the net 
effect of these converging phenomena is to displace professional scientists and cli-
nicians from their central role in biomedical innovation.

One potential positive implication of these contextual changes for neuroinnova-
tion is that they make the research more ethical because input from diverse stake-
holders on research questions redirects it to solve problems that are more aligned 
with needs of patients and the public. To be ethical, research must be socially as 
well as scientifically valuable [31], and with benefits and risks distributed in a way 
that promotes equity [32]. Second, the advent of the learning health care system 
could accelerate the timeline between discovery and application to clinical practice 
and hasten progress towards precision medicine that improves health outcomes 
through tailored diagnosis and treatments. Third, democratization of access to neu-
rotechnologies could address problems of access to health care, especially for men-
tal health.

There are, however, also several potential pitfalls of these contextual changes. 
Moving neuroinnovation out of traditional environments means that ethical 
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guidelines and laws to protect research participants and patients from not only 
physical harms but risks to autonomy, consent, and privacy may no longer be in 
play. Traditional research and medicine rely on the self-regulatory structures of 
professionalization, such as accreditation, licensure, and peer review to assure 
rigor, competency, and ethical behavior and thus minimize harms to research 
participants and patients. Furthermore, oversight such as by Institutional Review 
Boards and the FDA may not apply to innovation conducted either in the context 
of health care, commercial activity, DIY, or citizen science.

Combined with the increasing influence of the private sector in neuroinnovation 
[33], the evolution of the social context could lead to greater predominance of the 
market in driving development of and access to technologies and the products of 
research. In the absence of broad public discussion about whether new neurotech-
nologies are desirable and whether their potential benefits are worth the potential 
harms, their emergence and adoption would be determined largely by commercial 
forces, with few, if any processes to ensure fair access and protection of the vulner-
able from exploitation.

To realize fair public benefit from novel neurotechnologies, the innovation 
process must be trustworthy, which may require transparency, stakeholder 
involvement, and broad public debate. While these are ambitious goals, societal 
trends suggest public interest in engaging in the discussion and conduct of 
innovation.

Key Points
	1.	 Societal shifts over the last few decades have changed how biomedical and trans-

lational research is conducted, including the role of the private sector, involve-
ment of patients, patient advocacy organizations and citizen scientists, and the 
blurring of lines between clinical research and clinical care.

	2.	 Ethical frameworks for biomedical and neuroinnovation have largely been con-
structed with the main goal of protection of research subjects, and thus are in 
essence paternalistic and based on professional and fiduciary obligations. The 
locus of power to determine biomedical research agendas is shifting away from 
academic scientists but becoming more diffuse.

	3.	 Empowerment of patients and the public in biomedical research has the potential 
to drive neuroinnovation to serve more just purposes. However, the disruption of 
established ethical and regulatory frameworks could lead to diminished safety 
and efficacy of new neurotechnologies.

Questions to Consider
	1.	 What are potential harms and benefits to patients from greater availability of 

medical and non-medical data for use in neuroinnovation?
	2.	 What are potential effects of increased influence and empowerment of patient 

advocacy groups on neuroinnovation?
	3.	 How might non-scientists be involved in the neuroinnovation process and how 

might the process be affected?
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Chapter 5
Biomedical Advances: Neuroinnovation 
and Technology

Nicole Martinez-Martin

�Ethical Frameworks for Innovative Biomedical Technologies

“Innovation” can refer to broadly a new idea or method or device. Biomedical 
research and clinical practice are oriented around producing, translating, and imple-
menting new methods and technologies to apply to health towards innovation. In the 
U.S., innovation in medicine and surgery generally proceeds under a regulatory 
ethics framework. This means that novel practices and methods follow a set of pro-
cedures to assure the protection of the rights and well-being of research participants 
[1]. Research for new potential clinical applications of neurotechnologies, as with 
other potential new medical interventions, generally follows this process for ethical 
research. Research ethics require that proposed research must be reviewed by an 
Institutional Review Board (IRB), assessing the evidence and methodology sup-
porting the study protocol, and reviewing other procedures meant to protect the 
welfare of participants [2]. Informed consent is a critical aspect of research ethics 
[3]. Research participants must be given information that encompasses issues such 
as the details of the proposed intervention, the anticipated risks and benefits, and 
possible alternatives, in order to allow for meaningful consent [4]. Different neuro-
technologies may present specific challenges regarding risks and benefits, but some 
considerations—such as the need to establish safety—are not necessarily that dis-
tinct from the considerations necessary for medical innovation generally. The dis-
cussion of novel issues in the context of clinical research into neurotechnologies has 
tended to focus around the role of the brain as the site of consciousness and person-
ality and thus the potential of a neurotechnology to disrupt identity, agency, and 
other characteristics associated with personhood, as will be discussed more 
below [5].
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Clinical innovation refers to the “use of treatments in a clinical setting that have 
not been well-proven in a research setting” [6]. Neurosurgery and psychiatry have 
long histories of clinical innovation. For example, pediatric pharmacology often 
involved innovative practice because of the relative lack of scientific evidence base 
regarding children’s mental health and pharmacology. In each instance, clinical 
innovation requires careful consideration of the risks, benefits, and justifications for 
proceeding. The first item to determine whether clinical innovation is ethically justi-
fied is establishing that there is a demonstrable need for the treatment. Factors that 
can justify the need for the innovative tool or practice include the severity of the 
condition, lack of adequate treatments, or lack of resources [7]. In addition to estab-
lishing the need for the innovation, the ethical acceptability of the specific innova-
tion must be analyzed [8]. One must consider the risks and benefits of the proposed 
innovation, such as weighing the risks of the underlying condition being treated 
against the risks posed by the innovation. The evaluation of risk should include 
consideration of extreme and rare risk. Then, if the innovation is found to be ethi-
cally acceptable, attention should turn to what information and practices will be 
needed to maintain a high standard for informed consent. While informed consent 
may not be strictly required for clinical innovation, ethical practice suggests that 
patients receiving innovative treatments should be informed of the purpose, bene-
fits, and risks of the proposed treatment [6].

The use of predictive analytics in mental health care presents a current example 
of potential clinical innovation. Predictive algorithms apply techniques such as data 
mining, statistical analysis, and/or machine learning to a range of data to forecast 
the occurrence of events or states. In medicine, predictive analytics have been 
applied to a range of clinical applications such as forecasting patient outcomes after 
surgery [9]. In psychiatry, predictive algorithms could be applied to forecast psy-
chotic episodes or assist with selection of medication [10, 11]. In evaluating clinical 
innovation involving these algorithms, one would then consider the necessity of the 
innovation [12]. There is certainly a need for tools that can improve the process of 
identifying appropriate psychiatric medications for a patient or evaluating the future 
risk of psychotic episodes [13]. Then one would move to evaluate the risks and 
benefits of the specific application of technology. Considerations of accuracy, bias 
or application to local contexts are challenges for algorithms employed in most 
medical contexts [14, 15]. Careful attention is needed, though, to how these issues 
may apply to the specific context of a mental health diagnosis or psychiatric popula-
tion, such as how an app that evaluates risk of suicide interacts with the specific at-
risk populations or impacts factors related to suicide risk [16].

The American Medical Association provides guidance regarding ethical innova-
tion in medicine, which includes anticipated risks and burdens of the innovative 
practice (AMA Code of Medical Ethics Opinion 1.2.11). Clinicians must consider 
what information will be needed for clear communication of the risks and benefits, 
including context-specific issues, for informed consent. In the context of the brain, 
informed consent requires attention to how the innovation may impact personality 
or cognitive function, as well as the specific vulnerabilities that may influence how 
people with neurological or psychiatric conditions understand the information [17]. 
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For example, when research began into the use of deep brain stimulation (DBS) for 
treatment-resistant depression, concerns regarding the decision-making capacity of 
people with depression prompted efforts to more systematically investigate ethical 
issues raised by informed consent for DBS in people with depression [18].

It is important to note that currently there are innovations in mental health and 
direct-to-consumer (DTC) technology taking place outside of these medical and 
healthcare frameworks. Thus, the ethical and regulatory frameworks that protect the 
well-being of participants in clinical settings do not necessarily apply to address 
issues such as safety or privacy. A prime example of such innovation is the prolifera-
tion of DTC mental health apps that are available. The U.S.  Food and Drug 
Administration (FDA) regulates the safety of medical devices, but many such apps 
may not meet the criteria for medical device or are in a category that is considered 
of sufficiently low-risk that the FDA uses its discretion to not regulate them. Studies 
have found that most mental health apps are not supported by scientific evidence of 
safety or effectiveness [19]. Furthermore, in the consumer context, there are not the 
same rules to protect privacy and confidentiality of sensitive information shared 
with mental health apps as there are in healthcare settings [20]. The American 
Psychiatric Association (APA) is one of the organizations that has provided guid-
ance on how to assess mental health apps for safety, data protection, and other key 
issues [21]. Given the high value of personal data in the current landscape, there 
remain challenges for the protection of brain and behavioral data that is collected 
and generated through DTC mental health apps [22].

When innovative technologies emerge, efforts to establish ethical frameworks 
for the development and use of that technology help provide critical engagement 
with the risks and benefits of the technology, as well as standards for when and how 
that technology may be brought into clinical practice. The Precautionary Principle 
that action must be taken to prevent serious potential harm, even where there is still 
only suggestive evidence of the threat, is a guiding principle which has supported 
efforts to assess emerging biotechnologies [23]. The field of synthetic biology, 
which is an interdisciplinary approach to the design of chemically synthesized 
DNA, provides an example of how stakeholders came together early in the develop-
ment of the technology to address ethical issues. The Presidential Commission for 
the Study of Bioethical Issues produced guiding principles for assessing emerging 
technologies and used those to assess ethical and social implications of synthetic 
biology and its potential impact on society [24]. Those guiding principles are: (1) 
public beneficence, (2) responsible stewardship, (3) intellectual freedom and 
responsibility, (4) democratic deliberation, and (5) justice and fairness [25]. 
Principles of stewardship, beneficence, justice and fairness, and public deliberation 
assist in allowing for examination of how emerging technologies may impact soci-
ety, as well as setting up key points for considerations of risks and benefits, equity 
and access, for when the technology transitions to clinical use [26].

In the area of brain research, the BRAIN Initiative included as part of its mission 
the establishment of ethical principles to guide the advances in neuroimaging and 
other neurotechnologies. The BRAIN initiative produced guidance for the develop-
ment of neurotechnologies, such as anticipating special issues, public education, 
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attending to possible malign uses of neurotechnologies, addressing public concerns 
about the brain and concerns regarding sharing research and benefits of the technol-
ogy. Their neuroethical principles also address the need for caution as neurotech-
nologies are moved into medical or non-medical uses, as well as public education 
and protecting privacy and confidentiality of neural data, [27]. In particular, the 
principle of caution specifically discourages “the premature widespread use or inap-
propriate adoption of new technologies, especially those that may be offered directly 
to consumers or in non-health-care settings, such as in the legal system.” [27]. For 
example, efforts to identify neural correlates for lying or pain might be of interest to 
a range of organizations, such as law enforcement or insurance companies, and thus 
lend themselves to premature adoption or misuse. Such innovations could have 
broader societal impact, through providing new means of surveillance, modifying or 
even controlling people. While principles such as stewardship or the need for public 
education are common to emerging technologies with a variety of clinical applica-
tions, there are two main areas that neuroethicists tend to identify specifically in the 
context of neuroinnovations. First, the brain’s role in consciousness and identity, 
and the potential for neuroinnovations to have an impact on personality, agency, and 
personhood, is viewed as a special and pressing reason for caution and concern in 
assessing risks and benefits in this context [28]. Additionally, the protection of brain 
privacy and data is often viewed as an area of particular concern regarding innova-
tive practices and approaches in the context of the brain.

�Consciousness, Agency, Identity

In a review of the ethics of innovative brain technology, an issue that is pivotal to 
many of the specific challenges seen in these innovations is the role of the brain in 
consciousness and the general perception that the brain is where one’s sense of self 
resides. Interventions in the brain have the potential to impact personality, agency, 
and other characteristics that make up one’s sense of identity and self. Thus, health 
interventions using such technologies are expected to move cautiously in assessing 
the potential impact on these aspects of the brain, and explanations of these risks are 
essential to thorough informed consent for these procedures.

Broadly speaking, medical conditions, even those that are not focused on the 
brain, can have a significant impact on a person’s sense of agency, self, or mood 
[29], and likewise some medical treatments can produce effects on a person’s sense 
of identity. Studies of the illness narratives of people with cardiac or gastrointestinal 
conditions, as well as people with chronic pain problems, have demonstrated how 
these conditions can change a person’s sense of self, identity, and personality [30]. 
There have been reports of more commonly prescribed drugs, such as statins, some-
times producing changes in a person’s personality, such as triggering violent mood 
swings [31]. Nonetheless, when an innovative treatment is specifically meant to 
exert an effect on the brain or mental health, ethical implementation of that technol-
ogy or treatment acknowledges the key role of the brain in making a person “who 
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they are” by requiring a careful analysis of the potential impact on agency, identity, 
or personhood as part of understanding risks and benefits and providing appropriate 
informed consent. For example, with brain–computer interface (BCI) technologies, 
there is the potential for individuals to have difficulties with how they experience 
the boundaries between the device and their sense of self, such as wondering 
whether the motivation to perform a certain action came from themselves or from 
the device [32]. Because interventions using BCI may impact the way that a person 
experiences their actions and motivations or affect their sense of agency, innova-
tions utilizing these technologies should be accompanied by research agendas that 
work towards better understanding these impacts and how to communicate these 
risks to patients.

DBS is a technique that has been clinically tested for treatment of Parkinson’s 
disease and has been found to produce changes in personality and mood in some 
subjects [33]. These types of changes have raised concerns in neuroethics regarding 
the impact of DBS on identity and agency as well [34, 35]. Research to support ethi-
cal innovation in DBS has included study of the extent of these risks, as well as 
patient perceptions of this impact. Recent approaches to DBS include a “closed 
loop” design in which a sensor implanted as part of the DBS device monitors brain 
activity and modulates the device’s stimulation effects accordingly, which raised 
additional concerns regarding how the patient experience of agency is impacted by 
the device modulation being under its own control [36]. For informed consent pur-
poses, researchers must grapple with how best to explain and present risks for 
change in personality, especially when a patient may understandably have trouble 
weighing what may seem like more abstract concerns regarding agency against the 
debilitating nature of a condition like Parkinson’s. As DBS is applied to different 
conditions, such as dystonia or eating disorders [37, 38], it remains important to 
evaluate how risks regarding impact on personality or mood compare to or interact 
with the risks of the specific condition. Empirical research into the experience of 
those receiving these types of interventions is important for better understanding 
their impact on personhood issues, as well as assisting with formulating ethical 
guidance, such as appropriate informed consent. There are also precedents in psy-
chiatry and neurosurgery regarding innovative treatments and impact on personal-
ity, agency, or identity that can be examined for useful examples and guidance. For 
example, a number of psychiatric medications have side effects.

�Brain Privacy/Neural Data

Brain privacy and protection of neural data have also been identified as a priority 
area of concern when innovative neurotechnologies are implemented [39]; emerg-
ing technologies utilizing BCI, biomarker projects, computational behavioral anal-
ysis, and many consumer neurotechnologies involve the collection of large amounts 
of fine-grained data about the brain and behavior [40]. Neural data may eventually 
include information regarding a person’s perceptions, emotions, memories, or even 
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thoughts. Neurotechnology initiatives are working on the development of improved 
methods to measure and analyze brain activity. As technologies that can “decode” 
neural data are developed, it will likely become possible to decode a person [41]. 
Similarly, as neuroimaging techniques and data analysis approaches improve, it 
may be possible to reveal more information about a person’s behavioral health from 
brain scans [42]. Projects to develop “deep phenotyping” for the purposes of preci-
sion medicine bring together different layers of data, such as genomic data, behav-
ioral tracking, brain scans, and environmental analysis in order to examine not just 
the risk of developing a specific brain condition but predict the possibility of spe-
cific cognitive states or mental health symptoms arising in the short-term future of 
an individual [43]. There are different types of brain and behavioral data that will 
be produced through these neurotechnologies and innovations. The underlying ethi-
cal concern is that the production of neural and behavioral data through innovative 
brain research and its real-world applications will place people at risk of having 
fine-grained and highly sensitive information about their behavior, mental state, 
and brain health revealed to others in ways that make them vulnerable to unwanted 
and unforeseen uses, or simply misuse, of that information.

While some of the neurotechnologies mentioned above are not yet a reality, the 
protection of brain and behavioral data has become a more pressing concern overall 
due to the health and behavioral inferences that can be drawn from that type of data 
through computational analytics [44]. There are diverse forms of data related to the 
brain and behavior that can be used together with descriptive data, such as clinical 
interviews, to generate information about mental state or even predictive informa-
tion regarding behaviors [45]. The availability of information related to biomarkers, 
such as genetic risk of neurological and behavioral disorders also adds to concerns 
regarding brain privacy as the combination of different types of information can be 
used to generate risk prediction and other information about brain health, such as 
indications of pre-symptomatic and prodromal stages of mental illness [46]. Many 
people may be unaware of these types of risks when it comes to their neural and 
behavioral data. Research participants, patients, and consumers must be given clear 
information about these risks regarding their data and the opportunity to provide 
consent [47].

In medical settings, the Health Insurance Portability and Accountability Act 
(HIPAA) privacy protections generally apply to protect personal health information 
(Pub. L. No. 104–191) [48]. At the same time, patients are often insufficiently aware 
of the potential for some of their personal health information to be shared with third 
parties through electronic health records practices [49]. One approach to sharing 
data for research purposes is to de-identify the data. More and more, though, 
because of increased technological capabilities and the massive amount of personal 
information on public databases, it is becoming unfeasible to claim that the risk of 
re-identification of patient data can be eliminated [50]. For that reason, clinicians 
and researchers need to consider how to inform participants and patients of these 
risks and consider how to minimize negative repercussions of re-identified 
patient data.
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In the consumer domain, there are fewer privacy protections for personal infor-
mation [51]. Consumer data that pertains to a person’s brain health or behavior can 
potentially be sold or shared in ways that the user is not expecting or would not 
foresee [52]. There have been steps towards increased protection of consumers’ 
personal information in Europe, with the passage of the General Data Protection 
Regulation and California’s Consumer Privacy Act. These regulations provide 
models for giving consumers better information regarding how their data may be 
used and opportunity to consent. At the same time, appropriate protections for neu-
ral and behavioral data in the consumer domain remain a concern, particularly in 
light of the value that access to personal data holds for many corporations and 
organizations.

Risks to an individual of having sensitive mental health and behavioral infor-
mation being revealed include potential repercussions in areas such as employ-
ment, insurance, or education [22]. Neural and behavioral information could also 
be applied for consumer purposes, such as assisting with targeted marketing. 
Although marketing is sometimes viewed as a practice that is annoying but benign, 
mental and behavioral information could be used for purposes that are less benign 
such as decisions regarding what price points for merchandise are available to 
certain groups, which employment openings are shown to job searchers, or what 
type of housing options appear in an internet search [53]. When people are in a 
vulnerable state, such as a major depressive episode or mania, marketing practices 
could target them for treatment or purchases that could financially or negatively 
impact their mental health [54]. Furthermore, data that seemingly would not be 
labeled as behavioral or even health data, such as shopping purposes or location 
data, can now be analyzed to produce inferences regarding mental health and 
behavior [44, 55]. This type of inferential data blurs the lines or defining which 
data are still in the “context of the brain” – but also underlines the need for paying 
careful attention to privacy and protection of data when moving forward with 
neurotechnologies.

�Conclusion

Innovation in brain research and technology offers great potential for improving 
care of people dealing with neurological and mental health disorders. As new meth-
ods and approaches for brain interventions are developed, the rapid pace of progress 
must be accompanied by careful consideration of the ethical challenges faced in the 
adoption of these innovate technologies. Established ethical frameworks for pro-
tecting the safety and welfare of vulnerable people, as well as addressing societal 
challenges of public engagement and access to innovation, provide useful guidance. 
At the same time, the context of the brain requires consideration of specific and 
novel ethical issues, such as the impact of innovative technologies on identity and 
agency or providing protections for neural and behavioral data.
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Key Points
	1.	 Ethical guidance for emerging technologies generally provides frameworks for 

addressing stewardship, accountability, public education and deliberation, and 
fairness. In the context of innovative brain technologies, such frameworks 
include addressing how the public perceives brain technologies and research, as 
well as anticipating potential areas for premature adoption or misuse of the tech-
nology in non-healthcare settings.

	2.	 Clinical innovation may be undertaken when there is a demonstrated need for the 
innovation and when a careful consideration of risks and benefits shows that the 
innovation can be undertaken in an ethically acceptable manner. With clinical 
innovation in psychiatry or neurology, there is often a need to consider special 
issues such as the potential effects on agency or sense of self and how the under-
lying condition may affect informed consent.

	3.	 Ethical frameworks that address innovation in the context of the brain generally 
highlight two special issues that merit concern: (1) the role of the brain in one’s 
sense of agency and personhood, and (2) protection of neural and behavioral data.

Questions to Consider
	1.	 What are principles that have been identified for the ethical development and 

implementation of emerging brain technologies?
	2.	 How does the brain’s role in consciousness and personhood impact the evalua-

tion risks and benefits, as well as informed consent, for clinical innovation in the 
context of the brain?

	3.	 What are reasons, if any, to consider neural data to be have different qualities or 
need for heightened protections in comparison to other kinds of health or per-
sonal information?
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Chapter 6
The NIH’s BRAIN 2025 Agenda: Attention 
to Related Ethical Considerations

Tenzin Tsungmey, Jodi Paik, Laura Turner-Essel, and Laura Weiss Roberts

�Introduction

The brain is the most complex part of the human body and is responsible for creat-
ing human intelligence, interpreting sensory inputs, driving body movement, and 
controlling human behavior. For years, doctors, scientists, and philosophers have 
been captivated by the brain. In the last 15 years, the accelerating pace of research 
in neuroscience and the development of innovative research methods and practices 
have allowed scientists to learn more about the human brain than in all previous 
centuries. In recognition of this advancement in understanding, Congress named the 
1990s the Decade of the Brain [1].

�BRAIN Initiative Background

Understanding how the brain works is possibly one of the greatest scientific chal-
lenges of our time. Experts have put a lot of effort into understanding and explaining 
how different regions of the brain operate, but no general theory of brain function is 
accepted universally. Neuroscientists are still in the infant stages of understanding 
how neurons are connected throughout the brain and how these connections change 
behaviors. Understanding brain microcircuitry is essential for neuroscience to move 
forward [2]. On April 2, 2013, President Barack Obama launched the Brain Research 
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Through Advancing Innovative Neurotechnologies (BRAIN) Initiative® to “accel-
erate the development and application of new technologies that will enable research-
ers to produce dynamic pictures of the brain that show how individual brain cells 
and complex neural circuits interact at the speed of thought” [3]. An initiative of this 
size requires ideas and partnership from scientists, doctors, and engineers across 
many different disciplines and divisions. The National Institutes of Health (NIH) 
has collaborated with other government agencies such as the Defense Advanced 
Research Projects Agency (DARPA), National Science Foundation (NSF), the 
U.S. Food and Drug Administration (FDA), and Intelligence Advanced Research 
Projects Activity (IARPA) [4].

The BRAIN Initiative has made remarkable progress toward understanding the 
brain, facilitating the development of new technologies and tools that appear to 
match the challenge of understanding the brain. New and unprecedented methods 
are revolutionizing exploration from the nanoscale to brain-and organism-wide 
investigation [5]. Through 2019, the NIH has made over 700 awards to investiga-
tors, totaling nearly $1.3 billion. The NIH is expected to ramp up its funding in the 
second half of the BRAIN Initiative project with more than half of the lifetime fund-
ing (estimated $4.9 billion) still to be spent. An allocation of funds via the Omnibus 
Appropriation Bill for fiscal year 2021 included support for two new transformative 
projects: $40 million for the Human Brain Cell Atlas and $20 million for the 
Armamentarium for Brain Cell Access. With the positive progress and outcomes 
from the early part of the initiative and the continued investment in the program to 
come, it is predicted that the most productive period of the BRAIN Initiative lies 
ahead [5].

�Goals of the BRAIN Initiative

In response to the grand challenge issued by President Obama’s proclamation, the 
NIH assembled the BRAIN Multi-Council Working Group (MCWG) to provide 
ongoing oversight of the vision and roadmap of the BRAIN Initiative. After assess-
ing the challenges and opportunities in the field of neuroscience, seven areas were 
classified as high significance for the BRAIN Initiative. The text of the June 5, 2014 
working group report, BRAIN 2025: A Scientific Vision, specifically identifies the 
following high priority subjects (a more detailed explanation of the seven goals can 
be found in Section II and Section III of the BRAIN 2025 Report [3]) (Table 6.1).

�Neuroethics and the BRAIN Initiative

Neuroethics is a field that studies the ethical, legal, and societal consequences of 
neuroscience. As an area of study, it is unique in that it involves experts from many 
different disciplines, including philosophy, psychology, law, theology, and 
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Table 6.1  Seven goals of the BRAIN Initiative

Seven goals of the BRAIN Initiative

“Discovering diversity: 
Identify and provide 
experimental access to the 
different brain cell types to 
determine their roles in health 
and disease” (pg. 6)

“It is within reach to characterize all cell types in the nervous 
system, and to develop tools to record, mark, and manipulate 
these precisely defined neurons in the living brain. We envision 
an integrated, systematic census of neuronal and glial cell types, 
and new genetic and non-genetic tools to deliver genes, proteins, 
and chemicals to cells of interest in non-human animals and in 
humans.” (pg. 6)

“Maps at multiple scales: 
Generate circuit diagrams that 
vary in resolution from 
synapses to the whole brain.” 
(pg. 6)

“It is increasingly possible to map connected neurons in local 
circuits and distributed brain systems, enabling an 
understanding of the relationship between neuronal structure 
and function. We envision improved technologies—faster, less 
expensive, scalable—for anatomic reconstruction of neural 
circuits at all scales, from non-invasive whole human brain 
imaging to dense reconstruction of synaptic inputs and outputs 
at the subcellular level.” (pg. 6)

“The brain in action: Produce 
a dynamic picture of the 
functioning brain by 
developing and applying 
improved methods for 
large-scale monitoring of 
neural activity.” (pg. 6)

“We should seize the challenge of recording dynamic neuronal 
activity from complete neural networks, over long periods, in all 
areas of the brain. There are promising opportunities both for 
improving existing technologies and for developing entirely new 
technologies for neuronal recording, including methods based 
on electrodes, optics, molecular genetics, and nanoscience, and 
encompassing different facets of brain activity.” (pg. 6)

“Demonstrating causality: 
Link brain activity to behavior 
with precise interventional 
tools that change neural 
circuit dynamics.” (pg. 6)

“By directly activating and inhibiting populations of neurons, 
neuroscience is progressing from observation to causation, and 
much more is possible. To enable the immense potential of 
circuit manipulation, a new generation of tools for optogenetics, 
chemogenetics, and biochemical and electromagnetic 
modulation should be developed for use in animals and 
eventually in human patients.” (pg. 6)

“Identifying fundamental 
principles: Produce 
conceptual foundations for 
understanding the biological 
basis of mental processes 
through development of new 
theoretical and data analysis 
tools.” (pg. 6)

“Rigorous theory, modeling, and statistics are advancing our 
understanding of complex, nonlinear brain functions where 
human intuition fails. New kinds of data are accruing at 
increasing rates, mandating new methods of data analysis and 
interpretation. To enable progress in theory and data analysis, 
we must foster collaborations between experimentalists and 
scientists from statistics, physics, mathematics, engineering, and 
computer science.” (pg. 6)

“Advancing human 
neuroscience: Develop 
innovative technologies to 
understand the human brain 
and treat its disorders; create 
and support integrated human 
brain research networks.” (pg. 
6)

“Consenting humans who are undergoing diagnostic brain 
monitoring, or receiving neurotechnology for clinical 
applications, provide an extraordinary opportunity for scientific 
research. This setting enables research on human brain function, 
the mechanisms of human brain disorders, the effect of therapy, 
and the value of diagnostics. Meeting this opportunity requires 
closely integrated research teams performing according to the 
highest ethical standards of clinical care and research. New 
mechanisms are needed to maximize the collection of this 
priceless information and ensure that its benefits people with 
brain disorders.” (pgs. 6–7)

(continued)
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Table 6.1  (continued)

Seven goals of the BRAIN Initiative

“From BRAIN Initiative to 
the brain: Integrate new 
technological and conceptual 
approaches produced in Goals 
#1–6 to discover how 
dynamic patterns of neural 
activity are transformed into 
cognition, emotion, 
perception, and action in 
health and disease.” (pg. 7)

“The most important outcome of the BRAIN Initiative will be a 
comprehensive, mechanistic understanding of mental function 
that emerges from synergistic application of the new 
technologies and conceptual structures developed under the 
BRAIN Initiative.” (pg. 7)

Brain Research through Advancing Innovative Neurotechnologies Working Group. BRAIN 2025 
Report [Internet]. National Institutes of Health; 2014. Available from: https://braininitiative.nih.
gov/strategic-planning/brain-2025-report

sociology, among others. Although many of the ethical concerns in brain research 
are common with those found in biomedical research in general, there are addi-
tional, special ethical considerations that impact neuroscience research because the 
brain is responsible for our consciousness, our innermost thoughts, and our most 
basic human needs [6]. Additionally, as increasingly innovative neurotechnologies 
are developed as research tools and as therapies to better understand the brain and 
treat brain disorders, neuroethics plays a crucial role in the advancement of neuro-
science as a field; any technology that informs our understanding of the brain and its 
functions, including higher-order activities like consciousness and thought, requires 
ethical guidance for the development, application, and consequences of its use [7].

Discussions about the need for an Ethical, Legal, and Social Implications (ELSI) 
Program for neuroscience began in the early twenty-first century, inspired by the 
model of the ELSI Program of the NIH’s Human Genome Project. Cognizant that 
neuroinnovation was happening now, and that the nature of neuroscience research 
necessitated consideration of complex issues involving decision-making capacity, 
autonomy, and consent, neuroethicists were attuned to the need for ethical guidance 
in the neurosciences. From its beginning, members of the BRAIN Initiative com-
munity were concerned with the ethical implications of innovative neuroscience 
research and application and advocated to include support for ethical inquiry within 
its structure. Initial inquiry and identification of ethical issues began in 2013, when, 
as part of his additional BRAIN Initiative announcement, President Obama tasked 
the Presidential Commission for the Study of Bioethical Issues to consider and cre-
ate a set of proactive ethical standards to guide neuroscience research. Three public 
stakeholder meetings were held in August 2013, December 2013, and February 
2014, and the Commission issued its first set of recommendations in 2014. Gray 
Matters: Integrative Approaches for Neuroscience, Ethics, and Society (Gray 
Matters, Volume 1), emphasized the need to integrate ethics throughout the research 
endeavor and explicitly called for funding for ethics. A second, further report, Gray 
Matters: Topics and the Intersection of Neuroscience, Ethics, and Society (Gray 
Matters, Volume 2) was released in March of 2015 and focused attention on three 
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topics of heightened concern arising from neuroscience research: cognitive enhance-
ment, capacity for consent, and neuroscience and the law. The reception to the Gray 
Matters reports was mixed, with some researchers critical of its lack of specific 
advocacy for an ELSI-style initiative.

Attention to ethics was included as an important component of the BRAIN 
Initiative’s strategic plan. The initial BRAIN 2025 report highlighted four specific 
goals for neuroethics: (1) the establishment of a shared vision for the ethical conduct 
of neuroscience research; (2) the development of resources for collecting and dissemi-
nating best practices in the conduct of ethical scientific research, particularly clinical 
research; (3) the support of data-driven research to inform ethical issues arising from 
BRAIN 2025 projects; and (4) the creation of outreach activities for diverse stake-
holders to promote the discussion and examination of the social and ethical implica-
tions of neuroscience research [3]. As part of this strategy, a specific Neuroethics 
Working Group (NEWG) was created to provide guidance for the Initiative in 2015.

With the scientific goals of the BRAIN Initiative in mind, the NEWG developed 
a list of Neuroethics Guiding Principles to frame and address neuroethical issues of 
concern for research projects funded by the BRAIN Initiative, with the goal to facil-
itate progress in neuroscience while helping to ensure that neuroscientific advance-
ments support human well-being. The Working Group’s Guiding Principles were 
outlined specifically in a December 2018 article in the Journal of Neuroscience [8] 
(Table 6.2).

Most recently, informed by the BRAIN Initiative’s interim review (BRAIN 2.0), 
the NIH convened an additional advisory group, the BRAIN 2.0 Neuroethics 
Subgroup (BNS), reporting directly to the Advisory Committee to the Director 
(ACD). The creation of the BNS again highlighted the value of integrating neurosci-
ence and ethics to confront the challenges and emerging ethical questions arising 
from the study of the brain, anticipating ethical concerns and guiding navigation 
through them and influencing how neuroscience research should be designed, con-
ducted, interpreted, and applied. The BNS was tasked with reviewing the BRAIN 
2025 goals, evaluating their progress in their current context, and developing a spe-
cific “Neuroethics Roadmap” supporting the integration of neuroethics and 

Table 6.2  Neuroethics guiding principles 

1.  Make assessing safety paramount.
2.  Anticipate special issues related to capacity, autonomy, and agency.
3.  Protect the privacy and confidentiality of neural data.
4.  Attend to possible malign uses of neuroscience tools and neurotechnologies.
5. � Use caution when moving neuroscience tools and neurotechnologies into medical or 

non-medical uses.
6.  Identify and address specific concerns of the public about the brain.
7.  Encourage public education and dialogue.
8.  Behave justly and share the benefits of neuroscience research and resulting technologies.

Reprinted from Bianchi DW, Cooper JA, Gordon JA, Heemskerk J, Hodes R, Koob GF, et  al. 
Neuroethics for the National Institutes of Health BRAIN Initiative. J Neurosci. 2018 Dec 
12;38(50):10583–5. CC-BY (Creative Commons Attribution 4.0 International License) Bianchi 
DW, Cooper JA, Gordon JA, Heemskerk J, Hodes R, Koob GF, et al.
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neuroscience, releasing their findings independently but in concert with the BRAIN 
2.0 report [7]. Five major findings, highlighting distinct areas for enhanced BRAIN 
Initiative attention and support, were described [7]:

1.  The BRAIN Initiative should enhance integration of neuroscience and neuroethics.
2. � The BRAIN Initiative should provide additional tools and resources for neuroethics research 

and for neuroscientists to appreciate neuroethics issues.
3. � The BRAIN Initiative should monitor the development and use of animal and other 

biological models aimed to more closely approximate human brain function.
4. � The BRAIN Initiative should establish guidelines for the neuroscience data ecosystem that 

address data capture, storage, sharing, and translation to humans and society.
5. � The BRAIN Initiative should initiate conversations and collaborations to address 

neuroscience applications beyond biomedical and clinical contexts.

Following the model established by the ELSI Program of the NIH Human 
Genome Project, which required that “not less than” 5% of funding be dedicated to 
research on the ethical, legal, and social implications of genetic research [9], the 
BNS recommended that the ELSI standard for the BRAIN Initiative also work 
toward a 5% goal of ethics-related spending. Current spending on neuroethics via 
BRAIN Initiative funds hovers around 1% to date. ELSI funding under the Human 
Genome Project was 3% of total budget in the first fiscal year (1990) and quickly 
reached its 5% goal in 1992. By the end of its first 5 years, ELSI-HGP had funded 
126 unique research and education projects, and funding for genome-related ELSI 
projects continues to this day via the NIH’s National Human Genome Research 
Institute. If the BRAIN Initiative hopes to reach its ethics funding goal of 5%, there 
is room for growth.

An internal neuroethics project team, composed of NIH program staff, ensures 
that neuroethics are considered throughout the grant cycle, from their inclusion in the 
development of funding plans for review, to approval of the funding by the NIH, and 
throughout the duration of completing the funded project. The Neuroethics Guiding 
Principles may evolve over time as the BRAIN Initiative continues to grow and 
increase our understanding of the human brain and how it functions.

�BRAIN Initiative: Research on the Ethical Implications 
of Advancements in Neurotechnology and Brain Science

The BRAIN Initiative supports research and study on neuroethics in multiple ways, 
via a funded neuroethics research portfolio, supported neuroethics training and 
postdoctoral fellowships, and administrative supplements that include neuroethics 
inquiry into existing BRAIN Initiative projects. Many current neuroethics projects 
are grounded in and informed by the BRAIN Initiative’s research portfolio, and 
BRAIN Initiative-sponsored research efforts toward understanding brain function 
and treating brain disorders in human subjects have informed neuroethics research 
that both addresses classical bioethics and also requires new, specific analyses of 
ethical concerns that arise due to the uniqueness of the brain, namely its role as the 
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organ of the mind. Likewise, emerging neuroscience tools and technologies power-
fully inform our understanding of the brain and provide potentially unprecedented 
ways to modify its function.

The initial funding opportunity announcement (FOA) specifically for neuroeth-
ics study, RFA-MH-17-260, was posted on October 21, 2016 and opened for sub-
mission on December 30 of that year. Informed by the goals of the BRAIN Initiative, 
the FOA provided support for research addressing core ethical issues arising from 
innovative neuroscience research and technology development funded by the 
Initiative. To date, 15 projects have been funded through three ethics-specific RFAs 
(Table 6.3), representing an investment of over $15 million since 2017.

Table 6.3  BRAIN Initiative neuroethics projects funded in three initial ethics-specific RFAs

Year Title Institution

2017 Achieving ethical integration in the development of novel 
neurotechnologies

UCSF

Enabling ethical participation in innovative neuroscience on 
mental illness and addiction: towards a new screening tool 
enhancing informed consent for transformative research on the 
human brain

Stanford University

Ethics of patients and care partners perspectives on personality 
change in Parkinson’s disease and deep brain stimulation

Cleveland Clinic

Neuroethics of a DBS system targeting neuropsychiatric and 
movement disorders

Baylor College of 
Medicine

2018 Assessing the effects of deep brain stimulation on agency Dartmouth College
Human agency and brain–computer interfaces: understanding 
users’ experiences and developing a tool for improved consent

University of 
Washington

Informing choice for neurotechnological innovation in pediatric 
epilepsy surgery

University of British 
Columbia

Is the treatment perceived to be worse than the disease? Ethical 
concerns and attitudes towards psychiatric electroceutical 
interventions

Michigan State 
University

The brainstorm project: a collaborative approach to facilitating 
the neuroethics of bioengineered brain modeling research

Case Western Reserve 
University

2019 Cognitive restoration: neuroethics and disability rights Weill Medical 
College of Cornell 
University

Leveraging ethical dissension among capacity, beneficence and 
justice in clinical trials of neurotherapeutics in the severely 
disabled: lessons from schizophrenia

University of 
Colorado

Pediatric deep brain stimulation: neuroethics and 
decision-making

Baylor College of 
Medicine

2020 Neuroethics of non-therapeutic invasive human neurophysiologic 
research

UCLA

Highly portable and cloud-enabled neuroimaging research: 
confronting ethics challenges in field research with new 
populations

University of 
Minnesota

Ethics of the choice of invasive versus non-invasive neurosurgery: 
different stakeholders’ perspectives, surgical decision-making, 
and impact on patient sense of control

Cleveland Clinic/
Case Western Reserve 
University
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Supported neuroethics research projects often, although not exclusively, comple-
ment BRAIN Initiative-funded research involving human subjects. Awareness of 
potential downstream effects, on both an individual and societal basis, inform neu-
roethical research design, with research addressing issues of societal reentry and 
cognitive restoration [10] and the meaning of unintended effects in aspects of cogni-
tion, behavior, and emotion that potentially arise from novel neurointervention [11]. 
Funded projects also anticipate ethical questions that are likely to arise from still-
developing research-specific technology; as an example, researchers are proactively 
examining ethical questions that spring from increasingly more complex brain 
organoid research [12].

As the BRAIN Initiative research portfolio expands to include study of implanted 
neuromodulation devices, research into the ethical concerns related to the use of 
these innovative devices has grown. Several projects have explicitly explored the 
ethical implications of deep brain stimulation (DBS), addressing concerns about 
autonomy and identity [13]; querying perspectives on valued personality character-
istics and perceived changes after DBS [14, 15]; and developing assessment tools to 
better catalogue changes in agency in patients post-DBS [16].

Research into the different values and ethical concerns of different stakeholder 
groups have also been an important part of the BRAIN Initiative neuroethics 
research portfolio, with the hope that recognition, understanding, and integration of 
the unique perspectives of patients and researchers will aid in the ethical design and 
implementation of innovative neuroscience. These research endeavors have been 
both technology-specific (incorporating stakeholder perspectives in DBS [17]), 
technology- and group-specific (developing a clinical decision aid for the use of 
DBS in a pediatric population [18, 19]), and investigative of ethical concerns, and 
their similarities and their differences, across neuroinnovative research types and 
stakeholders [20, 21].

�Genesis of the “Enabling Ethical Participation in Innovative 
Neuroscience on Mental Illness and Addiction” Project 
at Stanford

Great discoveries in neuroscience hold promise for reducing the burden of many of 
the most disabling conditions that threaten human health worldwide, including 
mental illnesses and addictions. Thanks to the BRAIN Initiative, this challenge is 
now being surmounted with new technologies and methods emerging at an unprec-
edented level of innovation. Such efforts include brain–machine interfaces, circuit-
based neuromodulation trials, gene editing, optogenetic manipulations, behavioral 
vaccine development, in vitro cellular models from induced pluripotent stem cells, 
big data/machine learning and artificial intelligence, among others. Increasingly, 
exceptionally innovative science inspires hope that devastating brain-based disor-
ders may be prevented, treated, and even cured.
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As the BRAIN 2025 scientific vision notes, however, a suite of novel ethical chal-
lenges confronts those engaged in innovative neuroscience. These concerns include 
the deepest questions about what defines humanity and personhood, what forms of 
novel inquiry may exceed ethically acceptable limits in society, and how to perform 
ethically sound studies with volunteers who may be vulnerable to exploitation in the 
research situation. Such issues are particularly salient in mental illness and addic-
tion research because these conditions affect cognition, emotion, motivation, behav-
ior, and self-governance of potential participants. Importantly, some of these ethical 
issues are amenable to empirical study, which can yield valuable insights and 
evidence-informed practices that strengthen and enable ethically sound human 
brain investigation.

In January 2018, a group of researchers at Stanford School of Medicine proposed 
a study to do just that. Led by co-investigators Dr. Laura Weiss Roberts (Chair of the 
Department of Psychiatry and Behavioral Sciences) and Dr. Laura B. Dunn (at the 
time, faculty member and clinician in the same department) the study’s overarching 
goal was to accelerate neuroscience toward lessening the burden of mental illness 
and addiction through a hypothesis-driven empirical ethics inquiry in three parts. 
Both investigators had previously led research teams examining the ethical research 
participation of individuals with serious mental illness and/or addiction, and the 
evolution of the BRAIN Neuroethics grant provided an opportunity for further col-
laboration in this important topic area. Biostatistician Dr. Jane Paik Kim was 
brought on as a co-investigator and proved to be instrumental in developing mea-
sures for the study, as well as analyzing and interpreting statistical results. A scien-
tific advisory board comprised of psychiatrists, bioethicists, and research experts 
was assembled to support both goals of the study and along with a team of diverse 
research personnel.

The first aim of the study was to determine the distinct ethical issues and prob-
lems encountered in innovative neuroscience related to mental illness and addiction 
through semi-structured interviews with neuroscientists, neuroethicists, and institu-
tional review board members. Informed by the research team’s past work and 
grounded in a rigorous conceptual model, the second aim of the study was to exam-
ine factors (both negative and positive) that influence research decision-making by 
people with mental illness and addiction in the context of innovative neuroscience 
research.

Maximizing an established record of expertise in empirical ethics investigations 
and neuroethics, the project leveraged access to the exceptional neuroscience 
research conducted at Stanford University, including work by BRAIN initiative 
investigators; provided extensive, systematically collected data on influences on 
decision-making about innovative neuroscience research participation by individu-
als with mental or physical illness and healthy controls; and held promise for the 
development of new evidence-informed best practices in safeguarding human vol-
unteers in cutting-edge neuroscience. It continues to be our hope that such work will 
ultimately mitigate fears and biases that continue to adversely affect scientific, regu-
latory, and public practices related to research involving people with neuropsychiat-
ric conditions.
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The following section of this book, Special Topics in Clinical Neuroinnovation, 
provides “‘deep dives” into unique issues in the field, exploring the ethics of neuro-
innovative research in the context of neurosurgery, disorders of consciousness, psy-
chedelic drugs, in the courts, and in concert with industry. The final section of this 
book, Neuroethics and Innovation: Inquiry informed by the Roberts Valence Model, 
discusses our particular project in finer detail and presents qualitative results from 
the first aim as well as some quantitative data generated and analyzed in relation to 
the second aim. For further description of the grant which funded the work described 
in this book, and a rationale for the chosen focus of the study, please see Chap. 12.
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Chapter 7
Neurosurgery and Neuroinnovation  
in the Surgical Suite: The Ethics of 
Neurostimulation for Severe Obesity

Disep I. Ojukwu, Daniel A. N. Barbosa, Arthur L. Caplan, 
and Casey H. Halpern

�Introduction

In the words of Goel and Kothari, “neurosurgery has the magical touch of restoring 
the might to the paralyzed. Equally, the opposite can as well happen [1].” Herein lies 
the juxtaposition of innovation and ethics, which has been intertwined with neuro-
surgery since its infancy. Indeed, the history of neurosurgery and the journey of its 
development have been paved with courage, ingenuity, and the desire to attenuate 
patients’ suffering. This history was hinged upon the understanding of anatomy and 
advancement in surgical techniques during the Renaissance period in Europe [2]. 
Jacopo Berengario da Carpi (1460–1530), an Italian surgeon and anatomist, was the 
first to publish “an anatomical text supplemented with illustrations [and] a mono-
graph dedicated to head injury” [2]. Over the next centuries, tremendous accom-
plishments were achieved in anatomical knowledge, with American neurosurgeon 
Albert L. Rhoton (1932–2016) rendering modern contributions to the understanding 
of microsurgical neuroanatomy. Rhoton notoriously published numerous illustra-
tions and stepwise dissections “to permit the neurosurgeon to navigate accurately, 
gently, and safely around and through the cerebrum and intracranial space” [3].
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Although cranial surgeries for traumatic injuries had been conducted throughout 
history, the advent of modern neurosurgical techniques did not arise until the 19th 
century. In 1879, Scottish surgeon Sir William Macewen (1848–1924) performed 
his first tumor resection [4]. The surgery, which marked “the first elective surgery 
specifically targeting a lesion deep to the dura,” was successfully conducted on a 
14-year-old patient who likely had a tuberculoma [5]. In 1884, English surgeon Sir 
Rickman J. Godlee (1849–1925) excised a tumor in a patient with a history of severe 
headaches and worsening paralysis of one side of the body. The patient survived for 
a few months after the surgery, at which point postmortem examination revealed the 
presence of a malignant tumor [4, 5]. Although Godlee never undertook another 
intracranial operation, he is considered important to the historical development of 
neurosurgery as a discipline [5]. These monumental surgeries performed by 
Macewen and Godlee were made possible by advancements in anesthesia to induce 
insensitivity to pain, antiseptic concepts developed by British surgeon Joseph Lister 
to minimize infection, hemostasis for the prevention of blood loss intraoperatively, 
and accurate cerebral localization borne from clinical observation and examination 
[2, 4, 5]. Still, strides were yet to be made.

In 1886, Victor A.H. Horsley (1857–1916) was considered the first “neurosur-
geon” in history following his appointment as a surgeon of cranial surgery, albeit he 
continued to practice as a general surgeon [4]. Primarily practicing in London, 
Horsley became renowned for performing the largest volume of cranial surgeries 
worldwide. Within a year, he performed 11 operations with one death in a boy with 
a posterior fossa tumor [4]. In addition, Horsley is credited as being the first surgeon 
to perform operations for epilepsy, pituitary tumors, subarachnoid hemorrhage, and 
resection of a spinal tumor [4]. While many regarded him as dangerous and rough 
in his surgical approaches, others classified him as a masterful technical surgeon for 
his excellent survival rates without the use of medications or imaging modalities 
[4]. In addition to his anatomical and surgical skills, his contributions to surgical 
innovation also shaped neurosurgery for more than a century. For instance, his con-
ception of the stereotactic frame has been revolutionary for precise brain localiza-
tion, although it was only used in a non-human primate [6]. Horsley also implemented 
staging for difficult procedures, in which cranial decompression was performed to 
reduce brain swelling before attempting a second procedure on the same patient [4].

Amidst these pivotal advancements in Europe, the field of neurosurgery remained 
infantile during the late 19th and 20th centuries [5]. Conversely, in the United States, 
“the rigid application of techniques, new insights into the physiology of the brain and 
cerebral circulation, and innovative techniques and devices that helped to achieve 
hemostasis in the brain were developed” [5]. Most notably, American neurosurgeon 
Harvey W. Cushing (1869–1939) is credited as founding neurosurgery as an inde-
pendent surgical specialty and writing the first substantial text on neurosurgery [7]. 
In addition, Cushing was the first to use the new technology of X-rays in surgical 
practice, in which he used the technology to localize and remove a bullet in the cervi-
cal spinal canal [7]. Among other accomplishments, Cushing was also the first to add 
blood pressure measurement to the ether management chart of surgical patients in the 
United States, although this practice was contemptuously viewed by most surgeons. 

D. I. Ojukwu et al.



119

As one surgeon remarked, “there is nothing to be learned from the measurement of 
blood pressure that cannot be learned by the skilled palpating finger on the pulse” [7].

The ingenuities from prominent individuals truly shaped the discipline of neuro-
surgery. Moreover, neurosurgical innovation continued to be a cornerstone for the 
advancement of the specialty. From Neolithic human skeletal trepanations (i.e., sur-
gically created holes in the skull) to NeuroMate surgical robots, innovation has been 
indispensable for pioneering clinical practice [8–10]. Using cerebral localization 
performed by Alexander H. Bennett (a neurologist), Godlee’s excision of the tumor 
from the Rolandic area of the brain marked the first time localization was used to 
successfully localize and remove a tumor from a human brain [2, 11]. Another 
example of historical neurosurgical innovation occurred in 1957, when American 
neurosurgeon Theodore Kurze (1922–2002) became the first neurosurgeon to use a 
binocular microscope in the operating room. After a year of practicing middle ear 
dissections, Kurze translated those surgical skills to neurosurgery to remove a 
Schwannoma of the seventh cranial nerve in a 5-year-old patient [2].

Embedded within the historical tapestry of neurosurgical ingenuity lies an under-
current of ethical principles, which arguably are more relevant today. According to 
Wall et al., “an ethical problem occurs when an agent must choose between mutu-
ally exclusive options, both of which either have equal elements of right and wrong 
or are perceived as equally obligatory. The essential element that [defines] an ethical 
problem […] is the element of choice” [12]. Although the choices and intrinsic 
nature of moral dilemmas in neurosurgery evolved over time, the implications of 
moral decisions remained significant. To this point, inherent in the surgeon’s scalpel 
is the contradiction to one of the most valued principles of clinical ethics —primum 
non nocere, that is “first, do no harm.” By using the scalpel, however, surgeons must 
first “harm” before cure [13]. This necessary incision must be performed with sym-
pathy and care for the patient. Eighteenth century Scottish physician and moralist 
John Gregory implored physicians to utilize “that sensibility of heart which makes 
us feel for the distresses of our fellow-creatures ... [and] ... incites us in the most 
powerful manner to relieve them” [13]. This abiding compassion is one of the many 
points of the moral compass that continues to guide the field of neurosurgery and its 
innovative advancements.

�Deep Brain Stimulation (DBS)

Neurostimulation, such as deep brain stimulation (DBS), is one advancement in 
neurosurgery that has helped to relieve distress in patients with movement or psy-
chiatric disorders [14]. The surgical procedure involves placement of electrodes 
within designated targets of the brain that are involved in the pathophysiology of the 
disorder [15]. The history of neurostimulation, or electrostimulation of the brain, 
dates back to prehistory. While much has been documented, this narrative will 
briefly highlight the historical background of modern DBS therapies in the United 
States [16–19].
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In the 1930s, neurosurgeons used ablative therapy as definitive treatment for epi-
lepsy. The patient was kept awake while the neurosurgeon used an electrical probe to 
deliberately destroy a pre-identified region of the cerebral cortex that was presumed 
malfunctioned [20]. In 1947, the stereotactic apparatus was used on humans for the 
first time, enabling surgeons to ablate deeper areas within the brain [6, 20]. The emer-
gence of this apparatus also ushered in the establishment of a new neurosurgical 
specialty—stereotactic neurosurgery—which ultimately developed the knowledge, 
skills, and equipment that positioned DBS as a viable therapy [20]. During this “era 
of experimentation,” neurosurgeons continued to identify brain targets for movement 
disorders and patients typically received chronic stimulation as therapy for those dis-
orders. “Electrodes were left in situ and protruding from the skull for several weeks, 
enabling the surgeons to identify and lesion the optimal areas for ablation in an incre-
mental fashion” [20]. Subsequent to the introduction of levodopa as medical manage-
ment for Parkinson’s disease (PD) in 1968, however, stereotactic neurosurgery 
waned. Because neurologists were reluctant to refer PD patients for neurosurgical 
intervention, only a few academic centers continued to offer stereotactic neurosur-
gery to “patients with chronic, untreatable pain and those with movement disorders 
that would not respond to the new levodopa medications” [20]. These academic cen-
ters would eventually serve as the epicenter of DBS evolution and expansion.

At that time, neurostimulation still consisted of external electrodes which pro-
truded “from the [patient’s] head in order to link with a power source, which at the 
time [was] large, cumbersome and certainly not implantable” [20]. In the 1960s, the 
medical device manufacturer Medtronic introduced a groundbreaking product—the 
first commercially available cardiac pacemaker, which heralded the advent of a 
small, mobile power source [20]. With the financial success and advancement gar-
nered from this new technology, “the development of the neurostimulator piggy-
backed on the success of the cardiac pacemaker” [20]. A milestone was reached 
when American neurosurgeon C. Norman Shealy (b. 1932) adapted the technology 
of the cardiac pacemaker for treatment of patients with chronic, intractable pain 
[20]. Utilizing implantable electrodes within the spinal cord, Shealy delivered mod-
ified radio frequency energy through the skin to an implanted receiver [20].

After much success of this modified technology for treating chronic pain, the 
medical device industry developed a neurostimulator device specific for such pur-
pose. In 1968, Medtronic released the first device, then manufacturer Avery 
Laboratories released their device in 1972, and finally manufacturer Cordis released 
their neurostimulator device [20]. Soon thereafter, these neurostimulators were used 
to stimulate deep areas of the brain as treatment for various motor disorders, cere-
bral palsy, epilepsy, schizophrenia, severe depression, and dystonia. Over time, 
DBS devices incorporated lithium batteries that extended the lifespan of implanted 
neurostimulators to several years, improved neurostimulator leads, and included 
wireless programming consoles [20]. However, widespread adoption of DBS 
remained hindered due to the lack of device approval from the United States Food 
and Drug Administration (FDA).

Beginning in 1987, French neurosurgeon Alim Louis Benabid (b. 1942) con-
ducted clinical trials among patients with PD or essential tremor [20, 21]. These 
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trials utilized high frequency stimulation from Medtronic neurostimulator elec-
trodes placed within the thalamus of the brain, although Benabid later targeted the 
subthalamic nucleus in the brain as a more effective treatment for PD [20, 22]. 
Serendipitously, Benabid’s trials occurred when physicians began seeking alterna-
tive therapeutic approaches to PD management. Although medications, such as 
levodopa, were initially successful in managing the motor symptoms of PD, their 
effectiveness diminished over time. By the mid-1980s, there was an emergence of 
severely affected PD patients whose symptoms had been inadequately managed 
with medications [20]. In conjunction with the need for more effective PD therapies, 
an objective tool for assessing the efficacy of PD treatments had been developed—
namely, the Unified Parkinson’s Disease Rating Scale (UPDRS) [20]. The combina-
tion of these factors, among others, created the ideal environment for the advancement 
of DBS. Medtronic subsequently employed Benabid to design international (Europe 
and United States) multi-site clinical trials with the aim of assessing the efficacy of 
DBS.  All of the clinical trial sites used the five-part UPDRS as a standardized, 
objective outcome measure of the severity of PD symptoms before and after treat-
ment. Findings from the multi-year Medtronic clinical trials demonstrated that DBS 
therapy resulted in statistically significant reductions in tremor and global disability. 
Moreover, “the efficacy of [DBS] treatment appeared to be greater than that of avail-
able medications” [20].

Upon presenting these findings to the FDA’s Neurological Devices Panel 
Advisory Committee in 1997, the FDA formally approved the use of unilateral DBS 
for the treatment of tremor related to essential tremor and severe PD [20, 23]. 
Subsequently, the FDA approved DBS for more general cases of PD in 2002, dys-
tonia in 2003, and obsessive-compulsive disorder in 2009 [20, 24–26]. Due to the 
efficacious use of DBS for psychiatric and movement disorders, neurosurgeons 
have begun to re-explore its potential benefits in treating other medical “conditions 
inadequately managed with medications” or standard therapies [20]. One such 
emerging indication is neurostimulation for the treatment of severe obesity.

Obesity continues to be an increasing challenge, with nearly 25% of U.S. adults 
projected to have severe obesity (i.e., body mass index [BMI] of 35 kg/m2 or greater) 
by the year 2030 [27]. Additionally, severe obesity is predicted to be the most com-
mon BMI category among women, non-Hispanic Black adults, and low-income 
adults in the U.S [27]. These trends will ultimately exert an increased burden on the 
health care system. A BMI of 35–40 kg/m2 has been associated with a 50% increase 
in health care expenditures above persons with normal weight, while a BMI of over 
40 kg/m2 has been associated with a 100% increase in health care costs [28].

The societal challenges associated with obesity are also compounded by the 
realities of ineffective long-term treatments. Laparoscopic Roux-en-Y gastric 
bypass surgery is the gold standard surgical treatment for severe obesity; however, 
the long-term failure rate of this intervention is reported as 20–35% [29]. Hence, 
novel surgical interventions are being implemented to address this growing and 
unmet need. In particular, closed-loop DBS of the nucleus accumbens (NAc) has 
shown promise to provide long-term benefits for treatment-refractory obesity, with-
out altering one’s social behavior [30]. Instead of dispensing chronic and 
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continuous electrical stimulation (i.e., open-loop DBS), closed-loop DBS systems 
administer “brain-responsive neurostimulation therapy” [30]. Similar to the treat-
ment modalities for epilepsy, “in which epileptiform activity can precede electro-
graphic and clinical seizures,” temporal activity specific to the anticipatory period 
preceding feeding provides a brief window of opportunity for intervention [30]. 
Ultimately, the aim of brain-responsive neurostimulation is to restore inhibitory 
control over loss of control eating during vulnerable moments [30]. In light of this 
novel surgical approach for the treatment of severe obesity, this chapter focuses on 
the classical ethical concerns of this indication—a treatment modality that is one of 
the most innovative approaches in neurosurgery—beginning with the surgeon–
patient relationship [31–36].

�The Surgeon–Patient Relationship

The foundation of the surgeon–patient relationship is trust. Although neurosurgeons 
typically have a short amount of time to develop a meaningful physician–patient 
relationship “from the time of referral to surgery, the degree of trust that patients 
must place in their surgeons creates an intricate covenant that begins in the office 
and carries over to the operating theater” [13]. This level of trust differs from that in 
general medicine, simply because of the difference in the temporality of the patient–
physician relationship. In primary care medicine, patients are perceived as continu-
ous shared decision makers in their medical care. For instance, if a patient is not 
tolerating a particular medication or refuses to continue treatment, the patient main-
tains control over his or her choice in real time [37]. However, the surgical environ-
ment differs. Although “awake DBS” procedures are performed in which the patient 
undergoes conscious sedation, most of the time “in the operating room, conscious-
ness and thus autonomy are suspended, leaving the patient’s life in the hands of the 
surgeon and the anesthesiologist. It is not feasible to discuss ahead of time all 
[emphasis added] the possible intraoperative outcomes and decisions required dur-
ing the course of a surgical procedure. So after a reasonable discussion with the 
surgeon, the patient relies on the surgeon’s judgment [and experience] to do ‘the 
right thing’ during the operation” [37]. Hence, a high level of trust is inherent in the 
surgeon–patient relationship. Patients with severe obesity who choose to undergo 
neurostimulation are especially vulnerable. Because their medical condition is not 
usually acute (e.g., ruptured appendix, strangulated hernia, intracranial hemor-
rhage), they electively enter the operating room in a fairly stable state of health. The 
patient trusts the neurosurgeon to use correct judgment if and when complica-
tions arise.

Essential to any surgical procedure is also the understanding of risks associated 
with the procedure. Additionally, neurosurgeons are tasked with the responsibility of 
balancing patients’ expectations with the realities of what the surgical procedure can 
offer, with the aim of achieving a mutually agreed upon satisfactory outcome for 
both parties. In order for patients to have adequate understanding of expected 
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outcomes and risks associated with the procedure, effective communication is vital 
to the surgeon–patient relationship [38]. Patients with obesity, however, often experi-
ence a disconnect in communication from their medical providers due to obesity or 
weight bias. In most modern societies, obesity is a highly stigmatized condition [39–
42]. “In many cases, people with obesity are blamed for irresponsible overeating or 
inactivity, or both” [39]. Unfortunately, this stigma is not limited to societal interac-
tions. There is increasing evidence that weight bias exists within health care settings 
[39, 40]. Some physicians view patients with obesity as “annoying” or a “greater 
waste of their time” [39]. Additionally, physicians have been shown to have less 
emotional rapport with their patients who have obesity [43]. These “negative atti-
tudes and biases place the patient–physician relationship at risk by reducing patient 
satisfaction and the quality of the patient encounter, which can lead to negative 
patient outcomes” [39, 40]. Therefore, in the setting of utilizing neurostimulation as 
treatment for severe obesity, neurosurgeons must be cognizant of their own biases 
and sensitive to not only the physical, but also the emotional needs of their patients.

�Autonomy, Decisional Capacity, and Surgical 
Informed Consent

Respect for autonomy, meaning respect for the decisions of patients regarding their 
medical care, is necessary in all patient interactions [12, 44]. In situations when the 
patient has decisional capacity, he or she is able to make his or her own medical 
decisions. However, there are circumstances in which patients may not have deci-
sional capacity. In those circumstances, the patient’s rights must still be honored. 
For example, if a patient with intellectual disability is under the care of a caregiver 
and that caregiver desires neurostimulation for the patient’s refractory obesity, the 
onus rests on the health care team to ascertain, to the degree possible, the patient’s 
true wishes and viewpoints regarding neurostimulation before the procedure is per-
formed. Another example is a patient with diminished mental capacity resulting 
from a long-standing history of seizures. If this patient had refractory obesity and 
his or her caregiver desired neurostimulation as treatment for obesity, an ethical 
construct must be implemented to ensure that the patient’s rights were not being 
infringed upon. Just as this patient relies on his or her caregiver for decisions per-
taining to management of diabetes mellitus, cancer treatment, or cardiac pacemaker 
placement, the patient would rely on the caregiver for decisions regarding 
neurostimulation.

Inherent in the notion of honoring the patient’s rights is the act of obtaining 
informed consent before any surgical procedure is performed. The five components 
of the informed consent process are disclosure, decisional capacity, patient under-
standing of the information, voluntariness, and consent [12]. In order to adequately 
obtain consent for the surgical intervention, a neurosurgeon “must provide the 
patient with information about the nature of the surgery, the expected benefits, 
material risks and adverse effects, alternate treatments and the consequences of not 
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having the surgery. Material risks include [potential] risks common to all [surgeries] 
and [potential] risks specific for the proposed surgery, even if they are rare” [45]. 
Neurosurgeons are also encouraged to discuss the postoperative course that is 
expected, including any additional interventions that might be needed if complica-
tions arise [12]. As stated by the World Federation of Neurosurgical Societies, 
“unless [patients] are unable to read, competent patients participating in research 
must be fully informed, in writing, about the purpose and methods of the research 
and must give their voluntary, fully informed, and explicit consent to participate” 
[46]. Patients should also have the freedom to make their decisions without coercion 
or intimidation [47]. These guidelines are relevant to research as well as surgical 
procedures.

The use of informed consent is especially critical before novel surgical opera-
tions are performed, such as neurostimulation as treatment for severe obesity. 
Patients must receive full disclosure regarding the novelty of the procedure and the 
associated risks. “The informed consent process should include specific discussion 
of the innovative aspect of the procedure. Any omission of such discussion arguably 
involves deception and violates patient autonomy-based rights to submit to care, 
and could create potential liability for surgeons and their institutions” [48]. In addi-
tion, the use of “off-label” modalities must be disclosed to the patient. When a drug 
or device is used “off-label,” it is used in a patient population, route of administra-
tion, or preparation that is different from its approved usage. It is, therefore, the 
responsibility of the physician to disclose the relative risk to the patient as part of 
the informed consent process [48]. Informed consent is a process, and as such, phy-
sicians need to secure both a signed consent form and document that comprehen-
sion was attained through the use of questions or quizzes soliciting patient responses, 
which also ought to be documented.

Since limited historical data may exist regarding outcomes associated with 
neurostimulation for severe obesity, a patient must also be informed that he or she 
may be the first patient to experience any type of complication. In essence, “a 
greater understanding by patients of the many uncertainties associated with new 
surgical techniques will serve to improve the informed consent process and lead to 
more reasonable expectations by patients of what new procedures might offer” [49]. 
This level of transparency helps to clarify a patient’s expectations regarding poten-
tial weight loss, weight gain, or adverse events related to neurostimulation.

�Nonmaleficence

Nonmaleficence is the bioethical construct of “to do no harm” [12, 50]. As such, 
patient safety is vitally important in neurosurgical procedures. In order to enhance 
patient safety and treatment efficacy, preclinical research provides in-depth knowl-
edge regarding the scientific underpinnings of pathological states. This valuable 
information aides the thought process of intended surgical interventions before 
translation to the clinical setting. Specific to neurostimulation as treatment for 
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severe obesity, research has afforded understanding of neurobiological factors 
involved in food reward and excessive food intake paradigms, the role of neural 
dopamine D2 receptors in loss of control behavior, and the notion that food intake 
regulation and addiction share similar neurobiological circuitry [51–53]. Animal 
and human models also demonstrate weight loss and decreased caloric intake fol-
lowing neurostimulation of the NAc, hence providing insights regarding auspicious 
neural targets for surgical intervention [54–57].

Although neurosurgeons utilize preclinical research to acquire knowledge and 
attenuate nonmaleficence, there usually exists a learning curve during the early 
period after introduction of a novel surgical technique. In order to ensure patient 
safety while surgeons gain the necessary experience to execute novel procedures, 
surgeons typically begin by learning new techniques on inanimate models, animal 
models, or human cadavers before attempting to use the technique on a human being 
[36, 49]. In addition to these modalities, experienced proctors and visiting surgeons 
are often invited to share their knowledge and expertise as learner surgeons observe 
their techniques. Neurostimulation has been no exception to this practice.

Furthermore, when neurostimulation targets the NAc in efforts of treating severe 
obesity, nonmaleficence must be considered when modulating this component of 
the limbic system in the brain. Normally, the NAc contributes to reward processes, 
emotional and behavioral components of feelings, motivation, and pleasure [15, 
58]. Disruption or elimination of these neural pathways may have negative effects 
on one’s normal brain processes [15, 33]. From mirroring the smile of a laughing 
baby to feeling a sense of accomplishment after completing a simple household 
chore, a patient’s sense of reward, satisfaction, and wellbeing may be substantially 
altered. On the other hand, the reversible aspect and less invasive nature of DBS to 
the brain tissue offer patients the option of device modulation, deactivation, or pos-
sible extraction if undesired behavioral changes develop [15, 59, 60]. Additionally, 
the use of closed-loop NAc DBS devices is thought to cause less alteration to one’s 
normal behavior, as electrical stimulation is “delivered in response to a behaviorally 
specific fluctuation in NAc physiology” [30].

Notwithstanding the potential for physical “harm” caused by neurostimulation, 
other constructs of psychological “harm” must also be addressed. Variability of 
beliefs exists from one religion to another regarding implantation of medical 
devices. For example, patients who are Jewish or Muslim may be willing to accept 
medical devices (e.g., porcine heart valves) that are contrary to their moral reason-
ing and dietary beliefs, given the imperative to save or preserve human life [61]. In 
addition, patients who are Protestant Christian may accept medical technologies 
such as “filled or false teeth, glasses or contact lenses, hearing aids, pacemakers, 
dialysis, hairpieces, and… vaccinations” as a means of restoring one’s “organic 
functioning or processes,” while remaining skeptical of other technologies or 
devices that appear to “[enhance] capacities or […] alter conscious identity [61].” 
On the other hand, patients who are Buddhists or Hindus may be somewhat ambiva-
lent regarding implantation of medical devices. While the implantation of medical 
devices may not violate Buddhist or Hindu teachings related to their “authentic Self 
(which cannot be improved or damaged), patients may be concerned that implanted 
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medical devices will hinder “the need to advance spiritual welfare detached from 
the [physical] body” [61].

Culture may also impact how patients perceive the potential harms and benefits 
of innovative technologies. For instance, South Asian and East Asian traditions, 
although very different, include a shared “ambivalence toward the body” that does 
not exist in Western Cartesian attitudes [61]. Individuals from Asian traditions may 
believe that “improved psychophysical integration is to be attained through spiritual 
practice. This view does not deny the value of technological interventions if they 
can reduce suffering, such as correcting disabilities. However, mechanical devices 
cannot address [one’s] deepest suffering (dukkha); rather, [one’s] efforts to trans-
form [his or her] ways of thinking, feeling, and acting are required” [61].

In addition to religious and cultural perspectives, one’s ethical viewpoint of 
“human-machine interactions” should be considered [62]. “Many people experi-
ence a psychological difference between a device attached externally to the body 
and a device that penetrates the skin. The skin has always been a boundary for the 
self, and penetrating this boundary can constitute a profound invasive violation of 
not only the body but the person” [62]. There are also individuals who share similar 
perspectives as American technologist and science fiction author Ramez Naam, who 
notes that “as we learn how to repair damaged brains, we’ll discover an immense 
amount about how the brain works. That in turn will lead to devices that can improve 
our mental abilities .... These abilities will pose serious questions to our sense of 
identity and individuality. They will blur the line between man and machine” [62]. 
While these viewpoints may seem extreme to some people, they may factor into a 
patient’s moral persuasions regarding implantable devices, such as 
neurostimulation.

�Justice and Beneficence

When considering the use of neurostimulation for the treatment of severe obesity, 
one must invariably ponder the notion of justice. Justice is a moral principle that 
encompasses fairness, equality, and impartiality—the obligation to be fair to all 
people [50]. In medicine, distributive justice is most commonly used to determine 
the fair distribution of medical goods and services [12]. Essentially, “individuals 
have the right to be treated equally regardless of ethnic group or race, gender, cul-
ture, age, marital status, medical diagnosis, social standing, economic level, politi-
cal or religious beliefs, or any other individual characteristics” [50]. This ensures 
fair access to medical resources and equity.

DBS systems typically cost $35,000 to $50,000, and up to $100,000 for bilateral 
procedures [63]. These costs include surgical expenses, devices, anesthesia, hospital 
fees, and physician fees [63]. Data suggest that obesity prevalence rates among 
adults in the United States tend to be higher in lower-income groups [64]. In addi-
tion, U.S. adults ages 20–64 years with public health insurance (e.g., Medicaid) are 
more likely to be extremely obese (i.e., BMI of 40 kg/m2 or greater) as compared to 
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individuals with private health insurance or those who are uninsured (10.4%, 4.0%, 
4.7%, respectively) [65]. In light of these disparities, patients with severe obesity 
may desire neurostimulation as treatment for their condition, yet not have the finan-
cial means to pay for this novel procedure. This financial conundrum is further 
exacerbated by the reality that most health insurance plans (public or private) offer 
coverage to only FDA-approved indications for neurostimulation (e.g., essential 
tremor, Parkinson’s disease). Because neurostimulation as treatment for severe obe-
sity is not currently FDA-approved, eligible individuals may have the option of 
enrolling in clinical trials as a means of having the expenses covered. Ideally, lower-
income groups would have an equal chance of participating in such studies. 
Institutional review boards (IRBs) are responsible for ensuring fair access as a con-
dition of conducting clinical trials. However, lack of access to adequate health care 
services may impede these opportunities for low-income groups. This financial 
limitation and disparity necessitate that the distribution of medical treatments be 
fairly appropriated to those most in need in order to exercise not only justice, but 
also beneficence—that is, the notion of “doing good,” maximizing benefits, and 
minimizing harm to patients [12, 50].

One could argue that this notion of “doing good” for patients with obesity entails 
mitigating long-term complications from the disease. These complications include, 
but are not limited to, diabetes mellitus, hypertension, hypercholesterolemia, stroke, 
heart disease, certain types of cancers, and surgical complications such as wound 
infections and venous thromboembolism [39]. In addition to curtailing these patient-
level sequelae, there are also ramifications to the health care system as a whole. 
“Direct and indirect costs arising from the medical care, increased morbidity and 
mortality, and decreased productivity related to obesity create a significant eco-
nomic effect on the U.S. health care system. For example, the number of sick days 
and medical claims increase as a person’s BMI increases, and adults with severe or 
morbid obesity (BMI more than 40 kg/m2) have per capita health care costs that are 
81% higher than those of healthy-weight adults” [39]. Furthermore, the care of 
patients with obesity may require physicians to expend more time and medical 
resources, such as “the availability of specialized equipment […] that can accom-
modate a higher maximum weight, and specially designed instruments for use in the 
operating room. Additionally, surgical procedures that often are performed in more 
cost-effective outpatient surgical centers may need to be undertaken in hospitals 
because of increased anesthesia risks to patients with obesity, along with other med-
ical considerations. These surgical procedures may be more complex, and they may 
be of longer duration” [39]. Hence, novel treatments for obesity are not simply 
cosmetic procedures. Equity needs to be employed to ensure that patients with the 
greatest need have access to these treatments and are also selected to receive these 
treatments. Sponsors of clinical trials must be strongly encouraged to help cover the 
costs for those in greatest need who cannot pay.

On the other hand, some may question the morality of investing resources into 
implantable medical devices when approximately 8.5% of the U.S. population does 
not have health insurance coverage and “a good share of the world’s population 
lacks access to vaccinations and basic public health measures of sanitation” [61, 
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66]. As Campbell et al. asserts, “not to ask such questions is a moral failing and 
evades the central issues of contemporary biomedical ethics” [61]. However, theo-
logical ethicist Gene Outka suggested several criteria to provide guidance for com-
peting health care priorities. These criteria include (1) frequency of the condition or 
illness within a population, (2) the level of risks of communicability to a broader 
population, (3) costs of treatment, (4) extent of pain and suffering experienced by 
those afflicted with the condition, and (5) prospects for rehabilitation with treatment 
[61]. Although many patients with severe obesity have undergone conventional 
treatments such as gastric bypass surgery, there is doubt regarding their long-term 
efficacy and capacity for rehabilitation. Magro et al. reported that approximately 
50% of patients with obesity experienced weight regain within 24  months after 
gastric bypass surgery, while patients with severe obesity regained up to 18.8% at 
48 months after surgery [67]. These findings reveal the need for cheaper and more 
effective innovative approaches to address this life-impacting disease.

To this end, others may also question the fairness of lower-income individuals 
using government assistance to finance innovative health care treatments, claiming 
such practice to be a misuse of taxpayer dollars. However, similar to costs associated 
with diabetes mellitus or hypertension management among patients with obesity, 
taxpayer dollars are already being allocated to fund many obesity-related medical 
expenses. Hence, with the prevalence rates of obesity (BMI of greater than or equal 
to 30 kg/m2) and severe obesity (BMI of greater than or equal to 40 kg/m2) among 
U.S. adults being the highest they have been in the past 10 years, novel treatment 
modalities for obesity should not be considered lavish or cosmetic, but necessary [68].

�Conflict of Interest

According to the World Federation of Neurosurgical Societies, “a conflict of interest 
exists when an investigator, author, reviewer, or editor has a financial or personal 
relationship that inappropriately influences or biases his or her actions. Financial 
relationships, such as employment, consultancies, stock ownership, honoraria, and 
paid expert testimony are the most easily identifiable conflicts and have the greatest 
potential to undermine the credibility of academic institutions, investigators, 
authors, journals, and science itself. However, conflicts can occur for other reasons, 
such as personal relationships, academic competition, and intellectual passion” 
[46]. While conflict of interest in medicine has been of concern, the relationships 
that surgeons have with industry differ from industry’s relationships with other 
medical professionals [12]. Because surgeons are the only persons “who are licensed 
to use surgical devices on living humans,” surgeons are essential to industry for the 
development and testing of such instruments and devices [12]. Likewise, surgeons 
need private industry in order to design, test, and market surgical devices [12]. This 
mutually beneficial relationship is indispensable to the success of surgical advance-
ments. Therefore, equipoise must exist in this synergistic relationship.

Conflicts of interest may also arise when financial and other rewards bias physi-
cians regarding their primary duty to care for their patients. In order to circumvent such 
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bias, “the purposes, applications, consequences, and sponsorship of research projects 
should be clearly disclosed to all individuals who are materially affected, including 
patients participating in the research project, subjects, collaborators, and funders” [46]. 
Although this recommendation is specific to research projects, it can equally be applied 
to the clinical setting in which any potential conflicts of interest with industry may 
adversely influence the informed consent process or surgical outcomes. The use of 
neurostimulation for severe obesity highlights a clinical scenario in which these poten-
tial conflicts of interest may exist. This indication is currently considered experimental 
because it is not FDA-approved. Therefore, sponsorship for clinical trials stems from 
grant funders, with most study aims focused primarily on assessing feasibility and 
effectiveness of the procedure. In order to maintain transparency, uphold moral prin-
ciples, and minimize distrust from society, physician researchers must inform study 
participants, IRBs, their universities, and other stakeholders regarding potential con-
flicts of interest with grant sponsorships and industry involvement.

�Clinical Trials

In order to maintain high moral integrity of clinical trials associated with neuro-
stimulation for severe obesity, the safety of trial participants must remain of utmost 
importance at all times throughout any clinical trial. Appropriate safeguards and 
periodic safety evaluations are critical for early detection of adverse effects and 
tolerance of stimulation. In addition, clinical trials should be conducted in full 
accordance with the ICH E6 Guideline for Good Clinical Practice, the principles of 
the Declaration of Helsinki, as well as relevant regulatory entities (e.g., U.S. FDA 
regulations, IRB guidelines) [69, 70]. Before the commencement of any study, the 
principal investigator should have written and dated approval from the IRB for the 
trial protocol, informed consent and competence assessment documents, subject 
recruitment procedures (e.g., advertisements), alternative treatments, registry par-
ticipation, and any other written information to be provided to trial participants. To 
further maintain transparency and adequate dissemination of acquired scientific 
knowledge, results and accomplishments from the study should be made available 
by registry on ClinicalTrials.gov and publication to study participants, health care 
professionals, other relevant groups, and the public. De-identified study findings 
should be freely shared through publications in peer-reviewed academic journals 
and presentations at peer-reviewed scientific meetings.

�Protected Populations

Our understanding of vulnerable populations has changed over time and continues 
to be refined. As such, regulations to protect these groups have evolved accordingly. 
When evaluating the appropriateness of neurostimulation, certain vulnerable 
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populations warrant careful attention—including children, prisoners, and pregnant 
women. First, because obesity among children is of increasing concern, there may 
be an inclination to offer neurostimulation to a pediatric patient as a treatment 
option [71]. Indeed, there is increased encouragement to include children in the 
decision-making process of their medical care. “When minor children are patients, 
agreement on the course of treatment should be reached with the patient’s parents or 
with the person legally responsible when there are no parents. Children who are 
younger than the age of consent but able to understand what is proposed should be 
informed and consulted regarding their treatment” [46]. Children (including those 
who are wards of the State, but excluding emancipated minors) are a protected 
group [72]; therefore, care should be taken when considering them for surgically 
implantable devices, especially if the device is considered elective and not medi-
cally required. Consultation in advance with an IRB is essential.

Another protected group to consider are prisoners. The United States National 
Institutes of Health (NIH) advises that “because prisoners may not be free to make 
a truly voluntary and uncoerced decision regarding whether or not to participate in 
research, the regulations require additional safeguards for the protection of prison-
ers” [72]. Although research is specified in the NIH guideline, novel treatments 
requiring informed consent are also applicable.

Third, pregnant women are also viewed as a protected group. The NIH advises 
that “because research may pose additional and/or unknown risks to pregnant 
women, human fetuses and neonates, the regulations require additional safeguards 
in research” [72]. Again, the safeguards pertinent to research are also relevant to 
novel treatments. Working in advance with both legal counsel and IRBs is indis-
pensable before commencing a trial involving pregnant women.

�Preoperative Assessments and Postoperative Tracking

Similar to bariatric surgery, the decision to implant a neurostimulation device as 
treatment for severe obesity necessitates the involvement of a multidisciplinary 
team with medical, surgical, psychiatric, and nutritional expertise [33, 73, 74]. A 
psychological assessment of each patient is inherent to this decision-making pro-
cess. Although there is no formal standard regarding the psychological assessment, 
there are components that should be incorporated to determine a patient’s appropri-
ateness for surgery [73, 75]. First, a clinical interview is conducted in which the 
patient meets with a psychologist or psychiatrist to assess behavior and psychiatric 
symptoms. In addition, “the core parts of the clinical interview include reasons for 
seeking surgery, weight and diet history, current eating behaviors, understanding of 
the surgery and its [possible] associated lifestyle changes, social supports and his-
tory, and psychiatric symptoms (current and past)” [73]. The patient then completes 
psychological testing which provides an objective measure of his or her presenta-
tion style, psychological adjustment, and readiness for surgery [73]. This thorough 
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evaluation before surgery can help to ascertain the patient’s support system, realisti-
cally frame the patient’s expectations of surgical outcomes, and contribute to long-
term success postoperatively [76]. Additionally, ongoing psychological assessment 
after implantation of the neuromodulatory device would serve to monitor the 
patient’s adaptation to stimulation and intercept deleterious outcomes.

In addition to a psychological assessment, all patients must demonstrate prior 
failure of conventional therapies for weight loss. These therapies may include diet, 
exercise, behavioral therapy, pharmacotherapy, and surgical approaches [77]. This 
assessment of past therapy must occur before neurostimulation is offered as a novel 
treatment option for severe obesity. Similar to bariatric surgery, a detailed weight 
loss history must be obtained and documented [78]. Although there is no specific 
guideline for this criteria, patients must have attempted behavioral and medical 
interventions for obesity that were not successful over time [78, 79].

Furthermore, the health, safety, and privacy of patients continue to be of utmost 
importance after implantation of the neuromodulatory device. As such, postopera-
tive monitoring of patients is essential. Long-term tracking of protected health 
information can best be achieved using a secure registry database, with findings 
reported in aggregate and in compliance with the Health Insurance Portability and 
Accountability Act of 1996 (HIPAA) [80]. Routine data collection and analysis 
will ensure that patient outcomes are monitored for weight loss trends and overall 
health. This registry would also serve as an additional mechanism to ascertain 
device complications and assist in mitigating deleterious outcomes. Ultimately, 
findings from registry data will help to guide the informed consent process, as 
well as amend future clinical approaches for long-term success and optimal 
patient care.

�Conclusion

Although the use of neurostimulation in movement disorders and psychiatric condi-
tions has been well-established, its utilization as treatment for severe obesity high-
lights an example of innovation in modern neurosurgery. Several ethical constructs 
accompany this novel advancement, including the need for informed consent, the 
avoidance of “harm” associated with the implantation of a neuromodulatory device 
within the reward center of the brain, and equitable distribution of medical resources 
to those most in need of this surgical intervention. In addition, protected populations 
who may not be able to make voluntary decisions about their medical care must be 
rigorously safeguarded. In the future, as non-invasive neuromodulatory therapies 
advance, the ethical construct of nonmaleficence will be of greater importance. One 
will invariably question the utility of invasive treatments if non-invasive alternatives 
provide equal or greater therapeutic benefit. This introspective process of continu-
ously evaluating therapeutic value highlights not only the inherent science, but also 
the art of innovation in neurosurgery.
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Key Points
	1.	 The use of neurostimulation as treatment for severe obesity is novel and implores 

several ethical considerations.
	2.	 As part of the trust-building process between neurosurgeons and patients, 

informed consent must be obtained from the patient before any surgical proce-
dure is performed.

	3.	 The notion of avoiding “harm” extends beyond physical harm to include reli-
gious and cultural considerations that may contribute to a patient’s perception 
of “harm.”

	4.	 Neurosurgeons should maintain key relationships, particularly with industry 
partners, without compromising the patient’s care or instigating conflicts of 
interest.

	5.	 Vulnerable populations (e.g., children, pregnant women, prisoners) require addi-
tional safeguards and careful attention when evaluating their appropriateness for 
neurostimulation.

Questions to Consider
	1.	 Why is trust critical to the surgeon–patient relationship?
	2.	 What are the risks associated with neurostimulation of the nucleus accumbens as 

treatment for severe obesity?
	3.	 What role does justice play when using neurostimulation to treat severe obesity?
	4.	 What steps can be taken to uphold high moral integrity of clinical trials associ-

ated with neurostimulation for severe obesity?
	5.	 When a patient desires neurostimulation as treatment for severe obesity, who 

should be involved in the decision-making process to determine the patient’s 
appropriateness for surgery?

	6.	 What assessments are important before and after surgery when a patient receives 
neurostimulation for severe obesity?
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Chapter 8
In the Midst of Uncertainty: 
Neuroinnovation at the Edge 
of Consciousness

Laura P. Dresser and Christos Lazaridis

�Brain–Computer Interfaces and Related Ethical Dilemmas

Multiple areas of medicine and research have worked alongside to establish and 
advance the field of brain–computer interfaces—the foundations of this area of neu-
roscience date back to several decades of ongoing developments. The conception of 
electroencephalography (EEG) by Hans Berger in 1929 [1] is probably the first 
breakthrough in the field, with subsequent efforts to use EEG technology for neuro-
feedback therapy starting early on. These efforts have since evolved into sophisti-
cated ideas on how to utilize computer interfaces, and the past 20 years have seen 
the initial translational applications of prior neuroscientific discoveries. Innovation 
is fostered by the collective work of different fields, including engineering, neuro-
physiology, psychology, medicine, and computer science.

The definition of brain–computer interfaces (BCI) is not collectively agreed 
upon in the neuroscientific community, driven mainly by the fact that it is an area of 
rapid development, and there is considerable variability in its application. The basic 
notion propelled by many in the community is that of a neurotechnological device 
able to detect brain activity and translate into a command executed by a machine [2, 
3]. Some authors and, in many instances, the media and public include brain stimu-
lation techniques in the definition of BCI [4, 5]. The crucial aspects of BCI func-
tioning include its ability to detect and classify brain activity and to immediately, or 
almost immediately, provide feedback to the user about its intended goal [6]. BCIs 

L. P. Dresser (*) 
Department of Neurology, University of Chicago, Chicago, IL, USA 

MS & Neuromuscular Center of Excellence, Clearwater, Chicago, IL, USA 

C. Lazaridis 
Department of Neurology and Neurosurgery, University of Chicago Medical Center,  
Chicago, IL, USA
e-mail: Lazaridis@uchicago.edu

© Springer Nature Switzerland AG 2023
L. W. Roberts (ed.), Ethics and Clinical Neuroinnovation, 
https://doi.org/10.1007/978-3-031-14339-7_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14339-7_8&domain=pdf
mailto:Lazaridis@uchicago.edu
https://doi.org/10.1007/978-3-031-14339-7_8


138

are usually classified according to the type of signal they detect into active, reactive, 
and passive. In active BCI, the user performs a mental task that is then translated 
into an executable command by the machine. The most common application of this 
type is motor imagery, by which patients can, for example, control a robotic arm. 
Reactive or evoked BCI systems utilize an external stimulus and measure selective 
attention. Passive BCI measures baseline or background brain activity [3, 7]. The 
way signals are acquired also plays a role in the classification of BCIs, with both 
invasive (for example, implanted cortical grids, which measure activity in the outer 
brain layer) and non-invasive technologies (such as non-invasive surface EEG and 
functional magnetic resonance imagine (fMRI)) available. 

The potential applications of this technology are many and varied but fall mostly 
into two main categories: (1) exclusively for medical and therapeutic application 
and (2) consumer enhancing technologies. So far, both areas have been developed 
on a relatively separate playing field, and many aspects of each largely remain on a 
research-only stage. In recent years, there has been a growing interest in utilizing 
developments in informatics and computer science to advance the technology and 
its potential applications, leading to the belief that the field will rapidly expand with 
input from emerging companies. Neuralink, created by Elon Musk, recently pub-
lished data about their new research platform, described as a “scalable, high-
bandwidth brain-machine interface,” which aims at providing more reliable, 
functional signals, recorded from a larger cortical source [8]. The tremendous inno-
vation and possibility for advancement, as well as increasing interest in non-medical 
applications, have bolstered the awareness of hidden controversies and possible 
obstacles to its responsible development.

�Ethical Concerns

Multiple ethical concerns have emerged in the context of brain–computer interfaces 
(Table 8.1). The debate that arises takes place in different arenas, some of which are 
more of a philosophical and abstract nature with open-ended questions, such as the 
idea of enacted or embodied mind. On the other hand, other aspects of the debate 
have a more concrete structure, such as the analysis of potential benefits vs. risks. 
As the technology continues to advance, these questions become ever more relevant 
as only addressing them in a timely fashion will allow us to create a regulated path-
way to the development of new technologies, as well as to manage their societal 
impact [9].
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Table 8.1  Potential applications and ethical considerations of brain–machine interfaces

Applications Social and ethical concerns

Medical and 
therapeutics

Neurorehabilitation: retraining 
neuromuscular function after brain or 
spinal injury
Movement and communication control: 
direct control of assistive device for motor 
and language performance
Environmental control: control of 
domestic devices and other factors in home 
or office environment

Risk/benefit ratio: risks from 
surgical procedures, implanted 
devices or long-term use of 
technology
Privacy loss: risk of misuse of 
individual’s data
Questions about identity, 
personhood and agency
Ethical concerns about utilization 
in research: includes risks/benefit 
ratio of interventions, obtaining 
consent

Direct-to-
consumer 
and 
enterprises

Performance enhancement: improving 
performance in healthy adults
Everyday tasks: facilitating and 
improving efficiency of a multitude of 
tasks, including typing and voice 
commands
Entertainment and gaming

Social perception: changes in how 
society perceives the impact of 
technology in values and day-to-day 
life
Trends in social norms: changes in 
culture and behavior based on 
expectations of technology 
consumers
Enterprise ethics: challenges in 
regulation of behavior of companies 
and consumers

�Risk and Benefit Ratio

Medical safety issues include those derived from the device itself, such as immedi-
ate surgical risks associated with invasive technologies, as well as longer-term risks 
arising from reactive scarring or gliosis if they are implanted in or near the brain 
cortex. Non-invasive technologies do not carry these direct effects but can be associ-
ated with the potential for changes in electrochemical signaling or brain plasticity. 
Even then, it is still unknown if changes could be reversible [10].

�Questions about Identity, Personhood, and Autonomy

One of the most controversial debates around BCI is whether those who use the 
technology, patients, or healthy individuals experience any sort of changes to their 
identity or personality. Some argue that these questions lack any validity, as technol-
ogy has already become an intricate part of human life. The concept of body schema 
has already been altered by technology and medical procedures, with the everyday 
and widely accepted use of artificial devices for improvement of health and func-
tionality. In addition, some argue that personality changes can occur as part of the 
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regular course of life, as a result of chronic illnesses, medications for neurological 
or psychological disorders, or due to invasive therapeutic procedures. Even if BCI 
was associated with changes in personality or identity, deterring its development or 
application could prevent us from providing real and tangible benefits to society. 
Inasmuch as these arguments sound enough to propel the debate forward, many oth-
ers believe that the risks are real and just too high. For example, Demetriades et al. 
argue that BCI makes individuals more robotic and “less human” [11].

These concepts can then be used to understand the potential effects of BCI on an 
individual’s autonomy, perception of self, and societal acceptance or stigma. One of 
the main applications for BCI is assistive technology for patients with disabilities, 
with both clinicians and researchers putting forward their goal as that of restoring 
function to “normal levels” and enhanced quality of life [3]. On the other hand, 
many believe that this goal can be conducive to further stigmatization of disability 
and to classify disability as a deficit or a burden to society [12, 13]. In the context of 
disorders of consciousness, one of the main applications of this technology in the 
field of neurocritical care, this rationale will likely lose its traction, as this technol-
ogy will provide patients with the potential for communication.

Finally, many have addressed the question of autonomy in the setting of BCI. One 
aspect of the discussion focuses on the effects of this technology on an individual’s 
ability for self-determination. Is BCI able to alter an individual’s capacity to make 
decisions? If so, how does it affect our current view of agency and responsibility for 
one’s actions? For example, some researchers believe that BCI may be more respon-
sive to brain activity than one’s own body, so that it may be more difficult for an 
individual to censor actions taken by the machine interface [14]. Moral and legal 
responsibility and liability stemming from actions aided or taken by BCI technol-
ogy are also a concern. Some scholars have created parallels between this situation 
and that of operating dangerous tools, but there is a general agreement that the BCI 
user is responsible for its actions [15, 16]. On the other hand, BCIs can improve an 
individual’s autonomy by providing a renewed sense of independence through the 
enhancement of motor abilities, speech, and language. Boosting independence and 
self-reliance can be instrumental to the perception of human dignity and the key to 
personhood.

�Privacy Concerns

The questions around privacy issues in BCIs are brought up both by researchers and 
potential users. Two main categories arise: (1) risk of extraction of brain signals that 
can be used as markers for behavior, perceptions, or disease states  and that in 
turn could be further utilized to classify individuals into categories and for potential 
discrimination and stigmatization [17, 18]; and (2) security concerns over the hack-
ing of computer platforms and introduction of unwanted behaviors, or extraction of 
relevant data [13, 14].
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�Research Ethics

Many issues arise in this field, including (1) informed consent and voluntariness, (2) 
disclosure and approach to incidental findings, and (3) justice. The questions about 
informed consent are primarily centered around voluntariness in patients with 
diminished cognitive capacity or those with depressed motor abilities, which impair 
their expression and interaction with society, such as in locked-in syndrome or min-
imally conscious state. As indicated in the Belmont Report, based on the principle 
of respect for persons, subjects have the right to make decisions about their partici-
pation in research to the extent of their abilities. Provision of the necessary informa-
tion, adequate comprehension, and voluntariness are necessary requisites to 
informed consent. Ascertaining adequate comprehension in vulnerable populations 
is challenging, but still necessary and paramount, independent of the potential ben-
efits yielded by the technology [15, 19, 20]. Surrogate decision-makers are some-
times needed in making the decision, but the subject has the right to object to their 
participation in any research venture, unless it constitutes the only alternative to 
treatment that is unavailable elsewhere. Participation of third parties in the decision-
making process adds an extra layer of complexity. The state of vulnerability in some 
populations raises concerns about the voluntariness to participate in research, as at 
times the decision may be driven by desperation to obtain therapeutic benefits 
through specific interventions, despite high risks and potentially minimal benefits.

Justice is a concern for both the research and clinical arena. The basic ethical 
principle of justice refers to the fairness of distribution of the benefits and burdens 
of research. Once technologies are developed, will patients be able to access them 
fairly? [17, 21] According to the principle of justice, vulnerable populations should 
only participate in research for the development or application of BCI if this tech-
nology will then be accessible to them for therapeutic purposes. More so, these new 
devices and technologies should not be developed uniquely for the enhancement of 
cognitive or physical abilities in healthy individuals, as this would further contribute 
to social disparity and stratification [18]. Finally, should research participants be 
entitled to keep the technology once the study is completed? If BCIs become widely 
available, are individuals entitled to updating them with the advancement of tech-
nology? And, are companies obligated to provide technical and medical support 
after that? These, and potentially many more questions, are complex as they have 
financial and potential political implications for the society at large. Use of novel 
technologies, such as BCI, can add significant costs to the care of vulnerable patients 
and may be perceived as a financial burden on already strained healthcare systems. 
Nonetheless, this should not be a limitation to their development and application. 
These questions will continue to play a critical role in the landscape of BCI technol-
ogy and companies should use them as an incentive to create more accessible and 
cost-efficient technologies.
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Table 8.2  Summary of disorders of consciousness

Diagnosis Description
Characteristics and 
behavioral response

Response to 
verbal 
commands Communication

Coma Absence of 
wakefulness and 
awareness. Acute 
and transient 
condition, lasting 
no more than 
4 weeks

Eyes closed.
No reproducible 
and consistent 
behavioral 
responses

None None

Vegetative 
state/
unresponsive 
wakefulness 
state (VS/
UWS)

Return of 
wakefulness 
without evidence 
of awareness 
(lack of 
purposeful 
behavior)

Spontaneous 
eye-opening. 
Sleep-wake cycle is 
present.
Reflexive behavior 
present, including 
startle response, 
withdrawal, 
localization to 
sound, other 
reflexive motor and 
oral behaviors

No coherent or 
purposeful 
response to 
verbal 
command. 
Reflexive 
responses, such 
as localization 
to sound are 
present

None

Minimally 
conscious state 
(MCS)

Return of 
wakefulness and 
awareness, 
characterized by 
ability to 
generate variable, 
but reproducible 
behavior

Spontaneous 
eye-opening. 
Sleep-wake cycle is 
present.
Reproducible and 
non-reflexive 
behavior

Behavioral 
responses to 
verbal 
commands are 
variable

Variable. If present, 
can include 
reproducible motor 
response to 
command or 
verbalizations 
(intelligible or 
non-functional)

�Ethical Considerations in the Discovery of Covert Conscience

Severe brain injuries can lead to the development of disorders of consciousness, 
which are characterized by reduced or lack of awareness, and include coma, the 
minimally conscious state (MCS), and the unresponsive wakefulness syndrome 
(UWS), previously referred to as vegetative state (VS) (Table 8.2). Coma is an acute 
and transient condition, characterized by the absence of both wakefulness and 
awareness, which occurs immediately after brain injury. MCS and UWS/VS are 
chronic disorders of consciousness, characterized by the return of wakefulness or 
eye-opening, and differentiated by the presence of reproducible behavioral responses 
(motor, verbal, visual tracking) in the first, but absence in the later [22, 23]. Patients 
admitted to the intensive care unit (ICU) with severe brain injuries undergo frequent 
bedside assessments to determine their level of consciousness; these evaluations are 
then used to predict their recovery potential. Bedside behavioral assessments have 
significant limitations, mainly related to the patient’s underlying motor, speech, and 
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sensory deficits as a result of the initial injury. Previous studies have shown that up 
to 40% of patients admitted to the ICU due to brain injuries can be misdiagnosed 
with a lack of awareness by bedside examinations [24]. A recent study conducted by 
Claassen et al. found that 15% of unresponsive patients due to acute brain injuries 
(median time from injury 4 days) exhibited brain activation in response to the com-
mand of hand movement, measured by qEEG [25]. Accurate bedside diagnosis is, 
therefore, challenging, even for astute and seasoned clinicians.

The decision to proceed with or withhold further treatment after severe brain 
injury is highly influenced by the treating clinician and the family’s perception of 
the potential for recovery. Diagnostic and prognostic uncertainty in this context, 
therefore, has significant consequences; it is well known that the proximate lead-
ing cause of death in the neurological ICU is withdrawal of life-sustaining mea-
sures [26]. Claasen et  al., reported that behaviorally unresponsive patients in a 
neurological ICU that were found to have appropriate brain activation in response 
to motor commands, recovered faster than those who didn’t, and also had better 
long-term prognosis [25]. So, what if a patient is perceived to be comatose, or in 
UWS/VS through bedside assessments, when they are actually aware of their sur-
roundings, but unable to express it through motor or verbal behaviors? What if a 
decision is made to withdraw life-sustaining measures based on this perception? 
Furthermore, what are the clinical, financial, legal, and ethical ramifications of 
this decision? These and many more questions are fundamental in the care of 
patients with severe brain injuries, as well as in the development of ethical frame-
works for neuroinnovative technologies. We believe that as these technologies 
become more efficient and widely available in clinical practice, physicians caring 
for patients with disorders of consciousness will have better tools at their disposal 
to be able to answer these questions and avoid dire repercussions. In the interim, 
it is essential for healthcare providers to acknowledge the limitations of current 
assessments and diagnostic tools, and to learn how to adequately relay this infor-
mation to family members as they make decisions regarding goals of care. 
Diagnostic and prognostic uncertainty are a reality of clinical care for this patient 
population, and neuroinnovative technologies will not eliminate them completely, 
but they may be useful in augmenting confidence among physicians and surrogate 
decision-makers.

Owen et al., presented the first case of a woman diagnosed as being in VS who 
was able to produce changes in brain activity in response to verbal commands, mea-
sured through functional magnetic resonance imaging (fMRI). Ensuing research 
studies around this technique have consistently reproduced these initial findings, 
showing that a significant proportion of patients diagnosed with chronic disorders 
of consciousness retain the ability to covertly follow verbal commands, answer 
simple yes/no questions, retrieve memories, and even process complex logical ques-
tions [27–30]. Based on analysis of biological and epidemiological data, the 
American Academy of Neurology, in conjunction with the American College of 
Rehabilitation Medicine (ACRM), and the National Institute on Disability, 
Independent Living and Rehabilitation Research (NIDILRR) published an updated 
practice guideline addressing the diagnosis, treatment, and prognosis of chronic 
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disorders of consciousness [31]. One of the main contributions of this document to 
the neuroethics field was the redefinition of persistent VS/UWS to chronic VS/
UWS, based on the fact that up to 20% of patients with this condition could regain 
awareness; these are probably patients mis-classified as UWS when in fact they are 
MCS or exhibit cognitive-motor dissociation (CMD). In addition, it included fMRI 
and task-based electroencephalography (EEG) as diagnostic techniques to be con-
sidered in these scenarios. The significance of the use of these innovative techniques 
goes beyond clinical practice in neurocritical care and touches on important ethical, 
cultural, and legal aspects. The debate includes questions about the moral signifi-
cance of consciousness, implications on quality of life, fiduciary duty, as well as 
legal implications on the right-to-die notion, and societal expectations about the 
irreversibility of the condition [32–35].

�Definition of Consciousness and Moral Implications

As previously noted, the main appeal of innovative neurodiagnostic techniques in 
disorders of consciousness is that they provide an alternative, non-behavioral means 
of detecting awareness. The fallible nature of bedside behavioral assessments has 
led to growing distrust in our ability to diagnose and predict outcomes in brain 
injury accurately; as best explained by Wilkison et al., we should not define a phe-
nomenon based on our ability to find out about it [34]. Neuroimaging techniques, 
both fMRI and PET imaging, as well as task-based quantitative EEG (qEEG), have 
flourished in this field. The absence of conscious awareness has been a critical 
determinant of the ethical discourse around patients in UWS/VS, which highlights 
the importance of these advances. As encompassed in its definition, UWS/VS is 
characterized by a lack of awareness of oneself, others, and the environment, while 
MCS presupposes some degree of awareness, albeit limited by severe cognitive 
impairments. Therefore, the lack of conscious awareness in UWS/VS, in its basic 
moral premise, depicts a separation from MCS. This distinction has broad implica-
tions on the legal and ethical aspects of decisions about removal of life-sustaining 
measures in patients in UWS/VS, as consciousness has long been regarded as the 
essential and valuable aspect of human life. Thus, it is of paramount importance to 
accurately differentiate between lack of consciousness and its presence, even if 
minimal.

The next big question then becomes what consciousness is, and thus far, this 
continues to be a source of contention. The concept is rooted not only in the medical 
tradition but also in the legal and philosophical arena, each with different views and 
definitions. In medicine, the determination of consciousness is essential in the diag-
nosis, management, and prognosis of brain injury. Jennet and Plum were the first to 
coin the term vegetative state in 1972, and they described life in such a state as 
“merely a physical life, devoid of intellectual activity and social intercourse” [36]. 
In legal terms, the permanent absence of consciousness has been the driving force 
behind the “right-to-die” movement, dating back to Quinlan’s case in 1975. From a 
philosophical standpoint, the debate regarding the definition and moral implications 
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of consciousness has been alive for thousands of years and continues to today. 
Perhaps, an easy way to approach the significance of consciousness, or lack thereof, 
within this population is by understanding it through the lens of “qualia” or phe-
nomenological consciousness. Qualia is a term coined by philosophers to explain 
the phenomenal aspects of a mental state, meaning what “it is like” to undergo any 
state. Hence, a state would meet the status of phenomenological consciousness if 
being in it feels like something.

Neuroinnovative technologies could provide an answer to the epistemological 
problem of differentiating between the conscious and the unconscious. Consciousness 
is sometimes thought of as a dichotomous outcome but creating a discrete line to 
separate UWS from MCS is challenging, both with traditional and novel assessments. 
Defining consciousness as a continuum is supported both from an experiential and 
neurobiological point of view. The experience of awareness is characterized by 
degrees, from the basic awareness of internal or external stimuli to the more complex 
integration of self and environment. The neurobiology of consciousness is complex 
and relies on the integration of multiple systems, some more important than others. 
Accordingly, if we conceptualize it as a continuum, is there a degree of consciousness 
that permeates into clinical, ethical, or moral significance? Is being conscious better 
or worse for patients with no behavioral manifestation of their awareness? These 
questions are tricky and, by and large, remain unanswered. The ethical and social 
debate will continue on the background of neuroinnovation in disorders of conscious-
ness but developing a framework for research and clinical practice will be crucial for 
these technologies to become relevant in the lives of patients in UWS and MCS.

�Quality of Life in Chronic Disorders of Consciousness

Assessment of quality of life is subjective and, therefore, we are unable to address 
it directly in patients with impaired consciousness. Historically, three main philo-
sophical traditions have approached the question of what a good life entails. 
Perfectionism weighs quality on the base of accomplishing objective and significant 
human potentials, but it does not take into account the individual’s system of values. 
Hedonism focuses on the procurement of pleasure and avoidance of pain, such that 
a life worth living is that in which there are pleasant mental states, but no painful 
ones. Finally, the preference theory highlights the individual’s interests and values; 
in its basic premise, it states that quality of life is measured by whether individuals 
can get what they want [37].

Previous efforts to evaluate quality of life in patients suffering from disorders of 
consciousness have relied on the public’s opinion on this matter, with many respon-
dents agreeing that life in UWS/VS and MCS is not worth living [38]. One could 
reach a similar conclusion using the perfectionism and hedonism theories, as based 
on their physical limitation, these patients will not be objectively able to fulfill what 
others consider important human potentials. It is also possible that in the course of 
their disease, they will be subjected to painful experiences, therefore defeating the 
hedonistic goal. Nonetheless, it would be impossible, based on our current way of 
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measuring behavior, to ascertain an answer from the perspective of the preference 
theory. Innovative techniques such as task-based fMRI, PET imaging, and qEEG 
could play a role in enabling communication of desires or pain. Unfortunately, these 
technologies have yet to evolve to provide reliable communication with patients in 
either UWS/VS or MCS. Only a small proportion of patients diagnosed as UWS/VS 
exhibit measurable changes in brain activity in response to external stimuli, so con-
siderable efforts are still required to advance the field.

In an effort to develop an instrument to define and measure quality of life in this 
population, Tung et al. conducted several surveys with five expert groups, including 
healthcare workers and patient advocates. They found that the highest-ranked 
domain by all groups was “bodily pain and discomfort,” but patient advocates pri-
oritized “social functioning.” At the same time, professionals (healthcare workers, 
bioethicists, neuroscientists, and quality of life methodologists) highlighted the 
importance of “cognitive functioning” and “communication ability” [39]. Once 
again, this highlights the need to develop tools that can provide direct communica-
tion with those patients that are behaviorally unresponsive but covertly aware.

Assistive technologies, such as BCIs, could help improve quality of life for 
patients in UWS or MCS by providing better diagnostic accuracy of their underly-
ing level of consciousness, and by establishing a means for communication. BCIs 
could detect measurable and reliable neural signals that can then be used to measure 
awareness. The first challenge is to reach a consensus on what kind of signals are 
most indicative of consciousness; for example, a commonly used method is measur-
ing objective responses to command-following tasks and comparing them to base-
line brain activity. Examples include changes in qEEG amplitude in specific brain 
regions or specific event-related potentials (ERP) [40].

�Justice and Rights

Patients with disorders of consciousness have been marginalized from society, 
mostly segregated to chronic care institutions, separated from the advances of sci-
ence and medicine. After the acute care finishes, families then feel banished to the 
chronic care system, where many times they must fight a long battle to obtain appro-
priate rehabilitation services. New technologies may allow families to prove covert 
consciousness and have more tools to advocate for the provision of necessary assis-
tance. Unfortunately, neuroscience development has had little impact on the experi-
ences of patients diagnosed as UWS/VS or MCS and their families [41].

Distributive justice is a debated topic for many chronic illnesses, including severe 
brain injury. Neurotechnologies investigating covert consciousness could renew 
debates about justice and the distribution of resources. Once these technologies 
become part of standard clinical practice in the management of brain injuries, they 
will further add to the significant financial expenses incurred by this population [35].

L. P. Dresser and C. Lazaridis



147

�Deep Brain Stimulation for Disorders of Consciousness

Neuromodulation techniques include invasive and non-invasive methods, with var-
ied applications in neurology, neurosurgery, and psychiatry. The field is rapidly 
evolving, and, along with it, new ethical dilemmas have surfaced regarding its appli-
cation, distribution, and impact. One of these applications is the use of deep brain 
stimulation (DBS), an invasive neuromodulation technique, in the treatment of dis-
orders of consciousness. Efforts started back in the 1960s, but the path for its devel-
opment has been riddled with concerns about its safety, efficacy, and ethical 
implications, delaying the efforts considerably. Still, there is tremendous hope and 
promise for neurostimulation techniques in restoring some cognitive and behavioral 
functions in patients with altered states of consciousness after brain injury. In 2006, 
a collaborative group in the United States presented the first case of therapeutic 
DBS in a patient in MCS. This 38-year-old individual suffered a severe brain injury 
after an assault and had remained in MCS for over 6 years. After DBS implantation, 
the patient progressively exhibited gradual improvement in his level of awareness, 
language, and motor abilities over 6 months [42, 43]. Similar efforts were carried 
out in 1990  in Japan for patients in UWS/VS, showing significant physiological 
activation of the cerebrum with DBS of the thalamus; nonetheless, there was no 
clinical benefit [44]. Most efforts have since been limited to patients in MCS, fur-
ther emphasizing the conflation of all patients with disorders of consciousness into 
a single category without care for their underlying dissimilarities. This assumption 
could have profound consequences on our ability to propose treatments and evolve 
the field. Since this technology is limited mainly to the research realm, we will 
mostly focus this discussion on the ethical implications of its investigation, touch-
ing on potential clinical issues.

�Consent for Research

Patients with disorders of consciousness lack decisional capacity; therefore, partici-
pation in research would require that consent be obtained from a surrogate decision-
maker. This population has been designated as vulnerable; as such, preventing 
exploitation through research is of paramount importance [45]. Although this is 
certainly a laudable and essential effort, the regulatory complexities that constitute 
its framework can also halt attempts to move the field forward. For example, 
patient’s surrogates are limited in their ability to consent to procedures with unde-
termined therapeutic efficacy; therefore, efforts to conduct phase I trials are inevita-
bly curtailed. Most authors agree on the use of multidisciplinary panels as part of 
the consent process [45, 46], with only one group proposing the removal of informed 
consent based on the idea of this treatment being essential [47].
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�Outcomes: The Potential for Benefit and Harm

The first concern arising from neuromodulation interventions in patients with disor-
ders of consciousness is the lack of reliable measures to assess outcomes. Efforts are 
underway to create clinical and paraclinical tools to assess changes in consciousness, 
but these are riddled with the same issues discussed about the determination of con-
sciousness itself. Schiff et al. proposed that the primary goal of DBS in this popula-
tion should be “restoration of consistent communication,” as opposed to changes in 
standardized measurements, such as the coma recovery scale (CRS-R) [42].

Perhaps the most appealing debate is that of the “self-awareness paradox,” which 
worries about possible harms that could result from the resurgence of self-awareness. 
Patients may become attuned to their disability and deficits but will enjoy little to no 
benefits from a limited degree of consciousness [48]. Contrary to this belief, some 
argue that patients in MCS may already have some awareness of their situation 
independent of their ability to communicate. This notion could potentially be 
extrapolated to patients with retained awareness who were previously diagnosed as 
UWS/PVS [49]. Moreso, it is unknown if DBS effects are potentially reversible.

�Societal Neglect Syndrome and the Potential Impact 
of Neuromodulation on the “Right-to-Die”

Many authors have argued that society has neglected to provide adequate care for 
patients with disorders of consciousness. Once acute care is completed, patients are 
transferred to chronic care centers for long-term management where they can remain 
years without neurological or imaging follow up. There are no specific protocols for 
their management, including development of specific rehabilitation goals and proce-
dures [50]. Some even argue that patients are discharged sooner than what would be 
considered medically appropriate, further worsening their possibilities for good neu-
rological outcomes [41]. The story is eerily similar when it comes to research, which 
remains mostly underfunded and with limited access to patients. Societal neglect syn-
drome or therapeutic nihilism results from society’s denial of this population’s needs.

Joseph Fins argued that one of the main challenges that emerging technologies 
face in this field is that they intend to create treatment options for the very same kind 
of patients represented in the landmark “right-to-die” cases. This intention contra-
dicts society’s view that patients in UWS/VS are “hopelessly damaged” due to the 
irretrievable loss of the “cognitive sapient state” [33]. Hence, the road to develop-
ment and application of technologies for neuroinnovation are laced with public 
questions and concerns, and scientists and physicians may have to continue to face 
many challenges.

This chapter has discussed some of the main concerns that arise in the ethical 
arena regarding innovative technologies in the diagnosis and potential management 
of patients with disorders of consciousness. This is a rapidly evolving landscape and 
ethical questions will continue to arise and morph along with it. Conversations 
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around these topics have been happening for decades, even before neuroinnovation 
was technologically feasible, but their significance has never been higher. As these 
technologies continue to mature, it is imperative that scientists and clinicians con-
tinue to prioritize responsible development and applications. Our aim was to pro-
vide some background to these questions and a potential platform to continue to fuel 
these conversations.

Key Points
	1.	 Neuroinnovative technologies are advancing at a rapid pace, providing scientists 

and clinicians with novel tools to diagnose, interact with, and potentially treat 
patients with disorders of consciousness.

	2.	 Emerging technologies carry ethical and societal concerns. Their implications 
are ever more relevant now that technologies are becoming more feasible and 
available.

	3.	 Brain–computer interfaces can be useful in many facets of medicine and life, 
including discovery of covert consciousness in patients with brain injuries.

	4.	 Ethical concerns around brain–computer interfaces include understanding and 
explaining risk-benefit ratios, guaranteeing privacy for users, and discerning 
their impact on patient’s autonomy and identity.

	5.	 Up to 40% of patients who suffer brain injuries can be misdiagnosed as lacking 
awareness by bedside examinations. This has significant prognostic implications 
as clinicians and surrogates decide on life-sustaining measures and procedures.

Questions to Consider
	1.	 What are the pitfalls of the current diagnostic approach to disorders of con-

sciousness? What are the ethical implications of these pitfalls?
	2.	 What are the ethical and societal implications of detecting covert consciousness 

in patients with severe motor and language impairments?
	3.	 Do the benefits of using brain–machine interfaces in the diagnosis and manage-

ment of brain injury outweigh potential ethical risks?
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Chapter 9
On the Edges: The Ethics of Human 
Studies with Psychedelic Substances

Sabrina Correa da Costa and Mehmet Sofuoglu

�Introduction

What more can a person gain in life than what God-Nature itself reveals to him?

— Goethe

Psychedelic substances are a large and diverse group of natural, synthetic, or 
semisynthetic compounds with distinct molecular structures, receptor affinity, and 
pharmacological effects [1]. Examples of classical psychedelics, based on their 
chemical structure, include ergolines (lysergic acid diethylamide (LSD)), indole 
ethylamines (psilocybin, N, N-dimethyltryptamine (DMT)), phenylethylamines 
(mescaline, 3,4-methylenedioxy-methylamphetamine (MDMA)), and bicyclic 
diterpenoids (salvia divinorum), as shown in Table 9.1 [1, 2, 31]. Other psychedel-
ics include ibogaine, ketamine, and phencyclidine (PCP).

The term “psychedelic,” first coined by Humphrey Osmond in 1957, was used to 
denote the “mind-revealing” or “mind-manifesting” properties and mystical experi-
ences associated with the use of such substances like LSD or psilocybin [32]. 
Psychedelic substances differ from other psychoactive substances, like opioids or 
psychostimulants, mainly by their effects on conscious experience that may include 
altered sense of time and space, dissociative symptoms, or the separation between 
one’s thoughts, feelings, memories, actions, and the environment, distorted percep-
tions, and loss of normal boundaries of the self, which is usually described as “ego 
dissolution.” Mystical experiences, near-death experiences, and a renewed sense of 
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Table 9.1  Examples of Hallucinogens and their use in human research

Class Molecular structure Examples of use in human research

Ergolines
 �� LSDa

 �� Semisynthetic

Neural and biological mechanisms 
[2–4], alcohol use disorder [5–7], 
cancer-related anxiety [8], 
“obsessional depression and 
neurosis [9],” schizophrenia [9], 
“sociopathic disorder [9],” 
depression [4], cluster headaches 
[10]

Indole ethylamines
 �� Psilocybin 

(“magic 
mushrooms”)

 �� DMT (Psychotria 
viridis, Mimosa 
hostilis)

 �� Natural, Plant-
based 
hallucinogens

Psilocybin: Neural and biological 
mechanisms [11–13], treatment-
resistant major depressive disorder 
[14], alcohol dependence [6, 15, 
16], anxiety/adjustment disorder 
secondary to life-threatening 
conditions [17], obsessive-
compulsive disorder [18], tobacco 
use disorder [19], cannabis, opioid, 
and stimulant misuse [20], cluster 
headaches [10], “schizophrenia-
like symptoms” [21]
DMT/ayahuascab: Recurrent major 
depressive disorder [4]

Phenylethylamines
 �� Mescaline,
 �� Natural, Plant-

based 
hallucinogen

 �� MDMA, synthetica

Mescaline: Schizophrenia/
psychosis [4], military and 
intelligence services [22]
MDMA: Treatment-resistant PTSD 
[23, 24], social anxiety in adults 
with autism spectrum disorder 
[25], anxiety secondary to 
life-threatening conditions [6], 
substance interactions [26–29], 
military and intelligence services 
[22]

Bicyclic diterpenoid
 �� Salvia – Salvia 

divinorumb

 �� Natural, 
plant-based

Case reports of addictive potential 
and persistent psychosis with 
salvia [30], human research on 
mechanisms of action, safety, and 
tolerability in healthy subjects  
[3, 4]

DMT – N N-dimethyltryptamine, LSD lysergic acid diethylamide, MDMA 3,4-methylenedioxy-
methylamphetamine, PTSD posttraumatic stress disorder
aEmpathogens or entactogens (“en” – Greek – “within,” “tactus” Latin “touch,” “gen” – Greek 
“generate”)  are believed to have the potential to enhance closeness and connectedness, ability to 
decrease anxiety, increase trust and self-acceptance
bEntheogen – God within (En – within, Greek Theos – god, gen – produce) – used in spiritual or 
religious rituals
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purpose and meaning are also commonly described with the use of psychedelics and 
seem to be a consequence of the unique entheogenic (“generating God within”) 
properties of these substances [32].

The biological mechanisms underlying these complex psychoactive effects 
remain poorly understood. The basic pharmacology of psychedelics includes ago-
nist and antagonist activity at serotonergic (5HT)-2A, 5HT-2C, 5HT-1A receptors, 
dopamine (d)-2 receptors, kappa opioid receptors, monoamine transporters (seroto-
nergic, dopaminergic, noradrenergic), and glutamatergic system [1, 31]. This broad 
range of complex pharmacological effects raise concerns over the potential for 
acute and chronic toxicity as well as interactions with multiple drugs and disease 
states associated with psychedelic exposure [3].

Psychedelic substances have a rich history and have been used for many centu-
ries in religious, shamanic, and therapeutic settings [33, 34]. The surge in psyche-
delic human research in the United States (U.S.) during the 1950s and 60s was 
followed by over two decades of dormancy as a consequence of substantial regula-
tory constraints enforced by psychedelic Schedule I classification in 1970. However, 
since 1990, there has been a resurgence in psychedelic research, with multiple stud-
ies testing the potential efficacy of psychedelics as novel treatments for a broad 
range of psychiatric disorders, besides basic and translational research on their 
neurobiology and psychopharmacology. The increased interest in psychedelic sub-
stances has brought with it several issues regarding the ethics of conducting human 
studies with psychedelics, which will be the primary goal of this chapter. We first 
provide a brief background on psychedelics, followed by a summary of the current 
state of human psychedelic research. We next discuss the ethical issues related to 
conducting research studies with psychedelics, followed by concluding remarks.

�History of Psychedelic Substances

Psychedelic substances, including mescaline, psilocybin, ibogaine, DMT, and salvia 
divinorum, also known as “hallucinogenic” substances, have been used for millen-
nia by South and Mesoamerican, Asian, and European cultures [33–35]. Evidence 
suggests that psilocybin and lysergamides were used in religious and shamanic ritu-
als by Aztecs; DMT, and ayahuasca by indigenes in the Amazonian regions of South 
America, while mescaline, the psychoactive compound of peyote cactus, has been 
used by tribes in the Northern Mexico for more than 3000 years. Mescaline contin-
ues to be used in religious ceremonies by the Native American Church in the 
U.S. and Canada to this day, similarly to ayahuasca in South America [33–35].

Although LSD was first synthesized in 1938, its psychoactive effects were only 
serendipitously discovered in 1943 by the Swiss scientist Albert Hofmann [36, 37]. 
By the 1950s, however, LSD and other psychedelics prompted considerable interest 
in psychiatric research, leading to more than 1000 scientific publications by the 
1970s [38, 39]. Interestingly, psychedelic-assisted psychotherapy became com-
monly applied not only in research, but also in clinical practice, where it was used 
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to facilitate progress in psychotherapy through self-reflection, ego dissolution (i.e., 
the loss of boundaries between one’s self or identity and the external environment), 
and access to unconscious material [4]. It is noteworthy that both LSD and psilocy-
bin were marketed under brand names by pharmaceutical companies and made 
available to physicians in the 1950s and 1960s [40]. During the same period, psy-
chedelics were even used as “truth serums,” adjunctive to hypnosis, for military and 
intelligence purposes [22].

Due to psychedelic-induced perceptual disturbances and dissociative states, 
some researchers proposed that psychedelic substances could be used as disease 
models of schizophrenia and other psychotic disorders [21, 41]. However, most of 
the initial studies focused on the safety and potential clinical utility of these sub-
stances for the treatment of psychiatric conditions such as depression, anxiety, 
“neurotic,” and psychosomatic disorders [5, 8, 9]. Early studies deemed psychedel-
ics safe, even in medically complex patients, such as in terminal cancer, although 
usually devoid of reliable descriptions of adverse events from these compounds. In 
addition to perceptual and dissociative symptoms following psychedelic use, early 
observations also described feelings of euphoria, happiness and relaxation, increased 
energy, sociability, and empathy. Psychedelics, particularly mescaline and LSD, 
were believed to provoke extraordinary insights into the essence of the creative 
process, besides mystico-religious experiences. Curiosity and interest outside of the 
medical field emerged, particularly on the part of artists and other intellectuals. 
Nonmedical use of these compounds spread with an epidemic-like pace, and care-
less experimentation led to multiple negative incidents, including prolonged psy-
chosis, erratic behaviors, accidents, and even criminal acts and tragic events [30, 42, 
43]. While early research suggested that medically supervised use of LSD, for 
instance, was rarely associated with negative outcomes, the increasing number of 
catastrophic events associated with nonmedical use of these compounds became 
unmanageable, and Sandoz eventually discontinued the medication (Delysid®  – 
LSD 25) in 1965.

In the 1960s, the widespread recreational use of psychedelics and their associa-
tion with political activism and the counterculture movement resulted in signifi-
cant stigma against these substances [44]. Research findings on their clinical 
benefits were eventually viewed as inconsistent, and concerns for safety and the 
quick escalation of their nonmedical use resulted in the criminalization of psyche-
delic substances [45]. Many psychedelic substances, including LSD and psilocy-
bin, were classified as Schedule I substances by the Controlled Substance Act of 
1970, denoting high potential for abuse, no accepted medical use, and lack of 
accepted safety for use of these substances under medical supervision [45]. 
Similar to other substances of its class, MDMA, also known as ecstasy, although 
first synthesized in 1912, was only introduced as a recreational drug in the 1960s. 
By the mid-1980s, after achieving widespread recreational use, MDMA was also 
classified as a Schedule I substance [46]. Following this restrictive scheduling by 
the U.S. Drug Enforcement Agency (DEA), research on psychedelics dramatically 
reduced [47].

S. C. da Costa and M. Sofuoglu



157

�Current Status

Once a major issue in the 1960s and 1970s, the recreational use of psychedelics has 
significantly decreased since its criminalization. According to the 2018 National 
Survey on Drug Use and Health (NSDUH), the lifetime prevalence of hallucinogen 
use in the U.S. population aged 12 and older is 15.8%, representing about 42 million 
Americans [48]. It is also estimated that about 2% of the U.S. population, or 5.6 
million Americans aged 12 or older were past-year hallucinogen users, whereas 
0.6% were past-month users. The age group with the highest rates of hallucinogen 
use was young adults between ages of 18 and 25 (6.9%) [48]. It is important to note 
that, in this epidemiological study, the “hallucinogen” category encompasses many 
commonly used psychedelics, including LSD, PCP, peyote, mescaline, psilocybin 
mushrooms, MDMA, ketamine, DMT, and Salvia divinorum. Interestingly, accord-
ing to the 2018 NSDUH, higher rates of psychedelic use are typically observed with 
MDMA (also known as “ecstasy”), which seems to confer a higher risk of compul-
sive use, physiological dependence, and addiction when compared to other psyche-
delic substances, particularly due to its amphetamine-like properties leading to 
reinforcing and habit-forming effects [48].

Following a period of dormancy after the 1970s, research on psychedelics has 
received a renewed interest, particularly over the past two decades [6, 49, 50]. 
Promising findings from early research and the urgent need for novel pharmaco-
logic agents in psychiatry resulted in a resurgence of research on psychedelics. For 
instance, LSD, psilocybin, and MDMA have been under investigation for further 
elucidation of their biological and neural mechanisms [11–13, 51]. In addition, 
ongoing clinical trials are testing the safety and efficacy of psychedelic substances 
for medical and psychiatric conditions. Case reports suggest efficacy of LSD and 
psilocybin for acute management and prophylaxis of cluster headaches [10]. 
Moreover, preliminary findings from a small pilot study suggest improvement of 
symptoms in obsessive-compulsive disorder (OCD) following psilocybin-assisted 
psychotherapy [18]. Similarly, findings from an open-label pilot study on the effects 
of a single-dose psilocybin intervention for treatment-resistant depression suggest 
significant and sustained improvements of depressive symptoms at 1  week and 
3 months post-psychedelic treatment [14]. Additionally, MDMA-assisted psycho-
therapy has shown positive results for the treatment of social anxiety in adults with 
autism spectrum disorder [25]. Yet, more compelling findings of efficacy and safety 
of psychedelics for psychiatric disorders have been described in post-traumatic 
stress disorder (PTSD) [23], depression and anxiety in terminal cancer and life-
threatening conditions [17], and substance use disorders [6]. For instance, a Phase 2 
randomized controlled trial of MDMA-assisted psychotherapy for PTSD has shown 
short-term (1 month) and long-term (12 months) improvements of overall PTSD 
symptoms and no significant adverse events [24]. In addition, early experiments and 
contemporary studies have demonstrated efficacy and safety of psilocybin for anxi-
ety and depressive symptoms in life-threatening conditions, such as terminal cancer, 
leading to less distressing reactions to terminal illness, a new sense of purpose and 
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meaning, and improvements in overall quality of life [17]. The use of psychedelics 
for the treatment of substance use disorders has shown preliminary efficacy of psi-
locybin for alcohol use disorder [15, 16, 19] and smoking cessation [52], and ibo-
gaine for the treatment of opioid withdrawal symptoms [6]. Interestingly, a recent 
study has shown that naturalistic psychedelic use that included moderate or high 
doses of LSD or psilocybin mushrooms was followed by persisting reductions in 
cannabis, opioid, or stimulant use in individuals who met criteria for severe sub-
stance use disorders at baseline, questioning the potential benefits of psychedelic 
substances as harm reduction strategies [20].

Noteworthy, research on these substances has proven to be particularly challeng-
ing. Despite promising results, methodological limitations challenge generalizabil-
ity of findings and applicability of these interventions into large scale populations. 
For instance, the majority of early studies were descriptive reports or uncontrolled 
clinical trials. Besides, most studies involved small sample sizes and study popula-
tions that were not representative of the general population. Moreover, heterogene-
ity of the treatment groups, inconsistent interventions, unreliable reports of outcomes 
and adverse events, and lack of rigorous statistical analysis were some of the major 
limitations of early human research with psychedelics. Although some of these 
methodological limitations have been addressed by modern psychedelic research, 
selection bias remains a limitation in recent studies, besides the continuous pursuit 
for active placebo, given difficulties blinding interventions due to unique pharmaco-
logical properties and psychotropic effects of psychedelic substances.

�Ethics of Human Studies with Psychedelic Substances

In the U.S., protection of human participants is regulated by the Department of 
Health and Human Services [53]. Broadly, regulatory guidelines are based on the 
ethical principles of autonomy, respect to persons, beneficence, nonmaleficence, 
and justice and require voluntary participation in research through informed consent 
and equitable enrollment of participants in research studies [53–55].

The foundations for the ethical conduct of human research are based on multiple 
sources, including the Nuremberg Code, the Belmont Report, the Declaration of 
Helsinki, the International Ethical Guidelines for Biomedical Research Involving 
Human Subjects, and many other guidelines [56]. As human research has advanced 
throughout the years, ethical requirements for biomedical human research have also 
evolved. While early focus was primarily on informed consent as the cornerstone of 
ethical human research, more recently, broader frameworks of ethical requirements 
for studies in human subjects have emerged [56]. For instance, according to the 
National Institutes of Health (NIH) Clinical Center, Department of Bioethics, essen-
tial requirements for ethical human research are: (1) social value, (2) scientific 
validity, (3) favorable risk-benefit ratio, (4) fair selection of participants, (5) 
informed consent, (6) independent review, and (7) respect for participants (see 
Table 9.2) [56, 57].
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Table 9.2  Framework of essential requirements for ethical human research

Essential 
requirements Ethical principles

Examples of current challenges in human 
research with psychedelics

Social and 
scientific 
value

Limited resources, 
nonexploitation of subjects

Promising clinical benefits of psychedelic 
substances for psychiatric disorders including 
PTSD, treatment-resistant depression, anxiety and 
depressive symptoms in terminal cancer, and 
substance use disorders

Scientific 
validity

Limited resources, 
nonexploitation of subjects, 
feasibility, generalizability, 
and replicability of findings

Methodological limitations of early psychedelic 
research: Masking interventions, difficulty in 
finding suitable active controls, small sample 
sizes, open-label trials, highly structured study 
settings, and intensive behavioral and 
psychosocial interventions

Informed 
consent

Autonomy, decision-
making capacity

Information about research protocols, study aims, 
risks, benefits, and alternatives

Independent 
review

Public accountability, 
minimizing potential 
conflicts of interest

Institutional review boards, funding agencies, 
data and safety monitoring boards (DSMB), 
review of proposals by independent and 
non-affiliated experts, ideally with some 
knowledge or background on psychedelic 
research, given uniqueness of these interventions

Risk-benefit 
ratio

Beneficence, 
nonmaleficence, 
nonexploitation

Potential risks of psychedelics: Behavioral and 
psychological distress, acute suicidality, potential 
for abuse and addiction liability, autonomic and 
cardiovascular side effects, substance interactions, 
unknown effects on brain development, unclear 
long-term effects

Respect to 
subjects

Autonomy Acute behavioral effects of psychedelic 
substances may impair research participant’s 
decision-making capacity and ability to withdraw 
their participation, particularly during the 
interventional session; privacy and confidentiality 
issues related to study participation

Fair subject 
selection

Justice Overly restrictive exclusionary criteria, overly 
homogeneous study populations seem to limit 
equitable participation in psychedelic research 
and violate the principle of justice

The employment of broader ethical frameworks is especially relevant for human 
studies with psychedelics due to their unique challenges, ethical controversies, and 
methodological complexities. While most studies on psychedelics, to date, have 
focused their seminal questions on safety, efficacy, and mechanisms of action, 
which are absolutely critical for a better understanding of the potential risks and 
clinical benefits of these substances, the literature remains scarce regarding the eth-
ics of human studies with psychedelic substances. In this section, we review each of 
the seven ethical principles proposed by NIH, discussing specific considerations for 
human research with psychedelics.
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�Social and Scientific Value

Social and scientific value are integral aspects of ethical research [56]. Because the 
resources are limited, human studies are expected to advance scientific knowledge 
and provide a significant impact to the society, even if research participants do not 
directly benefit from study interventions. A better understanding of the human biol-
ogy, development of more effective therapeutics, improvements of health and well-
being in individual or populational levels are some examples of acceptable goals of 
ethical human research on the grounds of social and scientific value.

Development of novel therapeutics for psychiatric disorders remains a daunting 
challenge, as many promising medications have failed in different stages of drug 
development, and current therapeutics have shown limited efficacy in some cases 
[58]. This resulted in skepticism and reduced enthusiasm of the pharmaceutical 
industry for investing in novel therapies for psychiatric conditions. Nonetheless, the 
search for more effective treatments for psychiatric disorders continues, and 
research with psychedelics is expanding [4, 59, 60]. For instance, the Food and 
Drug Administration (FDA) has recently granted a Breakthrough Therapy 
Designation for MDMA as an investigational drug for MDMA-assisted psycho-
therapy in patients with severe PTSD.  By granting Breakthrough Therapy 
Designation, the FDA has accepted that MDMA-assisted psychotherapy may have 
clinical benefits and advantage over available pharmacological interventions for 
PTSD, and Phase 3 trials will be able to assess the efficacy and safety of this inter-
vention in larger sample sizes. Recent studies suggest that some of the benefits of 
MDMA-assisted psychotherapy for PTSD are long-lasting and include decrease in 
avoidance and a new awareness of maladaptive patterns of emotional, behavioral, 
and cognitive responses to trauma and traumatic reminders, enabling a reappraisal 
of events and memory reconsolidation through new associations and more adaptive 
responses to traumatic events [23, 49]. It has been posited that the pro-social and 
empathogen effects of MDMA may also promote stronger therapeutic alliances 
leading to a greater sense of trust and safety during therapy, which ultimately may 
contribute to the observed clinical benefits as well [23, 49]. These and other promis-
ing findings on psychedelics warrant methodologically robust and well-designed 
studies to elucidate biological and neural mechanisms, therapeutic applications, and 
risks and potential benefits of these substances for psychiatric conditions. For 
instance, if the results Phase 3 trials indicate efficacy and acceptable safety, MDMA 
may emerge as a new evidence-based treatment for the treatment of PTSD.

�Scientific Validity

Ethical human research is expected to follow rigorous scientific method, which con-
sists of having clear research questions and applying accurate and reliable research 
methodology that is feasible, replicable, has an adequate sample size, and a sound 
data analysis plan in order to test the study hypotheses [56]. Without scientific valid-
ity, research cannot properly advance the scientific knowledge and answer the 
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proposed research questions; thus, exposing research participants to unnecessary 
risks, besides wasting valuable and limited resources.

Concerning scientific validity, research on psychedelics has proven to be particu-
larly challenging. Despite promising results, with a few exceptions, the majority of 
early studies on psychedelics displayed significant methodological problems, limiting 
scientific rigor and validity. For instance, the majority of early studies were descrip-
tive reports or uncontrolled clinical trials, often encompassing small sample sizes and 
study populations that were not necessarily representative of the general population. 
Besides, early studies were not usually subject to Institutional Review Board (IRB) 
reviews. Moreover, heterogeneity of the treatment groups, inconsistent interventions, 
unreliable reports of outcomes and adverse events, lack of rigorous statistical analy-
sis, and small study samples were some of the major limitations of early human 
research with psychedelics, limiting replicability and generalizability of findings.

Scientific methods employed in contemporary clinical research on psychedelics 
have dramatically improved, enhancing the scientific validity and reliability of find-
ings. Nonetheless, open-label study designs, small and heterogeneous study sam-
ples, potential selection bias, and participants’ expectancy favoring interventions 
continue to represent main methodological limitations of modern research on psy-
chedelics. Furthermore, highly structured study settings and intensive psychosocial 
and behavioral interventions may favor psychedelic interventions. For example, 
study protocols usually consist of 1–3 day-long sessions of psychedelic substance in 
conjunction with psychotherapy over a 12-week treatment period, along with 8–12 
preparatory sessions, which raises questions regarding the real pharmacological 
effects of these substances, especially in the absence of control groups for compari-
son, given the potential clinical benefits of intensive psychotherapy interventions.

The lack of studies comparing different psychedelic substances and inconsis-
tency and heterogeneity of clinical scales and assessments represent additional limi-
tations of human research with psychedelics. However, as a consequence of the 
unique psychoactive and physiological effects of psychedelics, masking the inter-
ventions remains one of the major methodological challenges for research with 
these substances. For the same reason, the use of placebos seems ineffective, and the 
pursuit for active controls continue. Medications with psychoactive effects, such as 
methylphenidate, diphenhydramine, and benzodiazepines, or subtherapeutic doses 
of the intervention psychedelic substance have been used in clinical protocols as 
active controls; however, the outcomes remain suboptimal, given that research par-
ticipants and investigators can often predict treatment allocation accurately [3, 7, 
26, 61]. As a result, masking the study interventions remains a challenge in human 
research with psychedelics, for which researchers are still in need to develop strate-
gies to circumvent this limitation.

�Favorable Risk-Benefit Ratio

Biomedical research involving human participants is justified if (1) the potential 
risks to the participants are minimized, (2) the potential benefits to the participants 
are maximized, and (3) the potential benefits to the individual or the society 
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outweigh the risks [56]. These requirements are based on the ethical principles of 
beneficence, nonmaleficence, and nonexploitation of individuals.

Although psychedelic substances have often been described as safe and well-
tolerated by the study participants, acute behavioral disturbances, psychological 
distress, impulsive behaviors, acute and prolonged psychosis, confusion, transient 
impaired reasoning and decision-making capacity, anxiety, depression, and acute 
suicidality have also been reported in the literature [42, 43]. In addition, autonomic 
and cardiovascular side effects, particularly due to serotonin and catecholamine tox-
icity (e.g., hypertension, tachycardia, tachyarrhythmias, hyperthermia, muscle 
rigidity, hyperreflexia, neurotoxicity) have been well described in the literature, 
warranting close monitoring in research protocols [42].

Significant co-interactions, particularly involving MDMA and psychotropic 
medications [27–29, 62], are also an area of concern and may limit more extensive 
use of these substances in clinical practice or even participation in research proto-
cols. Some research protocols, however, have tapered and discontinued psychotro-
pic medications prior to interventional sessions with psychedelic substances. 
Although these practices have been adopted to ensure safe administration of psy-
chedelic substances, it also raises concerns about the risks of exacerbation of psy-
chiatric symptoms and clinical decompensation, safety, and need for close 
monitoring and follow up by research teams, besides, more broadly, the ethical 
considerations of discontinuing FDA-approved treatments in favor of experimen-
tal substances. Furthermore, MDMA-induced neurotoxicity remains controver-
sial. While several studies have suggested long-term neurotoxic effects from 
MDMA use, particularly on the nigrostriatal dopaminergic and serotonergic path-
ways [63–65], many authors have argued that the data suggesting MDMA-induced 
neurotoxicity came from studies with several methodological limitations, includ-
ing retrospective study designs, study populations encompassing individuals with 
polysubstance use and heavy exposure to MDMA, as well as other potential con-
founders [66]. Although dose-exposure to psychedelic substances in clinical trials 
is significantly lower than recreational use, the long-term effects of a single- ver-
sus repeat-dose exposure to psychedelics, including MDMA, needs to be further 
clarified. The neuropsychopharmacological mechanisms of these substances and 
the impact on brain physiology and connectivity remain largely unknown, and 
concerns for safety involving healthy volunteers, particularly young adults, 
remain. Studies have shown that prenatal exposure to MDMA has been associated 
with neurodevelopmental delays [67, 68]; however, the consequences of the expo-
sure to MDMA on brain development at later stages, such as in young adults 
between ages of 18 and 25, remain unclear. Moreover, the evidence on the effects 
of psychedelic substances in specific populations, such as individuals with a his-
tory of severe mental illness and/or substance use and addictive disorders, is also 
limited.

Evidence, to date, suggests that psychedelics are associated with low addiction 
liability [69, 70]. One exception is the class of phenylethylamines, including 
MDMA, given amphetamine-like properties and reinforcing effects, increasing the 
potential for abuse. Noteworthy, most data related to the abuse potential and 
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addiction liability of psychedelics were obtained from studies employing a single-
dose administration, and the risks of repeat-dose exposure are relatively unknown. 
Furthermore, the abuse potential of these substances and the risks of addiction, par-
ticularly among young adults, individuals with severe mental illness, or history of 
substance use disorders, remain unclear. Careful examination of pre-existing sub-
stance use and addictive disorders, active or in remission, prior to enrollment, and 
close monitoring of aberrant behaviors through clinical assessments and toxicology 
assays should be warranted, particularly in research studies involving 
MDMA.  However, it also raises questions on whether persons with a history of 
psychedelic use disorder should be excluded from such studies, not only due to 
potential risks for the individual, since exposure to the substance involved in the 
disorder may trigger problematic use, but also considering study outcomes in the 
context of expectation bias (i.e., when an individual’s expectations of an outcome 
influence one’s perceptions or results from an intervention). These questions are 
particularly salient considering the challenges of blinding interventions in the 
absence of adequate active placebos.

Finally, the impact of federal regulations and schedule I classification of psy-
chedelic substances by the CSA deserves some discussion. Current regulations 
have made research on these substances costly and challenging in many aspects. 
On the other hand, more flexible regulations—while allowing for more research 
on these substances—could also have unintended consequences in terms of 
broader societal impacts, for example, by changing the public’s perception of 
harm from these substances, which may ultimately result in an increase in recre-
ational use of psychedelics, similarly to the events observed in the 1960s. 
Conversely, if the benefits of only a single or a few doses of psychedelics may 
improve mental health outcomes, particularly for those in desperate need due to 
severe and refractory conditions, and the risks of psychedelic substances, when 
compared to other psychoactive agents, such as ketamine, benzodiazepines, opi-
oids, or amphetamines, may be similar or even lower on the grounds of safety and 
abuse liability, then reviewing current regulations seems not only justifiable but 
pressing:

“We have had an ever growing population of patients whose illness is seemingly refractory 
to standard therapies. (…) The interest in newer somatic treatments in part reflects a sense 
of desperation in treating this group of patients, many of whom may actually not be particu-
larly responsive to somatic therapy.”

�Fair Selection of Participants

Fair subject selection and equitable research participation are also integral aspects 
of ethical research, based on the principle of justice [56]. For instance, several stud-
ies have excluded individuals with no previous experience with psychedelic sub-
stances from participation in research protocols with psychedelics to minimize risks 
of significant psychological distress in psychedelic-naïve persons. Although it 
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might be reasonable from the safety standpoint, self-recruitment and prior psyche-
delic substance exposure could potentially lead to biased results, in part due to par-
ticipants’ beliefs and expectancies regarding the acute subjective effects of these 
substances. Therefore, rather than excluding psychedelic-naïve individuals to par-
ticipate in studies with psychedelic substances, safeguards should be in place to 
minimize risks and potential adverse events, ensuring fair subject selection in stud-
ies with psychedelics [71–73]. Moreover, homogeneous and highly selected study 
populations limit generalizability of findings, whereas determining which patient 
populations might be more vulnerable to risks and potential harms of psychedelic 
exposure, such as individuals with psychotic disorders, should also be carefully 
considered. Furthermore, although early research suggested significant benefits of 
psychedelics for alcohol use disorders, and recent data have shown promising 
results of psychedelics for substance use disorders, such as psilocybin for alcohol 
and tobacco use disorders and ibogaine for the treatment of opioid withdrawal 
symptoms, long-term effects and safety of these substances in this population are 
still to be determined. In addition, many research protocols, to date, have excluded 
individuals with a history of addiction; therefore, given potential clinical benefits, 
preventing individuals with substance use disorders from participating in study pro-
tocols involving psychedelic substances may limit equitable participation in 
research, violating the ethical principle of justice.

�Informed Consent

Informed consent has been one of the cornerstones of ethical clinical research. The 
essential elements of informed consent—competence, disclosure, understanding, 
and voluntariness—intend to ensure respect for the individual’s autonomy in the 
decision-making process. During the consent process, potential participants should 
be provided clear and accurate information about the study objectives, proposed 
interventions, risks, benefits, and alternatives to study participation to ensure volun-
tary and uncoerced decision on whether or not to participate in the study [56]. It is 
important for individuals considering participation in clinical research to under-
stand that, while clinical care addresses specific needs of an individual, primary 
goals of clinical research may vary and include developing new treatments, identi-
fying determinants of health or causes of illnesses, with the ultimate goal to improve 
scientific knowledge, health, and well-being in a population’s level, although not 
necessarily benefiting the research participant individually.

Although early research with psychedelics has not always fulfilled the above 
criteria for informed consent, modern research on psychedelics has been more dili-
gent and committed to developing safeguards to respect individuals’ autonomy. 
Guidelines for safety have been proposed to implement existing ethical frameworks, 
taking into consideration some of the unique aspects of research with psychedelics 
[74]. These guidelines suggest that, prior to interventions, research participants 
should receive adequate psychoeducation on the possible range of experiences and 
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behavioral and physiologic reactions following psychedelic substance administra-
tion. This is to ensure that participants have enough information to determine 
whether the research protocol is consistent with their values and interests for a ratio-
nal and autonomous decision. Besides, participants should also be fully aware of the 
study requirements, some of which may include discontinuation of current psycho-
tropic medications, and risks, benefits, and consequences of such requirements as 
well. Lastly, as with any other human research studies or medical interventions, 
probing individuals by asking them questions to ensure that they have a clear under-
standing of the proposed research protocol, including risks and benefits of the study 
interventions, should be pursued to ensure a clear informed-decision making pro-
cess while obtaining the consent forms [74].

An important caveat in studies on psychedelic substances is that decision-making 
capacity might be temporarily compromised during the active treatment session in 
the context of acute behavioral or psychological distress, including but not limited 
to acute psychotic symptoms (e.g., delusions and hallucinations), severe anxiety, or 
acute suicidality, resulting in temporary inability to withdraw participation from the 
study, for example, by leaving the premises of the research facility, due to safety 
concerns. Therefore, research participants should be made fully aware of this poten-
tial scenario prior to enrollment and understand the strategies that the research team 
may put in practice to ensure the safety of research participants and others.

�Independent Review

Research protocols are independently reviewed by funding agencies, local or central 
Institutional Review Boards (IRB), and Data and Safety Monitoring Boards 
(DSMBs). In order to determine objectively whether the proposed research protocol 
is ethical, the risk-benefit ratio is favorable, and the study holds scientific validity, 
these independent panels should be composed of individuals who are not affiliated 
and have no conflicts of interest with the investigators or the study [53, 56]. 
Independent review is critical for social accountability, particularly given the histori-
cal examples of preventable or unnecessary harms and exploitation of individuals by 
research protocols. Furthermore, because of the unique challenges of conducting 
research with psychedelic substances, the review panel should preferably have some 
background knowledge or expertise on research with psychedelic substances.

�Respect for Participants

Respect for the potential and already enrolled participants requires multiple actions: 
(1) privacy and confidentiality of the participants must be protected, (2) participants 
should be free to withdraw from the study at any point and without any penalties, 
(3) any new information gained during the study about the medication or the 
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participant’s clinical condition, should be shared with the participant, (4) the safety 
and welfare of the participant should be carefully monitored during study participa-
tion, and clinical care should be provided if needed, and (5) some mechanism to 
inform subjects of their contributions to clinical research and scientific knowledge 
should be in place [56].

Essentially, respect to participants is based on ethical principles of beneficence, 
nonmaleficence, autonomy, and welfare. To ensure the safety and welfare of partici-
pants enrolled in psychedelic research studies, recent guidelines emphasize the need 
for careful selection of participants, including screening for medical and mental 
health conditions and other relevant pre-existing factors that may increase the risks 
of adverse reactions to psychedelic substances [74]. Additionally, attention to the 
physical safety of the environment and the presence of trained staff, with whom the 
research participant would have already established rapport and trust through prepa-
ratory sessions, have also been recommended [74]. Participants should receive 
some form of follow-up after study participation to ensure that there are no physical 
or mental health adverse effects from study interventions, such as persistent hallu-
cinations, delusions, paranoia, substance use, insomnia, or any other relevant 
adverse events not identified during the active treatment phase. Lastly, as with any 
other human research protocols, permitting withdrawal from the study, protecting 
subjects’ privacy and confidentiality, as well as informing participants of newly 
discovered risks or benefits, should also be standard practices in human research 
with psychedelics.

�Conclusion

Human psychedelic research is now at a crossroad with significant promise and 
many challenges. As we previously argued, applying a broad framework of ethical 
human research requirements will provide guidance in shaping future studies with 
psychedelic substances.

The social and scientific value of clinical research with psychedelics seems com-
pelling as they emerge as potential treatments for a broad range of psychiatric dis-
orders. Taken together, preliminary findings on psychedelics instill promise and 
hope to often pervasive, severe, and difficult-to-treat psychiatric conditions, usually 
associated with significant impairment and high rates of disability, in part due to 
suboptimal pharmacological and behavioral treatment response. Although evidence 
to date shows some promise, these studies have been limited by subject selection 
and small sample sizes, lack of control groups, and challenges blinding interven-
tions. Therefore, additional research will be needed to replicate existing findings 
and further elucidate the neuropsychopharmacology, efficacy, and safety of psyche-
delic substances, especially in vulnerable populations. Conversely, clinical research 
with psychedelics faces many challenges, including limited funding, substantial 
regulatory constraints, and methodological difficulties, some of which might be 
intrinsic to psychedelic substances and their unique psychoactive effects. While 
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overly strict regulations have somewhat hindered research on psychedelics, more 
flexible regulations and use of these substances in human research may change the 
public’s perception of harm and increase the nonmedical use of psychedelics, remi-
niscent of the events in the U.S. 1950s and 60s. On the other hand, psychedelic 
substances may pose risks not higher than the risks associated with other psychoac-
tive agents, such as ketamine, amphetamines, opioids, or benzodiazepines, which 
have been much less regulated by federal agencies and granted FDA-approval for 
different neuropsychiatric and medical use. Therefore, there is a need for ethically 
sound and methodologically rigorous studies on psychedelics for a better under-
standing of the risks, benefits, and potential long-term effects of psychedelics 
among genetically, racially, and socio-culturally diverse individuals and popula-
tions. Reassessing regulatory frameworks and legal constraints to lessen the barriers 
for future studies on psychedelic substances may also advance the field in that 
access to these compounds may be easier for researchers and institutions to conduct 
scientifically sound and methodologically reliable research. To date, financial and 
legal constraints have limited research on psychedelics, and concerns about stigma 
and other potential implications of conducting research on psychedelics have dis-
couraged investigators and institutions. Thus, the level of existing evidence may 
also have been influenced by an investigator’s expectancy. For example, Albert 
Hofmann reports, “During the the first years of its discovery, LSD brought me the 
same happiness and gratification that any pharmaceutical chemist would feel on 
learning that a substance she or he produced might possibly develop into a valuable 
medicine” [75]. Therefore, decreasing barriers to psychedelic research may result in 
a better understanding of the real benefits of these substances through independent 
research. Otherwise, many questions on psychedelic substances may well remain 
unanswered, data from anecdotal reports or methodologically limited studies will 
prevail, and substances with potential clinical applications may remain under-stud-
ied, under-utilized, and overly romanticized.

Key Points
	1.	 As the need for more effective and novel therapies in psychiatric disorders 

remains, findings on psychedelic-assisted psychotherapy have been encourag-
ing, particularly in post-traumatic stress disorder, treatment-resistant depression, 
substance use disorders, and anxiety and depressive symptoms in life-threatening 
conditions, such as terminal cancer.

	2.	 As human research has evolved throughout the years, ethical requirements for 
human research have also expanded.

	3.	 According to the National Institutes of Health (NIH) Clinical Center of Bioethics, 
the essential requirements for ethical research are: (1) social value; (2) scientific 
validity; (3) informed consent; (4) independent review; (5) favorable risk-benefit 
ratio; (6) respect to subjects; and (7) and fair subject selection.

	4.	 Some of the acute behavioral effects of psychedelic substances may temporarily 
impair medical decision-making capacity, especially during the interventional 
sessions; overly restrictive exclusionary criteria may limit equitable participa-
tion in research with psychedelics and violate the principle of justice, and some 
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methodological limitations of human research with psychedelics, such as mask-
ing interventions, might be inherent to the unique psychoactive effects of psy-
chedelics and ultimately difficult to circumvent.

	5.	 Institutional Review Boards (IRBs), funding agencies, and Data and Safety 
Monitoring Boards (DSMBs) reviewing research protocols involving psyche-
delic substances should be composed of independent and non-affiliated experts, 
ideally with some knowledge or expertise on psychedelics, given the uniqueness 
of these interventions.

	6.	 Overly strict regulations, limited funding, and difficult access to psychedelic 
substances may hinder human research with psychedelics.

	7.	 More flexible federal regulations and widespread use of psychedelics in medical 
settings may change the public’s perception of harm and result in an escalation 
of nonmedical use of psychedelic substances.

Questions to Consider
	1.	 What kinds of safeguards might be necessary to facilitate the inclusion of 

psychedelic-naïve individuals (historically excluded from participation) in stud-
ies of psychedelic substances?

	2.	 Prior psychedelic substance exposure and self-recruitment can potentially lead 
to biased results in studies involving psychedelic substances. What are some 
ways study investigators can address the balance between a research partici-
pant’s familiarity and expectation with a study subject and a researcher’s need 
for a non-biased sample?

	3.	 How do psychedelic substances’ interaction with decision-making capacity 
affect our understanding of informed consent?

	4.	 What impact have federal regulations and schedule 1 classification of substances 
limited their scientific study? What changes might be useful in facilitating this 
research in the future?

	5.	 How does a substance’s reputation on the “street” affect our understanding of its 
utility in medical or psychiatric treatment? What about the reverse?
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Chapter 10
In the Courts: Ethical and Legal 
Implications of Emerging Neuroscience 
Technologies Used for Forensic Purposes

W. Connor Darby, Michael MacIntyre, Richard G. Cockerill, 
Dustin B. Stephens, Robert Weinstock, and R. Ryan Darby

Tremendous growth in neuroscience research over recent years has led to the devel-
opment of exciting neuroscience technologies that improve physicians’ abilities to 
diagnose and treat various neurological and psychiatric disorders in the treatment 
setting as well as enhancing physicians’ abilities to stratify risk for important health 
outcomes to be used in both patient care and the approach to forensic evaluees. 
While functioning in the treatment role, physicians are able to weigh and balance 
the utility of these new technologies with maximizing patient welfare as their guid-
ing duty. When the neurologist or psychiatrist enters a forensic role, however, the 
primary duty is no longer to the individual being evaluated (i.e., the defendant, 
victim, plaintiff, witness, etc.).

Thus, forensic practitioners face a much different ethics calculus when making 
decisions regarding the use of emerging neuroscience technologies on individuals 
who are not their patients. Because the use of such technologies may lead to serious 
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harm or consequences for evaluees in forensic settings as opposed to being used to 
benefit patients in treatment settings, forensic practitioners must be more sensitive 
to the unique risks for using such technologies in forensic settings. Chiefly, forensic 
practitioners need to be aware of the potential for coercing evaluees to undergo such 
testing when they would otherwise refuse in medical treatment settings as well as 
the possibility that the application of such technologies will distort the truth of a 
forensic opinion to be misleading to the trier of fact.

Additionally, new artificial intelligence (AI)-powered algorithms have the poten-
tial to drastically change and improve how psychiatrists stratify individual’s risk for 
different types of violence including aggression toward others and self-injurious or 
suicidal behavior. Similar to advances in neuroimaging, the potential abuses and 
moral calculus of utilizing this technology are dependent on the specific role of the 
practitioner in each situation (i.e., treatment versus forensic role). We will explore 
both of these emergent technologies and the relevant ethical considerations in the 
two following sections.

Psychiatrists and neurologists encounter a multitude of new potential ethics 
dilemmas when they operate outside the traditional treatment role and assume a 
forensic role. Forensic psychiatry is a subspecialty of psychiatry in which scientific 
and clinical expertise is applied in legal contexts involving civil, criminal, correc-
tional, regulatory or legislative matters, and in specialized clinical consultations in 
areas such as risk assessment or employment [1].

Per the American Academy of Psychiatry and the Law Ethics Guidelines for the 
Practice of Forensic Psychiatry, “When psychiatrists function as experts within 
the legal process, they should adhere to the principle of honesty and should strive 
for objectivity” [2]. This entails more than being subjectively honest in that a 
forensic practitioner believes what they are saying is true. Moreover, it requires 
that forensic psychiatrists are objectively truthful in that they are competent in 
their stated area of expertise, strive to combat their subjective biases with objec-
tive truths, and make considerable efforts to base their opinions on as much rele-
vant data as possible.

Forensic psychiatrists gather data from reviewing relevant medical and psychiat-
ric records, obtaining relevant collateral information, performing psychiatric evalu-
ations, and performing or ordering relevant testing (e.g., psychological testing, labs, 
neuroimaging, etc.) [1]. Psychiatrists practicing in a forensic role enhance the hon-
esty and objectivity of their work by basing their forensic opinions on all available 
data, qualifying any limitations of their data, and not distorting or misrepresenting 
the data [2]. It is also important to have knowledge of what is generally accepted in 
the field and to be as up to date as possible on scientific literature and emergent 
technologies that aid in the profession’s understanding of underlying pathophysio-
logical processes, diagnosis, monitoring, and treatment of psychiatric disorders. 
Thus, understanding and communicating the limits of new technologies that hold 
increasing promise to aid in forensic assessments are paramount in the pursuit of 
being as objective and ethical as possible.
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Forensic evaluees are distinct from psychiatric patients. Treating providers are 
ethically bound to minimize potential harms to their patients in adhering to the 
principle of non-maleficence. Forensic practitioners, however, must be prepared 
for the very real possibility that their honest and objective reports will lead to 
harm and consequences for the person being evaluated (e.g., in criminal trials if 
an expert opines that a defendant does not meet the legal criteria to be incompe-
tent to stand trial, not guilty by reason of insanity, or incompetent to be executed). 
Moreover, the societal value of forensic expert witness work in assisting the adju-
dication of civil disputes or criminal matters requires that the findings are not 
influenced by considerations of whether or not it will harm or benefit the evaluee 
or other parties with vested interests (e.g., the defendant or defendant’s family, 
alleged victim or victim’s family, plaintiff, etc.). Psychiatrists, however, must also 
be guided by a respect for persons principle that underscores the importance of 
not coercing, misleading, or using means of deception with forensic evaluees, 
even if this would yield relevant and probative data to maximize their truth-telling 
purposes [3]. Thus, forensic psychiatrists need to balance both the pursuit of truth 
and the autonomy of the evaluee.

Generally, treating psychiatrists should avoid stepping into the forensic role 
with their patients given the possibility of conflict of interests and compromising 
their ability to reach the most objective opinion possible [2]. For example, if a 
psychiatrist has been treating a patient for schizophrenia and that patient is later 
arrested for a crime committed while actively psychotic, it would create ethical 
conflicts for the treating psychiatrist to offer a forensic opinion that her patient 
was legally insane at the time of the crime. This is because the treating psychia-
trist would have strong biases to help her patient that would be difficult to over-
come. The traditional medical duties of advancing the patient’s welfare would 
conflict with the primary duty principle in the forensic role of being objective and 
fostering truth. These conflicting duties would be challenging to balance and thus 
better to be avoided. The potential for unconscious or even conscious bias to jeop-
ardize objectivity increases when a psychiatrist in a forensic role aligns herself 
too closely to being in a treatment role guided by the traditional physician ethics 
principles [4]. Appelbaum’s solution [3] to this problem, which in certain cases 
may reflect a practitioner’s unconscious bias to favor evaluees, was to delineate 
principles distinct to forensic psychiatrists: truth-telling and respect for persons 
and to assert that these principles should govern a forensic psychiatrist’s ethical 
behavior in advancing justice rather than beneficence and non-maleficence that 
govern a treatment psychiatrist’s ethical behavior to advance the patient’s health 
or welfare.

Nonetheless, problems exist when forensic psychiatrists divorce themselves 
completely from traditional medical ethics principles and do not consider various 
ramifications of their forensic work for their evaluees. Weinstock and Darby have 
developed dialectical principlism as a method to analyze difficult ethics dilemmas 
by weighing and balancing competing ethics considerations based on the 

10  In the Courts: Ethical and Legal Implications of Emerging Neuroscience…



176

Table 10.1  Duties of a physician working in different roles as described by Dialectical Principlism

Forensic role Treatment role Research role
Managed care 
role

Primary 
duties

Advancing justice via:
1.  Truth-telling
2.  Respect for persons

Advancing patient 
welfare via:
1. � Respecting 

autonomy
2.  Beneficence
3. � Non-maleficence

Advancing 
scientific 
knowledge

Appropriate 
allocation of 
resources

Secondary 
duties

1. � Consideration of the 
evaluee’s welfare

2. � Consideration of the 
retaining attorney’s 
case

3. � Consideration of 
societal expectations 
for physicians

4. � Consideration of 
personal values

Consideration of 
societal welfare via:
1. � Protecting 

vulnerable third 
parties

2. � Distributive 
justice

Safety and 
health of the 
research 
subjects

Welfare of the 
patient 
receiving care

practitioner’s role, emphasizing that the calculus changes in different roles (e.g., 
treatment, forensic, research, managed care, etc.) [5–7]. Ethics duties are priori-
tized as primary versus secondary according to the role of the psychiatrist (See 
Table 10.1). A psychiatrist in a treatment role will have a primary duty centered 
on their patients’ welfare with secondary duties to public welfare, society, hospi-
tals, allocation of resources, among others. In dialectical principlism, competing 
obligations are weighed and balanced in order to help each practitioner determine 
the most ethical action. Primary duties have special weight in the balancing pro-
cess leading them to outweigh all secondary duties most of the time. But unusu-
ally strong secondary duties in relatively rare contexts can outweigh primary ones 
becoming determinative of our most ethical action. For example, when a patient 
divulges in therapy that she is abusing her child, it is ethically advisable, and gen-
erally legally required, for the psychiatrist to breach confidentiality to notify child 
protective services, among other protective actions. This is an example of a sec-
ondary duty (i.e., safety considerations for vulnerable populations) trumping pri-
mary duties to the patient (i.e., autonomy and non-maleficence).

In contrast to the treatment role, the forensic psychiatrist’s primary duty princi-
ples are derived from Appelbaum’s model: truth-telling and respect for persons. 
Secondary duty principles, including Beauchamp and Childress’s [8] four bioethical 
principles that are primary in the treatment role, are considered to guide how to 
maximize respect for the persons being evaluated as well as in rare contexts deter-
mining whether or not to accept cases that may be antithetical to the traditional goals 
of medicine and societal expectations of physicians (e.g., in the extreme testifying 
to aggravating circumstances in a capital case to assist the prosecution in obtaining 
a death sentence as opposed to life in prison without the possibility of parole).
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�Neuroimaging

�Use of Neuroimaging in Forensic Settings

Progress in neuroimaging provides new tools for understanding normal human 
behavior and for diagnosing neuropsychiatric disorders that impair human 
behavior. In addition to scientific and medical applications, neuroimaging has 
increasingly been used in legal settings [9]. Structural brain scans using mag-
netic resonance imaging (MRI) and computed tomography (CT) are regularly 
accepted as evidence in courts across the United States [10]. Other advanced 
imaging modalities, including positron emission tomography (PET), single-photo 
emission computed tomography (SPECT), diffusion tensor imaging (DTI), and 
quantitative electroencephalography (qEEG), have all been admitted to courts as 
well [11].

Neuroimaging has three potential uses in legal settings. First, it can be used to 
support the clinical diagnosis of a defendant accused of a crime. For many neuro-
psychiatric disorders, including stroke, brain tumor, dementia, and multiple sclero-
sis, neuroimaging findings are a major component of the diagnostic criteria. In other 
disorders, including schizophrenia and concussion, neuroimaging differences may 
be present, but are not considered part of the diagnostic criteria. Therefore, neuro-
imaging evidence may support the diagnosis in some, but not all, neuropsychiatric 
diseases. In no instances is neuroimaging evidence sufficient to support a clinical 
diagnosis in the absence of corresponding clinical symptoms and/or neuropsychiat-
ric examination findings. It must be further demonstrated that the neuropsychiatric 
disorder resulted in relevant behavioral impairment that diminish responsibility for 
a crime. Therefore, neuroimaging in this context may support the clinical diagnosis 
but is not sufficient to make a forensic determination.

Second, neuroimaging can provide mechanistic support for claims that a defen-
dant has impaired behavioral capacities that diminish responsibility for a criminal 
act. This requires scientific evidence supporting the neuroanatomical localization of 
specific behavioral capacities to specific brain regions. It also requires establishing 
a temporal link between the estimated onset of the neurological injury and the onset 
of relevant behavioral changes in the defendant. This temporal link is particularly 
challenging in progressive disorders like dementia and multiple sclerosis, or in fluc-
tuating disorders like psychosis or epilepsy. Because neuroimaging is often obtained 
far after the actual crime is committed, interpreting neuroimaging data in the con-
text of temporal causality is a major limitation. A critical distinction must be made 
between neuroimaging findings at the time of testing associated with impaired 
behavioral capacities and the mental state specifically at the time of a crime. 
Evidence demonstrating impaired behavioral capacities can be used to infer the 
mental state of an individual at the time of a criminal act, but this inference is indi-
rect. Finally, functional neuroimaging has the added complication of accounting for 
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state-dependent effects. Sleep deprivation, caffeine use, effort, and psychiatric dis-
orders related to the crime such as PTSD could result in functional neuroimaging 
differences distinct from changes that might be expected at the time of the crime.

The third use of neuroimaging is to infer the mental state of an individual at the 
time the imaging is actually performed. In this context, it has been proposed that 
neuroimaging might be used for lie detection, to determine the validity of eyewit-
ness testimony, or measure implicit biases in witnesses, judges, or jurors.

In forensic settings, neuroimaging is typically obtained after significant time has 
passed from the incident being questioned. This limits the ability to draw strong 
conclusions between one’s current brain scan and prior behavior. Because of this, 
some legal scholars have argued that brain imaging has limited application to deter-
mining criminal intent [12] and cannot answer legal questions of causation, criminal 
responsibility, or predicting future behavior [13]. Without the ability to make direct 
causal inferences, neuroimaging becomes less useful to the court, as the Eighth 
Circuit Court of Appeals succinctly explained in Forrest v. Steele (764 F.3d 848, 
2014): “Generally speaking, a PET scan can reveal diminished energy usage in 
particular areas of the brain, thereby signifying damage. However, it cannot show 
the cause of damage, nor can it demonstrate the existence of diminished capacity, 
predict future behavior, or establish a person’s state of mind.” Although such evi-
dence cannot alone determine the state of mind at the time of the crime or criminal 
responsibility, it sometimes can provide supportive evidence of an altered state of 
mind that may well be relevant for criminal responsibility.

Additionally, a close temporal relationship between a documented behavioral 
syndrome and neuroimaging changes, in the context of a clinically diagnosed neu-
ropsychiatric disorder, strengthens the causal argument that a brain disease affecting 
behavior contributed to a criminal act. While no individual piece of evidence can 
definitively determine a defendant’s mental state at the time of a crime, neuroimag-
ing data can improve this causal inference by providing convergent evidence [14–
16]. These indirect inferences represent the limited practical means of assisting the 
court to make such determinations. Assessment of mental state at the time of a crime 
is the essence of what is required in any psychiatric defense. Therefore, it is neces-
sary to qualify the limitations of neuroimaging and not overstate its probative value 
in the assessment of mental state.

�Validity and State of the Science

To prevent distorting the truth, anyone using neuroimaging in a forensic setting 
must be aware of the limitations of current science. Use of neuroimaging in court 
has to satisfy either the Frye or Daubert standards for admissibility of evidence (see 
Table 10.2). Frye v. United States (293 F. 1013 (D.C. Cir. 1923)) requires the scien-
tific evidence be “generally accepted” by the relevant scientific community, while 
Daubert v. Merrel Dow Pharmaceuticals, Inc. (43 F.3d 1311 (ninth Cir. 1995)) pro-
vides five illustrative factors to guide a judge’s decision to admit scientific evidence: 
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Table 10.2  A comparison of Frye and Daubert standards for admissibility of expert testimony

Frye standard Daubert standard

Case Frye v. United States (293 F. 
1013 (D.C. Cir. 1932))

Daubert v. Merrel Dow pharmaceuticals (43 
F.3d 1311 (ninth Cir. 1995))

Questioned 
evidence in 
original case

Proposed systolic blood 
pressure deception test

“In vitro” and “in vivo” animal studies 
showing a drug may cause birth defects

Who decides 
admissibility?

Trial judge Trial judge

Criteria to 
consider when 
admitting 
evidence

Evidence must be 
“sufficiently established to 
have gained general 
acceptance in the particular 
field in which it belongs”

1. � Theory or technique is generally 
acceptable in scientific community

2.  Evidence is peer-reviewed
3.  Evidence is testable
4. � Known or accepted error rates are 

acceptable
5. � Research is independent from the specific 

legal case in which it is being used
States adopting 
the standarda

CA, IL, MN, NJ, NY, PA, 
WA

AL, AK, AZ, AR, CO, CT, DC, DE, FL, GA, 
HI, ID, IN, IA, KS, KY, LA ME, MD, MA, 
MI, MO, MS, MT, NC, NE, NH, NM, OH, 
OK, OR, RI, SC, SD, TN, TX, UT, VT, WV, 
WI,WY

aWarren R. Trazenfeld & Robert M. Jarvis, Daubert/Kumho Tire and the Legal Malpractice Expert 
Witness, 12 ST. MARY’S J. ON LEGAL MALPRACTICE & ETHICS 372 (2022). Available at: 
https://commons.stmarytx.edu/lmej/vol12/iss2/5

(1) whether the theory or technique is generally acceptable in the scientific com-
munity, (2) whether it is peer-reviewed, (3) whether it is testable, (4) whether the 
known or expected error rates are acceptable, and (5) whether it the research is 
independent from the specific litigation at hand. Furthermore, neuroimaging has 
been described as having a “methodological crisis” due to limited reproducibility 
across studies [17]. Limitations may result from small, insufficiently representative 
sample or non-specific findings [18]. Additionally, differences in computer software 
processing and statistical analysis can lead to unreliable results, even when using 
similar data [19, 20]. Finally, given the brain’s complex organization into connected 
networks, certain clinical diseases or symptoms may localize better to a network 
than a specific brain region, leading to further inconsistency across studies [21, 22]. 
It is therefore important to use results that have been replicated, or to understand the 
reasons for a lack of replication, when using neuroimaging in forensic contexts.

Neuroimaging studies typically average differences in behavior and brain activ-
ity over multiple subjects and trials. When using such evidence, courts attempt to 
take this group data and apply it to individual cases, an issue termed “Group to 
Individual (G2i) inferences” [23]. Group data may provide a likelihood that a per-
son’s behavior is related to a brain injury but cannot be directly applied to any indi-
vidual case with reasonable certainty. Moreover, some imaging studies look at 
specific populations, restricting generalizability of the results.
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Neuroimaging in single subjects must address the two questions: (1) What is the 
validity of a neuroimaging abnormality detected in that subject; and (2) What is the 
likelihood that the neuroanatomical location of this abnormality relates to a specific 
behavioral change? Certain brain abnormalities have a very high likelihood of being 
a true abnormality, such as strokes or tumors. In such cases, the validity of a neuro-
imaging abnormality is not in question. In other instances, however, the validity of 
single-subject neuroimaging abnormalities is less clear. For example, voxel-based 
morphometry (VBM) and cortical thickness can be used to measure brain atrophy 
in single subjects by comparing patient MRIs to normal subjects without neurologi-
cal or psychiatric diseases [24–26]. However, these approaches may have unexpect-
edly high false positive rates (i.e., suggesting brain damage in normal persons) 
depending on data analysis methods. Other authors have noted the limitations of a 
single-subject functional MRI to uncover evidence of behavioral aberration [27]. 
Despite these limitations, however, quantitative approaches to detect single-subject 
neuroimaging abnormalities are advantageous over unaided clinician interpretation 
of images in forensic settings, which is subject to observer bias. It has been shown 
that radiologists are more likely to detect a lesion if they have knowledge of a clini-
cal abnormality; this would be expected to be highly prevalent in a courtroom, 
where expert testimony on imaging is required only after inappropriate behavior has 
occurred [28].

If evidence of a true neuroimaging abnormality is accepted, the next question is 
the likelihood that a neuroimaging abnormality is related to a specific behavioral 
change. A common overstatement of research occurs when one suggests the pres-
ence of an altered mental state based solely on the presence of abnormal brain imag-
ing, a logic error known as reverse-inferencing [14]. To point, a large study found 
an atypical incidental finding in over 10% of asymptomatic patients receiving an 
MRI, suggesting that many neuroimaging abnormalities do not lead to significant 
behavioral change [29].

One study systematically studied the relationship between focal brain lesions 
and antisocial behavioral changes, including criminal behavior [30]. In 17 cases 
where a clear temporal association between lesion onset and behavioral change 
could be established, lesions occurred in several different locations, and no single 
brain region was affected in all cases. Because clinical symptoms can arise from 
other locations connected to a brain lesion and not only from the lesion itself, the 
authors used a new method called lesion network mapping to identify regions func-
tionally connected to each specific lesion [30–34]. Using this approach, the authors 
found that all lesions were connected to the same common brain network [30]. 
Moreover, connectivity to this network was highly specific, as lesions that did not 
cause criminal behavior were not connected to this network [30]. This finding was 
replicated in a second group of 23 patients where lesions were suspected to have 
resulted in antisocial behavior including criminal behavior, but the temporal rela-
tionship between lesion and behavioral change was less clear [30]. Finally, the 

W. C. Darby et al.



181

identified network associated with lesion-induced criminal behavior was shown to 
be involved in moral and value-based decision-making, cognitive processes associ-
ated with antisocial behavior [30].

Comparison to lesions not causing criminal behavior demonstrates that lesions 
outside of this network are less likely to result in an acquired antisocial behavior 
disorder. A similar approach was used to show that incidental lesions found in delu-
sional patients with known psychiatric disorders causing psychosis were unlikely to 
be causal because they occurred outside of an identified delusions network [35]. 
However, the study did not include a group of patients with lesions occurring within 
the identified antisocial behavior network who did not go on to develop antisocial 
behaviors [30]. Thus, the likelihood that a lesion within this region will cause an 
acquired behavioral disorder is unknown.

An additional limitation of the above study is that it focused on focal brain lesions, 
in which determining an abnormality present is straightforward, but secondary effects 
on interconnected neural networks is less clear. Methods to quantitatively estimate the 
effect of brain atrophy on connected networks have also been developed, with impor-
tant caveats regarding validity. Using atrophy network mapping, an approach similar 
to lesion network mapping, single-subject atrophy maps in Alzheimer’s disease 
patients were connected to the same symptom-specific networks for delusions and 
memory as in patients with focal brain lesions [26]. This finding suggests that network 
mapping is a promising approach to determine brain–behavior relationships across 
different neuropsychiatric diseases with the same clinical symptoms. This approach 
has not yet been used to test whether locations of brain atrophy in patients with 
acquired antisocial behavior disorder, such as those with frontotemporal dementia, 
occur in regions connected to the same network identified in lesion-induced antisocial 
behavior [30, 36]. While the study by Darby and colleagues provides an important 
step towards a scientific basis for determining the likelihood that a neuroimaging 
abnormality is related to acquired behavioral abnormalities, people should be aware 
of the limitations before use in a forensic setting.

Data obtained from group imaging studies instead of single subjects can be use-
ful to the court. In United States v. Smith (621 F. Supp. 2d 1207, 2009) the court said 
that educating the jury about research leads to a more accurate and fair legal pro-
ceeding, although “applying this research to the facts of the case is within the sole 
province of the jury” not the expert witness (see Box 10.1). Another practical use 
involves educating courts on group differences, potentially informing policy deci-
sions and legal conclusions. Others have argued that group data should not play a 
major role since it is hard to draw specific conclusions, and findings are useful only 
insofar as they support other relevant data. Accordingly, although not a major part 
of most decisions, group neuroimaging data has been referenced in many important 
cases. For example, in Roper v. Simmons (543 US 551, 2005), Graham v. Florida 
(560 US 48, 2010), and Miller v. Alabama (567 US 460, 2012), the Supreme Court 
mentions group imaging data comparing the brains of adolescents and adults to sup-
port other arguments in making constitutional rules prohibiting capital punishment 
and life imprisonment without parole of minors.
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�Ethical Issues in the Forensic Use of Neuroimaging

As previously stated, the ethical considerations of using neuroimaging shift signifi-
cantly when used in a forensic setting rather than a clinical setting. In the legal 
system, imaging is not used to benefit individual patients, but rather to help the court 
answer questions about issues like culpability, liability, intentionality, truth, and 
punishment. A court may look to neuroimaging to help understand a number of 
questions: What was a defendant’s mental state at the time of his or her act? Is a 
defendant lying? How accurate is a witness’s memory? How biased is a wit-
ness [37]?

Weisenberg and colleagues note that neuroscience may have a “seductive allure” 
to provide explanations for behavior and personal responsibility not fully sup-
ported by current science [38]. The presence of neuroimaging without any addi-
tional information has been found to make scientific claims more convincing [39], 
though it has been argued that there is not enough empirical evidence to show 
neuroimages significantly bias perceptions of scientific validity [40]. Although 
neuroimaging has significant potential value in informing the diagnostic process, 
how that aids the legal system remains controversial. When testifying against the 
use of neuroimaging in court, prominent neurologist Helen Mayberg has claimed, 
“It is a dangerous distortion of science that sets dangerous precedents for the 
field” [41].

Box 10.1 A Court Decides What an Expert May Say
United States v. Smith (621 F. Supp. 2d 1207, 2009)

Courts have long relied on eyewitness testimony to help uncover the facts of a par-
ticular case. Attorneys have attempted to use experts witnesses to discredit the cred-
ibility of eyewitnesses. Courts allow experts to educate the jury on issues that affect 
eyewitness testimony, such as the limitations of cross-racial identification or the 
effect of stress on the accuracy of a memory, but not on the actual credibility of the 
witness which is the ultimate issue. In United States v. Smith, Mr. Smith was arrested 
for bank robbery and eyewitness testimony was important evidence in the case. The 
defense hired Dr. Fulero, an expert on the science of eyewitness-identifications, to 
provide testimony. The court allowed Dr. Fulero to give his opinion about the sci-
ence of eyewitness-identifications, but he was not allowed to testify about specific 
witnesses in the case. The court reasoned Dr. Fulero could educate the jury but that 
applying the research to the specific facts of the case was the “sole providence of 
the jury.”
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�Use of Neuroimaging and Individual Autonomy

Advanced techniques, such as fMRI, DTI, perfusion imaging, PET, and SPECT, are 
currently utilized in limited settings when there is sufficient evidence of potential 
benefit to the patient [42]. However, in the court room, neuroimaging evidence has 
greater potential to harm, and the ethical considerations are very different. Courts 
must consider autonomy of the individual. It is unsettled if courts may compel neu-
roimaging or if a defendant’s consent is required. There may be a temptation for the 
court or jury to judge a person based on his or her brain image and not the individu-
al’s behavior. The implications of finding structural brain defects also present ethical 
considerations. For instance, a person may not want to know if they have a structural 
brain abnormality; in addition, any neurological findings may have genetic implica-
tions for children or siblings that must be considered. Without safeguards in place, 
an imaging abnormality found in a defendant during a criminal trial could be later 
used to argue that person is not fit for their chosen career. These issues grow further 
complicated if neuroimaging is used for someone other than a defendant, such as 
imaging potential jury members to assess for bias or scanning a witness to detect lying.

Many concerns have been raised about how neuroimaging can infringe upon 
basic constitutional rights. If imaging progressed sufficiently to be able to share a 
subject’s personal knowledge or beliefs, some argue this infringes on individual 
privacy [43]. Others argue that neuroimaging presented by the opposing side in a 
court case could be a violation of search and seizure protections [44]. As an exam-
ple, research has been performed on the utility of functional MRI (fMRI) for lie 
detection. If used on a defendant to detect guilt, such practice would have significant 
implications with regard to an individual’s Fifth Amendment right against self-
incrimination [45]. The Supreme Court in Schmerber v. California (384 US 757, 
1966) stated that lie detector tests may essentially be eliciting testimony and that “to 
compel a person to submit to testing in which an effort will be made to determine 
his guilt or innocence on the basis of physiological responses… is to evoke the spirit 
and history of the Fifth Amendment.” The Supreme Court has not yet commented 
specifically on the use of fMRI.

�fMRI and Lie Detection

Attempts to use fMRI studies to detect deception illustrate the limitations of neuro-
imaging and the importance of not overstating conclusions. In United States v. 
Semrau (693 F.3d 510, 2012), the court did not admit fMRI data as evidence of 
deception. The court found that “the error rate of real-life fMRI-based lie detection 
is unknown,” and that no standards exist for how imaging should be obtained. 
Additionally, existing studies of fMRI and deception did not include subjects as old 
as the defendant in this case.

While certain regions of the brain have been associated with deception, these 
regions highly overlap with areas of the brain involved in executive control [46]. 
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fMRI studies do not assess deception specifically, but rather the act of following an 
instruction to lie. This requires multiple tasks of executive control and may involve 
neural networks distinct from deception and lying. Furthermore, fMRI has not been 
able to distinguish the impact that incorrect memory may have on lying results [47]. 
For instance, one study found that fMRI brain activity is similar when a person 
recognizes a face and when a person simply believes she recognizes a face [48]. 
Should someone be punished for lying during an fMRI study if they simply remem-
bered events incorrectly?

�Impact on Judge and Jury

It is unclear how presenting neuroimaging will affect the judgment of an individual 
court. Evidence of a structural neurological cause of behavior may be interpreted by 
a judge as mitigating or as aggravating [49]. Due to this “double-edge” nature of 
neuroimaging, this could lead to a lower sentence because of reduced culpability or 
an increased sentence due to need for incapacitation and public safety if the condi-
tion does not have a treatment intervention.

Neuroimaging may inappropriately impact a jury, typically made up of people 
with minimal scientific background. In one study of not guilty by reason of insanity, 
neuroimaging evidence did not significantly influence mock jurors, but jurors not 
provided neuroimaging data believed it would have been the most helpful additional 
information [50]. Because brain images are visual evidence often presenting with 
strong, colorful impact, some have argued that they may be prejudicial or seem 
overly important to juries [51, 52]. In addition, the scientific implications of neuro-
imaging may be confusing. For example, color-coded DTI fiber-tracking maps may 
lead a jury to assume they are pictures of actual brain connections [53]. Furthermore, 
advanced images undergo computer processing and changing various parameters, 
and statistical thresholds can provide a different image that may be more compel-
ling for one side’s legal argument—a process cynically coined “dial-a-defect” [52]. 
Finally, if the science seems too complex, jurors will ignore potentially relevant 
information [50]. Ultimately, there is a balance between trying to explain science 
objectively while explaining it in terms a jury can understand.

�Formal Guidelines for the Forensic Use 
of Neuroimaging Evidence

Given the nuance and complexity of neuroimaging and human behavior, Scarpazza 
et al. [14] proposed four rules for using neuroimaging in the court:

	1.	 Neuroimaging results should be coupled with behavioral findings.
	2.	 The criminal behavior cannot be considered a symptom.
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	3.	 Not every brain abnormality leads to behavioral symptoms.
	4.	 Do not reason backwards.

Practical guidelines include always providing a descriptive diagnosis of any 
evaluee, clearly assessing causal links between symptoms and a crime, clearly 
describing how neuroimaging highlights a significant result, and using brain imag-
ing only to assess anatomical-clinical correlations [14]. A multi-disciplinary expert 
conference, The Use and Abuse of Neuroimaging in the Courtroom, created guide-
lines for the appropriate use of neuroimaging in expert testimony (See Table 10.3) 
[42]. These should be reviewed by anyone planning to use neuroimaging in a foren-
sic setting.

�Artificial Intelligence in Medicine and Forensic Psychiatry

At the forefront of today’s emerging technologies in medicine is artificial intelli-
gence, commonly known as AI. Rapid advancement in the theoretical field, coupled 
with a massive increase in the amount of computing power available to researchers, 
has allowed AI-powered algorithms to tackle problems previously thought far too 
complex for machines. An illustrative example of such a problem is the interpreta-
tion of screening mammography. In January 2020, a large multi-institutional 

Table 10.3  Use and abuse of neuroimaging in the courtroom

  1. � Experts should present all relevant facts available in their testimony, ensure truthfulness 
and balance, and consider opposing points of view.

  2.  Experts should specify known deviations from standard practice.
  3. � Experts should have substantive knowledge and experience in the area in which they are 

testifying.
  4. � Experts should use standard terminology and describe standardization methods and the 

cohort characteristic from which claims are determined, when applicable.
  5. � Nonvalidated findings that are used to inform clinical pathology should be approached 

with great caution.
  6. � Recognized appropriateness guidelines should be used to assess whether the imaging 

technique used is appropriate for the particular question.
  7. � Experts should avoid drawing conclusions about specific behaviors based on the imaging 

data alone.
  8.  Experts should be willing to submit their testimony for peer review.
  9. � Experts should be prepared to provide a description of the nature of the neuroimages (e.g., 

representational/statistical maps when derived from computational postprocessing of 
several images) and how they were acquired.

10.  Raw images and raw data should be made available for replication if requested.
11.  Experts should be able to explain the reasoning behind their conclusions.
12. � False positive rates should be known and considered if the expert’s testimony includes 

quantitative imaging.
13. � Experts should be prepared to discuss limitations of the technology and provide both 

confirming research and disconfirming studies.

Proposed Standards for Neuroradiology Imaging Testimony (From Meltzer et al., 2014, pg. 635)
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research team published a major paper describing an AI algorithm that consistently 
outperformed six experienced radiologists in the US and the UK in evaluating 
screening mammograms, resulting in significant improvements in test specificity 
and sensitivity over the human radiologists [54]. Importantly, this algorithm was 
based on a concept known as “deep learning.”

Briefly, deep learning is a type of machine learning that utilizes artificial neural 
networks. A full discussion of this is beyond the scope of this chapter, suffice to say 
that deep learning, as compared to other methods of training AI algorithms, typi-
cally involves little human supervision. For example, an algorithm may be given a 
task, such as “identify rabbits,” and then given reams of images, some of which 
contain rabbits. The algorithm receives feedback only based on whether its output 
is correct or false. Thus, it constructs, for itself, what features make a rabbit. Or, in 
the previously mentioned case, what features make cancer look like cancer on a 
mammogram. Critically, how the algorithm got from point A to point B often cannot 
be completely understood even by a trained computer scientist. This fact has major 
implications for physicians who work or will work with such algorithms (Fig. 10.1).

The strength of deep learning is solving complex problems with myriad contrib-
uting variables. Forensic psychiatry is rife with these kinds of problems. Two of the 
most important of these are assessments of suicide and violence risk, both of which 
actions are notoriously difficult to predict. Both actions are relatively rare events 
with numerous potentially relevant risk factors, which can be difficult to quantify. A 
2016 meta-analysis found that traditional suicide risk assessments were only slightly 
better than chance at predicting future suicides among psychiatric patients [55]. 
Traditional risk assessment tools in the assessment of violence risk, like the Violence 
Risk Appraisal Guide (VRAG), have at best demonstrated similarly modest predic-
tive value [56]. The modest predictive value of these current tools does not reflect 
that the risk assessment is inaccurate since whether or not there is a suicidal or 
violent act may depend on the presence or absence of intervening events that may 
or may not happen. But it is clear that there is significant room and need for improve-
ment in forensic psychiatry to develop better tools to assess violence and sui-
cide risk.

Artificial Intelligence

Machine
Learning

Deep Learning

Fig. 10.1  Types of AI
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In this regard, AI may have a key role to play. In a prospective 2020 study, a deep 
learning-based algorithm was trained to assess suicide risk on a large population of 
patients in a major U.S. health system. The algorithm risk stratified patients into 
four risk groups, from “low” to “very high” risk. Those in the “very high” risk group 
had a relative risk of suicide of 59.02 when compared to the lowest risk group [57]. 
Controlled studies are certainly needed to properly compare different tools, but, if 
replicated, this would certainly represent a dramatic improvement over traditional 
assessments, which were found to have a pooled odds ratio of 4.84 in the aforemen-
tioned meta-analysis [56].

AI and deep learning are also being applied in a similar manner to violence risk 
assessment. A deep learning algorithm was recently developed to use retrospective 
clinical data, including nursing and physician notes, to predict future violent behav-
ior in psychiatric inpatients. The area under the curve (AUC) for the performance of 
this algorithm in two different hospital settings was 0.80 and 0.76 [57]. In this con-
text, AUC is a commonly used measure of the accuracy of a diagnostic test which 
plots the rate of false positive tests against the rate of true positives, then measures 
the area under the curve. Values over 0.7 are generally considered acceptable, values 
over 0.8 are considered good, and values over 0.9 are considered excellent. In com-
parison, the widely used Violence Risk Appraisal Guide (VRAG) was found to have 
an AUC of 0.72 in pooled data [56]. Because AI algorithms are capable of continu-
ous self-improvement, it is not difficult to imagine future algorithms that are consis-
tently superior to existing tools.

�Ethical Issues

The rapidly increasing power of deep learning-based AI algorithms presents both 
enormous opportunity and carries significant risks for the field of forensic psychia-
try. The ethics concerns raised by this technology fall under three main categories, 
which are explored below and approximate the bioethical principles developed by 
Beauchamp and Childress [8].

�Protecting Autonomy

Informed consent: The ability to provide informed consent is critical to protecting 
any forensic evaluee’s autonomy. For this to be possible, the subject in question 
must have an adequate understanding of the assessment they are agreeing to and be 
free of undue influence or coercion. With new technologies like AI, the knowledge 
gap between practitioner and subject may be even larger than in more typical clini-
cal or forensic situations. Criminal defendants may also be under legal orders to 
undergo psychiatric evaluations or may believe declining to participate in any form 
of testing may negatively affect their legal outcomes. Thus, it is critical that clear 
and concise educational tools be developed for evaluees who might undergo 
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AI-assisted assessments. Whenever possible, evaluees should also be offered alter-
natives to such assessments if they are unable to provide adequately informed 
consent.

Loss of liberty: Laws governing civil detention of persons vary considerably 
across the United States. However, the mental health practitioner, most often a psy-
chiatrist, is always central to such detainments. This practitioner is responsible for 
the decision to temporarily deny an individual his civil liberties and in most cases 
can be held responsible if the decision was made improperly. In a world where algo-
rithms are center stage in such decisions, who, or what, can be held responsible if 
the decision is made incorrectly? Certainly, as AI algorithms begin to gain a foot-
hold in forensic psychiatry, the outcomes will be subject to final review by a psy-
chiatrist. However, it seems likely that as AI algorithms continue to improve and 
more efficiently manage higher volumes of forensic evaluations, there may come a 
time when such review is impracticable. In such a world, mechanisms for appealing 
assessments made by AI algorithms must be made understandable, accessible, and 
transparent.

Data privacy: Major concerns involving data privacy are raised by the use of AI 
algorithms in forensic psychiatry. Algorithms improve when they are exposed to 
higher quality and quantities of data. Location, biometric, search, and messaging 
data have all been proposed as inputs for AI algorithms. Some of these have already 
been used in Facebook’s suicide prevention algorithm [58] The company has 
declined to publish details about the algorithm or the data generated from it. The 
“user agreements” millions signed when they joined Facebook, Twitter, or other 
social media do not constitute adequate informed consent. If such data are to be 
used to inform algorithms, those persons providing the data should be educated on 
how and why it is being used, including describing possible harms which may 
result. Consumers must be provided with accessible, convenient ways to “opt-out” 
of such programs.

�Beneficence and Non-Maleficence

Balancing preventing tragedy with limiting false positives: Civil or criminal deten-
tion of individuals based on future violence or suicide risk is done to protect society 
from rare but catastrophic events, such as homicide. This practice is not new. 
Clinical psychiatrists routinely hold patients involuntarily in hospitals based on vio-
lence risk assessments. Judges give harsher sentences to those defendants thought to 
be at highest risk for future violence. No doubt, many of these individuals may not 
have committed a violent act had they been released earlier. But society has decided 
that it is worth some “false positives” in the form of needlessly prolonged detention 
to protect us from catastrophic harms.

How might AI change this calculus? As noted in the previous section, psychia-
trists perform only modestly better than chance in assessing violence risk. It is con-
ceivable that, in time, AI algorithms will significantly outperform psychiatrists in 
this arena. If false positives and false negatives decline, should violence risk 
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assessments be more widely used? Should more people be detained based on the 
results of these assessments? It will be critically important for policymakers to care-
fully consider these questions as the technology continues to advance. Each deten-
tion, even those involving individuals correctly deemed to be a highest risk for 
violent behavior, carries consequences for the individual detained as well as his 
family, his friends, and for the broader community, and for this reason such technol-
ogy should be used with utmost caution.

Overruling algorithms: AI algorithms continually improve and refine themselves 
based on new data. In fact, it is not inconceivable that they will someday outperform 
human practitioners in suicide or violence risk assessments. If this is clearly the 
case, the role of human reviewers of such algorithms would require reexamination. 
Consider again the previously mentioned breast cancer screening algorithm. 
Imagine a scenario in which the algorithm, which is already performing better than 
many practicing radiologists, identifies an atypical sign on X-ray that it determines 
to be suspicious for neoplasm. The human radiologist reviews the image and decides 
this was simply “machine error,” recommending against biopsy. Six months later 
the same patient returns with advanced breast cancer. It is easy to imagine a similar 
scenario arising for a psychiatrist who overrules a suicide or violence risk assess-
ment algorithm. If the patient later commits a violent act, where does the blame lie? 
If algorithms consistently and clearly outperform practitioners in the future, it may 
be incumbent upon those practitioners to reassess and redefine their roles in the 
context of rapidly evolving AI technology.

�Fostering Justice

Algorithms may propagate racial inequity in the legal system: Algorithms are 
increasingly being used in criminal justice, from predictive mapping software, 
which helps police allocate resources to high-risk neighborhoods or individuals, to 
recidivism risk assessment tools used to aid judges in sentencing. A major criti-
cism of these tools lies in the fact that they are only as good as their input data. 
Thus, if police reports, probation officer documentation, policing practices, and an 
individual’s conviction history all are subject to pre-existing biases, and the under-
lying algorithms being utilized rely on these data to generate assessments, then 
those assessments will further propagate such systemic biases [59]. The sheen of 
objectivity offered by algorithms may disguise these latent biases from casual 
observers.

Using algorithms to correct bias: Conversely, algorithms may play a construc-
tive role in addressing and correcting for systemic racial biases in the criminal jus-
tice system. A well-developed AI algorithm could conceivably detect subtle biases 
in criminal justice data and adjust for them. This may have the effect of reducing 
biases in the system from policing to sentencing [60]. For example, an AI tool for 
detecting racial or gender-based bias is being developed by a research group at 
Columbia and Penn State Universities. This program can generate hypotheses, like 
the predicted salary for an individual at a given institution, using a multitude of 
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predictive factors. It then references predicted salary against actual salary. The dif-
ference may be explained by racial or gender bias [61]. The power of AI algorithms 
lies in their ability to analyze enormous amounts of data to make future predictions, 
but they are only as good as the inputted data used to drive such algorithms such as 
deep learning. For this reason, input data must be carefully curated and selected to 
avoid untoward future impact of rapidly evolving technologies such as artificial 
intelligence in the forensic setting.

Overall, AI and other technologies have the potential to have a transformative 
impact on the field of forensic psychiatry. However, the power of such technology 
also presents significant risks. As the field rapidly evolves, it will be critically 
important to identify and analyze the ethical implications of the use of this new 
technology.

Key Points
	1.	 In a legal setting, neuroimaging may support a clinical diagnosis, provide a neu-

ral mechanism for claims of impaired behavioral capacities, or potentially eluci-
date the mental state of an individual at the time imaging is performed (not 
necessarily elucidating the mental state of an individual at the time of a crime).

	2.	 Neuroimaging results must be presented and interpreted together with relevant 
behavior and neuropsychiatric symptoms.

	3.	 Neuroimaging studies are based on group data and alone do not provide defini-
tive conclusions about an individual’s mental status.

	4.	 Expert witnesses utilizing neuroimaging studies must remain up to date on the 
current state of the science, validity of different modalities, and limitations; they 
should not overstate the significance of their observations and make efforts to 
qualify their opinions understanding the potential for this type of testimony to be 
given more credence than warranted.

	5.	 Artificial intelligence and deep learning are rapidly transforming the practice of 
forensic psychiatry.

	6.	 The use of these novel tools raises significant ethics concerns.
	7.	 Expert witnesses asked to interpret assessments by AI algorithms should have a 

basic understanding of both the technology itself and associated ethics concerns.

Questions to Consider
	1.	 What would be necessary in a neuroimaging study to inform a court of an indi-

vidual’s thoughts, intents, morality, or free-will?
	2.	 How would you present an explanation of a neuroimaging study, including its limi-

tations, while ensuring the explanation would be understood by non-scientists?
	3.	 For which legal cases is neuroimaging most helpful? Least helpful?
	4.	 What is deep learning? How is it related to artificial intelligence?
	5.	 Are there cases in which the products of AI algorithms should be ignored by an 

expert witness? What ethical issues are raised by refusing to use this technology?
	6.	 AI algorithms are also being applied to suicide risk assessment (see Linthicum 

et al. on the Additional Reading list). What ethical issues apply to both uses of 
this technology? Which issues are unique?
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Chapter 11
Into the Wild: Reflecting on Neuroethics 
as Innovation Moves from the Laboratory 
to Society

Diana Saville, Albert Kim, Juan Enriquez, Karen Rommelfanger, 
Michael McCullough, Calvin Nguyen, and Abraham Dada

Neuroscience startups today are beginning to rewrite the human experience. With 
emerging technologies like embedded brain–computer interfaces (BCI)  and 
sophisticated imaging, sensing, and stimulating tools, we are entering an age in 
which we will gain unprecedented control over the brain, seen by many as the last 
frontier in scientific discovery. The rate at which we can now scale these technolo-
gies will easily outpace our ability to thoughtfully protect society’s interests, as it 
already has with other technologies. As neuroscience innovations move out of the 
lab and into society, the importance of real-world ethical discussions scales 
exponentially.

Brain researchers, ethicists, makers, and funders need to come together and iter-
ate the framework for thinking about mapping and altering thoughts, memories, 
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emotions, and behaviors. Within the next decade, we will have the first map of a full 
human brain [1], and soon thereafter, thousands and millions of brains. Then, as 
occurred in genomics, we will develop methods to alter what has been mapped. 
These kinds of discoveries have implications for altering our very humanity. This 
innovation space is where ethical theory meets praxis.

These unprecedented, rapid changes will not be primarily driven by academia. 
They will occur within startups and large tech and biotech companies [2]. Google, 
Facebook, and IBM all have large and growing neuroscience research departments, 
and they are funneling academic talent from the nation’s top universities. Leading 
biotech companies have dedicated venture arms to invest in emerging neurotech 
startups [3]. Neuralink and Kernel are the first of a rising trend of emerging neuro 
startups funded at $100  M or more by billionaire brain science enthusiasts, and 
BrainMind has catalogued over 1700 neuro startups of varying sizes internationally. 
Ideas can incubate in the lab for decades; but investors typically expect returns in 
5 years or less [4].

The stakes with neuroscience R&D are high and the decision-makers are dif-
fused across the public and private sectors. We can learn lessons from the ethical 
failures of social media and internet companies by focusing on ethics now and cre-
ate a dialogue-generated consensus on issues surrounding data privacy, user auton-
omy, and unintended uses of technologies that could encroach on human rights and 
human dignity.

�Why Now?

Historically, neuroscience startups had come to represent a black hole for brilliant 
ideas and significant amounts of investment capital. For evidence, look no further 
than the Alzheimer’s therapeutics development track record, which has seen only a 
single new disease-altering drug approval since 2003 [5], with recent controversial 
U.S. Food and Drug Administration (FDA) approval of Aduhelm [6]. Humorously, 
commentators have coined Eroom’s Law (Moore’s Law backwards) to describe the 
exponentially increasing cost of bringing new medicines to market. The cost of bring-
ing a single new chemical entity to market has increased from $1.1 billion in 2003 to 
$2.8 billion in 2013 (in 2018 US dollars) [7]. And even within this rarefied environ-
ment, CNS treatments stand out as a gross outlier. The cost and failure rate of neuro-
science treatments has been estimated at $800 billion in the United States alone [8, 9].

Those brave pioneers who invested in this space were beset by failure after failure. 
Worse, many of these losses occur not in Phase 1 clinical trials where the cost and 
investment are manageable but during widespread and very expensive Phase 3 trials 
where the investments are into the hundreds of millions of dollars; this destroys expec-
tations and companies and may destroy the future of research for many conditions [10].

As a result, many investors see this space as dangerously premature for invest-
ment, evidenced by the highly publicized R&D investment exodus of pharmaceuti-
cal giants like Amgen, AstraZeneca, Bristol-Myers Squibb, Pfizer, GlaxoSmithKline, 
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and Novartis from neurotherapeutics starting in 2010 [11–13]. Yet, the neuromodu-
lation market is beginning to grow rapidly at an annual rate of 11%, and investment 
into the space has doubled in the past 2 years [14]. This is, in part, because advances 
in machine learning and a greatly increased capacity to store and analyze data have 
enabled a boom in the use and advancement of older technologies like electroen-
cephalography (EEG), deep brain stimulation (DBS) [15], and trans-cranial mag-
netic stimulation (TMS) [16].

Meanwhile, philanthropists in neuroscience are beginning to act more like inves-
tors. Institutions like the FB Heron Foundation, Cohen Veterans Bio, and the 
Rainwater Charitable Trust, the Dementia Discovery Fund, the Alzheimer’s Drug 
Discovery Foundation, and the Cure Alzheimer’s Fund support translational R&D 
and targeted startups and may even generate a return to the foundations. With these 
new energies headed toward translation of brain science out of the lab, it is now more 
important for philanthropists to understand the thought process of neuro startups.

The countdown has begun. Forecasted by a few early movers, the neuroinnova-
tion investment land grab awaits. Philanthropists are beginning to fill some early-
stage funding gaps, but trends with large philanthropic organizations move relatively 
slowly. With respect to neuroethics, this means we have time, albeit limited, to dis-
cuss, understand, debate, and importantly, act.

�The Potential

What if the cost curves of understanding-intervening in the brain began to follow the 
cost curves of genomics instead of the traditional medical cost curves? (Fig. 11.1).

Tools like wearable EEG, eye trackers (ETs), electrocardiography (ECGs), gal-
vanic skin response (GSR), and facial electromyography (EMG) [17] do seem to be 
following this logic, getting cheaper, smaller, and responding to more demand. As 
we get a better understanding of the brain, as brain diseases of the elderly are now 
beginning to affect one of the greatest concentrations of wealth on the planet, and as 
longevity becomes a topic of increasing concern in a world bracing to care for its 
largest disproportion of an aging population [18, 19], one sees a serious uptick in 
aggressive investment into brain startups. One already sees more examples of large, 
private sector, non-traditional pharma startups in neurotech and neurotherapeutics, 
even as the pharma divests in R&D [12]:

•	 Neuralink—BCI startup developing microelectrode implants for directly reading 
brain signals, funded by Elon Musk to the tune of $100 million [20].

•	 Kernel—Startup offering “neuroscience as a service” in addition to developing 
magnetoencephalography (MEG) technology in a portable form factor, led and 
funded with an initial $100 million investment by Bryan Johnson, and now tak-
ing on additional VC dollars [21].

•	 CTRL-Labs—An engineering startup which reads neural signals to predict 
movement intentions, was acquired by Facebook for between $500 million and 
$1 billion [22].
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Fig. 11.1  Cost curves of human genomics

•	 Facebook recently announced that the CTRL-Labs technology was being inte-
grated into their exclusive controller for augmented Reality environments.

•	 Facebook also recently published some of their internal research findings on 
noninvasive indirect measurement of neural activity [23].

•	 Pear Therapeutics, the first ever FDA-approved digital therapeutic offering app-
based cognitive behavioral and insomnia therapy, which was co-founded with 
investor and philanthropist Stephen Kennedy Smith, a member of the Kennedy 
family [24].

•	 Project Amber, launched by the X unit of Google’s parent company Alphabet, 
billed as a mental health project, spent 3 years developing a company headset to 
measure brain waves [25].

•	 Jazz Ventures is one of the first venture funds to exclusively focus on companies at 
the intersection of neuroscience and digital technology. Most venture capitalists 
(VCs) don’t employ Chief Scientists, but Jazz brought in noted neuroscientist and 
entrepreneur Adam Gazzaley to support the vetting process. Jazz is a relatively 
small fund, but other larger players in the tech and biotech world, including Khosla 
Ventures, Arch Ventures, and increasing numbers of pharma-backed funds are 
beginning to invest $1 billion annually in neurotechnology startups as of 2017 [26].

�The Potential Cost

One thing to consider is what occurs as the Silicon Valley ethos of “move fast and 
break things” enters neurotech. There are both opportunity and financial costs of 
moving too slowly, but there are too many cautionary tales of entrepreneurs whose 
ventures were decimated by lapses in ethical judgment or ignorance of the ethical 
implications of their hasty and unconsidered decision-making.

D. Saville et al.



199

We also want to avoid either-or thinking: the cost of preventing unethical behav-
ior should not be equated to withholding and preventing societally beneficial 
research from coming to market. There is an undeniable societal need to address 
pervasive brain disorders that cause substantial global suffering.

•	 1 in 5 adults experience mental illness every year in the US alone [27].
•	 20% of patients diagnosed with depression are treatment-resistant [28]
•	 70% of patients with depression are still symptomatic after treatment [29]
•	 Across the field of mental health, treatment efficacy has not improved in 

25 years [30].
•	 In America, the costs of all mental disorders and neurological illness is over $760 

billion per year [31].
•	 Direct medical costs of Alzheimer’s in America will increase by $1 trillion in the 

next 30 years [32], portending the insolvency of Medicare.

Worldwide, nearly 50 million people have Alzheimer’s or related dementia [33]. 
With a drug development failure rate of nearly 99.6% coupled with ballooning regu-
latory expenses that discourage investment, these individuals and their families 
must simply wait for the field to move forward [34].

Neuroethicists also agree that neuroscience is an ethical imperative [35] and we 
have a real opportunity to accelerate discovery through neuroethics as a partner with 
neuroscience. But neuroethics is most powerful as a thought partner throughout the 
discovery process, not just after things go awry.

A great example of this opportunity is found in clinical trial design. A few years 
ago, Dr. Helen Mayberg, a neuroscientist and neurologist at the Icahn School of 
Medicine at Mount Sinai, was developing an experimental DBS  intervention for 
treatment-resistant major depressive disorder. The industry sponsored BROADEN 
trial, which was based on her promising research, was halted by the company. 
Patients enrolled in the trial were offered rechargeable batteries so they would have 
the option to continue treatment, but they needed to have a clinician who would 
agree to ongoing clinical care. In other similar situations involving implanted neuro-
stimulators, the patients fared worse. NeuroVista had run a trial for a seizure-
predicting device, but the company had to cease operations when it ran out of 
funding in 2013. Patients benefiting from the therapy had to be explanted as there 
was no company to support their device. Similarly, when Northstar Neuroscience’s 
stroke rehabilitation trial was declared unsuccessful in 2008, the company went 
bankrupt. All patients in Northstar trials had to be explanted, including those in a 
small parallel study in depression, even if they were doing well on the treatment. 
This is a heartbreaking outcome for patients who, through no fault of their own, lose 
access to a treatment that is giving them benefit. Clinicians participating in these 
trials are confronted with the horrible experience of having to abruptly discontinue 
a therapy that had been working for many of their patients who are in need. These 
are just a few of the myriad issues that need to be considered when planning, run-
ning, and finishing a trial [36].

Neuroethics can also help to avoid the massive cost of making uninformed deci-
sions that can destroy or delay not just an individual’s research but also that of an 
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entire field. A prime example of the ethical cautionary tale comes from psychedel-
ics. The world is currently witnessing a renaissance in psychedelics research, with 
psilocybin designated as a “Breakthrough Therapy” by the FDA for severe depres-
sion [37] and 3,4-methylenedioxy-methamphetamine (MDMA)-assisted psycho-
therapy winning the same status for post-traumatic stress disorder (PTSD) [38]. 
However, this therapeutic potential is being realized almost 60 years late. Early and 
particularly notorious ethical missteps in psychedelics research resulted in aca-
demic research in this field being effectively cancelled for decades.

We can’t ignore the fracturing cost of waiting to bring neuroethics to the fore on 
a global scale. With an increasing share of research, innovation, and deployment of 
leading neurotechnologies taking place internationally, leading neuroethicists have 
already advocated for cultural humility and have alerted the neuroscience commu-
nity that awareness of underlying differences in cultural values will be critical in 
advancing impactful neuroscience discovery.

To get a sense of how complex these ethical entrepreneurial conversations could 
get, imagine you are a VC or an endowment manager asked to fund the following 
business plans (put the likelihood of success aside for a moment, assume they could 
be successful):

•	 A technology that can erase unwanted memories at will, insert memories at will, 
or allow you to share someone else’s feelings/state of mind. After considering 
safety issues, one might consider what would happen if this technology came 
into the wrong hands. Like facial-recognition technology, is it inevitable that 
technology like this would be used and abused at the nation-state level over time?

•	 A new deep brain stimulation technique for the treatment of amyotrophic lateral 
sclerosis (ALS) which completely alters the patient’s personality, causing 
destructive or antisocial traits. Should the treatment be pursued regardless? Is 
this ethical for the caregiver?

•	 A gene editing company that can raise the IQ of a customer by 10–20 points. Is 
it ethical to fund a human speciation event? What of those who cannot afford the 
treatment? Will they be left behind? Will directed evolution become a human 
right? (Note that companies like Neuralink can’t even progress with gene therapy 
for neurons because there are not enough ethical guidelines for engineers to work 
within set ethical boundaries: engineers are banned from working on anything 
related to this as of now.

•	 A crime-prevention neurotechnology product that can scan for and eliminate for-
bidden desire in a convicted pedophile, or perhaps in persons who haven’t yet 
committed any crimes. When is it ok to reprogram a brain?

•	 A consumer neurotechnology that can alter mood, cravings, and self-confidence. 
Should we limit the range of human experience? When?

Now let’s move from hypothetical to practical: DBS is a highly effective treatment 
for Parkinson’s disorder, and it has been proven to alleviate impulse control disorders, 
one of the many adverse effects of traditional medication [39]. In some patients, how-
ever, it has been shown to regress and even cause new cases of impulse disorders 
[40–42]. Loss of sense of identity is an emerging consideration for BCI-mediated 
therapies, but concerns related to identity changes have already surfaced with 

D. Saville et al.



201

pharmaceuticals like selective serotonin reuptake inhibitors (SSRIs) where people 
who are getting treatment for mental health disorders report not feeling “like them-
selves” when the treatment is working [43]. There is also a growing conversation 
around potential treatments for autism spectrum disorder (ASD). This is seen, by 
some, as a human rights issue of societal acceptance of non-neurotypical persons.

We can alter our mood, our cognitive function, and potentially our memories 
with electrical stimulation; at what point does this desire to correct our state of mind 
impinge on our sense of identity, and how do we adequately inform the user about 
this possibility? Neuroethics can help us collectively think through unintended con-
sequences of groundbreaking technologies.

Throughout history, there has been a consistent drive to “enhance” humans and 
the drive and allure to enhance the brain has drawn significant attention from inves-
tors and entrepreneurs to an eager public. Neuroethicists continue to help guide and 
navigate the increasingly muddy value conflicts of enhancement, access, and jus-
tice. Technologies that can modify foundational human capacities—often adapted 
from their initial clinical applications (i.e., attention-deficit/hyperactivity disorder 
(ADHD) medications and  transcranial direct-current stimulation (tDCS))—can 
introduce new kinds of equity divides not just between individuals, but could deepen 
the economic divide between countries [44].

�Jumping in

Neuroethics is not just another word for regulation or compliance. Neuroethics 
offers a deeper conversation and framework for foresight and proactive, creative 
problem-solving that happens during, and not just after the development of a tech-
nology. It offers the potential to obviate the need for much of the regulation that has 
been seen as slowing innovation over the years. Perhaps, it could empower us to 
have a hand in developing the world we want to have, as opposed to being passive 
bystanders to market forces.

Amongst some researchers, neuroethics may be seen as just another word for 
regulation, and the topic whose value is met with skepticism or disdain and avoided 
altogether. An important counterpoint to this thinking is that neuroscience itself is 
seen as an ethical imperative (as stated in the NIH BRAIN Neuroethics Principles). 
We have the opportunity to use neuroethics to advance and accelerate high-impact 
neuroscience.

Entrepreneurs are now leaping ahead of many academics, intentionally working to 
enhance their engagement with neuroethics. Founders and executives may be approach-
ing neuroethics from a defensive and/or opportunistic position, but many are begin-
ning to see the value and practicality, the business case for neuroethics engagement.

Instead of having discussions on what is an appropriate use for an emerging 
technology after it is broadly deployed (think Congress interrogating Facebook 
after the Cambridge Analytica/data privacy debacle), a growing list of neuroscience 
entrepreneurs across clinical and commercial applications are embracing neuroeth-
ics early in their company lifecycle and in their professional lives:
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•	 Ariel Garten, the founder of InteraXon, which developed  EEG-sensing head-
bands for commercial use, founded the Center for Responsible Brainwave 
Technologies, a professional association which created a set of ethical principles 
for brain data management.

•	 Tim Mullen, the Founder and Chief Executive Officer (CEO) of Intheon, a mid-
dleware platform for brain data analysis, is active in Institute of Electrical and 
Electronics Engineers (IEEE) development of neuroethics frameworks, and is a 
founding advisor to BrainMind’s Neuroethics Initiative.

•	 Marc Chevillet, former Research Director for Facebook’s Building 8 BCI pro-
gram, has spoken publicly about his pro-neuroethics and pro-transparency stance 
on his research program, and Stephanie Thacker, formerly of Defense Advanced 
Research Projects Agency (DARPA), has launched an internal neuroethics initia-
tive including offering responsible neuroscience funding at Facebook.

•	 Ramses Alcaide, the founder and CEO of Neurable, a full-stack commercial neu-
rotechnology tools company, launched a blog publishing neuroethics content on 
his company website in 2020.

•	 Dario Gil, Director of IBM research is actively advocating for careful consider-
ation of neuroethics issues [45].

•	 Ana Maiques, the Founder and CEO of Neuroelectrics, a clinical-grade neurosci-
ence device company, has participated at the International BRAIN Initiative 
Global Neuroethics Summit, has participated in thought leadership events with 
the International Neuroethics Society, and advises the BrainMind Neuroethics 
Initiative.

•	 Thomas Reardon, the founder and CEO of CTRL-labs, a neural interface com-
pany that predicts movement intent, sat on a NeurotechX Neuroethics panel in 
2020, and is participating in BrainMind’s neuroethics programming.

•	 Dan Rizzuto, founder and CEO of NIA Therapeutics, was a panelist at the 
International Neuroethics Society Annual Meeting and has participated in 
BrainMind Neuroethics programming.

•	 Many other examples abound, with entrepreneurs like Philip Sabes, cofounding 
scientist of Neuralink, Matt Angle, CEO of Paradromics, and Tan Le, CEO of 
Emotiv, speaking and writing publicly on ethics related to their work.

Plenty of entrepreneurs have altruistic motivations for incorporating neuroethics 
into their work. Some find the topic intellectually stimulating and have a long his-
tory of engaging on the subject.

Others are likely coming from a defensive position or thinking of policy readi-
ness, responding to previous scrutiny, and taking a careful look at how to move 
forward developing technologies that could be seen as intrusive by consumers. 
Simply put, it’s insurance against bad public relations. When Geoff Ling led 
DARPA’s Biotechnologies Office, internal neuroethics principles were put in place 
because leadership saw the need to address questions of privacy, agency, and iden-
tity early, to avoid criticism later on. Still other entrepreneurs are looking to harness 
neuroethics for competitive advantage. Many large companies engage not so much 
in ethics, but in regulation as a means of increasing barriers to entry by creating 
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huge capital requirements to clear regulatory hurdles. This effectively squeezes out 
or blocks competition. Similarly, many companies are simply seeing the writing on 
the wall and are looking for insurance against future regulation. They know that 
regulators will step in eventually, so they might as well write the rules of the game, 
so they can play it better than the rest.

We argue here that neuroethics is not to be conflated with regulation, and that if 
introduced early, neuroethics can be an accelerator, not a hurdle. For example, com-
panies that are seen as ethical enjoy a tremendous boost in brand value. Social jus-
tice, in particular, is now an established pillar of brand value. Another reason 
entrepreneurs are looking to engage with neuroethics for better corporate gover-
nance. Building this type of thinking into the company culture allows for more 
efficient management of the organization, as employees often have to make deci-
sions in the absence of direct guidance.

Preliminary studies also show that neuro-entrepreneurs have been grappling with 
significant neuroethical concerns not addressed satisfactorily with current regula-
tion. They are concerned about issues like misuse of neural data and responsible 
ownership particularly in non-clinical domains and unintended uses or access to 
data and technologies that could lead to stigma and discrimination (personal com-
munication, KSR) [47].

Companies that do care about ethics often fail in their efforts to address those 
concerns because they only have a legal department, for example, so they don’t have 
the tools to address ethical issues/gray zone problems. And they want guidance, not 
necessarily regulation.

Encouragingly, a handful of prescient international non-governmental organiza-
tions (NGOs) have already begun thinking carefully about neuroethics frameworks 
for makers, technologists, and private sector stakeholders. Two of these groups have 
recently published neuroethics frameworks meant to address private sector 
considerations:

•	 In 2019, the Organisation for Economic Co-operation and Development (OECD) 
published their Recommendation on Responsible Innovation in Neurotechnology 
is the first international ethics standard in this field, which engaged many private 
sector stakeholders in carefully addressing ethical issues while taking care to 
assure the promotion of innovation.

•	 In 2020, the IEEE Brain Neuroethics Subcommittee published a plan to establish 
a Neuroethics Framework to define, and surface ethical, legal, and social issues 
for emerging neurotechnologies. IEEE is the largest professional network of 
engineers globally.

In 2018, the Global Neuroethics Summit Delegates published Neuroethics 
Questions to Guide Ethical Research in the International Brain Initiatives, offering 
a toolkit for scientists, and potentially a valuable tool for private sector groups.

A major challenge for entrepreneurs is that neuroethics doesn’t currently fit into 
the established workflow of company. The community still lacks a clear incentive 
structure for engaging neuroethics and are still seeking creative ways to integrate 
neuroethics into their current operations.
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�BrainMind’s Multi-sectoral Neuroethics Initiative

BrainMind is a nonprofit platform and private community of scientists, entrepre-
neurs, investors, philanthropists, and policymakers collaborating to accelerate neu-
roscience research and entrepreneurship that will most benefit humanity (brainmind.
org). BrainMind is especially focused on high-impact ideas that might otherwise 
languish in the investment valley of death or on the publication shelves of academia. 
Because the organization is developing new philanthropic and investing approaches 
to promote the positive impact of brain science, and has assumed a curatorial role in 
the community, ethical frameworks need to be strongly integrated into organiza-
tional decision-making and ecosystem norms.

With a vision to form vital connective tissue between the lab and society, 
BrainMind’s Neuroethics initiative engages its members in considering how to 
maximize the potential benefits and minimize the unintended hazards that accom-
pany rapid innovations in brain science.

In the near future, BrainMind plans to host an international, multi-sectoral neu-
roethics summit focused on the development, distribution, and use of existing and 
near-term neurotechnology innovations at the Asilomar Conference Grounds in 
California. This gathering will kick off a decadal review and ongoing engagement 
of researchers and private sector stakeholders developing major innovations in the 
field. A defining feature of the initiative is its capacity to engage multilateral players 
in the private sector, including industry stakeholders, investors, and entrepreneurs.

BrainMind’s desired outcomes for the Neuroethics Asilomar Program are as 
follows:

	1.	 Conserve and direct energy to the technologies that have the greatest potential 
for meaningful impact for people as guided by ethical principles vs. profit motive.

	2.	 Minimize the risk of unintended negative consequences of powerful 
technologies.

	3.	 Establish a venue for collaborative navigation of complex or ambiguous ethical 
situations.

BrainMind has begun the Asilomar planning process by organizing advisory 
committee discussions with small multi-stakeholder groups. With support from the 
Dana and Kavli Foundations, in February 2020, BrainMind convened its first multi-
sectoral neuroethics advisory committee meeting at Duke University. This summit 
brought together a group of the world’s leading neuroscientists, neuro- and bioethi-
cists, entrepreneurs, policymakers, and investors in order to explore engaging ethi-
cal frameworks among diverse stakeholders in the advancement of neurotechnologies 
and affirmed the opportunity for BrainMind to form a “practical layer” between 
conceptual neuroethics frameworks and its functional application in research and 
company projects emerging in neuroscience.

Since then, BrainMind has been conducting follow-on advisory sessions across 
stakeholders groups in a virtual setting in order to build momentum for the initiative 
and create buy-in among influential private sector stakeholders. The desire among 
entrepreneur participants for neuroethics strategy advising has emerged as a power-
ful trend in these interactions.
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�Asking the Right Questions

In its curator role, BrainMind continues to carefully build community with entrepre-
neurs and entrepreneurial endeavors to provide a platform for raising capital and 
other forms of support. Ethical curation, and an ethical investing framework, will be 
the backbone of well-integrated neuroethics programming for BrainMind’s activi-
ties, and some form of advisory services provided to BrainMind’s members, with 
the right organizational partnerships, may be an emerging opportunity to explore.

So what kinds of questions should BrainMind’s ecosystem members, the scien-
tists, entrepreneurs, investors, and philanthropists committed to bringing impactful 
science out of the lab and into society, be asking if they want to find themselves on 
the right side of history?

Perhaps a place to start would be to modify some of the questions for ethical 
neuroscience in the International Brain Initiatives [44] for the context of company 
creation:

	1.	 What are the possible effects of this product or service on a person’s sense of 
identity?

	2.	 How can human brain data (e.g., images, neural recordings, etc.), and the privacy 
of users be protected by the company?

	3.	 Is there moral significance of neural systems that are under development in the 
company?

	4.	 How could this company’s product or service impact or reduce autonomy, and 
who will have responsibility for these effects?

	5.	 In which markets and contexts might the product or service be deployed, and 
which applications should be considered misuse?

Most broadly, these questions all come to the heart of the central question: When is it 
ok to look inside and/or modify the human brain? They go to the core of what it is to 
be human and what it means to have a “healthy” brain. Of course, we have no univer-
sally agreed-upon definitions of either, which is why this is so interesting and important.

Finally, there are some practical questions to answer in the next few years:

•	 Guidelines have some utility, but how do you build a forcing function to imple-
ment them across all these stakeholders groups, and what incentives would be 
effective in this effort for each group?

•	 What are the practical tools from neuroethics as a problem-solving framework 
that can be used by each group?

•	 Ethics differs in different countries and even within them: we need to understand 
what individual versus community emphasis, rights, and values will make sense 
to implement across cultures.

As an initial exploration of these questions, BrainMind is having those early 
conversations with private sector leaders, both nationally and internationally, while 
surfacing alternative mechanisms of idea formation beyond the profit-driven VC 
model. To help clear away misconceptions about neuroethics and make the topic 
more accessible in general, BrainMind is also developing multimedia education on 
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neuroethics, including filmed interviews with innovation-friendly voices in the 
field, and visual and animated web content. BrainMind’s first measure of success 
will be to make all ecosystem members conversant and comfortable on neuroethics 
topics in their work life. Longer-term, neuroethics will become a standard part of 
the decision-making toolkit for all leaders translating brain science out of the lab 
and bringing it to humanity.

�Concluding Thoughts

While not without significant challenges, we have a great opportunity to align private 
sector stakeholders on common values of reducing potential harm of neuroscience 
innovations entering the commercial sphere. Industry is moving faster than academia, 
and neuroethics needs to equally be fast-tracked and engaged in this domain. Many 
private sector leaders agree on the need to establish guardrails before the stakes are too 
high, and it will be easier to start in the design stage than to walk it back on a product 
ready to ship. This is why being proactive and strategic with capacity building can 
make ethics second nature and nimble enough to keep up with the innovation process.
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Chapter 12
Introduction to Our Project: 
Understanding Ethically Salient 
Perspectives of Diverse Societal 
Stakeholders in Innovative Neuroscience 
Research on Mental Disorders

Laura Weiss Roberts, Katie Ryan, Jane Paik Kim, and Laura B. Dunn

Advancements in neuroscience hold great promise for reducing the burden of many 
of the most disabling conditions that threaten human health on a global scale, 
including mental illnesses and addictions. Increasingly, exceptionally innovative 
science inspires hope that these devastating brain-based disorders may be prevented, 
treated, and even cured. With its inception in 2014, the National Institutes of 
Health’s (NIH’s) Brain Research through Advancing Innovative Neurotechnologies 
(BRAIN) Initiative® began its 10-year project aimed at revolutionizing our under-
standing of the human brain through the accelerated development and applications 
of new techniques and technologies [1]. Through its funding of over hundreds of 
different scientists and engineers over the past 7 years, the BRAIN Initiative has 
encouraged researchers to better understanding how the brain works and how dis-
ease occurs, inciting hope for patients who live with brain-based diseases and disor-
ders in the process.

Alongside the pursuit of innovative neuroscience come a suite of novel ethical 
considerations and challenges. Concerns surrounding the deepest questions about 
what defines humanity and personhood, what forms of novel inquiry may exceed 
ethically acceptable limits in society, and how to perform ethically sound studies 
with volunteers who may be vulnerable to exploitation in the research situation 
represent just a few of the ethical dimensions and implications of neuroinnovation. 
When the NIH’s BRAIN Initiative announced in 2016 that it would be funding neu-
roethics research projects with the goal of identifying and analyzing the ethical 
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issues implicit in innovative neuroscience research [2, 3], our Stanford University-
based team developed a proposal for a project intended to accelerate neuroscience 
toward lessening the burden of mental illness and addiction through hypothesis-
driven empirical ethics inquiry. This project, entitled “Enabling ethical participation 
in innovative neuroscience on mental illness and addiction: towards a new screening 
tool enhancing informed consent for transformative research on the human brain,” 
was among the first four neuroethics projects funded by NIH as part of the BRAIN 
Initiative.

Central to our approach is the engagement of diverse stakeholders to gain greater 
understanding of the ethically salient dimensions of innovation in society—in this 
case, innovative neuroscience that focuses on important aspects of public health 
tied to mental disorders and addiction. The project has been led by one of us (LWR), 
following on years of similar hypothesis-driven investigative work exploring differ-
ences and similarities of stakeholders regarding ethical aspects of research and 
innovation that engage individuals who belong to vulnerable populations. 
Co-investigators for the project include Laura B.  Dunn, M.D., Jane Paik Kim, 
Ph.D., Mildred Cho, Ph.D, and Casey Halpern, M.D. The combined expertise of the 
investigators on the team is quite diverse, with representation from two psychia-
trists, a biostatistician, a bioethicist, and a neurosurgeon, and is further supported by 
an interdisciplinary research team with members with backgrounds in psychology, 
sociology, neuroimaging, public health, literature, and art history. The team addi-
tionally has enlisted an advisory board, which consists of bioethicists, physicians, 
and neuroscience researchers from universities across the United States. These indi-
viduals provide expertise and guidance regarding the development of interview and 
survey instruments and the interpretation of findings over the course of the project.

The chapters in this section detail the development, design, and deployment of 
our team’s hypothesis-driven empirical inquiry into the ethics of clinical neuroin-
novation and present initial findings from select portions of this BRAIN Initiative 
project. In order to provide the appropriate context for these findings, an overview 
of the rationale and methods for each aim of this project are discussed below.

�Project Rationale

Innovative neuroscience research is imperative to address the suffering associated 
with mental disorders, including addiction. Studying these conditions poses great 
ethical challenges, however addressing these challenges after the fact or as a post-
script could lead to potential harm to participants and a lack of public trust in 
research, thereby slowing advancement and innovation in the field. It is our team’s 
belief that by preemptively identifying ethical issues in this emerging field, and giv-
ing the most vulnerable stakeholders a voice, innovative neuroscience inquiry can 
be accelerated and the burden of mental illness and addiction can be alleviated. The 
rationale for this project is therefore grounded in our team’s prior empirical work 
with stakeholders in psychiatry research, as well as a novel theoretical model of 
ethical research participation.

L. W. Roberts et al.
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�Value of a Stakeholder Approach

Previous work completed by our team has demonstrated the value of approaches 
that are predicated on collecting the views of various stakeholders through surveys 
and semi-structured interviews (See Table 12.1). In a series of studies over the past 
two decades, Drs. Laura Weiss Roberts, Laura B. Dunn, and Jane Paik Kim, in col-
laboration with other investigators in psychiatry and bioethics, have used various 

Table 12.1  Examples of stakeholder-based empirical ethics projects undertaken by our team

Topic
Awarding agency, 
type Representative papers Method used

Stakeholder 
perspectives on ethical 
challenges in 
algorithmic medicine 
[in progress]

National Center for 
Advancing 
Translational 
Sciences, R01

Kim [4] Semi-structured 
interviews (n = 40) & 
online survey 
(n = 420)

Interactions between 
law enforcement and 
unhoused individuals 
with mental illness [in 
progress]

Dollard foundation Lane-McKinley et al. 
[5]

[in progress]

Willingness of mothers 
to enroll children in 
research

Stanford University 
Department of 
Psychiatry and 
Behavioral Sciences

Kim et al. [6] Online survey via 
MTurk (n = 126)

Research decision-
making by caregivers 
of people with 
Alzheimer’s

National Institute on 
Aging, R01

Dunn et al. [7, 8]; 
Overton et al. [9]

Surveys and in-depth 
interviews (n = 142)

Ethical issues in deep 
brain stimulation 
(DBS) research

Greenwall 
Foundation

Bell et al. [10]; 
Christopher et al. [11]; 
Dunn et al. [12]; Fisher 
et al. [13]; Leykin et al. 
[14]

Semi-structured 
interviews (n = 26)

Psychiatric genetics 
research ethics

National Institute of 
Mental Health, R01

Roberts and Kim, [15]; 
Roberts et al. [16–18]; 
Rostami et al. [19]

Structured interview 
(n = 182) & online 
survey (n = 386)

Psychiatric genetic 
research consent 
process intervention

Institutional funding Kim et al. [20] Simulated informed 
consent process and 
follow-up written 
survey (n = 79)

Use of genetic 
information in the 
workplace

Department of 
Energy, Small & 
Large Grants

Hoop et al. [21]; 
Roberts et al. [22–24]

Written survey and 
structured interview 
(n = 63) & online 
survey (n = 570)

Psychiatric research 
ethics: science & 
safeguards study

National Institute of 
Mental Health, K02

Roberts et al. [25–29] Structured interview 
(n = 60) & written 
survey (n = 69)

(continued)
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Table 12.1  (continued)

Topic
Awarding agency, 
type Representative papers Method used

Informed consent & 
surrogate decision-
making in clinical care

National Alliance for 
Research on 
Schizophrenia and 
Depression

Roberts and Kim [30, 
31]

Written survey 
(n = 52)

Vulnerability and 
informed consent in 
clinical research

National Institute of 
Mental Health, R01

Kim and Roberts [32]; 
Roberts and Kim 
[33–35]

Written survey and 
structured interview 
(n = 181)

Vulnerability and 
informed consent in 
clinical research: 
educational 
intervention study

National Institute of 
Mental Health/
National Institute on 
Drug Abuse, R01

Roberts et al. [36]; 
Roberts et al. [37–39]

Randomized 
educational 
intervention and 
follow-up written 
survey (n = 83)

Research participation 
and participant 
safeguards

National Alliance for 
Research on 
Schizophrenia and 
Depression

Kaminsky et al. [40]; 
Roberts et al. [41–44]; 
Warner et al. [45]

Structured interview 
(n = 63) & written 
survey (n = 73)

Attunement of views of clinical research
participants and predictions of investigators

Physical Illness
Research

Mental Illness
Research

Research About
healthy people

Physical Illness
Research

Mental Illness
Research

Research About
healthy people

Alignment of views of clinical research
participants and investigators

N, investigators = 68
N, clinical research participants = 99

N, investigators = 68
N, clinical research participants = 99

1.
0

D
iff

er
en

ce
 b

et
w

ee
n 

In
ve

st
ig

at
or

 a
nd

 P
ar

tic
ip

an
t

0.
5

0.
0

−
0.

5
−

1.
0

1.
0

D
iff

er
en

ce
 b

et
w

ee
n 

In
ve

st
ig

at
or

 a
nd

 P
ar

tic
ip

an
t

0.
5

0.
0

−
0.

5
−

1.
0

Fig. 12.1  Estimates of attunement and alignment, adjusted by covariates for the domain of “views 
regarding the importance of medical research.” Whiskers indicate 95% confidence intervals. 
Reprinted from Journal of Psychiatric Research, 52, Roberts, LW, Kim JP, Do investigators under-
stand ethically important perspectives of clinical research participants? A “piggy-back” study of 
attunement and alignment in serious illness research, Pp 36–43, Copyright 2014 with permission 
from Elsevier

stakeholder approaches to together provide substantial empirical data evaluating the 
abilities of people with mental illnesses to provide informed consent to research and 
correlate and predictors of these abilities [46–51], the impact of educational inter-
ventions on capacity to consent among people with mental illness [52, 53], the 
impact of differing levels of risk and compensation on potential participants’ will-
ingness to participate in hypothetical research protocols [54], and tools for assessing 
abilities of people with mental illness to consent to research [55] (see Figs. 12.1, 
12.2, 12.3, and 12.4). These hypothesis-driven studies demonstrated the feasibility 
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A comparison of perspectives on the ethical acceptability of research
involving physically and mentally ill individuals
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Fig. 12.2  A comparison of perspectives on the ethical acceptability of mental illness research and 
the ethical acceptability of physical illness research. Adapted from Roberts, L.  W., & Kim, 
J. P. Giving voice to study volunteers: comparing views of mentally ill, physically ill, and healthy 
protocol participants on ethical aspects of clinical research. Journal of Psychiatric Research 
2014;56:90–97

Burden on ill individual

p=0.55

Alternative decision makers
are not inaccurate in their
predictions of the views of

the linked ill individual

Alternative decision makers
are not inaccurate in their
predictions of the views of

the linked ill individual

Alternative decision makers
are not inaccurate in their
predictions of the views of

the linked ill individual

p=0.11 p=0.19

Happiness of ill individual Safety of ill individual

Fig. 12.3  Alternative decision-makers’ predictions are attuned to the perspectives of ill individu-
als. Differences between the perspectives of ill individuals and the predictions of preferred alterna-
tive decision-makers (i.e., “attunement”) were tested with two-sided paired t-tests and are 
graphically depicted here. P values were not adjusted for multiple comparisons as conceptual areas 
of interest (i.e., burden, happiness, safety) were identified a priori. Adapted from Roberts, L. W., & 
Kim, J. P. Attunement and alignment of people with schizophrenia and their preferred alternative 
decision-makers: an exploratory pilot study comparing treatment and research decisions. Journal 
of Psychiatric Research, 2015;71:70–77
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Healthy

N = 47

strength of
endorsement

The researcher(s) tried to make sure:

I felt comfortable 4.52 0.72 0.62 0.084.74

I felt I have choice about
whether to drop out

Anchors for the survey items were as follows: 1 = Strongly Disagree; 3 = Equally
agree/disagree; 5 = Strongly Agree.

4.76 0.64 0.62 0.084.75

I really wanted to be in
the study

3.91 1.11 0.99 0.034.35

I did NOT feel pressured 4.28 0.96 0.66 0.014.68

sd sdstrength of
endorsement

N = 100
value

Ill P

Fig. 12.4  Comparison of informed consent questionnaire items directly assessing experiences of 
voluntarism in consenting to clinical research for both healthy and ill individuals. Reprinted from 
Journal of Psychiatric Research, 103, Roberts LW, Kim JP, Does informed consent given by 
healthy individuals when enrolling in clinical research feel less voluntary than for ill individuals? 
Pp 33–37, Copyright 2018 with permission from Elsevier

of performing empirical ethics research using a stakeholder-based approach, as well 
as the testability of ethics hypotheses regarding perspectives, attitudes, motivations, 
behavioral intentions, and decision-making. With this background and understand-
ing, it was decided that a foundational aspect of our BRAIN Initiative project would 
involve an empirical line of inquiry directly with the stakeholders in neuroscience 
research—i.e., neuroscience researchers, Institutional Review Board (IRB) mem-
bers, ethicists, patients with mental illness or addiction, and family members of 
patients with mental illness or addiction—in order to gain deeper insight into the 
ethical issues and processes that influence research decision-making.

�Novel Theoretical Model of Ethical Research Participation: 
The Roberts Valence Model for Ethical Engagement in Research

The rationale for our project was additionally grounded in the understanding that 
ethical engagement of potentially vulnerable volunteers in human studies is predi-
cated on rigorous, authentic informed consent processes that enable positive 
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influences on participation decisions and appropriately safeguard against negative 
influences [56]. Prior work has identified factors that influence research participa-
tion decision-making [57, 58]. Some affect a potential participant’s decision-making 
favorably and appropriately; we call these “positive valence” factors (e.g., altruism; 
salience of the condition under study; accurate understanding of study procedures, 
risks, and benefits). Other influences are more ethically problematic; they may sway 
an individual toward participation by factors that have “negative valence” (e.g., des-
peration; lack of resources; threats to voluntarism) [59, 60]. Past research has exam-
ined positive and negative valence factors in isolation from one another or in 
relatively small combinations of factors [61–65]. The Roberts Valence Model for 
Ethical Engagement in Research, represented in Figs. 12.5, 12.6, 12.7, and 12.8, 
takes into consideration a fuller array of positive and negative valence factors in 
combination amongst research participation decisions.

It is expected that a decision to participate in research will be influenced by a 
number of factors, some “positive” and some “negative.” The presence of negative 

Not willing to
participate

Positive
Valence

Negative
Valence

Least vulnerable to
exploitation

Least vulnerable to
exploitation

Least vulnerable to
exploitation, but...*

*Results in reduced participation in research, and
thus potentially skews population sample

Most vulnerable to
exploitation

Willing to
participate

Fig. 12.5  Application of 
Roberts Valence Model of 
ethical research 
participation—a 2x2 
construct

Examples of Positive and Negative Factors Influencing the Decision to Participate in Research

Positive Valence Factors
→ Ethically Sound Decision

Negative Valence Factors
→ Ethically Problematic Decision

•  Positive past research experience
•  Personal salience of condition under study
•  Trust in science
•  Sense of altruism
•  Robust informed consent
•  Comprehension of benefits & risks

•  Lack of resources
•  Lack of access
•  Desperation
•  Social pressure or coercion
•  Therapeutic misconception
•  Undue financial incentives

Fig. 12.6  Roberts Valence Model with examples of positive and negative factors influencing the 
decision to participate in research. Adapted from Roberts LW, Kasun M, Termuehlen G. Ethics in 
the mental health professions. IN: Roberts LW, Termuehlen G, eds. Professionalism and Ethics 
Q&A Self Study Guide for Mental Health Professionals, second Edition. Washington, DC: 
American Psychiatric Association Publishing: 2021, pg 112. Used with permission
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Scenario 1: Negative Factors Predominate the Decision to Participate in Research

Positive Valence Factors
→ Ethically Sound Decision

Negative Valence Factors
→ Ethically Problematic Decision

•  Personal salience of condition under study
•  Trust in science

•  Lack of resources
•  Lack of access
•  Desperation
•  Social pressure or coercion
•  Therapeutic misconception
•  Undue financial incentives

Fig. 12.7  Roberts Valence Model applied to a scenario in which negative factors predominate the 
decision to participate in research. Negative valence factors are predominant in the decision to 
participate, rendering the overall choice to enroll in research ethically problematic

Scenario 2: Positive Factors Predominate the Decision to Participate in Research

Positive Valence Factors
→ Ethically Sound Decision

Negative Valence Factors
→ Ethically Problematic Decision

•  Desperation
•  Therapeutic misconception

•  Positive past research experience
•  Personal salience of condition under
   study
•  Trust in science
•  Sense of altruism
•  Robust informed consent
•  Comprehension of benefits & risks

Fig. 12.8  Roberts Valence Model applied to a scenario in which positive factors predominate the 
decision to participate in research. Positive valence factors are predominant in the decision to 
participate, rendering the overall choice to enroll in research more likely to be ethically sound

valence factors is not in and of itself ethically problematic, but overly weighted 
negative valence factors are problematic. In ethically sound decision-making, nega-
tive valence factors will be at least balanced by positive valence factors. Ideally, 
positive valence factors will shape the decision to participate in research. Researchers 
can “tip the scale” through robust study-specific safeguards that ensure that positive 
factors outweigh negative factors.

By applying the Roberts Valence Model to our BRAIN Initiative project, we 
aimed to examine the influence of positive and negative valence factors on partici-
pation decisions of people with mental illness and addiction across a range of inno-
vative neuroscience research. Understanding these valence factors is even more 
crucially important in cutting-edge research with as yet poorly understood risks and 
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benefits, and in research that involves vulnerable populations. Such efforts lessen 
the likelihood that volunteers’ potential sources of vulnerability (e.g., desperation, 
misplaced hope, poor understanding, intractable pain, and coercion) are exploited in 
human research. More positively, attention to engagement with potential volunteers 
through optimal informed consent interactions and processes can ensure ethical par-
ticipation of volunteers and enhance trust in science.

Notably, the Roberts Valence Model points to interventions and safeguards of 
value in ensuring ethical research participation. Because all risks cannot be elimi-
nated or protected against, the safeguards themselves must be particularly well 
founded, especially when involving potentially vulnerable populations. At the same 
time, safeguards should not be so prohibitive that they hinder research due to biases 
about people with mental illness and addiction [66, 67].

�Project Methods

The overarching goal of this BRAIN Initiative project was to encourage ethical 
engagement and innovation in neuroscience research in two main parts: first, by 
mapping a topography of salient ethical issues in highly innovative neuroscience 
research related to mental illness and addiction; and second, empirically examining 
influences on research decision-making in innovative neuroscience research in 
order to test a new evidence-informed conceptual model—the Roberts Valence 
Model of Ethical Research Participation. These goals are reflected in the methods 
for each project aim, demonstrated in Fig. 12.9 and discussed in detail below.

Prospective approval from the Stanford Institutional Review Board (IRB) for this 
project was received in October 2017 and was continuously maintained throughout 
the project period. All human subject participants engaged in an informed consent 
process before the start of any research procedures, and all collected data was de-
identified prior to analysis and publication.

�Aim 1

The first aim of this BRAIN Initiative project focused on identifying the distinct 
ethical issues encountered in innovative neuroscience research related to mental 
illness and addiction through the completion of semi-structured interviews with 
stakeholders. This stakeholder approach was based on our team’s understanding 
that those best-situated to provide detail and insight regarding current, emerging, 
and possible future ethical issues are those whose careers and professional experi-
ences encourage the development of first-hand views and opinions regarding neuro-
science research ethics—namely, neuroscience researchers, ethicists, and IRB 
members. The rationale of interviewing these professional stakeholders was that it 
would yield novel data to map this new ethical terrain of innovative neuroscience 
research.
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Aim 1: Identify range of ethical issues
in innovative neuroscience research

Aim 2: Empirically examine influences
on research decision-making

Semi-structured interviews
with stakeholders, i.e.,

neuroscientists, ethicists, IRB members, and
individuals with lived experience

Pilot / Instrumentation
Series of online surveys to test feasibility of

recruiting participants via MTurk

Survey development
Using Aim 1 and Pilot findings

Online survey
with individuals who self-report mental illness
or substance abuse, physical illness, or good

health

Data analysis
Hypothesis-testing analyses based on

Reberts Ethical Valence Model

Transcription

Codebook development

Qualitative data analysis

Fig. 12.9  Sequential 
design and methods for 
project aims 1 and 2
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Furthermore, as reflected in the entries in Table 12.1, our prior empirical work 
has been centrally motivated by the need to give greater emphasis to underrepre-
sented voices in research, including individuals who may be living with or at-risk 
for mental illness and individuals with multiple sources of vulnerability in the 
research situation. In order to elevate the voices of these populations, individuals 
who were living with a mental illness or addiction and immediate family members 
of individuals who were living with a mental illness or addiction were also included 
in this project aim. These individuals with lived experience belong to the groups 
who are most directly impacted by the processes of innovative neuroscience 
research, as it is these individuals who volunteer to take on the burden and risk of 
innovative research, and who stand to gain the most from advancements in treat-
ment and care.

During this exploratory Aim 1, over 60 semi-structured interviews with stake-
holders were conducted. The “professional” population consisted of over 40 neuro-
science researchers, ethicists, and IRB members from Stanford and other universities 
across the United States. The “lived experience” population included over 20 indi-
viduals living with a mental illness or addiction and immediate family members of 
individuals living with a mental illness or addiction. Stakeholder interviews were 
designed to be semi-structured in order to facilitate exploration of unanticipated 
issues and in-depth understanding of the core topics being examined. One-on-one 
interviews, which typically lasted between 50 and 90 minutes, allowed for the elicit-
ing of diverse, in-depth, and independent information from participants.

Interviews with “professional” participants (researchers, ethicists, and IRB 
members) were completed by a project co-investigator in-person at Stanford 
University or via a video call when necessary. Participants were queried regarding 
three organizing themes: (1) Experiences relevant to research ethics (e.g., specific 
examples of participant-related issues; experiences with institutional safeguards); 
(2) Perspectives on policy and implementation issues in neuroscience research; and 
(3) Differences between neuroscience research and other types of health research.

Interviews with “lived experience” populations (individuals living with mental 
illness or addiction and family members of individuals living with mental illness or 
addiction) were completed in-person at Stanford University by a trained team mem-
ber. These interviews, while still administered in a semi-structured format, provided 
additional structured context regarding the field of neuroscience research for par-
ticipants to reference throughout the interview. After a brief introduction to the field 
of neuroscience research, participants were queried regarding the following topics: 
(1) Interest in and knowledge of neuroscience; (2) Hopes and fears for neuroscience 
research; (3) Attitudes toward participation in medical research; (4) Opinions 
regarding hypothetical scenarios that included various real-world neuroscience 
research projects.

As discussed in more detail in Chap. 13, the audio and video recordings of all 
interviews were transcribed and then qualitatively coded and analyzed. This explor-
atory analysis identified key issues, claims, and concerns about the field of neurosci-
ence research, portions of which are reported in the following chapters (See Chaps. 
14, 15, and 16).
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�Aim 2

The second aim of this BRAIN Initiative project was to empirically examine influ-
ences on research decision-making in innovative neuroscience research in order to 
test a new evidence-informed conceptual model—the Roberts Valence Model of 
Ethical Research Participation. To fulfill the project’s second aim, we developed a 
463-item online survey to examine factors both negative and positive theorized to 
influence research decision-making by people with mental illness and addiction in 
the context of innovative neuroscience research, as compared with individuals with 
physical illness and in good health.

The qualitative findings from the first aim of the project provided insight into 
stakeholder perspectives, which informed the content of the structured survey in this 
quantitative second aim. The survey included over 20 validated personality, attitudes, 
and health instruments that evaluated relevant aspects of participants’ experiences 
and perspectives on research and measured an array of both positive and negative 
valence factors theorized to influence willingness to participate. The main outcome 
measure of the survey included a series of research vignettes, which presented details 
regarding various innovative neuroscience research projects and served as the stimuli 
to which participants were asked to respond with respect to perceptions of risk and 
willingness to participate. These research vignettes were carefully developed by the 
team by drawing on our past work and applying findings from Aim 1. The use of 
these hypothetical research vignettes allowed our team to manipulate specific dimen-
sions of the research in order to examine protocol-specific influences on decision-
making in research. The Aim 2 survey was distributed online via Amazon MTurk 
(see Chap. 17) to nearly 1000 participants from across the United States living with 
mental illness or addiction, physical illness, or in good health.

�Supplement

In September 2018, this project was awarded a one-year administrative supplement 
by the National Institute of Aging. The supplement allowed for the expansion of the 
Aim 1 and Aim 2 populations to include stakeholders in the field of innovative neu-
roscience research on Alzheimer’s disease and related dementias (AD/ADRD). Over 
30 AD/ADRD researchers, patients living with mild AD/ADRD and family mem-
bers of individuals living with AD/ADRD were interviewed to supplement the Aim 
1 populations from the parent award. An additional 240 individuals (60 individuals 
who were at-risk of AD/ADRD, 60 caregivers of individuals with AD/ADRD, and 
120 controls) were recruited via Amazon MTurk and completed a modified Aim 2 
survey regarding decision-making in innovative AD/ADRD research [68]. The 
results of this supplemental project are not represented within the scope of this book, 
and instead will be submitted to peer-reviewed publications for review and 
consideration.
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�Preliminary Findings

The following chapters in this section present qualitative findings from the Aim 1 
semi-structured interviews, as well as quantitative findings obtained while piloting 
our survey methods for the Aim 2 online survey. Chap. 13 discusses detailed methods 
for the completion of our Aim 1 semi-structured interviews and delves into our pro-
cess for developing and refining the codebook that was used to perform qualitative 
coding and analysis. Chapters 14–16 present the findings from our Aim 1 qualitative 
analysis, divided into thematic chapters that we feel best represent the voices and 
intentions of those we interviewed. Chap. 17 provides background regarding Amazon 
MTurk, a scalable online workforce that our team employed to recruit the popula-
tions necessary for the Aim 2 quantitative surveys, while the Appendix goes on to 
present findings that emerged while piloting our survey methods for the Aim 2 survey.

�Looking Forward

With the completion of this foundational project, we look forward to applying our 
findings to the future development of a novel screening tool, which will be adapt-
able to a wide range of clinical research protocols and will aim to help investigators 
efficiently identify and address both positive and negative valence factors affecting 
participants’ consideration of, or consent to, specific research protocols. In turn, this 
information will facilitate greater effort by investigators to provide and tailor addi-
tional participant safeguards on empirical and individualized bases (e.g., further 
teaching regarding study risks; clarifying the investigative or innovative nature of 
the research; helping participants better distinguish between research and treatment 
aspects; and helping participants identify other resources for treatment). We plan to 
expand research efforts in four lines of work:

	1.	 Further testing of an evidence-informed conceptual model of ethical participa-
tion in research (the Roberts Valence Model) in additional populations, e.g., 
broader range of illnesses; greater diversity of age and ethnicity, and other 
research contexts, e.g., types of studies; different settings;

	2.	 Implementation testing of the Roberts Ethical Valence screening tool in a range 
of studies;

	3.	 Development and testing of interventions aimed at target areas identified by 
the tool;

	4.	 Creation and dissemination of best practice recommendations from new knowl-
edge, insights, and wisdom of neuroscientists, neuroethicists, and IRB members 
entrusted with safeguarding human subjects, generated from qualitative insights 
from interviews.

Innovative research fundamentally provides the possibility of transformative 
change, but as the parameters of research expand, the need for nuanced efforts to 
observe, anticipate, and minimize potential ethical issues becomes only more para-
mount. Our project, detailed here and in the following chapters, uses a stakeholder 
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approach to engage and explore these concerns empirically. Informed by what we 
learn from this project, we support the development of innovative research tools to 
support future innovative research endeavors.
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Chapter 13
Qualitative Phase: Codebook Development

Laura Turner-Essel and Katie Ryan

�Introduction

This chapter provides an overview of the methodology used within an ongoing research 
project funded by the National Institutes of Health’s (NIH’s) Brain Research through 
Advancing Innovative Neurotechnologies (BRAIN) Initiative. This project, entitled 
“Enabling ethical participation in innovative neuroscience on mental illness and addic-
tion: Toward a new screening tool enhancing informed consent for transformative 
research on the human brain,” was awarded in September of 2017 to a team of ethics, 
psychiatry, and neuroscience researchers at Stanford University. Laura Weiss Roberts, 
MD, MA, served as the Principal Investigator, while Laura B. Dunn, MD, Jane Paik 
Kim, PhD, Mildred Cho, PhD, and Casey Halpern, MD, provided support and expertise 
as co-investigators. The investigators were additionally supported by a team of 10 mem-
bers with backgrounds in psychology, sociology, public health, and neuroimaging.

The stated overarching goal of this project, which is discussed in greater detail in 
Chap. 12, was to accelerate neuroscience toward lessening the burden of mental ill-
ness and addiction through stakeholder-based empirical ethics inquiry in two main 
parts (See Fig. 13.1):

•	 Part 1: Determine the distinct ethical issues and problems encountered in innova-
tive neuroscience related to mental illness and addiction through semi-structured 
interviews with stakeholders.

•	 Part 2: Examine factors that influence decision-making in the context of innova-
tive neuroscience research by surveying people with mental illness and addiction 
and comparing their decision-making with that of individuals with physical ill-
ness and healthy controls.
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Fig. 13.1  Structural overview of project, demonstrating stakeholder-based empirical ethics 
approach

This chapter and the three chapters that follow (Chaps. 14, 15, and 16) represent 
a portion of the work that has been completed through the first part of the project, in 
which the research team performed semi-structured interviews with 66 stakeholders 
in order to learn about the ethical issues that are perceived and encountered in inno-
vative neuroscience research. Within this chapter, we discuss the specifics of the 
qualitative methodologies used throughout the completion, transcription, and analy-
sis of these stakeholder interviews, while Chaps. 14, 15, and 16 will go on to present 
and discuss initial findings obtained from the analysis of a select number of these 
interviews.

�Research Approach

To address our research question of the ethical issues associated with innovative 
neuroscience research, we chose a qualitative approach that would allow us to 
discover various facets of this understudied topic. Qualitative methods are particu-
larly useful when researchers are seeking to uncover aspects of a phenomenon that 
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may be prevalent but underrepresented by traditional models. In this case, the 
“phenomena” in question are the ethical implications of an evolving science that 
may not yet be well captured by the existing discourse on medical ethics. 
Qualitative inquiry allows for the discovery of new ideas that emerge throughout 
the research process, without the imposition of pre-selected and limited variables 
upon participants [1].

Morrow [2] argues that a qualitative approach is ideal in the event that variables 
of interest are not easily identifiable or have yet to be identified, since it would be 
very difficult to devise a quantitative instrument in such a case. Certainly, this fits 
the topic of the current study, wherein very little research has explored the perspec-
tives of multiple stakeholders regarding ethical aspects of cutting-edge neurosci-
ence. Thus, an inductive qualitative method was determined to be the most 
appropriate and efficient way to address the research questions and deepen our 
understanding.

Beyond its exploratory value, a qualitative approach offers a dynamic and fluid 
approach that can be more responsive to participants’ expressed ideas. The emer-
gent nature of this study allowed the research team to be open to novel connections, 
encouraging participants to expand on their responses in order to create space for 
ideas to emerge that were not initially considered. It also offered the opportunity to 
examine the research topic more in depth, beyond the surface, and to highlight the 
voices and perspectives of those not often included in dialogue regarding ethics 
(i.e., patients and their family members).

Research Methodology
A specific qualitative tradition—phenomenology— was utilized to capture 

participants’ experiences with and perceptions of ethical issues in neuroscience, 
and to understand how they make sense of these experiences and perceptions. 
Although in the field of psychiatry, the term phenomenology often refers to a 
descriptive listing of abnormal mental states or symptoms, most likely influenced 
by Jaspers’ General Psychopathology [3], the term actually holds a quite differ-
ent meaning in the world of philosophy. Here we are referring to the movement 
spearheaded by scholars like Heidegger and Husserl who sought to move away 
from all reductionist accounts of human experience [4] and to instead explore 
how human beings make sense of and assign meaning to elements of their day-to-
day existence.

Phenomenology as rooted in an interpretivist paradigm seeks to explore the con-
scious lived experience of phenomena, particularly ways in which phenomena are 
perceived in everyday life [5]. In this case, we sought to understand participants’ 
perceptions of what ethical issues are involved with innovative neuroscience and 
how this impacts the way they think about participation in research studies. 
According to the conception of early twentieth century philosopher Husserl, the 
examination of everyday experience requires a stepping back from one’s typical, 
unreflective immersion in a taken-for-granted existence [6]. Husserl proposed a 
“phenomenological attitude” in which one redirects thoughts away from an 
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unreflective immersion in the world to an examination of how phenomena are sub-
jectively experienced. This reflection on one’s own psychic life constituted Husserl’s 
original method of phenomenological inquiry. Other philosophers brought diverse 
interpretations and applications of the phenomenological method [7]. Heidegger 
[8], for instance, considered phenomenological inquiry an interpretative, rather than 
purely descriptive, process. He argued that real meaning in one’s experiences could 
only be found through deciphering those experiences, uncovering the meanings 
concealed by phenomena’s surface-level appearances, and thus linked phenomenol-
ogy to philosophical hermeneutics (the study of the theory and practice of interpre-
tation). Moustakas’s [5] transcendental or psychological phenomenology is focused 
less on the interpretations of the researcher and more on a description of the experi-
ences of participants. In addition, Moustakas focuses on one of Husserl’s concepts, 
“bracketing,” in which investigators set aside their own experiences, as much as 
possible, to take a fresh perspective toward the phenomenon under examination. In 
this tradition, the research approach consists of identifying a phenomenon to study, 
bracketing out one’s experiences, and collecting data from several persons who 
have experienced the phenomenon. The researcher then analyzes the data by reduc-
ing the information to significant statements or quotes and combines the statements 
into categories. Following that, the researcher develops a textural description of the 
experiences of the persons (what participants experienced), a structural description 
of their experiences (how they experienced it in terms of the conditions, situations, 
or context), and a combination of the textural and structural descriptions to convey 
an overall essence of the experience [9].

�Participants

One major aim of this study was to gain a well-rounded perspective of the ethical 
issues pertaining to innovative neuroscience research. As new technologies and 
treatment methods are developed, numerous segments of society—researchers, 
research approvers, potential research participants and their loved ones, psychiatry 
patients, scholars that specialize in research ethics, the general public—are each 
likely to view or encounter these emerging technologies from a slightly different 
vantage point. It is useful to understand the various lenses (based on personal and 
professional experiences, social contexts, personal fears and hopes, etc.) that 
inform each of these groups’ attitudes toward this area of research. Additionally, it 
is important to consider that each may offer valuable insight into the types of ethi-
cal concerns that we may anticipate as rapid advancements continue to occur in 
the field.

Given the goals of the study, it was crucial to include the perspectives of multiple 
stakeholders.
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Participants in Part 1 of the study represented five groups with both personal and 
professional interest in innovative neuroscience research:

	1.	 Neuroscientists (n  =  22). Faculty, affiliated faculty, and executive committee 
members who were members of the Stanford Neurosciences Institute (SNI) as of 
October 2017 were eligible for preliminary inclusion in the study. Any Stanford 
University faculty member who had been awarded a BRAIN Initiative grant 
between 2014 and 2018 was also eligible for preliminary inclusion. Purposeful 
sampling allowed members of the research team to identify and recruit profes-
sionals based on their expertise in the field of innovative neuroscience research, 
while also ensuring a representation of diverse research experience.

	2.	 Ethicists (n = 12). Members of the research team who have a background in eth-
ics used a snowball sampling technique to identify neuro- and bioethicists from 
across the United States for preliminary inclusion.

	3.	 IRB Members (n  =  10). All faculty-level members of a medical Stanford 
Institutional Review Board (IRB) committee in the 2017–2018 year were eligi-
ble for preliminary inclusion.

	4.	 Lived Experience—Patients (n = 12). Individuals who were over 18 years of age 
and self-identified as living with a mental illness or addiction were eligible for 
preliminary inclusion.

	5.	 Lived Experience—Family Members (n  =  10). Individuals who were over 
18 years of age and self-identified as having a family member with a mental ill-
ness or addiction were eligible for preliminary inclusion.

Professionals (neuroscientists, IRB members, and ethicists) were recruited via 
email. Individuals with lived experience of mental illness and family members were 
recruited by flyers posted in the Stanford clinics and on the Psychiatry department 
webpage. Demographic data was collected for all participants.

�Instruments

The main data collection method of this study was the semi-structured interview, a 
common method in much health care-related research. Semi-structured interviews 
elicit people’s own views and descriptions sometimes not anticipated by the 
researcher. They are commonly used when the aim is to gain information on the 
perspectives, understandings, and meanings constructed by people regarding the 
events and experiences of their lives [10].

Interview guides were developed separately for each stakeholder group. These 
guides consisted of a series of open-ended questions for interviewers to probe 
with participants, in order to explore participant experiences and attitudes. The 
guides allowed those members of the research team that would be conducting 
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interviews to pursue the same basic lines of inquiry with each participant and 
manage the interviews in a systematic and consistent way, while still maintaining 
enough flexibility to encourage elaboration if a participant expressed particularly 
strong interest in a given question or topic area. Such structure with room for 
fluidity assists the researcher in developing a rapport with the interviewee, and 
thus eliciting more authentic and engaged responses. Though questions in the 
interview guide were developed based on previous work in the realm of medical 
ethics, interviewers held these concepts lightly and recognized that they were 
subject to reformulation and/or rejection as the study progressed [10].

For interviewees in the professional groups, demographics surveys were admin-
istered in-person or via email, depending on how the interview was conducted. 
Surveys contained ten items which assessed participants’ race, ethnicity, gender, 
education level, IRB experience, and federal grant review committee experience.

For patients and family members, demographic and health surveys were admin-
istered via an iPad when participants arrived for their scheduled interview. Surveys 
contained between 44 and 52 items (depending on stakeholder group) which 
assessed participants’ age, race, ethnicity, gender, income, education level, marital 
status, experience with research participation, and closeness of the relationship with 
the family member experiencing mental illness (for family members stakeholder 
group). Participants also completed the PROMIS Scale v1.2—Global Health and 3 
questions from SF-12 to assess their general health, and the 14-item Perceived 
Stress Scale and Life Orientation Test—Revised to assess mental health.

�Interview Process

�Professionals

Semi-structured interviews were conducted in-person (in the subject’s office) or via 
videoconferencing. In-person interviews were recorded using a handheld audio 
recording device. Virtual interviews were recorded using the “Audio Only” record-
ing function in the videoconferencing software. All professional interviews were 
conducted between February 2018 and May 2019. Participants were compensated 
with retail gift cards in appreciation for their time and effort.

�Patients and Family Members

Semi-structured interviews were conducted in-person at one of two Stanford 
Psychiatry locations between June 2019 and October 2019. All interviews were 
audio and video recorded. Participants were compensated with retail gift cards and 
an additional flat rate gift card to cover the costs of their transportation/parking at 
the interview locations.
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�Analysis

Analysis might be described as interpretation, making sense of data, or transform-
ing data. Our goal in analyzing the interview data for this project was to identify 
overarching themes among the ideas presented by our participants and to develop 
the “big picture” meaning of our data. Thematic analysis involves the search for and 
identification of common threads that extend across an entire interview or set of 
interviews [11]. Thus, a thematic analysis approach was chosen to provide a set of 
defined steps for assessing data, determining themes, and reporting findings in a 
clear and credible fashion.

�Coding

In qualitative inquiry, a code is defined as a word or short phrase that symbolically 
assigns a summative, salient, essence-capturing, and/or evocative attribute to a por-
tion of language-based or visual data [12]. The development of codes is the initial 
step in analyzing interview data. To ensure meaningful labels, codes are assigned to 
chunks of data, usually phrases, sentences, or paragraphs that are connected to a 
specific topic or context [13]. The purpose is to develop a coding system that will 
enable the conversion of the data into meaningful and specific units of information 
(codes or categories).

Codes can be developed a priori from existing theory or concepts (theory-driven); 
they can emerge from the raw data (data-driven); or they can grow from a specific 
project’s research goals and questions (structural) [14]. Regardless, code develop-
ment is an iterative process as it requires constant revisiting of theory (theory-driven 
codes) and repeated examination of the raw data (data-driven codes).

For this project, codes were both theory-derived and data-driven. The research 
team conducted an initial literature search on ethics in medicine, neuroethics, and 
ethics in innovative technology [15–22]. Team members also reviewed landmark 
ethical documents such as the Belmont Report [23] and the U.S. Common Rule, 
which have a direct impact upon biomedical researchers. This review of the litera-
ture helped to elucidate theoretical perspectives that could inform our initial set 
of codes.

A codebook is a set of codes, definitions, and examples used as a guide to help 
analyze interview data. Codebooks are essential to analyzing qualitative research 
because they provide a formalized operationalization of the codes [24]. Even so, 
like codes, codebooks are developed through an iterative process that may necessi-
tate revising definitions as the researchers gain clearer insights about the interview 
data and core concepts emerge throughout the course of the project.

The codebook developed for this study was based on the research team’s past 
work in medical and psychiatric ethics, as well as specific principles found 

13  Qualitative Phase: Codebook Development



236

throughout the aforementioned foundational literature pertaining to national and 
international ethical regulations. In order to compile a list of preliminary codes, the 
team highlighted themes repeatedly mentioned in this literature. Each team member 
derived 15–20 potential codes from the articles and wrote a short definition for each 
code. Potential codes and definitions were reviewed and discussed as a group, with 
the goal of compiling a list of meaningful, clear, and distinct summative labels 
related to ethics in neuroscience research. The result was the first draft of the code-
book. The list of codes derived from this initial literature review are depicted in 
Table 13.1.

The actual process of coding is an integral part of the interview data analysis 
process which involves the assignment of codes (operationalized in a codebook) 
to raw data. This allows researchers to engage in data reduction and simplification. 
It also allows for data expansion (making new connections between concepts), 

Table 13.1  List of codes derived from our initial literature review

Name Description

Conflict of 
interest

Any reference to potential or perceived conflicts of interest within research

Culture of 
academia

Any reference to cultural aspects and norms about specific academic fields of 
study; any reference to career development; any reference to how researchers 
value their own work or the work of other academics; any reference to 
“hype” amongst researchers within a specific field

Current or past 
practices

Any reference to specific ways that things are done, or ways that things have 
historically been done, in a specific field. Can include criticism or praise

Funding agencies Any reference to the processes that fund research
Important Any text that the coder believes could be crucial to our research that is not 

currently contained within our designated codes
Industry Any reference to the commercialization of technologies or procedures; any 

reference to an investigator’s relationships (financial, professional, personal) 
with non-academic groups or organizations

Influences on 
decision-making

Any reference to reasons why an individual may or may not choose to 
participate in a research project (e.g., desperation; incentives)

Informed consent Any specific reference to the process of informed consent
Innovation Any reference to first-of-its-kind procedures, methods, tools, or technologies; 

any reference to specific risks and benefits associated with innovative 
procedures, methods, tools, or technologies; any discussion around the 
definition of “innovation” or “innovative” procedures

Institutional 
regulations

Any reference to institutional regulations, rules, policies, or culture that 
impact the process of research

Justice Any reference to the process of selecting subjects; any reference to the 
distribution of burden and benefits of research

Nontherapeutic 
use

Any reference to augmentation, enhancement, or the use of 
neurotechnologies or procedures for any reasons that are not therapeutic; any 
reference to “dual-use,” or the possibility of utilizing the same technology or 
procedure for both beneficial applications (e.g., clinical) and harmful misuse 
(e.g., bioterrorism)
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Table 13.1  (continued)

Public perception Any reference to opinions about brain research and neurotech that are 
experienced on a larger, more public scale; any reference to ideas such as 
“science fiction” or public “hype” in regard to brain research; any reference 
to public confidence in research; any reference about how public perceptions 
may impact research

Recent findings Any reference to specific findings that have recently emerged from the 
investigator’s work

Research vs. 
treatment

Any reference to the difference between research and treatment or the 
therapeutic misconception, either from the perspective of the researcher (e.g., 
the tension they feel between their duties as a clinician vs. as a researcher) or 
from the perspective of the participant (e.g., the lack of understanding the 
differences between participating in a research project on their illness and 
receiving approved treatment for their illness)

Resources Any references to resources that are needed for the completion of research 
(e.g., personnel, equipment, lab space; funds)

Respect for 
persons

Any reference to the autonomy of patients or research participants; any 
reference to protections for those with diminished autonomy, including 
alternative decision makers; any reference to the capacity of an individual to 
make their own decisions regarding participation in research; any reference 
to the privacy or confidentiality of patients or research participants

Risks and 
benefits 
(beneficence)

Any reference to risks and/or benefits of participating in research. Risks/
benefits can include those that are psychological, physical, legal, social, or 
economic

Scientific validity Any reference to the validity of specific research in terms of underlying 
assumptions, methodology, or analysis; any reference to the competence of 
the researcher to perform valid research; any reference to the official review 
of the design, conduct, or analysis of research by an individual or board that 
is not associated with the research team; any reference to the robustness of 
evidence, sample sizes, or amount of data that can be collected

Sharing of 
knowledge

Any reference to the sharing of research methods or results, either within the 
research community or with the public at large

Uniqueness of 
the brain

Any reference to how the brain is different than other organs, or why brain 
research is different than other types of medical research; any reference to 
scientific uncertainty about how the brain functions

Value of the 
research

Any reference to the potential of specific research to produce meaningful 
results; any reference to the prioritization of different types of research based 
on perceived value; any reference to “clinical equipoise” (e.g., there must be 
some evidence that the new treatment is better than standard therapy), or 
directing research to serve a clearly defined need

transformation (converting data into meaningful units), and reconceptualization 
(rethinking theoretical associations; [25]). Through coding, researchers make 
connections between ideas, see patterns across participants/sources, and link 
concepts found in the data with overarching narratives in the research literature.

When beginning to code interview data, the first step is to engage in the process 
of open coding or “breaking data apart and delineating concepts to stand for blocks 
of raw data” [26, p. 195]. At this point, several members of the team utilized the 
initial list of codes to joint code one transcribed interview from the neuroscientist 
stakeholder group. Coders independently coded the same text and then met to 
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compare the consistency of their code application. Applying these theory-driven 
codes to the interview data, the team was able to clarify and revise some codes to 
better reflect the sentiments within the data and eliminate or clarify codes that 
proved to be ambiguous or redundant. One example was the use of the “Conflict of 
Interest” code, which some coders had initially interpreted rather broadly but 
which the team eventually determined would apply specifically to situations in 
which financial or other personal considerations compromise a researcher’s pro-
fessional judgment.

In discussing this transcript as a group, team members also highlighted ideas that 
emerged directly from the data but were not yet represented in the code list. After 
further discussion and consensus about appropriate labels, definitions, and exam-
ples of these emergent ideas, these data-derived codes were added to the codebook.

The more specificity in a codebook, the easier it is for coders to distinguish 
between codes and to determine examples from non-examples of individual codes. 
In addition, the more detailed the codebook, the more consistency there will be 
among coders when using it to code interviews. Thus, Macqueen et al. [24] suggest 
up to six components that can be included within the structure of codebooks to help 
provide clear guidelines for coders. To this end, the research team developed inclu-
sion/exclusion criteria for each code (what it is/what it isn’t) to help clarify and 
delineate any potentially overlapping categories, in addition to labels, definitions, 
and exemplar quotes for each code.

A larger group of researchers from the team used this revised codebook to col-
laboratively code the transcript a second time, again adding and refining codes 
based on group review and discussion. This inclusion of multiple perspectives and 
lenses in the coding process helped to establish inter-coder reliability, with diverse 
ways of analyzing and interpreting the data working together to construct a “shared 
interpretation and understanding of the phenomenon being studied” [27, p. 382]. 
Once the team reached consensus on the codebook and determined that the codes 
listed adequately represented all relevant categories, the team moved forward to 
code each of the 44 transcripts from interviews with professional participants. The 
final revised codebook is depicted in Table 13.2.

A protocol was developed whereby each transcript was coded by two randomly 
assigned coders. Coders independently coded each transcript and then met as a pair 
to discuss and reconcile any disagreements in their coding. Coders coded all partici-
pant portions of the transcript, and kept a running log of particularly intriguing 
quotes, concepts, and analytical questions to be discussed with the research team 
during coding checks, or potentially used in later stages of analysis. As a final check, 
the interviewers (two faculty members in the Psychiatry department) met with each 
pair of coders to review coded transcripts and ensure that assigned codes seemed 
accurate and consistent.
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�From Codes to Themes

After initial coding of the data, the team engaged in axial coding to recognize themes 
emerging within and across interviewee responses [28]. According to Corbin and Strauss 
[26], axial coding represents a higher level of analysis which enables researchers to 
identify any connections that may exist between codes. It “further manages, filters, high-
lights, and focuses the salient features of the qualitative data record for generating cate-
gories, themes, and concepts, grasping meaning, and/or building theory” [12, p. 8].

Team members summarized coded passages of data to elucidate similar ideas 
across participants and find areas of overlap or conceptual connection. By reassessing 
the data in this way, the research team was better able to grasp the underlying senti-
ments, concerns, and topics occurring within the narratives of participant responses. 
These underlying features represented the themes within each code, which Moustakas 
[5] defined as the essential, invariant structure (or “essence”) of a given phenomenon.

The final step of analysis involved organizing the codes and their core themes 
into broader, overarching categories. These categories, or “buckets,” helped to bring 
meaningful order to the interview data and to relate the story woven throughout the 
perspectives of our various stakeholders.

The research team utilized a concept-mapping process to assist the categoriza-
tion of codes and themes. The primary function of this was to re-think and reorga-
nize data in order to highlight the underlying structure of participant responses. 
Ultimately, the goal was to accurately represent for readers a broad map of the ethi-
cal concerns, questions, and issues raised by the diverse set of participants in this 
study. Our two major categories and their underlying codes are represented in 
Table 13.3 below. The concept maps in Figs. 13.2 and 13.3 are the final product of 

Table 13.3  High level categories and underlying codes derived from participant responses

Category 1: The Human Experience of Research
Category 2: The Structures, Policies, and 
Practices of Research

Lived experience Culture of academia
Human subjects considerations Ethical regulations
Influences on decision-making Funding
Informed consent Innovation
Privacy and confidentiality Industry
Risks and benefits Resources
Subject selection Validity of research
Value of research to research participants Value of research
Public perception Conflict of interest
Education of research participants (‘giving back’ 
to the community)

Improving consent forms

Ethics of innovation Ethical concerns and risks related to big data
Connecting research to patients/clinical care Research vs. treatment
Nontherapeutic use Sharing of knowledge
Funding concerns post-research Institutional regulations
Patient access to care Technology’s influence on research
Capacity to consent Innovative methods of subject selection
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(2) Stigma

(2) Lived Experience

(2) Negatve research
experiences

(2) Daily functioning

(2) Recommendations
(empathy)

(25) Human Subjects
Considerations

(25) Responsibilities after
reserach

(25) Community input and
support

(25) Over-medicalization

(4) Cultural differences

(4) Financial compensation

(4) “Giving back to the tribe”

(4) Desire for self-representation

(4) Institutional privilege

(6) Consent as continual
process

(6) Factoring in the unknown

(6) The influence of hope

(6) Concerns about
comprehension

(6) Other compicating factors

(6) Competency

(6) Stigma

(6) Pediatric research as a guide

(7) Cultura factors

(7) Definitions of privacy
(7) Privacy & confidentiality

(9) Risks & benefits

(10) Subjects selection

(5) Value of research to
research participants

(9) Beneficence and creating
value for the patient

(3) Misunderstanding of
neuroscience

(3) Public Perception

(11) Education of research
participants (“giving back” to the
community)

(15) Ethics of innovation

(15) Technological innovation in the context of the brain comes with risks

(15) Advancing science whilst remembering the needs of humans subjects

(15) New methodology can adjust the terms of scientific and/or ethical

(15) Connecting the reasearch to patients and/or clinical care

(17) Nontherapeutic Use

(17) Enchancement/
augmentation

(17) Costs and equity

(17) Risks

(17) Abuse

(17) Public fear of mind control

(17) Unrealistic expectations vs.
current capabilities

(17) Merging of ehancement
and treatment

(25) Giving information back to
participants

(3) Recommendations for
reserachers

(3) Mistrust in neuroscience

(3) Overconfidence om
neuroscience

(3) Trust in technology

(9) Uniqueness of psychiatry
and neuroscience

(9) Difficulty of measuring and
comparing risks and benefits

(9) Unknown risks and
unexpected benefits

(9) Safeguards and enrollment
cautions

(10) Informed consent

(10) Safeguards and other
protections

(10) Inclusion/exclusion criteria

(10) Conscious/unconscious
bias and the ethical imperative
of representation

(10) Limitations of common
selection methods in research

(7) Confidentiality and the use of
devices

(2) Privacy & confidentiality

(7) Sociated concerns

(7) Generational differences

(6) Risk/benefit disclosures in
innovation research

(6) Informed consent

(6) Consent in neuro-vulnerable
subjects

(20) Capacity to consent

(7) Categorizing different privacy
concderns

(4) Researchers’ empathy

(4) Anonymity of research

(4) Hope, desperation, and
therapeutic misconception

(4) Influences on decision
making

Human Subjects Considerations

Category 1: The human
Experience of Research

(25) Lack of access to treatment (24) Patients’ access to care

(25) Ethical questions around
enchancement technologies

(25) Anticipating disruptive
effects even after simple
research

(25) Risk of creating
dependency

(2) Post-trail responsibilities

(13) Funding concerns beyond
the research phase in promising
treatment

(25) Continuing treatment after
research

(25) Participant choice

(25) Participant burden

(25) “Letting down” the research
team

Fig. 13.2  Concept map of Category 1: The Human Experience of Research. Created with 
MindNode

13  Qualitative Phase: Codebook Development



246

(18) Pressure to publish (16) External pressure and the
pressure to publish

(11) Ethics and publication

(11) Ethics and public talks

(11) Collaboration

(23) Balance of risks and
benefits within ethical
regulations

(23) Improving the research
situation

(23) Collaboration

(8) Institutional Regulations

(13) Funding pressures and the
ability to explore challenging
questions

(13) Funding “knowledge” vs
funding "practice"

(13) Industry funding vs.
government funding

(13) The importance of a human
effect

(13) Funding

(15) Innovation

(14) Industrial use of research
data

(14) Industry vs. clinical
pipelines

(14) Industrial conflicts of
interests

(14) Industry

(24) Resources

(16) Validity of the Research

(5) Value of the Research

(1) Conflict of Interest

(6) Improving consent forms

(7) Ethical concerns, risk, and
big data

(12) Research v. Treatment

(11) Computational power and
risk

(11) Restrictions on data sharing

(18) Ensuring value of the
reserach through data sharing

(23) Data sharing

(11) Data sharing

(20) Need for data sharing

(7) Overprotective data
concerns

(1) Non-financial conflicts

(1) Financial conflicts

(1) Recommendations for
researchers

(5) Promise of technology

(5) The risk of under-valuing
low-tech solutions

(5) Research is critical to
successful treatments

(16) Growing concerns about
valid data and data analysis

(16) Lack of replicability in
research, particularly
psychology research

(16) Limitations and strengths to
research methods and design

(24) Access to the right tools

(24) Access to funding

(24) Access to staff

(24) Access to expertise

(24) Access to funds

(24) Access to data

(15) The complexity of the brain influences creative and complex research methodology

(2) Technology’s influence on
research

(10) Innovative methods of
subject selection

(15) Balancing ideas of "science" and "innovation" (13) Prioritizing “science” vs
prioritizing "innovation"

(5) Relevance of basic science

(15) Applying scientific methods

(15) Methods to tackle the "unknown"

Category 2: Structures, Policies
and practices of Research

(13) Excitment over emerging
technologies affects research
funding choices

(13) Different suggestions for
funding development

(13) Funding via the BRAIN
initiative

(15) The role of for-profits

(14) Funding disparities
between industrial and clinical
research

(8) Different regulatory bodies
create different tensions

(23) IRBs and IRB approval

(8) Adapting established
structures for emerging

technology

(8) Balancing the need for
regulation against discovery

translation, and dissemination

(8) Changes in regulation could
help research

(8) Research impulse toward
beneficence

(23) Ethical Regulations

(18) Culture of Academia

(19) (Current or Past practioes)

(18) Science is subjective

(18) Unexpected ethical issues

(11) Sharing of Knowledge

(23) Ethical responsibilities of
scientists

(23) Ethical ambiguities in
research

Fig. 13.3  Concept map of Category 2: The Structures, Policies, and Practices of Research. Created 
with MindNode
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our organizing process. Category 1, The Human Experience of Research, is 
described in depth in Chap. 14. Category 2, The Structures, Policies, and Practices 
of Research, is described in depth in Chaps. 15 and 16.

�Rigor and Trustworthiness

This section will describe steps taken to practice and demonstrate rigor in the con-
duct of this study and to establish confidence in the findings. The components of 
qualitative rigor are addressed in turn.

�Credibility (Truth Value)

A study is considered credible when it presents an interpretation of an experience in 
such a way that people sharing that experience immediately recognize it [29]. This 
study utilized both triangulation of sources (interviews with different populations) 
and triangulation of analysts (independent and compared analysis by several differ-
ent members of the research team) to ensure a rich, robust, and complete under-
standing of the data. Also, quotes from actual participant interviews are used to 
illustrate codes, categories, and themes as a way to verify that researcher interpreta-
tions of the data match the reality of participant experience.

�Transferability (Applicability)

Transferability refers to the ability to generalize research findings or methods from 
one group to another. Transferability is most often a process performed by readers 
of research, noting the descriptions of participants and methods of data collection 
provided and comparing with their own contexts. This study collected demographic 
data so that readers may be able to assess the representativeness of the sample in 
relation to their own. This study also used the same data collection methods with all 
demographic groups and provides thick descriptions of the coding process.

�Dependability (Consistency)

Dependability occurs when fellow researchers can follow the set of decisions made 
by the researcher in a study. In this project, we ensured dependability from the out-
set by building peer review into every step of the analysis process. The research 
team also maintained an audit trail—a complete set of notes on decisions made 
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during the research process, research team meetings, memos and reflective thoughts 
on the data, sampling choices, the development of instruments, emergence of results 
and findings, and data management practices. In addition, the inclusion of advisory 
board members in our research process helped to provide a set of “outside” eyes to 
hold the research team accountable for all decisions. Finally, a detailed description 
of the research methods (above) is intended to lend transparency and clarity to our 
specific goals, steps, and rationale throughout the entire research process.

�Confirmability (Neutrality)

Confirmability ensures that the conclusions of a study are based not on the research-
ers’ viewpoints but are instead grounded in the data. The audit trail provides some 
transparency in regard to the research path and how results were drawn directly 
from participants’ data. It is important to note that utilizing the semi-structured 
interview protocol, interviewers routinely asked for clarification or elaboration from 
participants to ensure that the ideas of the participants were being fully understood 
and accurately captured. Researcher reflexivity—self-awareness of assumptions and 
biases brought to the research process—was facilitated through personal notes and 
memos wherein research team members noted their subjective responses to the par-
ticipants and the research process so as not to let these cloud their collection, analy-
sis, and interpretation of the data.

�Final Note

Due to the multi-phasic nature of this project, interview data for each stakeholder 
group was constantly in some stage of collection, coding, analysis, or writing 
throughout the life of the study. The research team chose to code and analyze data 
by stakeholder group, once each group’s interview transcripts were complete. The 
data included in the three chapters that follow (Chaps. 14, 15, and 16) is that of the 
neuroscientists and IRB members, whose interviews were the first to be completed. 
Responses from ethicists, patients, and family members were analyzed separately 
and will be reported by other means. An ongoing analysis of all data will surely 
reveal patterns and differences across and between groups which will be of interest 
to readers. We continue to explore these rich and varied perspectives for more 
insight into the ethical issues at stake.

Key Points
	1.	 Qualitative analysis of interview data is performed by a team-based, iterative 

process including the interviews themselves, codebook development, and 
consensus-based coding of transcripts.

	2.	 Codes can be, and most often are, both theory- and data-driven.
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	3.	 The qualitative rigor and trustworthiness of a coding protocol is determined by 
assessing its credibility (truth value), transferability (applicability), dependabil-
ity (consistency), and confirmability (neutrality).

	4.	 The greater the specificity of a codebook, the greater its utility in qualitative 
research.

Questions to Consider
	1.	 What influence does subject matter (here, neuroscience and the brain) have on 

our understanding of the components of qualitative rigor (credibility, transfer-
ability, dependability, and confirmability)?

	2.	 Does the level of innovation change our understanding of the codebook develop-
ment process, the creation of themes, or our assessment of qualitative rigor?

	3.	 Is there a difference in codebook development between professional and lived 
experience interviewee groups? Should there be?
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Chapter 14
Qualitative Findings: Diverse Stakeholder 
Perspectives on Ethical Considerations 
in Innovative Neuroscience Research 
Involving Human Volunteers

Laura B. Dunn, Max Kasun, Katie Ryan, Kyle Lane-McKinley, 
and Laura Weiss Roberts

�Introduction

This chapter details key qualitative findings from the first part of the National 
Institutes of Health’s Brain Research through Advancing Innovative Neurotechno­
logies (BRAIN) Initiative®-funded project, “Enabling ethical participation in inno­
vative neuroscience on mental illness and addiction: Toward a new screening tool 
enhancing informed consent for transformative research on the human brain.” In this 
first part of the project, members of our research team conducted semi-structured 
interviews with 44 stakeholders with different professional backgrounds (i.e., neuro­
science researchers, Institutional Review Board (IRB) members, and ethicists) in 
order to better understand stakeholder concerns and perceptions about the ethical 
issues encountered in innovative neuroscience endeavors. Our research team then 
undertook an iterative analysis (see Chap. 13) to better delineate and describe the 
stakeholder perspective. This chapter focuses specifically on our analysis of research­
ers’ and IRB members’ perceptions of the ethical concerns related to the participa­
tion of human participants in innovative neuroscience and psychiatry research; 
discussions of ethical issues related to the institutional practices and policies involved 
in innovative neuroscience research can be found in the following chapters.

The Roberts Valence Model, described in Chap. 3, identifies a number of factors 
that may influence individuals’ decisions regarding participating in research. 
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Whether and to what degree researchers themselves appreciate the range, nature, and 
impact of factors on participants’ decision-making has important implications for the 
ethical foundations of research. As the interviews with researchers and IRB members 
were completed, transcribed, and coded, our team began to identify broad topic cat­
egories that were found across multiple interviews (see Chap. 13) and a number of 
common themes related to the ethical completion of innovative neuroscience research 
involving human participants emerged. The themes and subthemes explored in this 
chapter demonstrate both the breadth and detail of the questions and observations 
that researchers and IRB members discussed regarding to the ethical conduct of 
research involving human volunteers in a rapidly evolving and unique field of study.

�Perspectives on Public Understanding and Trust 
in Neuroscience

In their open-ended responses, a cohort of the interviewed researchers discussed 
their impressions regarding the general public’s understanding of and attitudes 
toward neuroscience research. As a whole, researchers recognized the draw that 
neuroscience has on the general public, emphasizing humans’ innate fascination 
with the brain and portrayals of neuroscience in popular media. As one 
researcher noted:

Humans I think have this kind of innate dualism where they know that we think with our 
brain, but still they are somehow amazed if you can show them, “Hey here is how love 
works in your brain!” Buzzfeed will do a story about it: “This is your brain on X.” But still 
there is this weird disconnect that people have where, even though they understand brains 
do thinking, they don’t think of thinking as a physical phenomenon. (Professional 
Stakeholder Participant)

Because the brain is widely understood as the home of personality, conscious­
ness, and other elements of the self, there is elevated public interest in research that 
focuses on it. Researchers emphasized, however, that this heightened interest, paired 
with the complexity and ongoing mysteriousness of the brain, may lead to flawed 
understandings and misperceptions about the field of neuroscience overall.

�Limits to Understanding

Multiple researchers expressed the view that, in general, the public does not possess 
a solid understanding of the current capabilities and limitations of psychiatric or 
neuroscientific research. They articulated that this lack of understanding is likely 
related to the inherent complexity of the brain and the ever-evolving state of neuro­
science research. In some cases, researchers speculated that the public’s understand­
ing of neuroscience as a field might also be affected by media hype and 
misinformation, as media institutions may be tempted to generalize or overstate the 
likely impact of scientific findings:

L. B. Dunn et al.
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I think what happens in the newspapers and online is that journalists will highlight findings 
and make them sound more positive than they actually are, because obviously it sells. So 
like, “New finding! There is a new difference between men and women in the brain,” 
because it’s such a hot topic, and then you’ll read, scroll down, and see “Well actually the 
scientist didn’t really say this and they’re really cautious about this finding.” (Professional 
Stakeholder Participant)

Beyond the impact that media can have on public perception, researchers also 
discussed how the complexity of the brain itself might lead even the most informed 
individuals to have incorrect or divergent conceptions of the field of neuroscience. 
Several researchers interviewed noted that even physicians and scientists whose 
work is not focused on brain science may possess an incomplete understanding of 
the goals and possibilities of neuroscience, with one participant stating:

I would extend the layperson description to other people who are equally researchers, PIs, 
physicians, who just don’t have direct understanding or experience of what neuroscience is 
doing, what psychiatry is doing. Working on neuroscience you’re working on an organ that 
generates the person in a sense, so there’s all these hundreds of year-old mythical ideas we 
have about souls, and still a lot of people hold — whether they express it in a way that they 
understand it or not — they hold dualistic views. (Professional Stakeholder Participant)

Some of the researchers commented on how a lack of clarity or understanding 
regarding science more broadly may encourage portions of the general public to 
mistrust neuroscientific research. For example, one researcher noted that to some­
one who has not been educated in the scientific method, the terminology used (e.g., 
“theory”) may lead to the belief that there are no “facts” in science. Others observed 
that some inherent aspects of science and academia—e.g., debate among research­
ers about the accuracy or significance of certain findings—may feed into mistrust of 
science by those less familiar with these processes.

Another factor noted to affect public perceptions of neuroscience—and psychia­
try in particular—was that some members of the general public continue to view 
mental illnesses as not “real” diseases, and therefore less deserving of scientific 
attention when compared to disorders or injuries that manifest physically. One 
respondent discussed this issue, noting “Still so much of society views mental dis­
orders as, ‘Just toughen up. It’s not really a disease. What’s the matter with you? 
Just straighten up, be a man.’ So it’s a little different from breaking arms.” As was 
noted by more than this one researcher, the perspective that individuals with mental 
illness simply need to “toughen up” may affect public perspectives on research into 
these illnesses, furthering stigma or reducing the willingness of people with mental 
illnesses to participate in research or seek help.

�Unrealistic Perceptions about the Capabilities of Neuroscience

Researchers described how the general public’s limited understanding of neurosci­
ence research can lead to unrealistic perceptions about the power and possibilities 
of the field. Such unrealistic perceptions, including the belief that neuroscientists 
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possess capabilities that are widely considered impossible or not possible yet, were 
discussed by multiple researchers. These researchers noted a tendency for subsets of 
the population to view certain open epistemological and scientific questions as sig­
nifying or even advancing towards dystopian events in the future, a perception that 
seems to be especially heightened when related to brain research. They commented 
about the influence of “science fiction” on fear of mind control or manipulation 
among the public, emphasizing that this fear may represent a mismatch between 
public perceptions of what neuroscience is currently able to achieve and what the 
field can realistically do. One researcher noted that “In part, it’s giving us way more 
power than we actually have. If we ever got to that capacity to control brains in that 
way, that means we’ve benefited a lot along the way, and that’s sort of forgotten.”

Other researchers warned about the risks that overconfidence in neuroscience 
research may pose to potential research participants. One researcher emphasized 
that, if potential research participants perceive brain research as being more 
advanced than it actually is, they may in turn underestimate the risks associated with 
participation, or may be less likely than in other fields to ask questions about the 
study or to refuse participation:

They think because there’s technology, there’s been a lot of safety done. It is sort of like, 
you go to the doctor and doctor is like god. So you go, “This is this high technology, I don’t 
need to ask questions, this is all ordained.” And they don’t understand it’s not. I think that’s 
what I am trying to put into words what’s bothering me. I think that’s what it is. They just 
go into this — “Wow, technology can do all this?!” — so they don’t ask questions, they 
assume it’s safe. And because it’s so powerful, there is a hubris about it too, and the people 
using it have a hubris. (Professional Stakeholder Participant)

As is referenced in this quote, researchers observed that when innovative tools 
are introduced into the research context, participants may be more inclined to place 
their faith or trust in projects using these tools. Researchers expressed that 
research  participants seem to highly value novelty in technology and may hold 
assumptions that novel means more powerful or advanced, and that the use of this 
technology in a research project may result in participants having an unfounded 
sense of safety or invulnerability.

�Ethical Considerations in Recruitment & Participant Selection

Multiple researchers and IRB members discussed their experiences and concerns 
related to recruiting participants and enrolling them in different types of neurosci­
ence and psychiatry research. As is explored below, recruitment practices—and the 
resulting research sample—have important ethical implications. Throughout our 
interviews, researchers and IRB members discussed the importance of recruitment 
procedures in terms of the identification and enrollment of eligible participants, 
researchers’ ability to fulfill their ethical obligation to complete the project, the need 
to determine whether the sample of participants is representative of the broader 
population, and the need for attunement to how recruitment processes may exert 
subtle or unconscious pressures on research participants.
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�Racial, Ethnic, and Socioeconomic Biases

Researchers and IRB members agreed that participant selection is susceptible to the 
conscious and unconscious biases of researchers, as well as self-selection biases 
that are inherent in the ecological contexts in which the research is conducted—
such as the demographic (e.g., racial and socioeconomic) characteristics of a given 
region. They identified lack of education, unstable income and housing, and other 
psychosocial and socioeconomic difficulties as conditions that pose barriers for 
some people to enroll in research. They agreed that these barriers reduce the quality 
of research by reducing participant diversity, disproportionately incorporating attri­
butes of relatively more affluent, educated, or otherwise homogeneous populations 
into research findings:

Another ethical challenge that is more easy to manage is diversity: to make sure that in the 
program and the projects that we do, we have enough racial diversity, ethnic diversity. Many 
of the normal range laboratories that we have, or what we consider normal, or the criteria 
that we have for a diagnosis, are based on studies that have not had that diversity. So when 
you’re seeing an individual that is from a population that is a minority population, you don’t 
know how well or how much you should rely on that criteria, or how much you should rely 
on this being an abnormal finding. We have a responsibility when we do new research to 
have that diversity, but sometimes that might be easier than other times. (Professional 
Stakeholder Participant)

�The “Mythical” Psychiatric Patient

When it comes to the recruitment and selection of participants for neuroscience and 
psychiatry research specifically, additional challenges were identified. Several 
researchers expressed concern that research in these fields often includes participants 
who do not accurately represent the populations that clinicians in the field actually 
serve. Due to the stringent requirements on “clean samples and clean experimental 
contexts” imposed by funders, researchers often are limited to recruiting single-
diagnosis psychiatric patients for inclusion in their studies. This recruitment strategy 
results in the inclusion of “mythical” patient populations, which do not accurately 
represent the patients with multiple comorbidities who most often “walk through the 
door.” These researchers noted that, in order to have clean participant groups, “we 
basically exclude everybody that we typically see in clinic.” Researchers viewed 
comorbid phenomena as valuable objects of study because they are most likely to 
present in real-life cases of mental illness, and argued that a much greater proportion 
of psychiatric research should be grounded in a pragmatic mindset more focused on 
the sorts of experiences of disease that the majority of patients actually experience:

Historically we conduct randomized controlled trials on homogenized samples. We basi­
cally exclude everybody that we typically see in clinic. We exclude the people with five 
different pain conditions who are also depressed, who also have agoraphobia, or who have 
substance use disorder. All of them get excluded and we end up studying this super homog­
enized, mythical patient. Then we report on those results and we all pretend that it applies to 

14  Qualitative Findings: Diverse Stakeholder Perspectives on Ethical Considerations…



256

every patient. And it doesn’t! This has been a big problem. It’s a problem just from a research 
perspective, it’s a problem clinically, but it’s a problem ethically that we don’t actually know 
how these treatments work in real-world patients. (Professional Stakeholder Participant)

Other researchers highlighted different issues in the recruitment of participants 
for psychiatry and neuroscience research that further complicate the conversations 
around the “mythical patient” and “clean” samples. In the context of research on 
serious and/or treatment-resistant psychiatric illnesses, one researcher noted that 
volunteers are often recruited through last resort referrals, after multiple clinical 
treatments have failed for them, and that these research trials typically attract espe­
cially comorbid and vulnerable populations. Disproportionate inclusion of individu­
als with especially challenging, complex, or difficult-to-treat psychiatric conditions 
may result in research findings that underestimate a prospective intervention’s full 
strengths on more ecologically valid populations.

Another researcher highlighted that problems can also arise from the inverse 
case; that is, disproportionate exclusion of individuals with especially challenging 
conditions. They noted that the high degree of variation in the severity of a given 
disease can prove a further limitation to research and that potential participants 
might be excluded from research on the basis of behaviors that are germane to their 
illnesses and strongly correlated to severity. One researcher described working with 
a population whose conditions often result in symptoms that prevent participants 
from being able to remain still enough for the required neuroimaging procedures. 
As this researcher noted, the exclusion of these individuals from studies may impede 
advances in the understanding of their severe symptoms, and such research findings 
might not be able to speak well for these excluded people.

�The Researcher’s Dilemma: Balancing Roles 
and Responsibilities

Many of the neuroscience researchers that we interviewed additionally held roles as 
physicians or clinicians, and throughout the interviews, they reflected deeply on the 
ethical questions that have emerged during the day-to-day performance of their var­
ied, and sometimes conflicting, roles. These clinician-researchers were cognizant of 
the aspects in which their multiple professional roles diverged but seemed to have 
more questions than answers about how to maintain the highest standards of profes­
sionalism given their simultaneous roles.

�The Inherent Conflicts of the “Dual Role”

In the interviews conducted by our team, researchers discussed their thoughts about 
how their roles as clinicians may be, or may be perceived as being, in conflict with 
their roles as researchers, both by patients and in their own self-reflections regarding 
their work. The ethical challenges inherent in this “dual role” of clinician-researcher 
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were mentioned many times in some of the most emotionally laden statements 
throughout our set of interviews. One researcher reflected on a comment from their 
mentor, that “‘Most people can’t be a clinician and a researcher because you have to 
brutal to be a researcher,” noting that, when assuming a researcher role: “I have to 
give up the best interest of the patient, which as a clinician I am trained and feel like 
the autonomy of the individual is the highest ethical standard, so I should be think­
ing of just the patient, the patient’s best interest.”

Researchers were candid in admitting that the “lifeblood” of clinical research 
flows from recruiting participants into trials, and that there is often substantial pres­
sure from funders to complete the enrollment process within a specific time period 
and to not fall behind. They were cognizant of the ways in which these feelings of 
pressure could conflict with their best judgment when it came to determining the 
optimal treatment for their patients:

We have these regular phone calls every three weeks, but we also get regular emails from 
the lead investigator: “Okay, how’s enrollment going? You’re falling a little behind.” So 
there’s a lot of pressure. That can conflict with our role as clinicians potentially because 
we’re going to be motivated when a patient comes to the clinic. […] It may be that there 
would be more flexibility seeing the patient clinically than it would be to participate in the 
restricted environment that clinical trials often impose, and yet there may be the thinking, 
“Okay this is somebody who really would meet criteria for this study and they could benefit 
from that study. Should I consider having them?” And again some of these motivations are 
unconscious. You may think, “Okay well we’re falling behind in enrollment. Maybe rather 
than suggest another kind of treatment, maybe we can convince ourselves that this is the 
best option for them.” And I think that’s something that, as clinicians who also do trials that 
we all have to try to avoid. (Professional Stakeholder Participant)

Whether or not this tension is exacerbated by enrollment goals, researchers noted 
that this pressure can lead to a deep internal conflict between the clinician-self and 
the researcher-self. One researcher described her decision to never enroll her 
patients into her clinical studies:

Because once a patient is referred to me as a patient, I’m wearing a clinician hat and that’s it. 
I’m going to do what’s best for this patient. I cannot possibly put them in a place where they 
have 50% chance of not getting the treatment. I just don’t feel right to do that…Once you enter 
my room as a patient, that’s one goal. Once you enter my room as a participant, it’s another 
goal. And it’s just changes the nature of the relationship. (Professional Stakeholder Participant)

This researcher also noted how the clinician-researcher role could amount to 
something of a double-edged sword that negatively affects both the doctor–patient 
relationship and the integrity of the research, stating, “As a clinician you lose the 
trust of the patient when they become a participant. And as a researcher, I lose the 
trust that you are really able to be impartial and blind.”

The reasons behind the weight accorded to the topic of dual roles and the sensi­
tivity with which it was addressed became more apparent throughout the interviews, 
for it was clear that the majority of these researchers framed this conflict as a larger 
philosophical question regarding how they, as trusted healers, should prioritize their 
time, effort, and care: “It may not be the best thing for her, but it might be best thing 
for the research. So it’s the best thing for the patient versus the best thing for the 
whole research and understanding and helping this population of the diagnosis. 
Helping the whole, the group, versus helping the individual.”
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�The “Inheriting” of “Orphan” Populations

Throughout the course of this project, our team interviewed numerous clinician-
researchers who were involved in highly innovative research testing novel treatment 
modalities or applications. These researchers, whose work took place across the 
spectrum of deep brain stimulation (DBS), transcranial magnetic stimulation 
(TMS), and virtual reality, openly discussed the challenges that paradoxically 
emerge when their research is effective and the health of a participant in their proj­
ect starts to improve as a result of the experimental trial.

As described by these researchers, due to the innovative nature of their treatments 
and therapies, standard treatments have been ineffective for the participants who typi­
cally enroll in research.  These treatment-resistant participants are individuals for 
whom typical interventions are not effective, and who have often been living with 
severe, life-altering mental illness for decades or more. One researcher referred to 
these as “orphan” populations, reflecting the fact that these individuals have not yet 
found a suitable home for themselves within the current realm of mental health care. 
If the treatment offered in the course of a research project ultimately benefits indi­
viduals from these “orphan” populations, researchers emphasized that then “You own 
these patients. This is a patient population that you essentially will own.” With no 
other avenues to explore for possible relief, these populations become dependent on 
the treatment or therapy that the researcher is offering, and which is often not com­
mercially accessible outside of their labs. One researcher described this particular 
conundrum of working with research participants who suffer from treatment-resistant 
mental illness in this way: “I, without really knowing it, kind of inherited a popula­
tion of patients where there’s no other treatment and that’s where the conflict is. The 
conflict is on the inability to offer them something else that’s clinically approved.”

Issues that arise from this dependence were discussed by multiple researchers, 
who grappled with the ethics of who is responsible for the continued care and 
expenses associated with participants in a variety of innovative trials. These 
researchers were aware of the possibility that patients may benefit from the experi­
mental treatment being offered, but then be unable to consistently access this treat­
ment after the completion of the study. They questioned what their responsibility to 
participants should be after the end of a research study, and how this responsibility 
could effectively be met after the research funding is completed or discontinued:

The issue is, I’ve got this group of people that I could keep well but I don’t have the finan­
cial infrastructure to do so. And so I could elect to just do that, and that’s all I do. But then 
I can’t get the method to go any further and I’m not going to get the funding. And so it’s 
very difficult for me because I see them struggling, I have something that can help them, but 
I have to keep rolling on our end to keep the ball going to get more data and get this thing 
further out there…. It creates a dilemma in the sense of making a balanced choice of the 
doctor hat and the scientist hat, and kind of knowing that ultimately getting this approved is 
the best thing for everybody. (Professional Stakeholder Participant)

This internally experienced tug of responsibility toward these research partici­
pants is another example of the researcher’s dilemma in balancing their varied roles 
and responsibilities—to their funders, their research participants, and to themselves 
and their broader research mission.
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�Informed Consent

Informed consent was an important concern for the majority of neuroscientist 
researchers and IRB members interviewed, yielding one of the largest collections of 
coded responses in our dataset. Respondents valued the process of informed consent 
as a key tenet of ethical research but reflected on ways the process could be refined 
to better suit the needs of increasingly innovative lines of inquiry and protect the 
neuro-vulnerable populations that often participate in neuroscience and psychiatry 
research.

�Consent as an Ongoing Process

Neuroscientist researchers and IRB members reflected on the process of informed 
consent, endorsing the idea of consent as a dynamic, rather than static, process. 
Researchers emphasized the importance of understanding consent as a continual 
process by highlighting two specific instances in neuroscience research where 
ability to consent might change over time. In one instance, a researcher with 
experience working with individuals with traumatic brain injuries described 
cases where a patient or participant may be in a minimally conscious state at the 
time of enrollment into the research project, necessitating surrogate decision-
making by a family member (or other alternative decision maker); the decision-
making process must then evolve to include the person, to the extent that they are 
able to make decisions, as they regain brain functioning.

Another researcher described the reverse instance, in the case of patients or par­
ticipants who have a degenerative disease such as Alzheimer’s, and whose decision-
making abilities become impaired as the disease progresses. While a research 
participant may be healthy enough to make their own decisions upon enrolling in 
the study, their deteriorating condition may necessitate the involvement of an alter­
native decision maker over time. In these cases, researchers need to have an estab­
lished protocol in which they “make sure [they] periodically reassess [the 
participant’s] understanding, and that the caregiver or authorized representative […] 
continues to have a good understanding of what the study is about and why they are 
in it and what their expectations are.”

Both researchers and IRB members reflected that this concept of consent as a 
continual process should not be applied solely in situations where the compe­
tency of the participant is expected to change dramatically over time. Rather, 
they emphasized that researchers involved in all types of neuroscience and medi­
cal research projects should ensure that the consent is instead an ongoing process 
where patients and participants can review their participation at all times: 
“Consent is a continuous process. Clinicians tend to lose sight of that concept. 
You know, you have your signed form, that’s consent right? Well no, it’s a con­
tinuous process.”
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�Improving Consent Forms

Researchers were in agreement that the current consent form requirements are often 
cumbersome to researcher and participant alike. The most repeated complaint con­
cerned the length of current consent forms for medical research, which can run up 
to 40 pages long and often include large portions of text that serve as protections to 
the funder and institution and are not relevant to the participant’s decision-making 
process. Researchers noted that, due to top-down regulations regarding what must 
be included in consent forms, these documents have been transformed into protec­
tions for the institution instead of for the participant. These researchers emphasized 
that, in their experience, the way participants view consent forms and process has 
similarly been transformed, noting that “patients correctly see consent forms as 
protection for the institution, not for them.”

IRB members agreed that consent forms can be overly lengthy and difficult to 
understand. IRB members in our cohort emphasized the need for the use of clear, easy 
to understand language within consent forms, especially regarding the potential risks 
and benefits of a study. However, they also recognized that researchers are often not 
trained in the development of consent forms and can have difficulty transforming very 
complex ideas into text understandable to a layperson. As a potential solution, one 
suggested the establishment of mentoring processes both within and across medical 
departments. Beyond the text of the consent form, IRB members noted the need for 
additional training in the process of obtaining informed consent. While research coor­
dinators and other administrative personnel often receive formalized training for this 
process, physicians and faculty researchers typically do not, which could impact the 
amount of bias that may be present during the informed consent process.

Researchers and IRB members alike emphasized the need for improved consent 
processes. Suggestions ranged from post-consent quizzes to assess understanding to 
using video or even virtual reality to explain the research processes, risks, and ben­
efits. An even simpler suggestion was to send the consent form to potential partici­
pants ahead of time, so they could review it without the potentially coercive pressure 
of being in a research setting.

�Risk, Benefits, and Participant Burden

�Unique Risks in Psychiatry and Neuroscience Research

Researchers and IRB members we interviewed expressed that, because the brain 
gives rise to identity and sensory experience, neuroscience research poses risks that 
raise unique ethical questions and concerns. One researcher discussed in detail how 
innovative neuroscience and psychiatric interventions can pose unexpected psycho­
social risks, including the potential to be profoundly destabilizing to individuals’ 
conceptions of the self’s continuity and integrity:
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A patient’s self-perception changes when something is implanted into them, implanted into 
their brain of all intimate organs that one could implant. That is an important part of their 
identity and so forth, and something changes for those patients. And so we have, again, get­
ting back to this theme of a vulnerable population, that may be different than for a 
Parkinson’s patient who might see it, for example, as an augmenter to their brain that helps 
control something that’s going wrong in their brain. For a depressed patient it may be dif­
ferent in some way. And some of our patients [...]1 would say, “I’ve got this thing inside me 
now that has fundamentally changed me, and not for the better.” (Professional Stakeholder 
Participant)

The experience detailed in the above quote additionally revealed to the researcher 
how difficult it may be to distinguish side effects or problems with the device or 
treatment from a patient’s own psychiatric symptoms. This researcher emphasized 
that some psychiatric conditions may render patients especially vulnerable to side 
effects of invasive device trials, and even positive effects may cause anxiety in 
patients, who may wonder if parameters of the device will be changed (resulting in 
symptom recurrence), or if the experimental treatment that has been successful for 
a while could suddenly stop working.

Beyond the distinct psychological impacts patients may experience when partici­
pating in innovative neuroscience research, researchers that we interviewed also 
emphasized the importance of recognizing how a neurological dysfunction resulting 
from side effects of an experimental treatment can alter a person’s quality of life 
irreversibly and permanently:

I think that trials or protocols that require some sort of either invasive testing or surgery, the 
potential side effects can often be a little bit more serious because it alters the mind, and 
obviously the mind is who we are and how we think and how we perceive the world, and so 
it can be a little bit more serious and challenging than diabetes research for example… I 
think if you’re talking about implanting electrodes into the brain for functional disorders, or 
different medications that alter the neurotransmitters, or what we’re doing now is potentially 
injecting viruses into the brain for cancer, I just think that if you have a complication — 
whether it’s a bleed, infection, inflammatory response, or a bad side effect of a certain medi­
cation — that can lead to severe neurologic dysfunction. And so often, if you have neurologic 
dysfunction, it can’t be reversed and now you’ve altered that person’s life, quality of life, 
forever. (Professional Stakeholder Participant)

Furthermore, researchers noted that, because many psychiatric disorders may not 
be perceived as fatal in and of themselves (despite the heightened risk of suicide in 
many disorders), the institutional willingness to accept risk in psychiatry and neu­
roscience research is much lower than in physical diseases or disorders. Cancer tri­
als were mentioned several times as an example of medical research that confers 
many risks and side effects, sometimes with limited potential benefit, with research­
ers noting that a similar level of risk and side effects would not be permitted in 
neuroscience research, even if the result could potentially be more beneficial to a 
person’s long-term health, life expectancy, and quality of life:

Let’s assume you have a nineteen-year-old who walks in, has a very severe form of psycho­
sis, doesn’t respond to current medication or responds poorly, has an incredibly high risk of 

1 Suspension points indicate omissions.
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suicide versus the general population. And you could give them a drug that would give them 
another ten years of normal life, but it comes at a price and in ten years they may develop a 
lethal liver disease. What do you do?...It’s interesting because people immediately assume 
that for psychiatric disorders, that you should not sacrifice. The perception is always that 
this is a bad choice: “No, I would rather live with the disease.” […] And the reason why I 
say this is because in cancer, think what it takes to actually find a cancer drug. All it takes 
is actually to stop those cells from growing and make sure the patient does not melt. Even 
if it has huge side effects and long-term consequences, we accept that a drug for cancer is 
okay to have side effects and to be really bad. But do we accept that for psychiatric disease? 
(Professional Stakeholder Participant)

In discussing such divergence, this researcher and others highlighted differences 
in how various types of diseases are understood—not only by the general public, but 
also within medical science—which may shape perspectives regarding what kinds 
and levels of risk are acceptable:

More broadly, what type of risk are we going to be willing to take for curing psychiatric 
disease if we were to have that opportunity? If we were to have drugs that have severe side 
effects, long-term side effects, but they can cure some of the psychiatric disease, what 
would we actually do? Would we accept that? That has probably to do a large extent to […] 
the way these disorders are perceived: they’re something that is very personal, versus some­
thing that is going to cure you; something that you fight in cancer, that is external, that a 
drug helps you fight, versus something that is who you are in terms of a psychiatric disease. 
I wonder how that’s going to inform some of the decisions. (Professional Stakeholder 
Participant)

Often, some physical illnesses, such as cancer, are conceived as external threats 
which intrude on the patient, and therefore should be battled against, regardless of 
the risks or side effects. In contrast, psychiatric disorders are more frequently per­
ceived as intrinsic—tightly connected to the patient’s mind or personality. In the 
view of some researchers, these unique (and somewhat abstract) aspects of neuro­
science affect the types of risks which researchers, institutions, and participants 
themselves are willing to accept in experimental approaches to psychiatric condi­
tions, and thus shape the direction and speed of advances in the field.

�Difficulty of Measuring and Comparing Risks and Benefits

Those we interviewed generally agreed with the utility of the concept of “risk 
slopes” in appraising and mitigating clinical risk. A risk slope provides a basis for 
demonstrating that procedures that confer greater risk should also have a greater 
potential for benefit (either on an individual or societal level) or should be directed 
toward populations living with conditions where the potential risks of an interven­
tion would be less than the risks that population experiences in day-to-day life.

Despite this general agreement, researchers and IRB members from different 
backgrounds had highly varied opinions on what is and is not risky. Opinions on 
risk appeared to depend on a given participant’s background and on the types of 
treatments and interventions they were the most familiar with. Participants who 
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were specialized in certain procedures occasionally posited that procedures in their 
area of expertise were not as risky or were more heterogeneous or qualified in terms 
of risk, than perceived by patients or experts in other areas. Individuals who worked 
closely with certain technologies or procedures seemed to have a better understand­
ing of the potential benefits of specific research projects, while outsiders focused on 
the risk. With this in mind, however, one researcher mentioned how “we tend to 
think our treatments work before we’ve proven that they work,” a claim that implies 
that role- and experience-related cognitive bias may be generative of such diverse 
interpretations of risk and benefit in research scenarios.

The endeavor to arrive at an integrated and “true” understanding of risk is further 
complicated by the fact that the use of risk categories and thresholds does not totally 
resolve the difficulty of transmitting socially, emotionally, and intellectually 
impacted risk perceptions, and that risk evaluations from different risk categories 
(i.e., privacy risks vs cognitive risks vs physical risks) are hard to compare in pro­
viding optimal advice for potential research volunteers. As an example, one 
researcher emphasized that the brain-invasive aspect of some treatments does not 
make them inherently riskier than many noninvasive (drug) treatments:

There are some differences, but they’re not nearly as dramatic, between giving a patient a 
drug and doing a surgery. And the reason I say that is, think about what giving a drug is like. 
That is a biochemical sledgehammer to the brain…you’re giving a drug that is affecting 
every single neuron in the brain. And so why is that any different than drilling a hole in 
somebody’s skull and putting a thin little electrode that is only going to act on a cubic cen­
timeter of brain tissue? Which is the more coarse, horrendous manipulation to brain activ­
ity? [...] So when you start comparing pharmacotherapies with neurocircuit manipulations 
like DBS or TMS, I would argue they are much closer to each other than you might imag­
ine. (Professional Stakeholder Participant)

Researchers agreed that patients and the general public are not adept at being 
able to accurately perceive the likelihood of risk or benefit of participating in 
research. Researchers did not agree on whether potential participants typically over­
estimate the risks or benefits of research: “In general people understand probabili­
ties really badly, so it’s not clear what they even think when you tell them there is a 
minute chance of something. Do they overblow it or do they think it’s impossible? 
It’s hard to really know.”

�Unknown Risks

Researchers and IRB members questioned how unknown risks should be handled in 
the research scenario. Even if all the immediate risks of a procedure are known, the 
long-term risks can be less easy to predict, especially in more innovative proce­
dures. Researchers and IRB members were in agreement that potential participants 
need to be informed that there are likely unknown risks associated with participat­
ing, but it is unclear how much detail or discussion regarding these potential or 
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unknown risks, if any, should be provided. One researcher emphasized the need for 
humility, referencing the history of medicine:

[In] the history of medicine, just because it’s a human endeavor, mistakes have been made. 
We have lots of treatment, not lots, but there’s a percentage of treatments that we think 
work. Ethical physicians are using this treatment, suggesting to patients they take this drug 
or have this surgery, and then twenty years later we learn that it’s not actually doing any 
good. (Professional Stakeholder Participant)

Several researchers emphasized the need to accept the existence of unknown 
risks in order to address the urgent need to identify treatments which can potentially 
reduce suffering in the near-term. They argued that the ethical imperative of reduc­
ing the suffering of those living with mental illness must be prioritized, and that 
attempts to predict or control for all unknown risks—or to answer all scientific 
questions about the workings of a novel therapy—can hinder the progress needed to 
improve the lives of those suffering today:

I believe anything that has the potential […] to help somebody who is suffering needs to be 
investigated. Yes, as a basic scientist, I would love it as part of this investigation to have 
some group of investigators really trying to understand at a mechanistic level how these 
drugs work. Which molecular targets are they acting on? Which synapses and circuits are 
they modifying that contribute to its therapeutic benefit? But if the field waits for that under­
standing before they test for the substances or the treatment […] before they actually test 
the treatment in human beings, we’re never going to have any new treatments. Because like 
I said, we’ve been working on drugs that have been around for 50 or 60, 70 years and we 
still don’t understand how they work. (Professional Stakeholder Participant)

�Beneficence and Creating Value for the Patient

Researchers from many different backgrounds expressed concerns about the bene­
fits, or lack of benefits, that their participants received as a result of participating in 
research. These researchers emphasized that, while the risks of a project can be 
appraised and mitigated, the benefits of participation are often more difficult for 
researchers to ensure, especially when it comes to randomized trials where treat­
ment is involved. A primary manifestation of this frequently articulated concern is 
the sense that while the risks of participation may be low, the benefits of participa­
tion that may accrue to participants are not commensurate with the value gained by 
researchers, institutions, and the field at large. This sentiment is neatly summed up 
by one researcher, who wondered, “How are we capitalizing on what we’re able to 
learn with neuroimaging research and how does that get back to the families and 
participants that we’re working with?”

Some researchers discussed the difficult task of performing randomized trials on 
populations who are in need of treatment and are eager to be placed in the experi­
mental arm. One researcher discussed how he designed his protocols to include a 
“high dose” and “low dose” treatment arm, instead of a “no dose” control group, 
because the participants, who live with a severe disorder that does not yet have a 
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cure or treatment, are less likely to feel bereft if they are randomized to the low-dose 
arm. Another researcher discussed the personal challenges encountered when 
enrolling participants in randomized trials:

Ethically, the major problem in conducting clinical trials with the hands on the pulse the 
way I do is that you know quite a bit about the person and then you don’t know what they’re 
randomized to. But you see a person and you really wish that they would get the active 
intervention because you know it’s going to help them in your heart. And you can’t because 
we are going to randomize them. So I don’t know eventually what happens, but that’s the 
piece that’s probably the hardest. (Professional Stakeholder Participant)

Another researcher discussed the worry that by participating in a research study 
on an experimental treatment, a patient may not receive a different treatment that 
might be more likely to help them. This researcher expressed hesitation about 
whether they should be enrolling willing, informed participants who, by their esti­
mation, could potentially see better results through a different method of treatment.

In terms of creating value for the participant, researchers discussed the impor­
tance of providing feedback and information to participants whenever possible. 
This type of feedback, it was felt, may be especially desired by participants in neu­
roscience or psychiatry research due to people’s innate curiosity about the brain:

What are the responsibilities of researchers to participants in their trials once the trial is 
over, and how much information do you give back, and how do you do that? And I think that 
my general feeling is that investigators should always at least plan to provide some kind of 
summary of the results of the trial to people who participated in it when it is over so that it 
gives them a sense of being able to see the result of what they’ve participated in, which I 
think increases the community engagement and the positive feelings that people have about 
participating in research trials, if they can see the outcomes, see what the actual product is 
and have a more directed sense of how their participation is helping to advance the science 
or to improve the treatment for other people—it’s not for themselves—so I think that’s 
always a good idea. (Professional Stakeholder Participant)

While many researchers emphasized the benefits of providing personalized feed­
back to participants, several discussed the potential risks and difficulties associated 
with this feedback. In some cases, participants may hope or expect to learn more 
from this information than is realistic, leading to becoming disheartened or frus­
trated with the limitations. In other cases, providing honest feedback has the poten­
tial for psychological consequences, especially when related to the discovery of 
unexpected, incidental, intractable, or poorly understood findings which can intro­
duce additional anxiety and despair.

Researchers also mentioned some unexpected benefits which participants them­
selves have mentioned that they experience. These benefits range from simply 
receiving a picture of their brain after a neuroimaging study, to having a “reason to 
wake up in the morning”:

Something I’ve seen directly with interacting with our research participants is that they 
really look forward to doing this work. An example is our most recent participant who has 
paralysis […] and he looks forward to every day that he is scheduled for research with our 
team. He says he wakes up excited to do the research that day. And in fact he said it’s the 
one thing that’s kept him alive over all these years, it has been keeping himself going to be 
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able to participate in this research. So even though there’s no direct benefit to individuals, 
there’s certainly indirect benefits to society, but also indirect benefits to the individual for 
having a purpose and a thing that they feel invested in and to be a part of the team. 
(Professional Stakeholder Participant)

�Participant Burden

Numerous researchers commented on the amount of burden that is placed on par­
ticipants when they participate in research, and raised questions regarding what was 
appropriate and fair to ask of them:

How much burden do you put on a participant, a patient going into treatment? How impor­
tant is that piece of data that you really want to collect? And why do you want to collect it 
and all these factors, versus what the person giving you the data has to go through for that 
data to be collected? I mean we don’t coerce anybody and so forth, but the four-hour ses­
sion? A six-hour session? An eight-hour session? Two days, three days, four days? 
(Professional Stakeholder Participant)

Many of the researchers we interviewed were cognizant of the lived burden 
participants experience when volunteering for a research project, and several dis­
cussed the importance of establishing a “patient comes first” mentality by being 
flexible and adaptive in the research scenario in order to ensure that participation 
is manageable for all participants. They mentioned the innumerable burdens that 
participants may potentially bear in order to participate in research, burdens that 
frequently go unobserved or unacknowledged by researchers, including taking 
unpaid time off from work, obtaining childcare, and arranging transportation. 
One researcher notes how these considerations “may make it more difficult for 
them, even if they were willing to participate, to participate. So when we’re try­
ing to attempt at diversity, we need to be flexible enough and informed enough to 
know how to manage and how to support those families so that they can be part 
of the project.”

A different researcher continued to emphasize this point, explaining ways in 
which his research team attempts to accommodate participants by paying for their 
transportation or hotel rooms, or by working on the weekends or in the evenings so 
that the participant does not need to take time off of work. This researcher noted that 
accommodations such as these, which may feel inconvenient to the research team, 
must instead be viewed from the perspective of “That is on us to do that, because 
they don’t owe us anything. We are privileged to have them participate.”

A handful of researchers and IRB members also addressed the burden of follow 
up in research. They emphasized that obtaining a high follow-up response rate is 
important in the research scenario, because it ensures that the data collected is being 
used to its full potential; however, concern was expressed that participants may not 
understand the extent of this burden when they agree to participate in research. One 
IRB member commented that researchers should plan to discuss the importance of 
follow-up with potential participants ahead of time.
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�Influences on Participant Decision-Making

Researchers and IRB members we interviewed discussed various influences on par­
ticipant decision-making in the research scenario. Many of their perspectives over­
lapped with our team’s prior thinking and research that informed the development 
of the Roberts Valence Model (See Chap. 12).

�Hope and Desperation

When discussing reasons why participants may volunteer to engage in innovative 
neuroscience research, the researchers we interviewed overwhelmingly emphasized 
the intertwined feelings of desperation and hope that potential participants often 
express. Researchers were quick to clarify that they did not perceive these signs of 
desperation and hope as  necessarily indicative of the therapeutic misconception 
when evaluating the voluntariness of decision-making, and instead explained that 
even after a participant has been explicitly told that they will not receive benefit 
from a study, they still often express hope that participating will help them 
personally:

We’re so careful, and you’re under great obligation during experiments to explain this to 
people, and they don’t believe you. You tell ‘em, and tell ‘em, and tell ‘em. And they think, 
“Yeah, okay, that’s what he’s saying, but really it’s probably going to help. I’ll find some 
way to help me.” (Professional Stakeholder Participant)

Researchers expressed that, while such participants technically understand the 
difference between research and treatment and can adequately explain these differ­
ences to the researcher, the sense of hope nevertheless is a major factor motivating 
their willingness to participate in innovative neuroscience research:

Because often people, I think, tend to be very hopeful, especially if they’re in a situation 
where they have a medical illness that has a poor prognosis, then any little glimmer of hope 
that there’s something on the horizon, people can embrace that sometimes maybe more 
enthusiastically than the real facts would justify. (Professional Stakeholder Participant)

Multiple researchers expressed a view that, for many research participants, espe­
cially those who volunteer to participate in proof-of-concept or Phase 1 trials, this 
“glimmer” of unfounded hope is a result of their desperation at finding respite from 
a disorder that has likely inflicted them for a majority of their lives. Eligibility cri­
teria for such studies often require that other treatments or therapies have not 
worked—or had only partial or short-lived benefit—for these individuals. This is 
particularly likely to be the case among research participants who are considering 
enrolling in highly invasive procedures such as deep brain stimulation (DBS), which 
continue to be reserved for conditions that have not responded to lower-risk treat­
ment options. It is clear to researchers that desperation is a major influence on these 
participants’ decision-making, but these researchers emphasized the broader 
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context—i.e., the patients’ ongoing suffering and greatly diminished quality of 
life—when discussing the ethical implications of “desperation”: “They’re suffering, 
they understand it. As long as they’re capable of understanding it and understanding 
the risk and they say, ‘I’ve lived with this for twenty years. Life isn’t worth living 
and I’m willing to try it,’ I don’t have a problem with that.”

Researchers noted that many participants enroll in research because they are des­
perate for some improvement to their health or functioning, and because they are 
holding on to hope that there is a solution for them or—importantly—for others like 
them. Throughout our interviews, researchers used the words “desperate,” “out of 
options,” and “in despair” to describe research participants who volunteer to be in 
innovative studies, but not the word “hopeless.” When hope was talked about, it was 
always mentioned in the positive sense, in that participating in research gave patients 
hope or made them hopeful, interpreting it as a positive reason for why someone 
would decide to participate in research, as opposed to a negative influence:

I take care of cancer patients who all die, unfortunately. Quality of life is not just the ability 
to walk and talk and not be in pain, but I actually think hope is large part of the quality of 
life. And so if this clinical trial gives them some hope—The quality of life of going to a 
hospital every day, five days a week, for a clinical trial, people might automatically say 
“Well that’s actually poor quality of life because they’re having to go to the hospital and get 
out of bed.” But to me actually, I would say for most patients who are having end stage 
cancer, that actually gives them a lot of hope because it gives them purpose and gives them 
something they’re doing and some chance that things might improve. I don’t think there’s 
any sort of black and white stance on what exactly the right thing is. (Professional 
Stakeholder Participant)

Despite their emphasis on hope, researchers emphasized that it remains the 
researcher’s responsibility to ensure that research participants are not inappropri­
ately influenced by their desperation: “Desperation is the desperation of the patient. 
The ethics are on the physician and the investigator. But the desperation is the 
patient.” One researcher, for example, emphasized a strategy they used to counter 
the potential role of desperation on the part of patients considering clinical trials—
namely, making sure that these patients were aware new research opportunities 
would continue to appear, and/or that if a particular research study was not some­
thing the patient would be comfortable with, that there may be a different research 
opportunity in the future that the patient might feel more comfortable about. A dif­
ferent researcher noted that assessing whether all participants have the same level of 
clinical need can be an indicator of whether or not it is ethically acceptable to enroll 
certain patients or populations, elaborating that when all of the potential partici­
pants are essentially desperate or out of treatment options, then desperation is likely 
a quality of the population that is being studied.

�Stigma

Another influence on decision-making that was discussed by researchers related to 
the stigma felt by potential research participants who are living with a mental illness 
or addiction. Researchers as a whole noted that many individuals who are eligible to 
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participate in neuroscience research have been living with a mental illness for most 
of their lives, and they have likely experienced first-hand the stigma that goes along 
with it. Despite this agreement in understanding, conflicting opinions were expressed 
regarding how stigma may or may not impact an individual’s willingness to enroll 
in a research studies on mental illnesses or other brain disorders. Some researchers 
noted that potential participants may fear that, by participating in a research project, 
they may feel further stigmatized:

It’s tricky because I think part of what we come against are a lot of perceptions that are 
driven by fear and by stigma. And a lot of the patients have had negative experiences in the 
past. They feel marginalized, they feel stigmatized, they have a history. They didn’t arrive 
at this perception by accident, it’s driven by personal experience. (Professional Stakeholder 
Participant)

Other researchers suggested that potential participants may feel relieved to find 
that their condition is being studied and taken seriously: “I think that for these 
patients, they already experience the stigma and then the fact that someone is actu­
ally taking it seriously and researching it, I think may make them potentially even 
more likely to participate.”

With regard to stigma, multiple researchers noted that potential research partici­
pants may view different types of studies as more or less stigmatizing by nature of 
the study design. For example, some potential research participants may feel that 
their family will not approve of them attending psychotherapy or taking medica­
tions, since these types of interventions are heavily associated with psychiatry and 
often have a negative stigma associated with them. Some technology-heavy inter­
ventions (such as those leveraging virtual reality), which have associations outside 
of the realm of mental illness, may be perceived as less stigmatizing, and patients 
may therefore be more willing to enroll in them:

Especially technology and mental illness, they are like, “Oh my family will totally get me 
doing a VR study for my medical movement disorder, but they are not going to understand 
me going to a group therapy once a week, so I am going to go for the VR.” […] I think it is 
de-stigmatizing and so they can be more open to it and less skeptical than they need to be, 
rather than [taking] a pill. Maybe because it’s cool, it’s the new millennium, it’s like “some­
body thought about us and used technology to help mental illness, so maybe I’m not so 
crazy and I’m not so different than a medical illness.” And I think it’s de-stigmatizing in that 
way. (Professional Stakeholder Participant)

While the de-stigmatizing effects of some lines of research may appear more inclu­
sive and inviting to potential participants, this researcher also worries about how patients 
may prioritize participation in these trials versus obtaining more traditional forms of 
treatment that are available and that would likely be more beneficial to the patient.

�Daily Functioning

Researchers also discussed what they perceived as a primary motivator for patients 
who are beginning a new treatment or enroll in a research study. They shared that 
patients often reveal that their primary hope is not that their symptoms will be fully 
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alleviated, but rather that their ability to function in day-to-day life will improve 
in its physical, psychological, social, or occupational domains. As one researcher 
succinctly put it, “They want to function better. They want to do more.”

Standardized classifications and assessment methods, however, largely measure 
successful outcomes in treatment or research as the alleviation of a specific symp­
tom or set of symptoms. Therefore, researchers noted the need to keep in mind that 
research-defined “successes” (positive outcomes) are rather narrowly defined and 
do not necessarily translate into improved real-life functioning for patients:

If you talk to patients, symptoms aren’t always a thing that bothers patients. Functioning in 
life, relationships, social and occupational kind of stuff, is usually what the problem is more 
so than a particular symptom that can be palliated in some way. And that’s largely ignored 
by our classification system. (Professional Stakeholder Participant)

�Privacy and Confidentiality

Due to the stigmatization of mental illness, privacy and confidentiality take on a 
very important role in participant decision-making. Researchers noted that partici­
pants are sometimes concerned or fearful that their records, medications, or diagno­
sis would be shared. They described the importance of recognizing these concerns, 
including when participants themselves may not. This was especially noted in cases 
where innovative neuroscience research produces “first responders,” who, in other 
medical fields, traditionally have their disease details published: “The patients that 
are first responders to these early interventions, what about them and their mental 
health issues being released? [Publishers] are like, what’s the big deal? I am like, it’s 
a different deal. It’s not like you had cancer, it’s something else.”

Researchers also described the potential influence of confidentiality protections 
attained by virtue of being in research on decisions to enroll in research, and the 
corollary concern that participants desiring such confidentiality might forego estab­
lished treatment options for their conditions:

Part of the motivation of being in a study for some people is that there’s some anonymity 
associated with it. What we tell patients is that no records are completely secure, that with 
the right legal piece of paper, any record could be obtained. But one of the advantages of 
participating in a trial if they’re concerned about that is that […] the basic information that’s 
being obtained about their psychiatric history doesn’t necessarily go in Epic, for example, 
doesn’t necessarily go in the medical record. And so patients are often concerned that 
employers, that others involved in some legal issues like divorces and so forth, that those 
records might be easily accessible. And even though the general medical records should not 
be easily accessible, these [research] records may have another layer of anonymity associ­
ated with them, because for the most part we’re talking about numbers as opposed to names 
and that sort of thing. (Professional Stakeholder Participant)

As noted by this researcher, some participants might be influenced by the idea 
that their involvement in the study would not appear in their official medical record 
or in documents which could impact other aspects of their life. To our knowledge, 
this finding regarding the role of confidentiality protections as an influence on deci­
sion-making for research participants has been minimally previously discussed.
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�Institutional Prestige

Multiple researchers noted the impact that institutions themselves can potentially 
have on participant decision-making. Several noted that when research is completed 
at or associated with an institution that the potential participant views as prestigious 
or highly trustworthy, the participant may be more likely to expect benefit and over­
look risk: “People who are desperate say ‘Well, it’s worth it and [this University] 
wouldn’t be sponsoring it if it weren’t okay’.”

This effect may be compounded when the potential participant perceives a large 
educational or socioeconomic imbalance between themselves and the researcher or 
institution, for these participants may be overly trusting of the information being 
presented to them or uncomfortable asking questions of the researcher:

In our work we are working with a lot of families from underserved, low-socioeconomic 
communities that don’t come in with the best understanding or previous education or back­
ground. […] It can be kind of fancy and intriguing for them to say “Oh, we’re going to go 
to [this University] and be in this study! There’s so much we can learn from this! How great 
for my kid!” But then I don’t want there to be a disappointment for them to walk out feeling 
that they got a bad deal or something like that because they didn’t get the sort of information 
that they wanted. (Professional Stakeholder Participant)

Another researcher noted how this effect could be further heightened in studies 
where participants are being recruited from distant locations. The opportunity to 
participate in a study at a prestigious institution with name recognition in a desirable 
location can function as an influence on decision-making, even as the difficulty of 
travel for those prospective participants represents a barrier and an influence 
in itself.

�“Letting Down” the Research Team

One researcher addressed the pressure that potential participants may feel to “suc­
ceed” in a research project. Once the research team has committed time to them, 
they may feel as if they are already committed to participating and that they will be 
letting the research team down if they decide not to enroll or to withdraw from the 
study. While this was only directly discussed by one researcher, indirect references 
to this issue (including in combination with the “institutional prestige” issue 
described above) emerged in many of the interviews.

Some parents may well be overly anxious coming to [here for our study] because it’s a very 
prestigious institution and they want their child to be able to perform adequately. And so if, 
for example, they turn up and we decide that their child really couldn’t go into the scanner 
and shouldn’t because they are going to move too much or they might become too anxious 
and it’s best for them not to do it, sometimes the parents feel anxious because they’ve let us 
down. Because they said that they thought their child could do it and they’ve been prepping 
for their child to do it and they feel disappointed and upset, either with themselves or with 
their child, and it’s not a good feeling for them because they feel like they failed. 
(Professional Stakeholder Participant)
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Another researcher noted the importance of recognizing cultural differences in 
the research scenario. People from different cultures and background may have 
varying levels of comfort asking questions of individuals whom they perceive as 
authority figures, saying “no” after someone has spent time informing them of the 
study details, or simply engaging in the research process at all.

�“Giving Back”

The impulse to contribute to scientific knowledge, and particularly to participate in 
a study which may lead to future treatment options for people with the same disor­
der or disease, was discussed by researchers as an influence on decision-making. It 
was summed up by one researcher who referred to this desire as “giving back” to 
their community. To the extent that research participants feel part of a community of 
patients living with the same or similar psychiatric conditions, an important influ­
ence on the decision to participate in a research study may be the sense that, in 
doing so, one is making a contribution to that community.

�“Allure” of Self-Imagery or Self-Representation

Researchers described another possible factor in participant decision-making as the 
desire, on the part of at least some participants, to receive some type of representa­
tion, picture, or image derived from their participation in research, such as a brain 
scan. This desire, researchers noted, seemed to be disconnected from the actual 
utility of these representations at the level of individual treatment or diagnosis. For 
instance, one researcher stated bluntly, “I think the seductive allure for them is often 
they get a picture of their brain,” noting that “being able to see inside of yourself,” 
and particularly into your own brain seems to act as an influential factor in some 
participants’ decision-making. To the extent that receiving images or other forms of 
self-representation is an influence on research decision-making, it may act outside 
of participants’ and researchers’ awareness, and is likely not considered a “benefit” 
of participation in the same way that potential direct (e.g., medical) benefits or other 
forms of compensation or payment are.

�Financial Compensation

Financial compensation as an influence on decision-making was discussed by 
numerous IRB members, but by very few researchers. IRB members noted the 
importance of making sure that the financial compensation provided was not an 
undue influence, especially in the case of healthy participants, whereas some 
researchers wondered if the amounts that they were providing were really sufficient 
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to compensate for the amount of burden introduced into the participants’ lives by 
participation in their study.

�Conclusion

In reviewing discussions that dealt with the topics addressed in this chapter, one note­
worthy takeaway was the sympathy and empathy that commonly permeated each dis­
cussion as researchers expressed their thoughts, concerns, and experiences in working 
with research participants. This emotional content circumscribes the specific topics of 
discussion, and reflects the sense of care and compassion that researchers we spoke 
with feel and demonstrate for the participants with whom they work, regardless of 
their understanding of the healing capabilities of the current state of their field.

Throughout these discussions, the researchers we interviewed frequently con­
veyed great concern and respect for the participants they engage. In addition, they 
were particularly attuned to, and concerned about, the possibility that participants 
could feel (or really be) unintentionally exploited or manipulated. We believe that 
this sense of respect and empathy in the research culture is important to highlight in 
broader discussions of neuroethics. Of course, as with any study that relies on indi­
vidual self-report, there is the potential for “social desirability bias” in the state­
ments these professionals made when describing their own approaches and attitudes, 
so these findings should be viewed with some caution.

Nevertheless, expressed qualities such as empathy and concern are worth pursu­
ing further as potential influences on how research is conducted; they are not typi­
cally discussed in funding discussions or IRB review processes. In fact, these 
qualities may tend to be viewed as “soft” (whether from a personal, psychological, 
or professional perspective) or—in some instances—less desirable for a competitive 
neuroscience career. Yet, it may be such qualities that provide some kind of unseen 
buffer or safeguard against a variety of potential harms (including unintended con­
sequences) that may result from research participation. Scientific researchers are 
provided with enormous trust and respect by our society; perhaps empathy is the 
least we should ask in return. As one of our interviewees put it,

I think it’s something that we really have to keep in mind and to really think, “Well what if 
we were that patient?” always, rather than just looking at it from an IRB committee or a 
principal investigator point of view. If you just have that sort of overarching thought pro­
cess, I would say all the other little things will fall into that. (Professional Stakeholder 
Participant)

Key Points
	1.	 Stakeholders expressed concern about public perception of neuroinnovative 

research.
	2.	 Stakeholders discussed the nuances of ethical recruitment of participants in neu­

roinnovative research.
	3.	 Stakeholders were concerned about the balance between their dual roles as clini­

cians and researchers.
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	4.	 Stakeholders held different opinions about risk, but generally agreed with the 
concept of a “risk slope,” where procedures that confer greater risk should also 
have a greater potential for benefit.

	5.	 Stakeholders’ perspectives aligned with the concepts described in the Roberts 
Valence Model for participant decision-making.

	6.	 Stakeholders expressed noteworthy sympathy and empathy for participants.

Questions to Consider
	1.	 What level of understanding of the emerging brain neuroscience is necessary for 

members of the medical community, in order to enhance awareness of the range 
of ethical issues associated with this research? What level of understanding of 
this science is needed among the general public?

	2.	 Does the exclusion of research participants with comorbid conditions present a 
problem of justice? For example, a large proportion of patients with psychiatric 
illnesses have more than one diagnosis; do strict exclusion criteria affect the 
scientific value or generalizability of research findings? Why or why not?

	3.	 Clinicians who are also researchers endorsed the concern that, by virtue of their 
dual roles, they might, even unintentionally, have too much influence on their 
patients’ research decision-making. Other clinician-researchers expressed the 
conviction that they have a duty to inform their patients about any study that could 
help with the patients’ condition. What are some ways that clinician-researchers 
could address their concurrent ethical duties as clinicians and researchers?

	4.	 Some researchers described a tension between the commitment they feel to a 
group of research participants who have benefited from experimental treatments 
and the necessity of using limited resources to generate new knowledge and new 
treatment options. Such tensions come into stark relief in instances where ongo­
ing procedures available via research context are not available to participants in 
clinical settings. What ethical principles are in tension when it comes to offering 
post-trial treatment? How can researchers and sponsors address concerns about 
“abandoning” a patient population who may have benefited from an experimen­
tal treatment? Is this concern unique to neuroscience research?

	5.	 Research procedures can sometimes create burdens for participants and their 
families, including travel, loss of work, and emotional strain. Because these bur­
dens are more acutely felt among lower income populations, they tend to dispro­
portionately impact participants of color, which can make the task of ensuring a 
diverse participant pool more difficult. How does the principle of justice thereby 
inform decisions about how to accommodate the needs of research participants?
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Chapter 15
Qualitative Findings: A Focus 
on Professional Stakeholder Perspectives 
on the Environments and Challenges 
of Innovative Neuroscience Research

Max Kasun, Jodi Paik, Katie Ryan, and Laura Weiss Roberts

�Introduction

This chapter, like Chaps. 14 and 16, details key qualitative findings from the first 
part of our National Institutes of Health’s (NIH's) Brain Research through Advancing 
Innovative Neurotechnologies (BRAIN) Initiative®-funded project, “Enabling ethi-
cal participation in innovative neuroscience on mental illness and addiction: Toward 
a new screening tool enhancing informed consent for transformative research on the 
human brain.” As part of this project, members of our research team conducted 
semi-structured interviews with 44 “professional” stakeholders (neuroscientists, 
Institutional Review Board (IRB) members, and ethicists) in order to better under-
stand stakeholder concerns and perceptions about the ethical issues encountered 
through their work in innovative neuroscience endeavors. Our research team then 
undertook an iterative analysis (see Chap. 13 for a description of methods) to better 
capture and describe these stakeholders’ perspectives. This chapter focuses specifi-
cally on our analysis of stakeholder perceptions regarding the environments in 
which research occurs, and how these environments uniquely impact the fields of 
psychiatry and neuroscience research.

�The Varied Environments in which Research Takes Place

Neuroscientist respondents and our IRB cohort expressed strong positive views 
about the purpose and possibilities of brain research (see Chap. 16). In describing 
contemporary brain research, respondents spoke generally of three research 
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environments—the academic, industrial, and regulatory—that exert a powerful 
influence on the conduct of science, shaping what research does and finds, and how 
(or whether) its findings are valued and shared. Topics ranged from local influences, 
such as the publication pressures that drive short-term productivity; to constraints in 
the broader research environment, such as resource scarcity, regulatory effects, and 
common ethical quandaries in academic-industrial cooperation. Neuroscientists and 
IRB members shared a concern for ensuring mutualistic interrelationships between 
research and its academic, industrial, and regulatory environments in order to maxi-
mize brain research’s benefits to humanity.

�The Academic Environment

In our interviews, the academic environment of research stood out as an important 
influence, with particular respect to the pressure to publish and related concerns 
over career advancement. Respondents expressed that publishing work is a very 
socially and ethically complex act, involving deep questions about a researcher’s 
competing responsibilities to share, protect, and take accountability for their work, 
attend to enduring ethical principles such as beneficence, non-maleficence, and jus-
tice, and advance a career that is necessary to support the maturation of their work.

�Research Funding and the Pressure to Publish

Respondents shared that professional advancement generally depends on continu-
ous research funding, whether from federal sources, universities, or industry. Some 
expressed ambivalence that published work and its underlying data are more and 
more often resembling commercial products. The increasing commercialization of 
contemporary research can make researchers feel compelled to take on additional 
roles not necessary in the past—for example, the role of the entrepreneur or market-
ing agent. Some respondents perceived pressures to publish to be at odds with what 
they viewed as a free-ranging, exploratory ideal of scientific investigation that may 
have occasionally proven more effective in the past:

It’s bad in that the goal is not a scientific goal — the goal is to publish. It’s interesting when 
I need to justify to my students, your skills nowadays are not to be an amazing scientist but 
be a good writer because you will have to sell your grants and your data. (Professional 
Stakeholder Participant)

The same participant noted that the explicit breakdown of many academics’ sala-
ries into discrete research funding sources reinforces a pressure to publish. Many 
funding mechanisms, including grants, provide relatively short-term funding, and 
successive funding tends to stem from the continual production of data and pub-
lished papers. Continuing this line of agreement, one participant reflected that major 
scientists of the past benefitted from fewer economic constraints, which allowed 
them more time for scientific exploration, rather than short-term funding from large 
entities:
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It’s not like, Newton or whatever had the NIH […]1 All those major scientists, they had 
position in universities […] Those were lifetime positions. With this hard money comes 
stability, with stability comes challenging questions. Of course if you say that to a subset of 
the community here, they will say “Oh but we’re tackling challenging questions.” They 
don’t realize that they may be able to take paths that are way more original or difficult. 
(Professional Stakeholder Participant)

Some respondents expressed concern that the cultural pressure to “publish or 
perish” may not only curtail and foreclose the exploration of many potentially 
fruitful paths but can also incentivize hastily conceived work. Researchers who 
prioritize the pressure to publish against the conflicting professional duty to con-
duct rigorous research run the risk of oversimplifying their objects of study. One 
researcher suggested that undue publication pressure may ultimately delay scien-
tific advancement by opening or reinforcing demonstrably weak lines of inquiry. 
They viewed this problem as especially vexing because publication volume is an 
important index of scholarly achievement that is reviewed by promotional com-
mittees in determining whether a candidate is competitive for promotion. In turn, 
the structure of academic promotion can increase the pressures to publish that 
may result in ill-conceived work, with one respondent noting “Somebody counts 
how many publications you have, so it’s in your best career interest to publish 
things that might not replicate. And you do. And that’s where we’re getting into 
trouble.” 

�The Effect of Bias on Research

Researchers expressed concerns that publication and funding pressures can pose an 
enormous threat to the intellectual trust invested in research given their risk of intro-
ducing bias into the processes of knowledge discovery. While conflicts of interest in 
research and medicine are often understood as referring to financial conflicts of 
interest, respondents were not heavily concerned with these types of conflicts, and 
more often discussed concerns surrounding conflicts that are much more nuanced 
and difficult to measure. One researcher viewed publication pressure as a potential 
conflict of interest:

Most of the scientific misconduct and fraud has nothing to do with financial conflicts of 
interests. It’s due to the fact that people want to get their paper into better journals, so they 
falsify their research. I think that those levels of conflict of interest have always been more 
interesting to me than financial conflicts of interest, but financial conflicts of interest seem 
to be more things that people are concerned about: one, because it’s easily measured, and, 
two, because bias toward thinking that money drives people to do bad things, which it prob-
ably does, but I think there are other conflicts of interest that we don’t measure that may 
have more ethical consequences. (Professional Stakeholder Participant)

Respondents agreed that the pressure to publish can cultivate bias and other 
threats to scientific rigor. A frequently identified source of bias was the tendency of 
publishers to favor studies that find significant differences between groups. An 

1 Suspension points indicate omissions.
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ethically problematic “p-value culture” can cause researchers to perceive as neces-
sary and engage in data manipulation to secure grants and promotions, as one 
researcher described:

Your salary depends on your grants, and your grants depend on your data, so for me in terms 
of bias and ethics, you have your problem right there. (Professional Stakeholder Participant)

Respondents identified several other manifestations of bias that factor into the 
academic environment. A researcher’s own self-interest may make it more difficult 
for them to elevate other work that they perceive to be in competition with their 
own or accept limitations in their own work, and one’s training and background in 
a field may sway them to recommend certain therapies or treatments. There is not a 
clear way that these types of conflicts can be reported, even if the researcher is able 
to recognize them. To mitigate these subtle but serious conflicts of interest, respon-
dents were generally of the view that researchers presuppose the natural existence 
of some degree of intellectual conflict of interest, and work to discern and resolve 
it  to the greatest possible  extent. One researcher noted the importance of self-
analysis as a key aspect of this practice:

The very first step is just to recognize that the conflicts exist and tell yourself that you are 
conflicted. Once you call that out, once you’ve named it, once you’ve though about it, you 
can then take steps, inadequate as they always will be, but at least you can do your best to 
try to mitigate those things. (Professional Stakeholder Participant)

There was an overall sentiment that intellectual conflicts of interest, while poten-
tially ethically problematic, are not always unethical. Most individuals encounter 
intellectual conflicts of interest in their own work and research. Our interviewees 
felt that it is important, however, that researchers are willing and able to identify and 
disclose these conflicts.

�The Industrial Environment

Interviewees discussed the sometimes generative, sometimes conflicting interactions 
between academia and industry, frequently referencing industry’s powerful role in 
shaping contemporary scientific advancement and expressing a variety of opinions 
on the ethical acceptability of some emerging patterns and norms. They expressed 
many concerns related to power asymmetries arising from the greater financial capi-
tal and control over research directions generally held by industry firms. They explored 
differences between industry’s aims and scope and those of academic research, 
drawing particular attention to the effects of industry’s different set of incentives.

�Federal Versus Industry Funding

Neuroscientist and IRB member respondents reflected on the differences that 
exist between federal and industry funding sources. Some respondents felt that 
industry enables clinical trials that would not otherwise be possible due to 
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limited federal and other sources of academic funding, with one participant not-
ing that “Much of the work ends up ultimately being funded not by federal 
grants but by industry, because they have the resources to do those kinds of trials 
and the NIMH doesn’t.”

This participant emphasized that industry is especially adept at developing effi-
cient translational pipelines and conducting systematic analyses of small projects’ 
potential. In developing these pipelines, big pharmaceutical and big device firms 
use the vast amount of resources at their disposal to perform impact analyses on 
smaller companies’ products and, using this knowledge, attempt to acquire the 
ones that seem most promising. One respondent noted that many for-profit compa-
nies are moving away from funding innovative science internally, due to increased 
regulatory hurdles and a stronger financial rationale to simply provide venture 
capital:

Twenty or twenty-five years ago, many of the big companies [...] did innovative stuff. 
As the regulatory hurdles increased and the competition increased, they ended up 
kind of pulling away […] I think that certainly industry is interested in innovation, 
but big industry, big pharma, big device companies… they’re less interested in taking 
the chance, increasingly, of funding things that will not pan out. They’ve become sort 
of the venture capital for incubator companies that will take the chance of doing the 
bigger proof of concept studies that might lead to a registration and then scooping 
them up […] somebody else has taken the chance and it looks promising, and they 
now have the resources to bring it to the finish line. (Professional Stakeholder 
Participant)

Many respondents were skeptical about industry’s ability to align with the 
moral and intellectual goals of scientific  research  conducted in academia, 
emphasizing how the different interests, including self-interests, of industrial 
and federal funding entities may lead to differences in how their respective 
research projects are funded and advanced. One researcher noted that promising 
clinical trials have the benefit of potentially obtaining neutral funding that has 
no bearing on the outcome of the trial and is therefore protected against some 
kinds of conflicts of interest. Yet, while NIH funds a number of these proof-of-
concept trials, many large registration and device trials end up being funded by 
industry. This difference highlights a potential limitation of industry, in that it 
tends to fund work that offers clear returns on investment and tends to ignore 
work which may greatly benefit humanity but offers fewer or no clear short-term 
economic returns.

Additionally, where industry excels at developing new products, it may lack cer-
tain crucial stakeholder perspectives, especially those of vulnerable and special 
populations and people living with serious illnesses. One researcher expressed that, 
in their experience, companies tend to lack experts in some areas who could help 
develop ethically and scientifically robust research, from trial design to responding 
to concerns that arise in real time and in the longer term:

I think that if I was going to conduct a trial like this, I would hire experts in the field, not 
only to help design the trial […] [but also]  who really could respond to these kinds of 
concerns. Because when questions would go back to the [industry] sponsor, they really 
didn’t have anybody. (Professional Stakeholder Participant)
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�Downstream Effects

Respondents were attentive to the complexity of relationships between research 
institutions, patient needs, and the large companies who might potentially fund such 
projects. In one example, a researcher focused on conflicts of interest in such rela-
tionships, referencing an instance when a larger company pitched a promising treat-
ment to them, and successfully convinced them to use it in their own clinical research. 
As noted by this researcher, these overlaps between industry and academic research 
involve ethically problematic dual role situations that can include conflicts of interest.

Researchers also noted how the influence of industry in clinical research can 
indirectly impact labs and projects that do not receive industry funding. As one 
researcher noted, it is sometimes difficult for investigators to find or retain qualified 
research staff because talented staff can find a higher salary in industry; this may 
place researchers in a predicament where they are required to frequently train, hire 
and retrain new staff throughout a study:

It’s actually difficult to find research assistants who have those qualifications, because 
they’re not paid an enormous amount of money here [in academia]. And so that’s a problem, 
to find really qualified staff who are willing to forgo a salary that they could probably get 
higher in industry, because they can make a lot more money. […] So then it requires more 
retraining of the new staff. That’s an issue obviously, and I think it’s true with any lab. 
(Professional Stakeholder Participant)

Respondents also discussed how financial concerns may persist even after 
research yields important findings. Researchers noted that a serious ethical quan-
dary arises in cases where well-funded research yields a potential treatment, but 
limited funding outside of the study itself threatens or discontinues access to the 
treatment for the research participants who benefited. This problem prompted more 
than one researcher to ask, “If it turns out that these people are benefited by this, 
how do we pay for it to continue?”

Several neuroscientists discussed the ethical problem of withdrawing a treatment or 
therapy for patients who show symptom reduction or remission during the research 
stage, noting that continued treatment is typically not possible due to funding limitations. 
One researcher described how their trial intervention was able to remit most participants 
for days to months after treatment, at which point the participant would need continuing 
treatment. Because of the research protocol and limited funding, however, the researcher 
was unable to provide this care and instead refocused on enrolling new participants:

The issue is, I’ve got this group of people that I could keep well but I don’t have the finan-
cial infrastructure to do so. I could elect to just do [the research], and that’s all I do. But then 
I can’t get the method to go any further and I’m not going to get the funding [for that]. 
(Professional Stakeholder Participant)

�The Regulatory Environment

Research is funded by both private and public institutions, with accompanying foci 
and concerns. Likewise, institutional regulations derive from many places—IRBs, the 
NIH, or the U.S. Food and Drug Administration (FDA) directly. In academic settings, 
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the IRB is paramount in the formal assessment of ethics in research design, responsi-
ble for approving, rejecting, monitoring, and reviewing research involving human vol-
unteers; the NIH or FDA may have additional requirements. Neuroscientists were 
sensitive to the number of institutions that issue regulatory standards, as well as the 
competing motivations informing them. As one IRB member noted:

There are a lot of just little minor rules that the FDA and OHRP are pretty insistent on, so 
you have to kind of guide the investigator into checking the right boxes and answering the 
right questions. […] If it’s an NIH funded study then we generally presume that that’s been 
done by the review committee. If it’s a multi-center drug study, then typically those are 
going to be watched by the FDA. […] There are, as you may know, reporting requirements 
for adverse events that go either to a central review committee or to the IRB or somewhere, 
so that there is a fairly robust review of what we consider the data safety plan. (Professional 
Stakeholder Participant)

A handful of researchers expressed somewhat jaded attitudes toward IRBs. 
Some believed that the quality and integrity of IRBs differed based on the institu-
tion. Some felt that it can be excessively easy to obtain IRB approval if one 
knows how to “work the system.” Others noted that investigators may perceive 
an IRB as the final  ethical litmus test for their project and neglect asking 
enough ethical questions on their own. Some researchers felt that IRB regula-
tions have led to some undesirable effects. One noted that increasingly stringent 
animal ethics regulations in some countries are forcing researchers to outsource 
animal research. With regard to human trials, one respondent noted a seeming 
contradiction that a surgical innovation can be tested in vivo with minimal IRB 
approval, while a pharmaceutical or technological intervention with similar risk 
requires a disproportionately large amount of paperwork and long approval pro-
cess. Respondents perceived many current ethical ambiguities in research and 
felt that data safety monitoring boards, ethics consultants, clinicians, and research 
volunteers can conflict in their ethical judgments, leading to contentious out-
comes. One respondent perceived considerable polarization around about IRBs in 
the research community, suggesting that many think that IRBs do more to block 
up the research and translation pipeline than to support it, while others hold the 
opposite view. 

�Regulations on Financial Interests

Regulatory bodies and the public generally focus their attention on financial con-
flicts of interest when it comes to the fields of medicine and research. Noting that 
rules are set in place requiring the reporting of financial conflicts of interest in these 
fields, many researchers felt that these types of conflicts are adequately covered and 
accounted for.

Some researchers shared concerns that regulations regarding financial conflict of 
interest may have gone too far and could negatively impact sharing of scientific 
knowledge and tools. Top-down regulations that prohibit doctors or researchers 
from participating in activities associated with for-profit entities (e.g., attending or 
giving talks about a new treatment or therapy), though usually thoughtfully applied, 
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could also discourage collaboration and negatively impact the distribution of useful 
treatments and therapies to patients. One respondent noted that institutional regula-
tions can paradoxically undermine the ethical imperative to serve patients and 
advance science by suppressing data about promising new treatments that have yet 
to pass through lengthy regulatory processes.

Researchers overwhelmingly agreed that financial conflicts can potentially be 
problematic and should be publicly disclosed. However, several researchers 
expressed beliefs that public disclosure of these financial interests should be suffi-
cient, for this action allows patients and research participants to take this into con-
sideration when making a treatment- or participation-related decision.

�Regulations Concerning Confidentiality and Data Sharing

When discussing the influences that regulatory bodies have on the completion of 
innovative research, several respondents expressed concerns about how increased 
regulations on reporting have led to the underutilization of valuable data. 
Respondents felt that many current regulations—citing  the Health Insurance 
Portability and Accountability Act of 1996 (HIPAA) rules or IRB requirements, for 
example—did a good job of protecting research participants. Other regulations, 
however, were seen as slowing the progress of neuroscience research. If data col-
lected from a study lacks existing IRB approval for sharing at study initiation, for 
example, it may be limited to analysis by only the initial research team, and the 
benefit of sharing the data with other researchers can be lost:

You can have rules that limit the ability for people to learn things from the data, and that 
slows the pace of scientific progress because this group collected this data but they didn’t 
get the IRB approval at the original time to be able to share the data with the group that has 
better technique. So as a result the data sit there and they’re analyzed poorly, and the other 
group that could, in principle, have come in and done something useful with it is prevented 
from doing it because of IRB rules. I consider that to be an ethical problem. (Professional 
Stakeholder Participant)

Researchers described increasingly complex regulations on confidentiality in the 
research approval process, and expressed concern that  increasing complexity can 
limit or delay research  without sufficiently good  reason. Some members of our 
cohort identified privacy and confidentiality regulations as examples where the ethi-
cal principle of non-maleficence and the ideals of scientific advancement may con-
flict. In one researchers’s words: “Of all the things I’m worried about ethically, I’m 
worried about the patient privacy as interfering with the ability for doctors to share.” 
For this respondent, such concerns were two-fold: on the one hand, well-intentioned 
regulations governing the sharing of patient or participant data can make it difficult 
for researchers to gain access to meaningfully large datasets, and on the other hand, 
risk-averse institutions may shy away from the collection of many forms of data to 
avoid lawsuits:

There are other aspects of the measurements of the patients that you might not realize that 
are correlated with the outcome for the patient. You might only have tried a small set of 
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things, whereas the guy down the road might’ve tried something else […] People are terri-
fied to accumulate this information because the lawyers will sue them if that guy had a 
better outcome and you had a worse outcome. (Professional Stakeholder Participant)

Respondents felt that data sharing is critical to accelerate neuroscience research, 
and generally perceived the sharing of de-identified data as safe. Several respon-
dents were skeptical of the application of standardized risk categories to data, sug-
gesting that risk assessment based on a priori categories may not provide necessary 
protection for research subjects. One participant expressed their opinion that current 
data risk assessments are highly burdensome for researchers, and therefore may 
induce pressures to underestimate the risk of certain data in order to move research 
along more quickly.

Several respondents shared frustration that ethical regulations may not always 
properly balance risks and benefits. Many respondents perceived regulations on sec-
ondary analyses of blinded data to be too strict, as risks are understood to be very 
low and potential benefits are perceived to be relatively high. Overall, scientists and 
IRB members expected very little risk to patients’ privacy if data were to be more 
openly shared. Some suggested that there the research community is too risk-
averse regarding the use of personal data. To relieve some of this fear, one researcher 
advocated for informed consent language that is less aggressive in its presentation 
of risk, arguing that current consent disclosures are too lengthy and overly “risk-
weighted.” Another researcher used the human genetics community as a model 
example of data sharing, as it crosses national borders and its members perceive great 
benefits to sharing their data and research and are frequently willing to share it.

�Challenges Specific to Psychiatry and Neuroscience Research

The perspectives regarding the academic, industrial, and regulatory environ-
ments described above are ones that—though discussed here in regard to the 
fields of psychiatry and neuroscience—are likely held in many, if not all, fields 
of academic research. While these environments influence many different disci-
plines, respondents to our interviews also discussed the ways in which their 
confluence uniquely impacts research activity in the fields of psychiatry and 
neuroscience.

Although neuroscience research is a subset of medical research, the cur-
rent physical inaccessibility and complexity of the brain relative to other organs 
create challenges for researchers that are not found elsewhere in medicine. In the 
present day, the study of brain-based diseases is often conducted through indirect 
means: either though molecular and cellular level science with animal models 
and organoids, or through non-invasive tools which measure and map connectiv-
ity in the brain at lower than optimal resolution. These indirect methods lead to 
unique concerns regarding the validity and value of research within psychiatry 
and neuroscience, which were expressed numerous times throughout the 
interviews.
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Overall, the researchers we interviewed were highly motivated by the urgency 
and severity of symptom burdens experienced by those living with mental illness 
and were eager to discover more real-world applications of psychiatry and neurosci-
ence research. With this urgency, however, a large segment of respondents expressed 
questions about the ultimate value of different types of neuroscience research, not-
ing a seeming mismatch between tha magnitude of financial investment in new tech-
nologies and techniques and the translational returns that have thus far been derived 
from such investments. It can seem, even to researchers themselves, that intellectual 
resources are too often pointed in research directions that already have demon-
strated limited promise, and that research is too often not primarily motivated by 
medicine’s imperative to reduce suffering and related hardship. This concern was 
typically reflected in one of two ways—first, in beliefs that translational research over-
emphasizes the study of non-human biological models (e.g., animal models) which 
tend to have limited relevance to human brains and disorders, and second, in per-
ceived limitations of the research tools and methodologies currently used to attempt 
to understand the brain and develop treatments.

�The Conflict between Basic Research and Translation

The use of animal models in basic neuroscience research generated much discus-
sion related to the potential value it has for understanding the human brain and 
developing meaningful treatments that could potentially benefit patients. One 
researcher provided a succinct overview of what he saw as the current state of neu-
roscience research, in which the use of animal models may be too deeply entrenched:

I would say that there’s kind of a default set of operations that neuroscience engages in, and 
people don’t think about it and challenge it all that much… mostly we’re just locked into 
this world of do something in a mouse and claiming that it is going to matter for humans 
[...] We’re kind of in a certain frozen state where in the human stuff you can’t get the same 
spatial resolution and molecular resolution as you can in the animal models, so that makes 
it seem a little less science-y. And the animal stuff, you can do quite remarkable genomic, 
molecular, cellular manipulations, but it may not have any relevance to the human. 
(Professional Stakeholder Participant)

This concern regarding the ability of animal model research to provide relevance 
to addressing human hardship was brought up by multiple respondents. Researchers 
expressed wariness about the large amount of funding and attention that is directed 
toward animal model research, despite the low likelihood of most of it effectively 
translating to humans in the form of new treatments or therapies. In particular, there 
was skepticism regarding whether the majority of basic science that is explored 
under the umbrella of psychiatry and neuroscience will directly benefit humans suf-
fering from psychiatric and neurological disorders given that the circuits responsi-
ble for such  disorders can be unique  to the human brain and many diagnostic 
criteria are currently predicated on subjective reports of suffering. One researcher 
described this concern:
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I think one of the bigger issues for me is where understanding will really come from. 
There’s a lot of value placed on basic science as generating that understanding. And basic 
science, being in animals, has value. There’s no doubt about that, and you can understand a 
lot of biology from looking at basic science. Whether that will ever help psychiatry, I don’t 
know. (Professional Stakeholder Participant)

Several respondents described how this issue has been complicated by the insti-
tutionalization of “translation” within basic research. One researcher described how 
funding sources will often require researchers to explain how their basic research 
will apply to a human population, creating a false impression of translational prom-
ise, even if the proposed research, as yet, “has no real meaning for coupling any 
human disease.” The pressure that researchers may sometimes feel to assert a link 
to human illness or treatments in even the most preliminary of studies was further 
contextualized by other respondents, who referenced how the aforementioned “pub-
lish or perish” research culture can influence researchers to ascribe greater transla-
tional potential to their work than is likely to be found:

Right now, what you see in the field is a huge emphasis on technology in animals, and all 
that gets rewarded at high impact journals is more and more technology. And what you 
actually have is a situation that that field has diverged from anything that could help it trans-
late to patients. You’re rewarded for more and more elaborate experiments, doing things that 
will never have any relevance to people because it is not intended to. The actual hard work 
of translating between animals and humans and invalidating or validating models is being 
done less and less. (Professional Stakeholder Participant)

The above observation highlights the distinction between the types of research 
that are incentivized and rewarded by the field in the form of publications, career 
advancement, and grant funding, and the approaches that the participant perceived 
as urgently needed. This researcher continued to describe how, in his time in the 
field of psychiatry research, he has noticed that even the language used within the 
basic science literature seems to have evolved to accommodate the belief that all 
basic science should have clear implications for translation:

For a long time, people would use words to describe the behavioral phenotypes of 
“depression-like” or “anxiety-like,” realizing that they don’t know if the animal is depressed 
or anxious or psychotic or whatever. They infer that by looking at behavior and they would 
make that clear in how they refer to things. And that’s gone. That word “like” has disap-
peared. There is this pretending that you are actually studying something clinical but really 
you are not. What you are doing is advancing technologies that push you into this fancier 
experimentation. It might be great for understanding how the brain works, but not at all 
relevant to understanding the patients. (Professional Stakeholder Participant)

This shift in language was concerning to this researcher, who understood it as a 
symptom of a larger problem—that the field of psychiatry as a whole tends to over-
estimate the weight that should be accorded to animal model research. In turn, other 
types of research within the field—including promising translational studies which 
attempt to bring tools and therapies into human trials—may be viewed as more of 
an afterthought, leaving these efforts struggling for limited resources and funding.

Multiple researchers proposed variations of the question, “What are we are try-
ing to achieve here?” in regard to the use of animal models. They questioned how 
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findings from animal model research can be best incorporated into translational 
research and supported further inquiry into what translational research should 
really mean:

You can’t just look at something to give you a story that gives you a patina of translation. 
Translational work has to be done seriously and in a directed way. I think that the animal 
literature, in a sense, need to have a reckoning in terms of what the purpose is. Is the pur-
pose to understand the brain? That could be a fine goal by itself. Or is the purpose to really 
do translation? (Professional Stakeholder Participant)

More context for this issue was provided by researchers who work on basic ani-
mal model research in psychiatry. These researchers shared concerns that the insti-
tutionalized focus on “translation” detracts from the quality of basic research, and 
that it pushes researchers too far, too fast. As one respondent explained, “I think 
psychiatrists are put in this spot where they need to cure patients, and this is the 
medical field for which we have the least basic knowledge. It’s scary because you 
are put in a spot where you need to find solutions without it.” Many of the research-
ers interviewed repeatedly highlighted how little is known about the functioning of 
the human brain, and how critical it is for researchers to continue pursuing basic 
research in order to obtain a more advanced level of understanding.

These researchers provided additional commentary regarding how academic and 
funding norms may not optimally support the progress of necessary basic psychia-
try research with less clear impact. When funding and publications give the most 
attention to animal model studies that involve new technologies which provide a 
hint of possibility for translation to human studies, research that aims to develop a 
better basic level of understanding of human brain mechanisms is more likely to be 
ignored. As one respondent noted, “Do you know how many times you have a find-
ing and you know it’s going to be translational? Very rarely. It’s just like, electricity 
was not discovered in an attempt to improve the candle,” emphasizing that through 
extensive methodological work and steady progress, scientific  breakthroughs 
can take place. By compelling basic researchers to focus on finding cures or trans-
lational returns, however, attention may be subtracted from basic discovery, reduc-
ing the likelihood of major breakthroughs.

�Technological and Methodological Limitations

As discussed earlier, much of the human studies undertaken in neuroscience cur-
rently utilize tools that measure brain activity through non-invasive means, such as 
functional magnetic resonance imaging (fMRI) and electroencephalography (EEG). 
These tools, which can measure brain activity in the cortex, are the two most widely 
used tools used in the field of neuroscience research. While researchers still viewed 
these tools as highly useful, many drew attention to their limitations and the lack of 
other effective tools available to address  their  limitations. One expressed this 
directly:
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The other barrier is in terms of just having the right tools to look at the human brain […] 
because you can’t open up the skull and start to do things inside the brain, and so you have 
to go with non-invasive techniques and they have their methodological limitations. So 
somewhat of the barrier to treatment and getting deep understanding becomes, what kinds 
of neuroscience signals can you get [through EEG and fMRI]? They have their limitations. 
(Professional Stakeholder Participant)

This point was re-emphasized by multiple researchers, who expressed concerns 
that these technologies, which were developed to measure connectivity within the 
cortex only, are often extrapolated to research that they are not designed for, sim-
ply because the field does not have appropriate alternatives to study much of 
the brain.

Researchers who use EEG and fMRI as their primary methods of research also 
reflected on the limitations of the output of these tools, noting that there is often an 
over-interpretation of the data that is obtained from these methods: “a lot of the 
analysis methods aren’t worked out yet, it’s very easy for the data to be looked at in 
many, many different ways.” Several of the researchers expressed concerns regard-
ing how extensive p-hacking and data mining have become a common practice in 
studies that involve neuroimaging and questioned the ethical implications that this 
had for the field.

�Conclusion

Our interviews illustrated the many ways in which neuroscientists and IRB mem-
bers think deeply and critically about ethics in the context of their work. Members 
of the research community clearly valued regulations that protect against unethical 
behavior and recognized that the process of making ethical choices requires a sus-
tained endeavor as circumstances, concerns, and tools, and scientific objects 
change and newly emerge. As one respondent expressed, ethics are not about arriv-
ing at unassailable or universal theoretical rules, but about reaching decisions prag-
matically, given environmental constraints, with attention to relevant relationships 
and conflicts of interest.

Clearly, our participants felt strongly that differences in the research milieu—
whether a project is deployed in academia or in industry; how close a research topic 
might be to translational integration in healthcare; specifics of the project funding 
mechanism, for example—had great bearing on the particular concerns that a 
researcher must consider in order to perform ethically sound investigations. While 
there were some differences in their perspectives, our participants were unmistak-
ably committed to navigating the features of various research environments in ways 
that best honored their responsibilities to their research participants and to human-
ity. Increased awareness and active consideration of the range of ethically salient 
factors that shape  the conduct of neuroscience research can help researchers and 
other stakeholders sharpen their sense of how research should continue to evolve.
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Key Points

	1.	 Our professional stakeholder participants discussed three broad environments 
that shape neuroscience research: the industrial environment, the academic envi-
ronment, and the regulatory environment.

	2.	 Participants identified areas where academic and industrial research was not 
aligned in intellectual interests, often due to economic pressures (or lack thereof).

	3.	 Participants frequently perceived that some regulations, especially with respect 
to data sharing, limited collaboration between stakeholders and the robustness 
and rate of research discoveries.

	4.	 Participants noted some limitations regarding the applicability of animal model 
and organoid research to the human brain and its disorders as well as limitations 
of contemporary research tools and methodologies.

Questions to Consider

	1.	 How might insights from stakeholders be used to help foster a more active and 
robust culture of knowledge sharing in psychiatry and neuroscience?

	2.	 Academic, industrial, and regulatory forces influence how neuroscience research 
is conducted, but they also exert influence on each other. In what ways do they 
exert a mutualistic influence? Are there ways in which their influences may be 
ethically problematic or misaligned with the ethical ideals of medicine?
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Chapter 16
Qualitative Findings: A Focus 
on Professional Stakeholder Perspectives 
on Additional Issues in Research 
and Clinical Innovation in the Brain

Max Kasun, Jodi Paik, Katie Ryan, and Laura Weiss Roberts

�Introduction

This chapter, like Chaps. 14 and 15 before it, details key qualitative findings from 
the first part of the National Institutes of Health’s (NIH's) Brain Research through 
Advancing Innovative Neurotechnologies (BRAIN) Initiative®-funded project, 
“Enabling ethical participation in innovative neuroscience on mental illness and 
addiction: Toward a new screening tool enhancing informed consent for transforma-
tive research on the human brain.” Members of our research team conducted semi-
structured interviews with 44 “professional” stakeholders (neuroscientists, 
Institutional Review Board (IRB) members, and ethicists) in order to better under-
stand stakeholder concerns and perceptions about the ethical issues encountered 
through their work in innovative neuroscience. Using an iterative approach (see 
Chap. 13 for further description of methods), our research team then analyzed the 
interviews to better delineate and describe the stakeholders’ perspectives. This 
chapter focuses specifically on our analysis of stakeholder perspectives related to 
clinical innovation in the specific context of neuroscience and psychiatry research.

Innovation, defined as the process of making changes in something established, 
especially by introducing new methods, ideas, or products, has always been a part 
of medicine. Historically, new understanding of disease causes and mechanisms, 
changes in population-level disease burdens, and new models of care provision have 
caused health care systems to evolve frequently and rapidly. More recently, the 
development of previously aspirational and theoretical technologies—and the speed 
at which these technologies are advanced—has changed the landscape of medical 
research, influencing how we understand health and disease and our sense of what 
treatment directions may look like in the not-too-distant future.
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Since 2013, when the NIH launched its BRAIN Initiative, focus on innovation in 
neuroscience has increased sharply, with innovative neuroscience research endeavors 
ongoing in many different areas. Members of our interviewee cohort highlighted proj-
ects of all types, ranging from big data analysis to informatics, stem cell research to 
innovative device development, and drug-related randomized-control trials. Their 
excitement about the possibilities of innovative neuroscience was clear, and respon-
dents reported looking forward to a better understanding of how different mechanisms 
connect to individual patients, a better characterization of the physiological basis of 
mental illness, and, most importantly for many, new ways to translate their research 
into clinical care and honed more precisely to the needs of individual patients.

�Distinguishing Between “Science” and “Innovation”

Previous chapters detailed many of the administrative- and infrastructure-related 
concerns discussed by participants as they reflected on the practical realities of 
undertaking neuroscience research. Interviewees also conveyed philosophical con-
cerns. Resonating with discussions about the role of scientific discovery versus 
engineering in the wider technology industry, for many researchers, neuroinnova-
tion provoked questions about its ideal relationship with neuroscience. 
Neuroscientists and IRB members in our subject pool viewed neuroscience and 
neuroinnovation as dynamic endeavors, and sometimes diverged in their views 
about whether they described essentially the same processes or were functionally 
harmonized. One respondent compared science to an artistic endeavor, noting that 
“There are huge disagreements about what is the best path forward, what is good 
science, what is bad science. […]1 Science is much closer to art than any scientist 
would ever want the lay public to know about.”

The idea of innovation inspired our respondents and was often reflected in how they 
described innovative projects. One respondent extolled the culture of neuroinnova-
tion’s pursuit of solutions that “nobody has thought of before,” and are “ambitious” and 
“cutting edge.” Respondents often referenced the potential for innovative techniques to 
open up paths towards previously unattainable kinds and degrees of knowledge, citing 
emerging examples such as the development of manipulable brain organoids, the fields 
of optogenetics and artificial intelligence, and progressive advances in computing. 
They felt that the historical lack of techniques able to explore and manipulate the brain 
at high enough levels of resolution and precision represented frustrating limits of brain 
research  that can now be pushed further. In the words of one IRB member, “we’re 
really excited about all the studies [psychiatry and neuroscience] are doing because 
[understanding of] the brain to me seem[ed] to be lagging.”

This excitement carried on through many interviews, as respondents spoke about 
the desire to tackle historically fuzzy and intractable problems, and about how best to 
approach them. They wanted to know more about the nature and functional roles of 

1 Suspension points indicate omissions.
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neurological circuits (among many objects of study) and hoped that better understand-
ing of the brain would assist discovery and reduce morbidity and mortality in neuro-
biology and psychiatry.

Respondents spoke frequently about “new models,” “new conceptual structures,” 
and “new treatment modalities” possible via neuroinnovation. One researcher, char-
acterizing his work, explained that “the kind of neuroscience I do is a new form.” 
Many were motivated by their understanding that existing knowledge of the brain is 
miniscule in comparison to the level of knowledge that could be achieved, such as 
one researcher who reflected:

I think the creativity [interests me], because I can all of a sudden work with industry and 
with other people in the department and in other disciplines and where nobody knows any-
thing. We’re exploring. I am an adventurer at heart, so I like the exploration process. 
(Professional Stakeholder Participant)

Several interviewees tempered their excitement, sharing concern that innovative 
techniques might not lead to great success without very careful development and 
implementation. One respondent expressed worry that the strong affective and eco-
nomic pull of “innovation” could diminish interest in scientific rigor, sidelining 
“good” traditional science, as they defined it:

It should not be about innovation and it drives me crazy. It should be about good science, 
and sometimes the best science is doing an old-fashioned methodology. We are treading 
down a very dangerous path of not doing the best science anymore and just promot-
ing “innovation,” in quotes. (Professional Stakeholder Participant)

Because the term “innovation” refers to novelty and does not necessarily include 
a value claim or judgment, some respondents were concerned that the idea might 
currently exert an undue influence on research funding. For them, intrinsic value 
was one attribute that distinguished biomedical research from innovation. The 
respondent above continued:

It drives me crazy that on every NIH grant now you get scored on innovation. That’s not 
what should be the criteria. It should be the best science to answer the question you’re 
addressing. And certainly innovation is important and should be encouraged, but it should 
not be encouraged at the expense of the best science. (Professional Stakeholder Participant)

�The Role of Innovation in Changing Established 
Scientific Frameworks

New tools enable new types of research, and the introduction of innovative research 
tools into the field of neuroscience can alter established protocols and generate new 
ethical and methodological concerns. Interviewees reflected on how caution is 
required in these burgeoning inquiries, in that the innovative methods developed 
may have adverse consequences or necessitate reevaluation of the scientific frame-
works that shape the conduct of research.
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�Effects on Life Science Research Methodology

Respondents explored ways that innovative neuroscience could mutualistically sup-
port other biological research. Central to many of these examples was the idea that 
new research techniques might enable kinds of biological knowledge previously 
thought unattainable. Several respondents described biological methods they felt 
were especially promising and expressed excitement at the ways usage of these 
methods might allow for a new understanding of the brain. One participant pointed 
to the “amazing breakthrough” of optogenetics as one example of a game-changing 
technique that allowed for a new way to understand neuronal function, pointing to 
optogenetics as “this huge breakthrough that for once, in contrast with fMRI, can 
allow us to address the function of a neuron.”

As another example, several respondents cited the creation of brain organ-
oids as a new scientific advancement that could fundamentally enhance neuro-
science research. Derived from pluripotent stem cells and maintained in vitro, 
these organoids function as developmentally conserved, three-dimensional cul-
tures, facilitating the discovery of new models of neuropsychiatric disorders and 
treatments. Several respondents discussed the profound scientific impact of this 
new technique, in that it can surmount previously intractable ethical and experi-
mental barriers in the modeling of complex neurological and neuropsychiatric 
conditions. As one researcher explained, the advancement in the use of brain 
organoids “solves the problem of not having access to human tissue and it 
releases some of the need, for instance, for using human primary tissue.”

Different biological approaches impact established research frameworks in 
different ways. Respondents described the possibility that new approaches such 
as optogenetics and brain organoids will alter not only the methods of study but 
also the established pipeline of scientific inquiry. One researcher described ways 
that new biological techniques may influence how the quality or usefulness of 
different types of research is perceived: “Very soon people are going to say, ‘Well 
unless you make a little bit of a brain tissue and test it, then we’re not going to 
believe this data’.”

While excitement for these new biological methods was strong, respondents con-
sidered their utility in solving clinical problems for actual patients an important part 
of their value. One researcher summed up this point, explicitly mentioning the 
importance of “coming back to, ‘How do we fix us?’”

�Technological Changes

Innovation in neuroscience ran in parallel with innovation in technology for 
many of our respondents, and concerns described initially in the tech space were 
revisited in the context of clinical neuroinnovation. Respondents expressed 
agreement that as interest in computational neuroscience has grown, big data and 
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artificial intelligence have increasingly found a foothold in the research endeavor. 
One researcher described how big data platforms can generate insights even at 
the level of an individual patient, and the hope it implies for the future of 
patient care:

[Our department] has developed an informatics platform […] it gives people the ability to 
conduct these pragmatic trials. […] It actually has smaller standard error, so you get preci-
sion with lower burden to the patient, and you get a beautiful, collated, real time, and lon-
gitudinal data display of how your patient is doing. (Professional Stakeholder Participant)

While patient care was one major area of interest, respondents also described 
ways in which technological changes have affected the path of research. Aware of 
neuroinnovation’s close relationship with advanced  computing, many respon-
dents shared a desire to incorporate new computational techniques into their 
work, but  also expressed concerns about its effectiveness, and awareness of 
potential threats to ethical commitments, such as patient privacy. Some respon-
dents pointed to the potential for machine learning and artificial intelligence 
applications to describe, prevent, predict, and help manage disease as a reason to 
pursue its development. There was agreement among several respondents that 
these tools could prove generative, although some respondents tempered this 
view with observations that artificial intelligence and machine learning are still in 
their infancy. One researcher expressed some ambivalence about the current 
usability of machine learning in neuroscience, expressing the opinion that it 
could be more powerful “maybe in the future.” Others described the success of 
computational techniques in other disciplines and hoped to bring them into the 
field of neuroscience. As one respondent explained, “There is a whole field of 
computational neuroscience that’s working on that that I am at the edge of, but we 
want to kind of steal conceptual stuff from them and bring it to bear it on neuro-
imaging work.”

�Emerging Ethical Concerns in Innovative Neuroscience

While highly valuing the goals of science, respondents also recognized the needs of 
human subjects and affirmed the importance of human subject protections in safe-
guarding the ability to perform innovative, and potentially risky, research studies. 
Their excitement about neuroinnovation was moderated by the desire for thoughtful 
and robust ethnical frameworks. One researcher detailed a concern that not address-
ing the ethical dimensions of innovative projects could potentially slow the advance-
ment of the field:

[It worries me that] because everything is so promising and so exciting, in terms of what is 
happening in neuroscience, that anything that you put in the way of neuroscience progress-
ing could be [seen as] an ethical dilemma. You’re preventing science from going forward 
[…] You get into your own bubble, if you will. I think that’s a danger. I love addressing 
curiosity, but I feel that it cannot be that alone. It has to advance science and it has to 
advance how human beings live a better life. (Professional Stakeholder Participant)
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�The Complexity of the Brain and Unique Risks of Neuroscience

The brain is a unique organ with complex biology and a distinct role as the root of 
consciousness, emotion, self-governance, and personhood. The uniqueness of the 
brain entails that brain research is also unique, carrying specific risks and conse-
quences by virtue of its distinctive and fundamental role in the mind and body—an 
understanding our interviewees shared. Many reflected on the ways that this unique 
status creates novel tensions in the lab and in the clinic.

Researchers reported employing a variety of novel technical methodologies to 
help science make progress, and many respondents were moved to describe those 
techniques in detail, highlighting the ways that the complexity of the brain can moti-
vate the use or creation of innovative tools. Respondents expressed concern that 
research involving cutting-edge tools, especially in the context of the brain, carries 
unique risks. The risks they identified were both actual (e.g., surgical risks from 
implantation of a novel deep brain stimulation device) and theoretical (e.g., the 
future possibility of brain organoids advanced enough to have some experien-
tial awareness that could be violated). They suggested that some concerns could be 
originate in an innovative technology itself (e.g., psychosocial or privacy threats 
related to wearable devices  that collect and analyze biometric data). Participants 
also expressed concerns about the societal context of use (e.g., “biohacking”). 
Reflecting on the uniqueness of the brain, some members of our cohort described a 
need to balance excitement with caution, especially in research endeavors with 
novel interventions, as expressed by one respondent:

There’s just the need to be really cautious. We may not have a full way of understanding 
or a full way of measuring or capturing what the impact is of either a measurement tool 
or a neurological intervention. […] There’s just a lot that feels kind of unknown, so with 
innovation you have to be very cautious about that. […] I think maybe initially when 
starting a project, particularly when it is an innovative neuroscience study, really asking 
participants what they’re expecting to get out of it and why. (Professional Stakeholder 
Participant)

�Innovative Devices and Technology

There is a wide range of methods and tools that can be applied in the context of 
neuroinnovation, encompassing everything from novel biologically based meth-
ods such as optogenetics and brain organoids; to neuromodulating interventions 
like deep brain stimulation (DBS) and transcranial magnetic stimulation (TMS); 
to ex vivo computational methods, including artificial intelligence and machine 
learning. Regardless of whether the technology considered was in vivo, in vitro, or 
in silico, however, respondents described an awareness of technology-specific 
concerns and valued considering the pros and cons of new  technologies’ use. 
Like  the many  demonstrated implications of other transformative technologies 
(e.g.,  nuclear energy, DNA manipulation, deepfakes), respondents found both 
promise and peril.
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�Recognizing Limitations

Respondents reflected on the status of innovative devices and methodologies like 
DBS and repetitive transcranial magnetic stimulation (rTMS), expressing both 
excitement about their utility and concern about some of the details of their deploy-
ment. Recognizing that “we’re getting more and more advanced technologies, but 
some of those are more and more invasive,” one researcher cautioned about the need 
to evaluate research rationales: “are we doing things just for the fact that we can do 
it and it’s just new technology and we want to try it? Or do we really think it’s going 
to help these patients or further the field?” Another researcher echoed the impor-
tance of having an explainable scientific rationale for utilizing tools that could be 
explored  across  a potentially wide problem space, perceiving a problematic ten-
dency: “When there is some new treatment modality [...] one of the first things that 
happens is that people try to generalize it.” While acknowledging that generalization 
might be safe in lower risk studies, this respondent stressed that the risks of some 
neuroinnovations could be considerably higher than those of usual medical inter-
ventions and thus deserved more careful consideration:

You need to be really careful not to just sort of say “Well if it worked there let’s try it here,” 
without really having a very sound pre-clinical scientific basis for why you think it might 
work in that setting. It’s a lot easier if you’ve got a new antibiotic to try it on 53 different 
bacteria to see if it works, but if you’re doing some invasive — either an electrical stimula-
tion or something that requires that you place electrodes or some physical sensor of some 
kind in somebody’s brain — then just because it worked for Parkinson’s disease doesn’t 
mean it’s going to work for ALS, or however you might define that. Stimulating nerves with 
an electrical pulse might be very helpful in one disease, but you need to make sure you have 
a very sound scientific rationale before you say “Well it worked for that, let’s try it for this 
and that.” (Professional Stakeholder Participant)

Many respondents described their wish for researchers to maintain a critical atti-
tude when assessing the limitations and ethical considerations of new technologies. 
One respondent warned against getting “wowed again by the technology driving, 
kind of the tail wagging the dog in a way.” Some respondents expressed the view 
that innovative methods can unduly inspire public trust and sway  prospec-
tive research volunteers, particularly in the case of innovative technologies, because 
of their novelty and advanced appearance, as described by one researcher:

Because [subjects] think because there’s technology, there’s been a lot of safety done. You 
know it’s sort of like, you go to the doctor and the doctor is like God. So you go, “This is the 
high technology. I don’t need to ask questions, this is all ordained.” And they don’t under-
stand it’s not. I think that’s what I am trying to put into words what’s bothering me. I think 
that’s what it is. It’s like you just go into this, “Wow, technology can do all this!” so they 
don’t ask questions, they assume it’s safe. And because it’s so powerful, there is a hubris 
about it too, and the people using it have a hubris. (Professional Stakeholder Participant)

Several respondents expressed similar concerns related to how perceived innova-
tiveness may influence research participation, feeling that an overabundance of trust 
could lead research subjects, and researchers themselves, to underestimate the risk 
and overestimate the potential benefits of their involvement. As one researcher 
noted, “There’s a hubris about it, technology and the brain, and that we know things 
and we underestimate risk.”
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�Privacy and Confidentiality Concerns

Many concerns arising from the use of innovative devices and technology in neuro-
science and psychiatry were specifically related to privacy. Respondents pointed to 
the increasing use of devices that collect patient data as a growing region of ethical 
concern in terms of patient confidentiality:

A lot of the protocols that are coming along in psychiatry use devices, and so a shift away 
from medication to devices has called for a different understanding of what the ethical chal-
lenges are of doing it because of issues regarding privacy and sharing data with outside 
companies. (Professional Stakeholder Participant)

Concerns about privacy, data-sharing, and the use of big data were repeatedly 
brought up in conversations regarding devices, which are frequently owned by 
“companies that hospitals might contract with” and that might collect many types of 
data. Interviewees expressed apprehension about the ownership and security of that 
data, which could be stolen and mined for information, and had questions about 
“what happens if those [data] get out into the open.” Researchers expressed con-
cerns that, in the hands of actors outside the clinical setting, health data could be 
applied in ways that could negatively impact patients’ lives, with examples being 
that such data may be used to deny health insurance or increase premiums, or even 
prevent certain individuals from being hired into specific jobs or fields. One respon-
dent hinted at these concerns, asking “If people get hold of those kinds of data and 
they can mine it to see who might have depression or clinical symptoms, how might 
they actually use it?” while another addressed them explicitly:

There are unknown potential risks of that re-identification and we don’t know what those 
are. You can imagine health insurance risks, and unlike genomic data, you’re not protected 
legally from the negative consequences of somebody using these kinds of data. (Professional 
Stakeholder Participant)

Specific attention was given to the inability to clearly anticipate future risks 
entailed by new technologies. Respondents repeatedly expressed that many of their 
concerns surrounding the collection and sharing of neural or biological data stem 
from the fact that the future capabilities of technologies could re-identify individu-
als more easily. Neuroscientists interviewed by our team were wary of the still-
hypothetical but  increasingly likely potential for anonymized neuroimaging data 
(such as MRI scans) to be re-associated with an individual, with its own new set 
of risks:

The question is, if you knew that about someone, if you had their just raw neural data, what 
could you learn? Is it violating their privacy in any way? Right now, I don’t necessarily 
think so. We’ve maintained that we’d rather err on the side of caution and not release that 
data if we can avoid it because who knows in the future what sort of deep learning 
techniques—, you might be able to identify a person’s neural signature from their data. So 
I think this is a thing as we’re starting to get bigger and bigger data sets with more and more 
of a subset of the neurons that make up a person’s brain, that we may be able to find out 
more about them through that. (Professional Stakeholder Participant)
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�Enhancement and Augmentation

The potential for unintended downstream effects of some innovative neuroscience 
technologies weighed on the minds of many of our respondents. One respondent dis-
cussed the high likelihood of science aiming increasingly towards augmentation of 
the brain, expressing that “augmentation is one of the topics that people are really 
interested in because our history as humans is, we find something that makes us able 
to do something better, we’re going to try to do that.” As neuroscience research has 
become more innovative in design and scope, the augmentative potential of much 
neuroscience research has become more obvious and its ethical limits less clear, intro-
ducing the question, “Under what circumstances would we ever consider augmenting 
someone?”

�Treatment Versus Enhancement

Respondents noted that a new host of ethical issues arises when we begin moving 
past treatment and into enhancement or augmentation, which people may perceive 
as undue alteration of an individual’s apparently healthy state or to increase their 
mental abilities beyond their “natural” level of functioning. The limits of appropri-
ate use of hypothetical cognition-enhancing therapies, and their risks, are undefined 
and difficult to predict. Researchers discussed the distinctions that society tends to 
draw between treatment and enhancement. One respondent felt that “anything that 
puts you back to your baseline, I think people would be really comfortable with 
that,” in the context of potential enhancing technologies. When similar approaches 
are instead utilized purely for purposes of self-enhancement or improvement, how-
ever, researchers suggested that society may not be as open or accepting:

You could do something that would make someone the best that they are, to make their 
brain function at its highest level. If you could make someone think better and be smarter, I 
think most people would think that was a good thing, but that would be changing what 
people perceive as a basic thing about someone. So even if you make someone their “best” 
with some of these changes, I think people are going to be uncomfortable with any change, 
just as a society […] But I think most people are comfortable if you’re treating something 
that people are suffering from so that they feel better or so that they are where they were 
before. But when you start doing things that change them from baseline and things that may 
be an enhanced intelligence or mood, I don’t know. I think that’s where the ethical issues 
are going to come in. (Professional Stakeholder Participant)

One respondent noted that conceptions of “therapy” and “enhancement” tend to 
become merged in hypothetical advanced technologies, because some could poten-
tially serve both  purposes. Hypothetical enhancement of our mental functioning 
through neural interfaces (already being developed)  and other prostheses could 
result from devices supposedly originally developed as therapies. One researcher 
expressed concern that such enhancing technologies will be prematurely applied in 
clinical contexts:
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There is this superman kind of trend, which is like, “Oh I don’t sleep. I sleep four hours. I 
take a cold shower in the morning, fifteen minute nap in the afternoon, and I’m just fine.” 
Yes, for a couple of months. And the trend to me is like, whatever we do that would show 
that we can shorten sleep, that will be taken too rapidly to the clinic without evaluating the 
very long-term effects. (Professional Stakeholder Participant)

These concerns extended to outside of the clinic, with some researchers empha-
sizing that novel risks and vulnerabilities may emerge in uncontrolled and non-
therapeutic contexts, and that these implications are intrinsically difficult to predict. 
One researcher noted that techniques that target neural circuitry pose special risks 
to autonomy and risk being misused outside the therapeutic setting:

We’re taking people and driving their brain transiently into a much more highly receptive 
state and then having them enter into a therapeutic environment where they get suggestions 
that normally their brain would clamp down or reject because the conflict circuity is intact, 
but in this case after TMS, after shutting down the conflict circuitry, after allowing informa-
tion flow to happen more readily, they just take it in. […] Say this got approved […] and 
then Joe Blow in the community does this. (Professional Stakeholder Participant)

These concerns are linked by the idea that some individuals and entities outside 
the therapeutic setting have norms or incentives that conflict with the medical com-
munity’s principles and safeguards, such as beneficence and informed consent. At 
the same time, other researchers noted that much of individual non-therapeutic use 
is driven by a desire for optimal well-being, and that healthy people have and likely 
will always find ways to use innovation for personal enhancement:

We forget that we actually do those things all the time in our daily lives. Like, I just had a 
cup of coffee. I am going for neurostimulation pharmacologically, and I do that every day, 
multiple times a day. We do these things anyway in our daily lives. […] People are so afraid 
of what might happen that they forget that they’re doing some of that every day, that humans 
for millennia have been trying to neuromodulate themselves to seek advantages, to get bet-
ter test scores, to run faster, to do something better. That’s kind of what people have been 
doing always. (Professional Stakeholder Participant)

�Justice and Autonomy

Multiple researchers addressed the ethical concerns surrounding justice (e.g., equity, 
access) and autonomy that may emerge when technologies are used for enhance-
ment purposes. One researcher noted that the likely immense costs of new technolo-
gies may pose a justice issue as it relates to enhancement, as only those with the 
financial  resources will be able to access such tools for improved functioning. 
Differential access to cognitive enhancement could become yet another frustrating 
device for reinforcing existing systemic inequality or inequity, with one respondent 
noting that “I think that if you start doing things, then I think people are going to 
start to worry about these inequalities. It may be only the people who are the wealth-
iest who can afford to do some of these treatments to make them better and smarter.”

One respondent proposed that enhancements may be one day perceived as neces-
sary for certain social roles and labor. Concerns arose in regard to specific jobs or 
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careers that may encourage the use of enhancement, and how the availability and 
use of these technologies could have lasting implications on both the individuals 
and the field. One participant cited work on a deep brain stimulation system that was 
shown to support  increases in focus and concentration and hypotheti-
cally could unjustly advantage certain individuals. This researcher questioned the 
impact that such tools could have if they were made available outside of a medical 
context:

Is there either overt or subtle societal coercion? Is there individual coercion? What about 
equitability? Can everybody get it? Or can only a certain few people get it? […] What are 
the risks? What are the societal risks? What about others in [the] squadron? Are they being 
coerced now because [someone else] has an advantage? Is there subtle pressure that they 
should do it? (Professional Stakeholder Participant)

Such questions regarding coercion and societal pressures emphasize the effect 
that augmentative technologies could potentially have on an individual’s bodily 
autonomy, further demonstrating how wide-ranging and unpredictable the down-
stream effects of innovative neurotechnology may be once outside of the controlled 
environment of a research laboratory.

�Conclusion

Innovative research can be transformative, and nowhere is this truer than in the brain. 
Clearly, neuroscientists and IRB members in our interview cohort gave critical atten-
tion to the specific context of neuroscience as a field. Our interviewees shared spe-
cific concerns arising from the brain’s unique role as the seat of human consciousness. 
Guided by a shared motivation to ensure research is conducted with great care in this 
particular field of study, our participants explored the unique concerns arising from 
brain-based innovations. They carefully considered the line between “science” and 
“innovation” in the brain, explored the unique protections required in neuroinnova-
tion due to specific privacy and security issues specific to brain-based study, and 
expressed concern about the line between treatment and enhancement. Our respon-
dents also examined issues related to new technologies utilized in investigative neu-
roscience. As in previous chapters, these interviews highlight a shared desire to 
protect the ethical foundation of research focused on the brain. With a shared sense 
of the promise neuroinnovation holds for improving human health, our interviewees 
reflected  a common desire to advance sophisticated and stakeholder-informed 
approaches to addressing accompanying ethical issues.

Key Points
	1.	 Some of our professional stakeholder participants viewed innovative qualities as 

important in evaluating the usefulness of research, while others believed it was 
overemphasized for reasons such as its value-agnostic nature.

	2.	 Participants were optimistic about the potential for new tools to achieve greater 
biological resolution and control of the brain (and derived organoids) and ulti-
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mately to reduce human suffering. Still, they pointed out unresolved ethical 
issues surrounding these tools, including that some tools’ promise has yet to be 
widely demonstrated, that related perceptions may involve a degree of hubris, 
and that they likely entail new biological, psychiatric, and societal risks.

Questions to Consider
	1.	 Are neuroscience and neuroinnovation distinct professional endeavors? To what 

extent (if any) do they overlap or align (e.g., in values, motivations, or functional 
aspects)?

	2.	 Some neuroinnovations, such as machine learning-derived tools for modeling 
features of mental illness, have been critiqued for potential overreliance on bio-
logical frameworks for understanding illness. Is this critique valid? In what 
way(s) could such biological essentialism matter ethically?

	3.	 Besides biological and justice risks (e.g., invasive nature of a brain implant pro-
cedure, social inequality), what other risks might be posited for brain-enhancing 
technologies?
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Chapter 17
An Innovation in Neuroscience 
and Neuroethics Survey Research: Amazon 
MTurk

Tenzin Tsungmey, Jane Paik Kim, Henry Termuehlen, Jodi Paik, 
and Laura Weiss Roberts

�Introduction

Our project, “Enabling ethical participation in innovative neuroscience on mental 
illness and addiction: towards a new screening tool enhancing informed consent for 
transformative research on the human brain,” utilizes a unique online crowdsourc-
ing marketplace to recruit participants for important parts of our research. Amazon, 
the world’s largest internet company, launched Amazon Mechanical Turk (MTurk) 
in 2005 as a tool to recruit remote workers to complete tasks that could not be per-
formed by artificial intelligence. The online service was inspired by the Turk, a 
famed chess-playing machine hoax developed in the eighteenth century. Challengers 
who encountered the Turk believed they were playing chess against a sophisticated 
machine; rather than being automatic, however, the Turk was controlled by a hidden 
human chess master enclosed within a small cabinet (see Fig.  17.1). Amazon’s 
MTurk allows for the deployment of human intelligence under a technological 
interface and was explicitly designed as a platform to crowdsource workers who 
could perform tasks that a computer could not. Initially, these crowdsourced work-
ers were used to remove duplicate products from Amazon’s own website.

The MTurk platform launched in November of 2005 and its user base grew rap-
idly. Realizing the potential of the platform, and recognizing that “while technology 
continues to improve, there are still many things that human beings can do much 
more effectively than computers,” Amazon extended the services of MTurk to other 
companies also looking for workers to complete small jobs or projects known as 
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Fig. 17.1  Copper 
engraving from the book: 
Karl Gottlieb von 
Windisch, Briefe über den 
Schachspieler des Hrn. von 
Kempelen, nebst drei 
Kupferstichen die diese 
berühmte Maschine 
vorstellen. 1783. Public 
Domain, https://commons.
wikimedia.org/w/index.
php?curid=424092

Human Intelligence Tasks (HIT)—single, self-contained, virtual tasks, such as mod-
erating content, removing duplications, or participating in survey research—that 
require human participation to complete [1]. Amazon describes MTurk as follows:

Amazon Mechanical Turk (MTurk) is a crowdsourcing marketplace that makes it easier for 
individuals and businesses to outsource their processes and jobs to a distributed workforce 
who can perform these tasks virtually. This could include anything from conducting simple 
data validation and research to more subjective tasks like survey participation, content mod-
eration, and more. MTurk enables companies to harness the collective intelligence, skills, 
and insights from a global workforce to streamline business processes, augment data collec-
tion and analysis, and accelerate machine learning development [1].

The process of assigning tasks to be completed by anyone who willingly takes up 
the job has become known as crowdsourcing. Crowdsourcing involves gathering 
labor or information from a large and open group of participants. Work that is 
crowdsourced is typically not assigned directly to any specific individual. It is 
instead willingly taken up by an individual that chooses to complete the task for the 
reward that is agreed upon. Crowdsourcing differs from outsourcing because the 
task is completed via a less specified and more public group (whereas in outsourc-
ing a task is typically assigned to a specific group). Because of the nature of crowd-
sourcing, the workforce composition is fluid, often gaining new workers and losing 
past workers over the course of time. It is estimated that between 100,000 and 
200,000 workers were on the MTurk site as of 2018, and that half of all MTurk 
workers will perform tasks on the site for about 400 days before leaving the plat-
form [2].

The MTurk platform has been explored and adopted as a survey platform in 
many fields. In this chapter, we discuss the use of MTurk in the conduct of neurosci-
ence and neuroethics survey research. We begin by providing background on MTurk 
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as a survey platform and then describe some early studies in the domains of neuro-
science and neuroethics conducted via MTurk.

�Amazon MTurk and Academia

Survey participant recruitment increasingly utilizes internet platforms instead of 
traditional sampling techniques. Amazon’s MTurk has been a tool for recruitment 
and data gathering for social science research since 2010, and approximately one-
third of all jobs on MTurk are from individuals in academic sectors [3]. Researchers 
in the social sciences—including marketing, psychology, and political science—
rely on MTurk as a source of participant recruitment. Crowdsourced research is 
increasingly popular; as an example, over 40% of behavioral studies in volume 43 
of the Journal of Consumer Research (June 2015–April 2016) utilized data from 
surveys deployed through the MTurk marketplace [4]. Other academic fields, e.g., 
sociology and communication, have also adopted crowdsourcing method of collect-
ing data.

Increasingly, MTurk also has been used to improve training data for machine 
learning artificial intelligence systems. For example, YouTube uses MTurk workers 
to review videos to determine if they contain any crude or inappropriate content that 
is not allowed on the site. Workers watch videos and then answer some questions 
about what was contained in the video; their answers improve the data used to 
develop YouTube’s machine learning tools for automated content detection [5]. 
Machine comprehension of text also drives some MTurk projects. The Stanford 
Question Answering Dataset, or SQuAD, utilized MTurk to answer 100,000+ ques-
tions posed by workers on a set of Wikipedia articles; the goal of this project was to 
provide a dataset to improve the reading comprehension of artificial intelligence 
systems [6]. More recently, academic medicine researchers have used MTurk to 
assess clinical populations [7].

�How Does MTurk Work?

MTurk is simple and relatively easy to use. Participants register as “Requestors” 
(task creators) or “Workers” (contractors or paid task completers). Requestors can 
post any task or HIT and define how many workers are needed to finish the task (i.e., 
500 workers to complete the task). Requesters have the option to make sure that the 
best workers complete the HITs by setting qualifications for workers in terms of the 
following parameters:

•	 Location (i.e., only workers in the U.S. to complete the HIT),
•	 The number of HITs a worker has completed (i.e., choosing workers who have 

completed at least 200 HITs),
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•	 The percent of completed HITs accepted (i.e., choosing workers who have had 
95% or more of their HITs accepted by other requesters).

MTurk workers who meet the above qualifications can then finish HITs in the 
time frame selected by the requester (e.g., within 2 hours) and get paid for their 
work within hours or days of completing the task. Payments for tasks that are com-
pleted are transferred directly from a requester’s account to a worker’s account. For 
international MTurk workers, payment might be in Amazon credit.

�Registration, Sign Up, and Payment

Workers register for MTurk using their email address. After registering, workers can 
view a list of available HITs and can opt to participate in HITs for which they are 
eligible. Workers can link their MTurk account to their bank account for the pur-
poses of payment. The HITs that the workers complete are linked to online survey 
platforms such as Survey Monkey and Qualtrics [7].

�Fee Structure

Amazon’s MTurk profit is derived from the fees charged to requesters (on top of 
payments to any worker). Amazon adds a 20% fee on top of the reward (i.e., pay-
ment) and any bonus or tip amount payed to workers; HITs with 10 or more assign-
ments are charged an additional 20% fee [8].

Requesters are responsible for payment, and they can decide what work to pay 
for and what work to reject. In the example of a survey, requesters can reject a sur-
vey completed by a MTurk worker on the basis of the requester’s subjective criteria, 
e.g., if the survey respondent misses one too many attention-check questions or if 
the time to completion was deemed insufficient. Amazon is not responsible if a 
MTurk worker believes that their work was rejected unfairly [8]. Requesters looking 
to conduct longitudinal studies and repeated measures experiments can do so by 
issuing follow-up invitations to their previous MTurk workers, providing payment 
on more than one occasion. Requesters can also exclude MTurk workers from one 
study to the next study if conducting longitudinal studies by collecting user IDs 
from the first study [8].
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�Who Are the MTurk Workers?

The Amazon MTurk workforce is global, although most workers are from the 
United States (75%), followed by India (16%), Canada (1.1%), Great Britain 
(0.7%), Philippines (0.35%), and Germany (0.27%) [2]. MTurk workers are younger 
than the overall population of the United States (88% of workers under the age of 
50 compared to 66% of U.S. working adults) and are more educated (51% of respon-
dents have college degrees, compared to 36% of working adults in the U.S.) [7]. 
Initial examinations of the worker population revealed that MTurk workers were 
comprised of significantly more females (64.85%) than males (35.15%) [9], but 
more recent studies show an almost equal representation of males (49%) and 
females (51%) [10].

Many workers report that they join MTurk because of the financial opportunity it 
represents. Although most workers use MTurk to supplement their income, about 
25% of workers make most or all their income from MTurk [7]. Other reported 
motivations for participating on MTurk are diverse, including entertainment, “kill-
ing time,” personal growth, skill building, and contributing to knowledge and soci-
ety [7, 9]. Even though some MTurk workers are motivated by the money they make 
from taking part in MTurk, studies show that compensation alone is not the only 
reason for participation [9, 11].

�Are MTurk Data Reliable and Valid?

Concerns about the quality of MTurk data generally reflect an awareness that the 
anonymized, virtual-only connection between requesters and workers may result in 
a lack of monitoring that could cause problems with data integrity. To ensure that 
workers are incentivized to provide data of good quality, MTurk allows requesters 
to reject work and not pay workers or even to block workers from future work after 
completion. This encourages workers to be motivated to follow instructions and pay 
attention to the research survey, particularly research surveys with screening meth-
ods and attention checks to assess their concentration on the task at hand. Most of 
the time requesters require workers to have a high approval rating for HITs. Approval 
ratings are ratings made by MTurk requesters and are updated each time an HIT is 
completed. MTurk workers are motivated to keep up their high approval ratings in 
order to have access to more HITs in the future [7, 12].

A genuine concern is whether workers are diligent and honest. Issues that can 
affect data integrity in traditional research settings (cognitive biases, logical falla-
cies, and other behaviors among research participants) remain in the crowdsourced 
setting [12]. These issues may be compounded with additional concerns related to 
the unique dynamics of crowdsourced, internet-based participation, although this 
has not necessarily been confirmed in the MTurk literature. Comparing MTurk 
workers with traditional research participants, Paolacci and Chandler found few 
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differences in the successful replication of attention-sensitive tasks, and direct 
assessment of attentiveness revealed few differences [12]. Additionally, although 
overall demographic characteristics of workers vary regularly by time of day, the 
location and demographic information provided by individual workers is consistent 
over time, suggesting that data collected through MTurk is reliable [10].

Bunge et  al. compared the recruitment process and participant characteristics 
between two similar randomized controlled trials of interventions for mood disor-
ders [11]. The first trial utilized MTurk to recruit 795 participants while a second 
trial, which recruited via unpaid internet resources (UIR), ultimately included 329 
participants, indicating not only a higher recruitment rate per month via MTurk but 
higher retention rates as well. Importantly, however, participants recruited via 
MTurk may not represent the general online population of interested in clinical 
intervention, and data from clinical studies resulting from MTurk should be inter-
preted with caution.

To specifically check for data quality, Kees et al., conducted a study with five 
different participant groups, including two study samples (one group took the 
study in a lab and the other group took the study online) and three online platforms 
(Lightspeed, Qualtrics, and MTurk) [13]. When comparing across the five sample 
groups for data quality, MTurk data outperformed the other four groups. MTurk 
workers finished the survey before the other four groups, but also provided longer 
answers to the open-ended questions. Thus, MTurk is a practical platform for aca-
demic data collection. Similarly, Buhrmester compared MTurk participants with 
typical American college samples, concluding that “data obtained are at least as 
reliable as those obtained via traditional methods” and confirming that requesters 
can feel confident using MTurk for most study designs, as “Workers are diligent 
because of their intrinsic motivations and the incentive structure of MTurk: 
Requesters are not forced to approve submissions and can screen workers on the 
basis of past approval rates,” respectively [14]. MTurk samples have continued to 
be shown to be representative of empirical, offline research [15]. Even so, due to 
the virtual nature of the data, inquiry into its validity remains a focus of study [16] 
and quality control is increasingly sophisticated. Agley performed a randomized 
controlled study, assigning workers to one of four study arms with different quality 
control measures. The utility of quality control measures was confirmed in this 
sample, although the authors note that care must be placed in their deployment, as 
“use, or lack thereof, of quality control questions in crowdsourced research may 
substantively affect findings, as might the types of quality control items” [17].

�Ethical Issues in MTurk Crowdsourced Data

Ethical issues exist with the MTurk platform. As MTurk is an unregulated work-
force with researchers essentially hiring an MTurk worker to complete a task in a 
certain amount of time in exchange for payment, a power imbalance exists between 
MTurk workers and requesters. Workers depend on the approval of the requester for 
both payment for the study they are part of and eligibility for future tasks which can 
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result in a high risk for coercion. Researchers must mitigate these concerns and 
remain mindful of providing fair pay to workers [18]. As more researchers use 
MTurk, concerns have been raised regarding the ethics of using MTurk workers for 
research experiments, on the basis of the low wages that workers are given for their 
participation in research [2].

MTurk allows researchers to conduct studies for low cost, but it is important to be 
mindful of ethical considerations in research and to compensate workers fairly [13]. A 
recent task-level analysis of MTurk workers recorded 2676 MTurk workers perform-
ing 3.8 million tasks and calculated a median hourly wage of only ~$2 an hour, with 
only 4% of workers earning more than $7.25 an hour [19]. Ninety-six percent of 
MTurk workers earn below the U.S. federal minimum wage. On average, requesters 
are paying $11.58 an hour, but dominant requesters who post many low-wage HITs 
(such as content creation tasks) bring down the overall wage distribution.

In terms of safeguards for MTurk workers, at present Amazon has no rating sys-
tem for workers to rate requesters. Independent sites like the Turkopticon (https://
turkopticon.info; dedicated to workers rating requesters) as well as Turkopticon2 
(workers can rate specific HITs) allow workers to share numerical ratings as well as 
comments. The Turkopticon allows workers to rate requesters on four characteris-
tics; each characteristic is rated on a scale from 1 to 5, with 1 being low and 5 being 
high [7]. The rated characteristics include:

	1.	 Communication: the responsiveness of the requester to emails expressing con-
cerns. Workers can email requesters with questions or comments directly from 
MTurk if they are having a problem with the HIT itself.

	2.	 Generosity: how well workers are compensated for the amount of time it takes to 
complete the HIT.

	3.	 Fairness: the degree to which the requester is fair in approving or rejecting work.
	4.	 Promptness: how quickly work is approved and paid for.

Additionally, workers write comments to provide context for their ratings. Many 
MTurk workers frequently check the Turkopticon before agreeing to sign up for a 
HIT [7].

Ideally, requesters are transparent and honest with their potential MTurk work-
ers. In addition to supporting ethical principles such as autonomy and beneficence, 
transparency also yields positive effects on sites like Turkopticon. In their HIT 
instructions, requesters can use real names and their institutional affiliations. 
Informed consent (a paramount requirement for ethical research supported by all 
Institutional Review Board (IRB) protocols) is also integral to protect research 
integrity [7]. To better understand workers’ experiences on MTurk, requesters are 
ideally encouraged to complete a few HITs as MTurk workers to get a better sense 
of the ethical issues of participation in this platform [20]. Improving communica-
tion channels could make it easier for requesters to identify and fix broken HITs [19].
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�Neuroscience and Neuroethics-Related Studies Using MTurk

Our team learned from several studies relevant to neuroscience and neuroethics 
conducted using MTurk. Here, we feature several projects that illustrate the plat-
form’s utility across various types of research design, including different lines of 
research inquiry and differing levels of participant  vulnerability, including those 
projects that engage individuals living with mental health conditions or studies that 
relate to scientific, clinical, or ethically important issues regarding the treatment of 
mental illness.

�MTurk Is a Reliable and Valid Research Method

The use of MTurk for data collection in the behavioral sciences has increased for 
several reasons [21, 22]. The speed of data collection, the ability to recruit large 
samples at relatively lower cost, and growing evidence that the crowdsourced data 
is of equal or better quality to that collected with traditional populations and meth-
ods supports MTurk’s growing usage. Shapiro was one of the first studies to look at 
the unique aspects of utilizing the MTurk workplace and examined the feasibility of 
crowdsourcing programs to conduct research on psychopathology [22]. This project 
reviewed the frequency of several psychiatric disorders and related problems using 
MTurk, additionally checking the reliability and validity of participant reports. The 
findings suggest that MTurk offers many advantages for clinical research when col-
lecting data online, but that potential problems, such as misrepresentation, could 
impact research and must be addressed.

Schleider extended the assessment of the feasibility of MTurk to examine its util-
ity for longitudinal clinical research [23]. Traditional longitudinal research is gener-
ally expensive and demands a lot of resources. Through MTurk, researchers were 
able to recruit 177 participants to link youth mental health to family functioning, 
highlighting the need to document causal pathways. Parents who participated in the 
study provided “high-quality data (e.g., passed consistency checks); measures 
showed acceptable psychometrics at each time-point; and correlations among study 
measures paralleled those observed in prior research” [23]. When compared to pre-
vious longitudinal study methods, the MTurk method needed less resources, had 
relatively low cost, was comparable in participant attrition, and similar to traditional 
studies in measures of attrition bias, participant race/ethicality, and enrollment of 
single parents. The study suggests that “MTurk is a viable tool with its own strengths 
and limitations, and a potentially useful complement to traditional longitudinal 
methods” [23].

Research into issues like stigma can be performed effectively using the MTurk 
platform. Corrigan utilized MTurk to examine the ways that stigmatizing attitudes 
might pose a threat to open-mindedness in compared to the endorsement of 
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difference [24]. To examine the psychometrics of different assessments of perceived 
difference from a person with mental illness, 460 participants were recruited using 
MTurk, and four measures of difference, the Likert Scale of Difference, Semantic 
Differential: Similar-Different Scale, Semantic Differential: Mental Illness versus 
Other Illness Scale, and Cause of Perceived Difference Scale were compared to 
measures of stereotypes, affirming attitude and care seeking. Measures of difference 
produced significantly higher endorsements than measures of stereotypes, with the 
Semantic Differential: Similar-Different scale endorsed at a higher rate than other 
difference scales.

MTurk also appears an effective tool for randomized controlled trials. 
Cunningham conducted two randomized controlled trials (RCTs) to explore the use 
of MTurk to evaluate rapid online interventions for unhealthy alcohol use [25]. In 
the first trial, password-protected, online interventions accessible by the study por-
tal were randomized to condition. In the second trial, participants were directed to 
free-of-charge interventions, with proof of engagement provided by participant sub-
mission of a screenshot of intervention usage. Although neither trial demonstrated 
that access to online interventions could lead to reduction in alcohol usage, the 
effectiveness of a RCT model that was effective and quick to deploy was confirmed.

�MTurk Can Be Effectively Utilized for Research Involving 
Vulnerable Participants and Subjects

Studies recruiting more vulnerable individuals, including individuals with sub-
stance use disorders or addictive concerns (e.g., gambling) have been effectively 
deployed via the MTurk platform. Kim [27] used MTurk to recruit individuals with 
substance use disorders and gambling addiction. After informed consent, 208 drink-
ers, 200 cannabis users, and 200 gamblers completed measures of alcohol, cannabis 
and gambling severity, psychological constructs (e.g., measures of impulsivity) 
related to their disorders, overt and subtle measures of valid responding, and assess-
ment of their motivations for MTurk study participation [26]. Measures of addictive 
behavior were significantly correlated with each other and 80–85% of study partici-
pants provided responses that appeared consistent and valid. Participants reported 
answering questions honestly, with financial motives being the most popular moti-
vation. Regarding the use of MTurk, self-reported data collected from participants 
with alcohol use disorder or gambling addiction were assessed to be of high quality, 
but this differed from the data collected from individuals with a cannabis use disor-
der. Thus, MTurk is a valid tool to recruit participants with some forms of addictive 
behaviors.

Similarly, MTurk has been effectively and ethically deployed in studies with 
other vulnerable populations, including adults with attention deficit/hyperactivity 
disorder (ADHD) and with personality disorders. Wymbs [26] used the MTurk 
platform to investigate ADHD in adulthood. 6526 workers completed an online 
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screening survey to assess their diagnostic histories and symptoms of ADHD [26]. 
MTurk results showed that the percentage of workers with ADHD that continued 
from childhood to adulthood was consistent with those observed from offline sam-
ples. Comparing workers with ADHD diagnosed as adults with those diagnosed as 
children, those who were diagnosed in early stages of life were more likely to be 
male and without college degrees, and less likely to have comorbid depression or 
anxiety disorders. The MTurk platform was effectively used as a recruitment tool 
to study adults with ADHD.

Participants with other mental health, neurological, or behavioral disorders can also 
participate in research using the MTurk platform. Miller evaluated the strengths and 
limitations of data collection through MTurk, examined how MTurk has been used in 
personality disorder research, and compared MTurk research with personality disorder 
research done in other settings, concluding that MTurk is an effective tool for studying 
personality disorders, especially for those studies collecting large data [21].

The increasing evidence that MTurk is an effective, valid, and ethically deploy-
able tool for research across populations has been instructive for our own project, 
which examines different stakeholder views on innovative neuroscience research 
ethics, comparing across healthy individuals and individuals who self-identify as 
living with mental health or physical health disorders.

�Conclusion

Machine learning and artificial intelligence programs are developing at an increas-
ingly fast rate, but some tasks, such as content curation, remain best performed by 
humans. Initially developed to support internal needs to crowdsource iterative, 
human intelligence-requiring tasks, Amazon’s MTurk workplace has expanded out-
side Amazon itself to become an important tool for businesses and social science 
research. Using the MTurk website, MTurk requesters engage workers, who func-
tion as contractors to complete described tasks at a relatively lower cost and with 
greater ease. MTurk has become an established method to recruit participants for 
human subject research, including our own, but attention to ethical issues remains 
paramount.

Key Points

	1.	 Despite the increasing sophistication of machine learning and artificial intelli-
gence, some tasks remain better performed by human intelligence.

	2.	 Amazon’s Mechanical Turk (MTurk), initially designed as an internal crowd-
sourcing platform for human intelligence-requiring tasks (HITs), has expanded 
to function as a popular marketplace, where requesters can recruit workers to 
complete carefully defined tasks for monetary compensation.

	3.	 The utility of MTurk crowdsourcing has made inroads in the research sphere, but 
as with all human subject research, attention to both traditional and unique ethi-
cal issues is paramount.
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Questions to Consider

	1.	 What ethical principles are highlighted when MTurk workers function as mod-
erators or content-creators (e.g., when they assess YouTube videos for company 
standards) vs. when they participate in IRB-approved, university-supported aca-
demic research?

	2.	 What additional concerns arise in the expansion of MTurk workers to include a 
more global workforce?

	3.	 What unique concerns are introduced by inviting MTurk workers to participate 
in research addressing mental health needs?
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�Appendix 1: Pilot Quantitative Phase: Initial 
Results

�Introduction

Our National Institutes of Health (NIH)-funded, Brain Research through Advancing 
Innovative Neurotechnologies (BRAIN) Initiative® project, “Enabling ethical par-
ticipation in innovative neuroscience on mental illness and addiction: toward a new 
screening tool enhancing informed consent for transformative research on the human 
brain,” is guided by the understanding that the ethical engagement of research vol-
unteers in novel human studies requires a rigorous, nuanced informed consent pro-
cess. Informed by stakeholder interviews from an earlier aim of the project, we used 
Amazon MTurk to pilot test an online survey assessing positive and negative valence 
factors influencing research participation over a large population, further refining 
the Roberts Valence Model for ethical research participation (see Chap. 12). These 
pilot findings, presented in this Appendix, add to a limited empirical literature on the 
ethically salient factors influencing research voluntarism and may contribute assur-
ance as to the decisional capacity of prospective volunteers, especially those living 
with mental illness. In presenting the analyses in this Appendix, we hope to illustrate 
how empirical analyses can be applied in the field of neuroethics to provide evidence 
demonstrating the role of valence factors—often and widely not considered in prac-
tice—in enrollment decisions made by prospective research participants.

In this pilot survey, we collected information pertaining to demographics, psy-
chosocial factors, attitudinal beliefs regarding medical research, and perceptions of 
risk associated with specific research protocols provided as examples in the survey. 
With these measures, we were able to test hypotheses around the Roberts Ethical 
Valence model (Box A.1), which posits that ethically acceptable research requires 
an appropriate balance of positive and valence factors that bring a potential research 
participant to a decision. With this in mind, we have considered factors, such as 
attitudinal beliefs about research and perceptions of risk, in contexts that are truly 
cutting edge, and in others that are more traditional.

© Springer Nature Switzerland AG 2023 
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The subsections in this Appendix are aligned with central questions of the 
Roberts Valence Model and understanding the key attitudes, psychosocial factors, 
and salient ethical perceptions that enable people to make decisions about research 
participation. Readers are encouraged to follow the subsections of this Appendix for 
details on implementation, methodology, and analytic approaches.

�Overall Methods

�Survey Instrument

A 175-question online survey instrument was developed for the pilot project based 
on prior work in empirical ethics, and included questions on psychological symp-
toms, personality traits, research attitudes, and perspectives on ethically salient 
aspects of research, as well as four attention check questions [1–4]. This instrument 
was hosted online on Qualtrics and distributed electronically through Amazon 
MTurk (See Chap. 17 for details on the process of recruiting participant populations 
via MTurk).

The individual measures that were used in our pilot survey instrument included:

Demographics

Demographic variables, such as health status, gender, race, ethnicity, and education 
level, were collected.

Trust in Medical Research

Study respondents completed 10 items from the Trust in Medical Research scale 
[5]. Each item was rated on a 5-point Likert scale. Scores could range from 10 to 50, 
with higher scores representing more trust in medical research. In addition to 

Box A.1 Pilot Hypotheses Informed by Overall Grant Hypotheses
1. � Valence Factor Assessment: Measures of valence factors will vary by study attributes 

(e.g., innovative project type) and/or personal attributes (e.g., self-reported illness). 
We will consider valence factors such as perceived stigma, perceptions towards 
medical research, optimism, perceived protectiveness, perceived risk, and perceived 
helpfulness.

2. � Participation Willingness and Valence Factors: Respondents will express greater 
willingness to participate when they express higher levels of positive valence factors 
such as perceived helpfulness of research, optimism, and trust in medical research.

Appendix 1: Pilot Quantitative Phase: Initial Results
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examining scores as a continuous variable, we also created a dichotomous variable 
based on exploratory data analysis, i.e., “weak to moderate trust in medical research” 
(<40) and “strong trust in medical research” (≥40).

Medical Research Attitudes

The Research Attitudes Questionnaire (RAQ) evaluated respondents’ attitudes 
toward biomedical research [6]. Respondents were asked to rate each of the seven 
statements on a 5-point Likert scale (i.e., 1 = “strongly disagree” to 5 = “strongly 
agree”), and a total score was calculated (possible range: 7–35; higher scores reflect 
more positive attitudes toward research).

Optimism

Study respondents completed the 10-item Life Orientation Test-Revised (LOT-R) 
[7]. Each item on the LOT-R is rated on a 5-point Likert scale. Three items measure 
optimism, three items measure pessimism, and four are filler items. For this analy-
sis, we used the three items assessing optimism (possible range: 3–15, with higher 
scores indicating higher levels of optimism). Similar to Trust in Medical Research, 
in addition to examining scores as a continuous variable, we also created a dichoto-
mous variable, i.e., “weak to moderate optimism” (<12) and “strong optimism” 
(≥12), based on exploratory data analysis examining the distribution of scores.

Stigma

An internally generated stigma scale assessed participants’ perceptions of stigma 
for several types of health problems. Participants rated nine items on a 5-point 
Likert scale (i.e., 1 = None, 2 = A little bit, 3 = Some, 4 = Quite a bit, 5 = A lot) and 
a total score was calculated (possible range: 9–45; higher scores reflect higher level 
of stigma). For interpretability reasons, we created a dichotomized variable based 
on exploratory data analysis, i.e., “weak to moderate stigma” (≤27) and “high 
stigma” (>27).

Perceived Risk, Helpfulness, Likelihood to Participate in Research Projects 
in the Presence of Potential Influences, and Participation Willingness

This internally generated component measures items related to risk, helpfulness, 
likelihood to participate, and participation willingness regarding two research proj-
ects. A more detailed description of this component can be found in the “Valence 
factors and participation willingness” section later in this Appendix. See Table A.1 
for item descriptions and Table A.2 for questions.
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Table A.1  Excerpts of text from our survey vignettes describing two innovative research projects

Survey section: Perceived risk, helpfulness, likelihood to participate in research projects in the 
presence of potential influences, and participation willingness
Innovative 
project

Survey text

Wearable device This research project involves wearing a device on your wrist that collects 
digital data about your activity levels, exercise patterns, sleep, and your 
geographical location. The aim of this project is to study differences and 
similarities among people with certain illnesses or other health traits. Your 
digital data and health information will be stored for future studies. The risks 
involved in this study include the possibility that someone outside of the 
research team could learn personal information about you and your health. 
Every precaution will be taken to minimize this risk.

Ketamine 
infusion

This research project involves receiving a medication called ketamine 
through an intravenous (IV) tube to treat symptoms of specific brain-based 
illnesses. Participants in this study will receive three IV infusions (each of 
which takes about 100 min) over the course of 2 weeks. The potential side 
effects of ketamine infusion include dissociation (feeling that things are not 
real, or feeling of not being in one’s body), dizziness, numbness or tingling 
in the hands or feet, sleepiness, increased emotionality or tearfulness, and 
facial numbness. These side effects, if they occur, usually resolve within 
2 hours after the infusion.

Table A.2  Survey questions measuring risk, helpfulness, likelihood to participate, and participa-
tion willingness regarding two innovative research projects

Survey section: Perceived risk, helpfulness, likelihood to participate in research projects in the 
presence of potential influences, and participation willingness
Factors Survey questions
Risk How risky is this project?

How do the risks of this project compare with the usual risks you live with 
every day?

Helpfulness How helpful is this project to society?
How helpful is this project to the person who takes part in it?

Other influences If you were offered $100 one time at the beginning of the study, how much 
more likely would you be to participate?
If you were offered $500 one time at the beginning of the study, how much 
more likely would you be to participate?
If you had an illness being studied in this research project, how much more 
likely would you be to participate?
If someone important in your life wanted you to, how much more likely 
would you be to participate?
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Safeguard Procedures: Perceived Protectiveness and Influence on Willingness 
to Participate

This internally generated component measures items related to five different human 
subjects safeguard procedures. A more detailed description of this component can 
be found in the “Perceived protectiveness and participation willingness in context of 
five safeguard procedures” section later in this Appendix. See Table A.3 for safe-
guard descriptions and Table A.4 for questions.

Table A.3  Excerpts of text from our survey vignettes describing five different human subjects 
safeguard procedures

Survey section: Safeguard procedures: perceived protectiveness and influence on willingness 
to participate
Safeguard 
procedure

Survey text

Institutional 
review board 
(IRB) review

Before a research study starts, a group of people discuss the project carefully 
to decide whether it is safe and helpful to do. This group is made up of 
doctors, researchers, and people from the community. It is usually called an 
IRB or institutional review board (IRB review).

Data safety 
monitoring board 
(DSMB) review

While a research study is being performed, an independent group of experts 
may watch over it. This group of people, a data safety monitoring board 
(DSMB oversight), makes sure that the risks of the research are not too 
serious. They also make sure that the project is being performed properly. 
This group sometimes will stop projects that are too risky or are causing 
problems that the researchers did not expect.

Informed consent Before a person even begins their participation in a research project, the 
researchers will talk to them about the purpose of the project and its risks 
and benefits. The researchers will also explain that participation is voluntary 
and will answer any questions that people may have before they choose to 
join the project. Almost always, the researchers will review this information 
with each person in writing and get the person’s signature. This process is 
called getting informed consent.

Designated 
decision maker 
(alternative 
decision maker)

Sometimes patients who could take part in research have difficulty 
understanding information about the project, or they are too upset or too ill 
to make a decision for themselves. In these situations, another person such 
as a family member can make decisions for the patient about  their 
research participation. The job of the designated decision maker 
(alternative decision maker) is to make the choice that the patient would 
want, if the patient was feeling better or better able to make decisions 
themselves.

Special code 
number 
(confidential 
coding)

When information is gathered from a person in a research project, the person 
is assigned a special code number (confidential coding). That number is 
used to store personal information from the project separately from a 
person’s name. In this way, a person’s confidentiality will be protected.
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Table A.4  Survey questions related to perceptions of five different human subjects safeguard 
procedures

Survey section: Safeguard procedures: perceived protectiveness and influence on willingness 
to participate
Factors Survey questions
Protectiveness How much does this protect people who participate in research?
Willingness to participate—
IRB review

If you knew that a project was approved by an institutional 
review board (IRB) how would it influence your willingness to 
participate in the project?

Willingness to participate—
DSMB oversight

If you knew that a project was being watched over by a data 
safety monitoring board (DSMB), how would it influence your 
willingness to participate?

Willingness to participate—
Informed consent

If you knew that a project involved this informed consent 
process, how would it influence your willingness to participate in 
the project?

Willingness to participate—
Alternative decision maker

If you knew that a project involved this designated decision 
maker, how would it influence your willingness to participate in 
the project?

Willingness to participate—
Confidential coding

If you knew researchers were using a special code to protect your 
confidentiality, how would it influence your willingness to 
participate?

�General Analytic Methods

Several analytical methods were used to model relationships between the outcome 
(e.g., participation willingness) and valence factors of interest (e.g., perceived pro-
tectiveness of safeguards). Many of these methods are used across our analysis and 
are useful in empirical studies. The application of these methods as they pertain to 
our hypotheses are described in their respective analysis sections.

The statistical methods we have used to conduct these analyses include:

	1.	 Generalized Estimating Equations (GEE): GEE is a statistical method to model 
marginal means for repeated measures data. Each GEE model was used with a 
Gaussian link and unstructured correlation structure.

	2.	 Least Absolute Selection and Shrinkage Operator (LASSO) [8]: LASSO is a 
method used for variable selection in the context of high dimensional data (i.e., 
many variables), where the residual sum of squares is subject to a linear equality 
constraint. For the analyses, we used linear regression-based LASSO. All pre-
dictor variables were standardized. Mean squared error based on three-fold cross 
validation was used to select the tuning parameter, which controls the amount of 
shrinkage that is applied to the estimates of the regression coefficients. The pen-
alty parameter that was chosen corresponded to the model with minimum mean 
square error.

	3.	 Backward selection procedures for linear regression: Backward stepwise regres-
sion is a method which involves starting with all candidate variables, testing the 
deletion of each variable using a chosen model fit criterion and deleting the vari-
able whose loss gives the most statistically insignificant deterioration of the 
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model fit. This process is repeated until no further variables can be deleted with-
out a statistically insignificant loss of fit.

All statistical analyses were performed using SPSS Statistics (version 25) and R 
version 1.1.453 (IBM SPSS Statistics for Windows; R Core Team).

�Participants

Pilot Sample

For this pilot project, we surveyed three groups of respondents: (1) individuals who 
self-reported as having a mental illness and/or substance use disorder, (2) individu-
als who self-reported as having a physical illness, and (3) individuals who self-
reported as being in good health.

Participants were selected for inclusion based on their responses to screening 
items. Eligible participants had one of the following:

	(a)	 A self-reported mental illness or substance use disorder (individuals who 
responded “Yes” to having a mental illness or substance use disorder and with-
out any self-reported physical disorders); or

	(b)	 A self-reported physical illness (individuals who responded “Yes” to having a 
physical illness and without any self-reported mental illness or substance use 
disorders); or

	(c)	 Self-reported “Very good” or “Excellent” health (i.e., response of ≥4 to the 
question, “In general, would you say your health is: 1 = Poor, 2 = Fair, 3 = 
Good, 4 = Very good, 5 = Excellent”), and without any self-reported mental or 
physical illnesses.

Eligible participants were given a short description and a web link to the survey, 
hosted on Qualtrics. Before taking the survey, respondents were required to read 
and agree to an electronic consent. 151 individuals consented to participate and 
completed the 175-item survey (mental illness or substance use disorder, n = 50; 
physical illness, n = 51; in good health, n = 50). Participants were paid $8.00 for 
completing the survey.

Background Characteristics of Study Respondents

Demographic characteristics are reported in Table A.5. Descriptive statistics were 
generated for continuous and categorical variables. Chi-square tests and analysis of 
variance (ANOVA) tests were used to examine differences by health status.

The respondents to our pilot survey reflected a young sample with the majority 
having at least a college education. The mean age of respondents was 38.3 years 
(SD = 13.6 years). Respondents with mental illness and/or substance use disorder 
were the youngest group, followed by respondents in good health; respondents with 
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Table A.5  Background characteristics of respondents for pilot project

–

Mental illness and/ 
or substance use 
disorder (n = 50)

Physical 
illness 
(n = 51)

Healthy 
(n = 50)

Overall 
(n = 151) P value

Agea

 �� Mean years (SD) xyz31.8 (7.4) xyz44.6 
(16.0)

xyz38.4 
(12.7)

38.3 (13.6) **<0.001

Gender (%, n)b *0.786
 �� Women
 �� Men

44.0 (22)
56.0 (28)

41.2 (21)
54.9 (28)

36.0 (18)
60.0 (30)

40.4 (61)
57.0 (86)

Ethnicity (%, n) *0.451
 �� Not Hispanic or 

Latino
 �� Hispanic or Latino

90.0 (45)
10.0 (5)

90.2 (46)
9.8 (5)

96.0 (48)
4.0 (2)

92.1 (139)
7.9 (12)

Race (%, n)a *0.989
 �� Non-white
 �� White

30.0 (15)
68.0 (34)

31.4 (16)
68.6 (35)

30.0 (15)
70.0 (35)

30.5 (46)
68.9 (104)

Education level (%, n) *0.268
 �� High school
 �� Some college
 �� College
 �� Graduate or 

professional school

16.0 (8)
36.0 (18)
38.0 (19)
10.0 (5)

13.7 (7)
27.5 (14)
41.2 (21)
17.6 (9)

16.0 (8)
16.0 (8)
42.0 (21)
26.0 (13)

15.2 (23)
26.5 (40)
40.4 (61)
17.9 (27)

Working in the health 
field (%, n)a

*0.864

 �� No
 �� Yes

88.0 (44)
10.0 (5)

86.3 (44)
13.7 (7)

88.0 (44)
12.0 (6)

87.4 (132)
11.9 (18)

Optimismc

 �� Optimism (mean, 
SD)

 �� Strong optimistic  
(%, n)

 �� Weak to moderate 
optimistic (%, n)

xy8.3 (3.3)
24.0 (12)
76.0 (38)

x11.1 (2.3)
47.1 (24)
52.9 (27)

y11.4 (2.3)
52.0 (20)
48.0 (30)

10.3 (3.0)
41.1 (62)
58.9 (89)

** < 0.001
* < 0.001

Trust in Medical 
Researchd

 �� Trust in Medical 
Research (mean, SD)

 �� Strong trust in MR 
(%, n)

 �� Weak to moderate 
trust in MR (%, n)

35.1 (7.5)
28 (14)
72 (36)

36.5 (8.0)
39.2 (20)
60.8 (31)

35.5 (7.0)
32 (16)
68 (34)

35.5 (7.5)
33.1 (50)
66.9 (101)

**0.608
* < 0.001

x & x, y & y, z & z: P values less than 0.05 and corresponds to Fisher’s Least Significant Difference 
(LSD) post-hoc test
*P value correspond to Chi-square test
**P value correspond to ANOVA test
a 1 participant failed to respond
b 4 participants failed to respond
c Optimism: Strong optimistic ≥12, Weak to Moderate optimistic <12
d Trust in Medical Research (MR): Strong trust in MR ≥40, Weak to Moderate trust in MR <40
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physical illness were the oldest group (mean [SD]: 31.8 [7.4] vs. 38.4 [12.7] vs. 44.6 
[16.0], P value <0.001). Other than age, there were no significant differences 
between the three respondent groups in any of the demographic variables.

Interestingly, individuals with and without illness were quite different in terms of 
their personality traits, and in particular, optimism. On average, respondents with 
physical illness and healthy respondents were more optimistic than respondents 
with mental illness and/or substance use disorder (mean [SD]: 11.1 [2.3], 11.4 [2.3] 
and 8.3 [3.3] out of 15, respectively, P value <0.001). Moreover, a greater propor-
tion of respondents with self-reported mental illness and/or substance use disorder 
reported “weak to moderate” levels of optimism (76%, P value <0.001). On aver-
age, respondents expressed “weak to moderate” trust in medical research (mean 
[SD]: 35.5 [7.5] out of 50) and a greater proportion of respondents with self-reported 
mental illness and/or substance use disorder reported “weak to moderate” levels of 
trust in medical research (72%, P value <0.001).

�Valence Factors and Participation Willingness

�Methods

Variables

The survey instrument was used as described in the Overall Methods section. In 
particular, this analysis uses the following set of survey items: (1) demographics; 
(2) perceived risk, helpfulness, likelihood to participate in research projects in the 
presence of potential influences, and participation willingness; (3) trust in medical 
research; (4) medical research attitudes; (5) optimism; (6) personality; and 
(7) stigma.

For this analysis, we analyzed responses assessing respondents’ perspectives on 
perceived risk, helpfulness, likelihood to participate in the presence of potential 
influences, and participation willingness regarding two research projects: (1) a 
research project involving a ketamine infusion and (2) a research project involving 
a wearable device (see Table A.1 for study descriptions). After a description of each 
of the two research projects, respondents were asked about their perceptions of the 
(a) risks of the projects, (b) helpfulness of the projects, (c) influences on their likeli-
hood to participate in the projects, and (d) willingness to participate in of the proj-
ects (i.e., participation willingness).

Respondents were asked to rate two items related to risks: (1) “How risky is this 
project?” (1 = Not at all risky, 2 = A little risky, 3 = Somewhat risky, 4 = Quite risky, 
5 = Very risky) and (2) “How do the risks of this project compare with the usual 
risks you take every day?” (1  =  Not at all more risky, 2  =  A little more risky, 
3 = Somewhat more risky, 4 = Quite a bit more risky, 5 = Very much more risky). 
Respondents were asked to rate two items related to helpfulness: (1) “How helpful 
is this project to the person who takes part in it?” and (2) “How helpful is this 
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project to society?” (both rated on a 5-point Likert scale, 1 = Not at all helpful, 
2 = A little helpful, 3 = Somewhat helpful, 4 = Quite helpful, 5 = Very helpful).

Respondents were asked to rate four questions related to influences on their like-
lihood to participate: (1) “If you were offered $100 one time at the beginning of the 
study, how much more likely would you be to participate,” (2) “If someone impor-
tant in your life wanted you to, how much more likely would you be to participate,”’ 
(3) “If you had an illness being studied in this research project, how much more 
likely would you be to participate,” and (4) “If you were offered $500 one time at 
the beginning of the study, how much more likely would you be to participate?” (all 
rated on a 5-point Likert scale, 1 = Not at all more likely, 2 = A little bit more likely, 
3 = Somewhat more likely, 4 = Quite a bit more likely, 5 = Very much more likely). 
See Table A.4 for risk, helpfulness, and influence questions.

Respondents were asked to rate one item related to participation willingness: 
“Would you participate in this project?” (rated on a 5-point Likert scale; 
1  =  Absolutely not, 2  =  Probably not, 3  =  Indifferent, 4  =  Probably yes; 
5 = Absolutely).

Furthermore, a different but overlapping set of variables were used for the 
LASSO models (see “LASSO Results” in the Results section further below). These 
include the initial set of covariates as described above and other measures such as 
select Patient-Reported Outcomes Measurement Information System (PROMIS) 
measures and the 10 Item Personality Index (TIPI). Refer to Table A.6 for a descrip-
tion of this full set of covariates.

Table A.6  Additional Variables Used for LASSO analysis

Measure Description of measure

Patient-reported outcomes 
measurement information 
system (PROMIS) scale v1.2 
Global Health

The PROMIS Global Health measure was used to produce two 
scores: a physical health and mental health raw score. Higher 
scores indicate better physical and mental health, respectively. 
Both the global physical health and mental health raw score 
were composed of four questions each (eight questions total). 
Two questions were filler. Each composite ranged from 5 (low 
health) to 20 (high health).

PROMIS item Bank v1.0—
meaning and purpose—short 
form 4a

This item bank was developed to evaluate an individual’s sense 
of having a purposeful life and substantial reason for living. 
The four items on the short form were summed to obtain a 
meaning and purpose score (minimum: 4, maximum: 20). 
Higher scores indicate more hopefulness, optimism, and 
goal-directedness.

PROMIS item Bank v1.0—
general self-efficacy—short 
form 4a

This scale measures an individual’s confidence to successfully 
perform general and health-related tasks or behaviors in 
various settings. The four items were summed to obtain a 
self-efficacy score (minimum: 4, maximum: 20). Higher scores 
indicate higher confidence in self-efficacy.

PROMIS item Bank v1.0—
cognitive function abilities 
subset—short form 4a

This scale measures an individual’s perceived cognitive 
deficits. The four items on the short form are summed to obtain 
a raw score between 4 (minimum) and 20 (maximum). Higher 
scores indicate higher cognitive functioning.
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Table A.6  (continued)

Measure Description of measure

PROMIS item Bank v1.0—
emotional distress-anxiety—
short form 4a

This scale assesses an individual’s self-reported fear (i.e., 
fearfulness, panic), apprehension (i.e., worry, dread), 
hyperarousal (i.e., tension, nervousness, and restlessness), and 
somatic symptoms related to arousal including racing heart and 
dizziness. The four items on the short form are summed to 
obtain a raw scare between 4 (minimum) and 20 (maximum). 
Higher scores indicate higher levels of anxiety.

PROMIS item Bank v1.0—
emotional distress-
depression—short form 4a

This scale assesses an individual’s self-reported negative mood 
(i.e., sadness, guilt), negative views of self (i.e., self- criticism, 
worthlessness), negative social cognition (i.e., loneliness, 
interpersonal alienation), and decreased positive affect (i.e., 
loss of interest, meaning, and purpose). The four items were 
summed to obtain a raw score between 4 (minimum) and 20 
(maximum). Higher scores indicate higher levels of depression.

Altruism scale A 13-item scale used to measure an individual’s level of 
altruism with higher scores indicating less altruism. Scores 
ranged between 13 (minimum) and 65 (maximum).

Davis empathy scale A 7-item scale used to measure an individual’s sense of 
empathy. Higher scores indicate less empathy.

Altruism value scale A 4-item scale used to measure an individual’s sense of 
altruistic values. Scores run from 4 (someone giving the most 
altruistic response to all items) to 20 (someone giving the least 
altruistic response to all items).

10-item personality inventory 
(TIPI)

A 10-item scale used to assess five different personality 
domains: Agreeableness, conscientiousness, emotional 
stability, extraversion, and openness to experience. Each 
personality domain was a mean of two items with mean score 
ranging from 1 (having less of the personality trait) to 7 
(having more of the personality trait).

Internally generated research 
project questionnaire 
(extension of perceived risk, 
helpfulness, likelihood to 
participate in research projects 
in the presence of potential 
influences, and participation 
willingness section described 
above)

Questions were as follows for each research project:
1. � How important to your decision is the possibility that you 

might personally be helped by participating?
2. � How important to your decision is the possibility that others 

might be helped by your participation?
3. � After weighing the risks and benefits of this research, do 

you find it to be more risky or more beneficial?

Statistical Analysis

To assess within- and between-group differences in responses regarding valence 
factors, we used paired t-tests, analysis of variance (ANOVA) tests, Fisher’s Least 
Significant Difference (LSD) post-hoc tests, and repeated measures ANOVA tests as 
appropriate.

To assess the association between participation willingness (primary outcome) 
and valence factors, we performed generalized estimating equations (GEE). See 
General Analytic Methods section for more details about GEE.  Participation 
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likelihood (or participation willingness) was treated as a repeated measures out-
come. Confounders such as health status, gender, race, optimism (dichotomized), 
and trust in medical research (dichotomized) were included in the GEE model.

To examine important valence factors in predicting participation willingness, a 
method called least absolute shrinkage and selection operator (LASSO) was used. 
LASSO was performed for each study type to select valence factors that were sig-
nificant. Refer to the Description of General Analytic Methods section for more 
information about the LASSO procedure.

�Descriptive Results

Perceived Risk of Research Projects by Project Type (Table A.7)

Among the entire sample, respondents perceived the ketamine infusion project as 
significantly riskier than the wearable device project; i.e., the ketamine infusion 
project was viewed as “quite risky,” whereas the wearable device project was viewed 
as “a little risky” (mean [SD]: 3.8 [1.1] vs. 1.8 [0.9], P value <0.001). Similarly, 
when asked how the risks of the projects compared with everyday risks, the ket-
amine infusion project was perceived to be significantly riskier than the wearable 
device project (mean [SD]: 3.8 [1.0] vs. 1.7 [0.9], P value <0.001).

Responses differed significantly depending on the phrasing of the two risk items 
only for the wearable device project. Respondents perceived significantly greater 
risk when asked “How risky is this [wearable device] project?” compared to when 
asked about the “risks of this [wearable device] project compared with the usual 
risks you take every day” (mean [SD]: 1.8 [0.9] vs. 1.7 [0.9], P value = 0.026).

Table A.7  Perceived risk of wearable device and ketamine infusion research projects

–

Wearable device 
(n = 151)

Ketamine infusion 
(n = 151)

P valueaMean (SD) Mean (SD)

How risky is this project? 1.8 (0.9) 3.8 (1.1) <0.001
How do the risks of this project compare 
with the usual risks you live with every 
day?

1.7 (0.9) 3.8 (1.0) <0.001

P valuea 0.026 0.913

Participants were asked:
  Q.1 How risky is this project?
  Scale: 1 = Not at all risky, 2 = A little risky, 3 = Somewhat risky, 4 = Quite risky, 5 = Very risky
  Q.2 How do the risks of this project compare with the usual risks you live with every day?
  Scale: 1 = Not at all more risky, 2 = A little more risky, 3 = Somewhat more risky, 4 = Quite a 
bit more risky, 5 = Very much more risky
a P values correspond to paired t-test
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Perceived Risk of Research Projects by Health Status (Table A.8)

Respondents with mental illness and/or substance use disorder, with physical ill-
ness, and in good health did not differ in their perceived risks of the wearable device 
project and ketamine infusion project, regardless of how the questions were asked.

For the wearable device project only, however, respondents with physical illness 
perceived significantly greater risk when asked “How risky is this [wearable device] 
project,” compared to when asked about the “risks of this [wearable device] project 
compared with the usual risks you take every day” (mean [SD]: 1.7 [0.9] vs. 1.5 
[0.6], P value = 0.015).

Table A.8  Perceived risk of wearable device and ketamine infusion research projects by health 
status group

–

Wearable device

P 
valuea

Ketamine infusion

P 
valuea

Mental 
illness and/
or substance 
use disorder 
(n = 50)

Physical 
illness 
(n = 51)

Healthy 
(n = 50)

Mental 
illness and/
or substance 
use disorder 
(n = 50)

Physical 
illness 
(n = 51)

Healthy 
(n = 50)

Mean (SD)
Mean 
(SD)

Mean 
(SD) Mean (SD)

Mean 
(SD)

Mean 
(SD)

How risky is 
this project?

2.0 (1.1) 1.7 (0.9) 1.8 (0.9) 0.223 3.8 (1.1) 3.8 (1.1) 3.7 (1.0) 0.801

How do the 
risks of this 
project 
compare 
with the 
usual risks 
you live 
with every 
day?

1.9 (1.0) 1.5 (0.6) 1.7 (1.0) 0.075 3.8 (1.0) 3.8 (1.1) 3.7 (1.1) 0.920

P valueb 0.322 0.015 0.485 1.000 0.837 0.709

Participants were asked:
  Q.1 How risky is this project?
  Scale: 1 = Not at all risky, 2 = A little risky, 3 = Somewhat risky, 4 = Quite risky, 5 = Very risky
  Q.2 How do the risks of this project compare with the usual risks you live with every day?
  Scale: 1 = Not at all more risky, 2 = A little more risky, 3 = Somewhat more risky, 4 = Quite a 
bit more risky, 5 = Very much more risky
a P values correspond to ANOVA t-test
b P values correspond to paired t-test
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Table A.9  Perceived helpfulness of wearable device and ketamine research projects

–

Wearable device 
(n = 151)

Ketamine infusion 
(n = 151)

P valueaMean (SD) Mean (SD)

How helpful is this project to the person 
who takes part in it?

3.0 (1.2) 2.7 (1.2) 0.002

How helpful is this project to society? 3.6 (1.1) 3.4 (1.2) 0.084
P valuea <0.001 <0.001

Participants were asked:
  Q.1 How helpful is this project to society?
  Q.2 How helpful is this project to the person who takes part in it?
  Scale: 1 = Not at all helpful, 2 = A little helpful, 3 = Somewhat helpful, 4 = Quite helpful, 
5 = Very helpful
a P values correspond to paired t-test

Perceived Helpfulness of Research Projects by Project Type (Table A.9)

Among the entire sample, respondents perceived the wearable device project as 
significantly more helpful “to the person who takes part in it” than the ketamine 
infusion project (mean [SD]: 3.0 [1.2] vs. 2.7 [1.2], P value <0.001). When asked 
about helpfulness of the wearable device project and ketamine infusion project “to 
society,” respondents shared similar views (mean [SD]: 3.6 [1.1] vs. 3.4 [1.2], P 
value = 0.084).

Respondents rated both the wearable device project and ketamine infusion proj-
ect as more helpful “to society” than “to the person who takes part in it” (wearable 
device project, mean [SD]: 3.6 [1.1] vs. 3.0 [1.2], P value <0.001 and ketamine 
infusion project, mean [SD]: 3.4 [1.2] vs. 2.7 [1.2], P value <0.001).

Perceived Helpfulness of Research Projects by Health Status (Table A.10)

Respondents with mental illness and/or substance use disorder perceived research 
involving the wearable device to be less helpful “to the person who takes part in it” 
compared to respondents with physical illness and in good health (mean [SD]: 2.7 
[1.2] vs. 3.2 [1.2] vs. 3.2 [1.1], P value = 0.045). Similarly, respondents with mental 
illness and/or substance use disorder perceived lower levels of helpfulness “to soci-
ety” than respondents with physical illness and in good health (mean [SD]: 3.2 [1.0] 
vs. 3.7 [1.1] vs. 3.8 [1.0], P value = 0.022).

Healthy respondents perceived the ketamine infusion project to be more helpful 
“to society” than respondents with mental illness and/or substance use disorder and 
physical illness (mean [SD]: 3.8 [1.1] vs. 3.2 [1.1] vs. 3.3 [1.2], P value = 0.027).

For both the wearable device and ketamine infusion project, respondent groups, 
regardless of their health status, rated helpfulness “to society” as higher compared 
to helpfulness “to the person who takes part in it” (wearable device project: mental 
illness and/or substance use disorder, mean [SD]: 3.2 [1.0] vs. 2.7 [1.2], P 
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Table A.10  Perceived helpfulness of wearable device and ketamine research projects by health 
status group

–

Wearable device

P 
valuea

Ketamine infusion

P 
valuea

Mental 
illness and/
or 
substance 
use disorder 
(n = 50)

Physical 
illness 
(n = 51)

Healthy 
(n = 50)

Mental 
illness and/
or 
substance 
use disorder 
(n = 50)

Physical 
illness 
(n = 51)

Healthy 
(n = 50)

Mean (SD)
Mean 
(SD)

Mean 
(SD) Mean (SD)

Mean 
(SD)

Mean 
(SD)

How 
helpful is 
this project 
to the 
person 
who takes 
part in it?

xy2.7 (1.2) x3.2 (1.2) y3.2 
(1.1)

0.045 2.5 (1.1) 2.7 (1.2) 3.0 (1.2) 0.109

How 
helpful is 
this project 
to society?

xy3.2 (1.0) x3.7 (1.1) y3.8 
(1.0)

0.022 x3.2 (1.1) y3.3 (1.2) xy3.8 
(1.1)

0.027

P valueb 0.005 0.001 <0.001 <0.001 <0.001 <0.001

Participants were asked:
  Q.1 How helpful is this project to society?
  Q.2 How helpful is this project to the person who takes part in it?
  Scale: 1 = Not at all helpful, 2 = A little helpful, 3 = Somewhat helpful, 4 = Quite helpful, 
5 = Very helpful
x & x, y & y: P values less than 0.05 and corresponds to Fisher’s Least Significant Difference 
(LSD) post-hoc test
a P values correspond to ANOVA t-test
b P values correspond to paired t-test

value = 0.005; physical illness, mean [SD]: 3.7 [1.1] vs. 3.2 [1.2], P value <0.001; 
healthy, mean [SD]: 3.8 [1.0] vs. 3.2 [1.1], P value <0.001 and ketamine infusion 
project: mental illness and/or substance use disorder, mean [SD]: 3.2 [1.1] vs. 2.5 
[1.1], P value <0.001; physical illness, mean [SD]: 3.3 [1.2] vs. 2.7 [1.2], P value 
<0.001; healthy, mean [SD]: 3.8 [1.1] vs. 3.0 [1.2], P value <0.001).

Likelihood of Participating in the Presence of Potential Influences by Project 
Types (Table A.11)

Among the entire sample, respondents were more likely to participate in the wear-
able device project than in the ketamine infusion project in the presence of each of 
the four potential influences (“you were offered $100,” mean [SD]: 3.5 [1.3] vs. 2.3 
[1.3], P value <0.001; “someone important in your life wanted you to,” mean [SD]: 
3.7 [1.3] vs. 3.0 [1.4], P value <0.001; “you had an illness being studied in this 
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Table A.11  Likelihood of participation in wearable device and ketamine research projects in the 
presence of potential influences

–

Wearable 
device 
(n = 151)

Ketamine 
infusion 
(n = 151) P 

valueaInfluences Mean (SD) Mean (SD)

If you were offered $100 one time at the beginning 
of the study, how much more likely would you be 
to participate?

3.5 (1.3) 2.3 (1.3) <0.001

If someone important in your life wanted you to, 
how much more likely would you be to participate?

3.7 (1.3) 3.0 (1.4) <0.001

If you had an illness being studied in this research 
project, how much more likely would you be to 
participate?

3.8 (1.2) 3.3 (1.3) <0.001

If you were offered $500 one time at the beginning 
of the study, how much more likely would you be 
to participate?

4.2 (1.1) 3.0 (1.4) <0.001

P valueb <0.001 <0.001

Scale: 1 = Not at all more likely, 2 = A little bit more likely, 3 = Somewhat more likely, 4 = Quite 
a bit more likely, 5 = Very much more likely
a P values correspond to paired t-test
b P values correspond to repeated measures ANOVA test

research project,” mean [SD]: 3.8 [1.2] vs. 3.3 [1.3], P value <0.001; “you were 
offered $500,” mean [SD]: 4.2 [1.1] vs. 3.0 [1.4], P value <0.001).

The likelihood of participation in the wearable device project significantly 
ranged from “somewhat more likely” to “quite a bit more likely” (range of means 
[SD] = 3.5 [1.3] to 4.2 [1.1]). For the wearable device project, participation likeli-
hood was significantly higher if the respondent was “offered $500” compared to if 
the respondent was “offered $100” (mean [SD]: 4.2 [1.1] vs. 3.5 [1.3], P value 
<0.001).

The likelihood of participation in the ketamine infusion project significantly 
ranged from “a little bit more likely” to “somewhat more likely” (range of means 
[SD] = 2.3 [1.3] to 3.3 [1.3]). Participation likelihood was significantly higher if the 
respondent “had an illness being studied in the project” compared to if the respon-
dent was “offered $100” (3.3 [1.3] vs. 2.3 [1.3], P value <0.001).

Likelihood of Participation in the Presence of Potential Influences by Health 
Status (Table A.12)

Likelihood of participation under each of the four influences, in the ketamine infu-
sion project, did not differ by health status. The only exception was seen in the wear-
able device project, in which respondents with a physical illness and in good health 
were significantly more likely to participate if “someone important in your life 
wanted you to” in comparison with respondents with mental illness and/or substance 
use disorder (mean [SD]: 4.0 [1.1] vs. 3.9 [1.3] vs. 3.3 [1.3], P value <0.027).
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For both the wearable device and ketamine infusion projects, respondents varied 
in their ratings of the four potential influences irrespective of health status (wearable 
device project: mental illness and/or substance use disorder, physical illness, and 
healthy groups P value <0.001; ketamine infusion project: mental illness and/or 
substance use disorder, physical illness, and healthy groups P value <0.001).

�GEE Results: Likelihood of Participation Associated with Perceived Risk 
for all Influences

More Likely to Participate if One Had an Illness Being Studied 
in a Research Study

Respondents with physical illness expressed lower mean participation likelihood 
than healthy respondents, controlling for all other variables (regression coeffi-
cient = −0.393, 95% CI = [−0.765, −0.021], P value = 0.039). Respondents with 
strong optimistic views expressed greater mean likelihood to participate than 
respondents with weak to moderate optimistic views, controlling for all other fac-
tors (regression coefficient = 0.494, 95% CI = [0.169, 0.819], P value = 0.003). Risk 
was negatively associated with participation likelihood, controlling for confounders 
(regression coefficient  = −0.416, 95% CI  =  [−0.504, −0.329], P value <0.001). 
There were no other significant effects on mean participation likelihood.

More Likely to Participate if Someone in Life Wanted

Respondents with strong optimistic views expressed greater mean likelihood to par-
ticipate than respondents with weak to moderate optimistic views, controlling for all 
other variables (regression coefficient  =  0.429, 95% CI  =  [0.084, 0.773], P 
value  =  0.015). As the level of risk increased, mean participation likelihood 
decreased for both research projects, controlling for all other factors (regression 
coefficient = −0.435, 95% CI = [−0.525, −0.346], P value <0.001). Gender, health 
status, race, trust in medical researchers’ honesty, and education did not have sig-
nificant effects on mean participation likelihood.

More Likely to Participate if One Was Offered $100 One Time at the Beginning 
of the Study

Respondents with strong optimistic views expressed greater mean likelihood to par-
ticipate than respondents with weak to moderate optimistic views, controlling for all 
other variables (regression coefficient  =  0.427, 95% CI  =  [0.093, 0.761], P 
value = 0.012). As the level of risk increased, mean likelihood to participate in the 
research projects decreased, controlling for all other factors (regression 
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coefficient = −0.548, 95% CI = [−0.639, −0.456], P value <0.001). There were no 
other significant effects on mean participation likelihood.

More Likely to Participate if One Was Offered $500 One Time at the Beginning 
of the Study

Respondents with physical illness expressed on average, lower levels of participa-
tion likelihood than healthy respondents, controlling for all other variables (regres-
sion coefficient = −0.400, 95% CI = [−0.021, −0.780], P value = 0.039). Risk was 
negatively associated with mean participation likelihood, controlling for confound-
ers (regression coefficient = −0.586, 95% CI = [−0.678, −0.494], P value <0.001). 
There were no other significant effects on mean participation likelihood.

More Likely to Participate if Offered Money

Respondents expressed on average a higher likelihood to participate if offered $500 
than if offered $100, controlling for all other variables (regression coeffi-
cient = 0.678, 95% CI = [0.591, 0.765], P value <0.001). Respondents with physical 
illness expressed less mean participation likelihood than healthy respondents, con-
trolling for all other factors (regression coefficient = −0.366, 95% CI = [−0.728, 
−0.003], P value = 0.048). Respondents with strong optimistic views expressed on 
average, a higher likelihood to participate than respondents with weak to moderate 
optimistic views, controlling for all other factors (regression coefficient = 0.346, 
95% CI = [0.041, 0.651], P value = 0.026). Risk was negatively associated with 
mean participation likelihood, controlling for confounders (regression coeffi-
cient = −0.509, 95% CI = [−0.360, −0.657], P value <0.001). There were no other 
significant effects on mean participation likelihood.

�LASSO Results: Factors Associated with Participation Willingness

Wearable Device Research Study

LASSO had selected 14 predictors. The top selected LASSO predictors were per-
ceived risk, whether risk outweighed benefit, and societal importance. Each unit 
increase in risk was associated with a reduction in mean participation willingness 
(0.30 points). Furthermore, individuals who felt benefits of the wearable device 
project outweighed risks were more willing to participate (regression coeffi-
cient = 0.28). If individuals felt that others might be helped by their participation in 
the wearable device project, they were more inclined to participate on average 
(regression coefficient  =  0.24). Table A.13 presents the top non-penalized 
coefficients.
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Table A.13  Results of LASSO regression with regression coefficients ≥0.05a

Wearable device Ketamine infusion

Predictor
Coefficient 
estimate Predictor

Coefficient 
estimate

How risky is this project? −0.30 How risky is this project? −0.39
After weighing the risks and 
benefits of this research (wearable 
device), do you find it to be more 
risky or more beneficial?

0.28 Money composite: Mean of 
$100 influence and $500 
influence questions:
If you were offered $[X] one 
time at the beginning of the 
study (ketamine infusion), how 
much more likely would you 
be to participate?

0.17

How important to your decision is 
the possibility that others might be 
helped by your participation in this 
project (wearable device)?

0.24 How important to your 
decision is the possibility that 
others might be helped by your 
participation in this project 
(ketamine infusion)?

0.12

Working in the health field: Yes vs. 
no

0.17 How do the risks of this project 
(ketamine infusion) compare 
with the usual risks you live 
with every day?

−0.12

If you had an illness being studied 
in this research project (wearable 
device), how much more likely 
would you be to participate?

0.10 After weighing the risks and 
benefits of this research 
(ketamine infusion), do you 
find it to be more risky or more 
beneficial?

0.08

Money composite: Mean of $100 
influence and $500 influence 
questions:
If you were offered $[X] one time 
at the beginning of the study 
(wearable device), how much more 
likely would you be to participate?

0.06 How important to your 
decision is the possibility that 
you might personally be 
helped by participating in this 
project (ketamine infusion)?

0.07

How do the risks of this project 
(wearable device) compare with the 
usual risks you live with every day?

−0.05 Race: White vs. non-white 0.06

a LASSO selected 14 predictors for wearable device and 12 predictors for ketamine infusion. Only 
the top 7 predictors are listed here

Ketamine Infusion Research Study

LASSO had selected 12 predictors. The top selected LASSO predictors were risk, 
risk compared to usual risk, money, and societal importance. For every unit increase 
in risk, there was a 0.39-point decrease in mean participation willingness. 
Furthermore, individuals who felt the risk of the ketamine infusion study was higher 
compared to everyday risk were less willing to participate on average (regression 
coefficient = −0.12). Individuals who were more influenced by a financial incentive 
were also more generally willing to participate in the ketamine infusion study on 
average (regression coefficient = 0.17).
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�Exploratory Relationships between Medical Research Attitudes 
and Attitudinal/Personality Factors

Exploratory Stigma Analysis

As shown in Table A.14, stigma level ranged from a “little bit” to “quite a bit” (over-
all range of means = [2.2–3.5]). Highest stigma was reported for “problems with 
street drugs” for all groups (overall mean(sd) = 3.5 (1.8)) and lowest stigma for 
“problems with diabetes” (overall mean(sd) = 2.2(1.1)). Within each health group, 
a similar trend was found; stigma level across health problems significantly differed.

Table A.14  Stigma associated with different health problems by respondent group

–

Stigma ratings by 
individuals with 
mental illness and/or 
substance use 
disorder

Stigma ratings 
by individuals 
with physical 
illness

Stigma ratings 
by healthy 
individuals Overall

P 
valuea

Stigma 
Associated with 
Problems with: Mean (SD) Mean (SD) Mean (SD)

Mean 
(SD)

Street drugs 3.9 (1.6) 3.4 (1.8) 3.1 (1.9) 3.5 
(1.8)

0.121

Schizophrenia 3.7 (1.6) 3.1 (1.7) 2.8 (1.8) 3.2 
(1.7)

0.028

Bipolar disorder 3.7 (1.3) 2.8 (1.4) 2.7 (1.6) 3.1 
(1.5)

0.001

Alcohol use 3.5 (1.3) 3.0 (1.4) 2.7 (1.5) 3.1 
(1.4)

0.011

Depression 3.7 (1.2) 2.6 (1.2) 2.7 (1.5) 3 (1.4) <0.001
Anxiety 3.3 (1.1) 2.6 (1.2) 2.4 (1.1) 2.8 

(1.2)
<0.001

Prescription 
medication use

3.2 (1.4) 2.8 (1.5) 2.4 (1.3) 2.8 
(1.5)

0.044

Marijuana use 2.8 (1.3) 2.4 (1.4) 2.2 (1.4) 2.5 
(1.4)

0.099

Diabetes 2.4 (1.2) 2.3 (1.2) 1.8 (1.0) 2.2 
(1.1)

0.03

P valueb <0.001 <0.001 <0.001 <0.001 –
Stigma Total 
(possible range: 
[9, 45])

30.2 (9.0) 24.7 (10.3) 24.0 (11.4) 26.0 
(10.6)

0.001

Participants were asked: How much stigma do you believe is associated with each of the following 
health conditions?
Participants rated 9 items on a 5-point Likert scale (i.e., 1 = None, 2 = A little bit, 3 = Some, 
4 = Quite a bit, 5 = A lot), and a total score was calculated (possible range: 9 to 45; higher scores 
reflect higher level of stigma)
a P value is from 1-way ANOVA
b P value is from repeated measures ANOVA
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Furthermore, stigma levels differed between respondent groups for several health 
problems (P values significant for schizophrenia, bipolar disorder, alcohol use, 
depression, anxiety, prescription medication use, and diabetes; refer to Table A.14). 
Individuals with mental illness and/or substance use disorder consistently reported 
higher levels of stigma as compared to both individuals with physical illness (regres-
sion coefficient = −5.5, P value = 0.008) and healthy individuals (regression coef-
ficient = −7.3, P value = 0.001).

Research Attitudes Based on Gender

In the overall sample, both men and women agreed that society needed to devote 
more resources to medical research (overall mean(sd) = 4.1(0.9)). They remained 
neutral about whether they have some responsibility to help others by volunteering 
for medical research (overall mean(sd) = 3.0(1.1)).

Men and women differed on two different dimensions related to hope in medical 
research and confidentiality: women agreed significantly more that “medical research 
will find cures for many major diseases during my [their] lifetime” (mean(sd) = 3.7(0.9) 
men; mean(sd) = 4.1(0.7) women, P value = 0.005) and that “if [they] volunteered 
for medical research, [their] personal information will be kept private and confident
ial”(mean(sd) = 3.4(1.0) men, mean(sd) = 3.8(0.9) women; P value = 0.046). Overall 
medical research attitudes significantly differed by gender (mean(sd)  =  25.3(4.5) 
men, mean(sd) = 26.9(4.2) women; P value = 0.033). Refer to Table A.15.

Table A.15  Research attitudes and perceptions by gender

–

Men 
(n = 86)

Women 
(n = 61)

Overall 
(N = 147)

P 
valuea

Mean 
(SD) Mean (SD) Mean (SD)

Society needs to devote more resources to 
medical research

4.1 (0.9) 4.1 (0.9) 4.1 (0.9) 0.783

I have a positive view about medical research in 
general

3.8 (0.9) 4 (0.8) 3.9 (0.8) 0.095

Medical research will find cures for many 
major diseases during my lifetime

3.7 (0.9) 4.1 (0.7) 3.9 (0.8) 0.005

Medical research can be trusted to protect the 
interests of people who take part in their studies

3.7 (0.9) 3.9 (0.8) 3.8 (0.9) 0.103

Participating in medical research is generally safe 3.6 (0.9) 3.8 (0.6) 3.7(0.8) 0.106
If I volunteer for medical research, my 
personal information will be kept private and 
confidential

3.4 (1.0) 3.8 (0.9) 3.6 (1.0) 0.046

We all have some responsibility to help others by 
volunteering for medical research

3.0 (1.1) 3.1 (1.1) 3.0(1.1) 0.445

Medical research attitudes Total (range: [7, 35]) 25.3 (4.5) 26.9 (4.2) 25.9 (4.4) 0.033

Scale: 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly Agree
a P value corresponds to 2-sample t-test
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Table A.16  Differences in attitudinal and personality factors stratified by gender

– Men (n = 86) Women (n = 61) Overall (N = 147)
P valueaPredictor Mean (SD) Mean (SD) Mean (SD)

Altruism 44.92 (10.37) 50.75 (8.95) 47.45 (10.13) 0.001
Trust in MR 25.89 (6.95) 28.74 (7.23) 27.15 (7.17) 0.018
Stigma 25.25 (10.36) 27.05 (11.19) 25.95 (10.64) 0.318
MRA 25.27 (4.54) 26.85 (4.17) 26.03 (4.49) 0.033
TIPI-emotional stability 5.27 (1.45) 4.79 (1.45) 5.09 (1.45) 0.049

MR = medical research, MRA = medical research attitudes, TIPI = ten-item personality index
a P value corresponds to 2-sample t-test

Women had significantly more trust in medical research as compared to men 
(mean(sd) = 28.74(7.23) women vs. mean(sd) = 25.89 (6.95) men; P value = 0.018), 
and on average self-reported higher levels of altruism as compared to men 
(mean(sd) = 50.75(8.95) women vs. mean(sd) = 44.92(10.37) men; P value = 0.001). 
Refer to Table A.16.

Factors Associated with Medical Research Attitudes (Valence Factor)

Refer to Table A.17 for results. Univariate linear regression analysis showed that there 
was a positive association between altruism and medical research attitudes (MRA): 
for every 1 unit increase in the standardized altruism score, there was a 0.290 unit 
increase in standardized medical research attitudes score (coefficient estimate = 0.290, 
P value = <0.001). There was also a positive association between dispositional opti-
mism and medical research attitudes (coefficient estimate = 0.275, P value = 0.001). 
Further, individuals with more trust in medical research also tended to have more 
positive medical research attitudes (coefficient estimate = 0.668, P value <0.001).

Individuals who were more agreeable had on average more positive research 
attitudes (coefficient estimate = 0.349, P value <0.001). Individuals who were more 
emotionally stable also had on average more positive research attitudes (coefficient 
estimate = 0.190, P value = 0.019). Furthermore, individuals who were more open 
or more conscious also had on average more positive research attitudes (regression 
coefficient = 0.204, P value = 0.012 openness; regression coefficient = 0.185, P 
value = 0.023 consciousness). Refer to Table A.17.

The results of backwards linear regression model revealed that medical research 
attitudes were positively associated with trust in medical research and negatively 
associated with altruism (regression coefficients = 0.655 trust in medical research, 
0.246 altruism; P value <0.001 and, 0.003, respectively). Individuals with higher 
levels of trust in medical research on average had more positive attitudes towards 
medical research; individuals with higher altruistic values on average expressed 
lower levels of trust in medical research. Candidate variable models initially included 
in this model were altruism, optimism, trust in medical research, stigma, and person-
ality traits (agreeableness, emotional stability, openness, consciousness, and 
extraversion).
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Table A.17  Association between medical research attitudes

Outcome Predictor
Coefficient 
estimate P valuea

Standardized medical 
research attitudes

Standardized altruism 0.290 <0.001
Standardized LOT-R optimism, 
Total

0.275 0.001

Standardized trust in MR 0.668 <0.001
Standardized stigma −0.121 0.142
Standardized TIPI- agreeableness 0.349 <0.001
Standardized TIPI- emotional 
stability

0.190 0.019

Standardized TIPI- openness 0.204 0.012
Standardized TIPI- consciousness 0.185 0.023
Standardized TIPI- extraversion 0.063 0.444

LOT-R = life orientation test-revised, MR = medical research, TIPI = ten-item personality index
a P values correspond to univariate linear regression

�Perceived Protectiveness and Participation Willingness 
in the Context of Five Safeguard Procedures

�Methods

Variables

The survey instrument was used as described in the General Methods/Results sec-
tion. In particular, this analysis uses the following set of survey items: (1) demo-
graphics; (2) optimism; and (3) safeguard procedures: perceived protectiveness and 
influence on willingness to participate.

For this analysis, perceived protectiveness of safeguard procedures and influence 
on willingness to participate were analyzed in regard to five common human sub-
jects safeguard procedures: IRB review, DSMB oversight, informed consent, desig-
nated decision maker (alternative decision maker), and special code number 
(confidential coding). After a description of each of the five safeguards, respondents 
were asked about their perceptions of the (a) perceived protectiveness of the safe-
guards and (b) participation willingness under the influence of the safeguard.

Following each safeguard summary, individuals were asked one item about the 
perceived protectiveness of the safeguard: “How much does [Safeguard Procedure 
X] protect people who participate in research?” (rated on a 5-point Likert scale, 1 = 
“Does not protect at all” to 5 = “Highly protects”). Individuals were asked to rate 
one item about their participation willingness related to each safeguard: “If you 
knew that a project was [protected by Safeguard Procedure X], how much would it 
influence your willingness to participate in the project?” (rated on a 5-point Likert 
scale, 1 = “Does not influence my willingness to participate at all” to 5 = “I’d be 
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very much willing to participate”). See Table A.3 for safeguard descriptions and 
Table A.4 for questions.

Furthermore, a different but overlapping set of variables were used for the 
LASSO models (“LASSO Results” in the Results section further below). These 
include the initial set of covariates as described above and other measures such as 
select PROMIS measures and the 10 Item Personality Index (TIPI). Refer to Table 
A.6 for a description of this full set of covariates.

Statistical Analysis

For this portion of the project, perceived protectiveness of safeguard and influence 
of safeguard on willingness to participate were analyzed using the 1-way analysis of 
variance (ANOVA) test to evaluate between-group differences.

To address the secondary analysis, generalized estimating equations (GEE) with 
the Gaussian link and unstructured correlation structure were used. Participation 
willingness was a repeated measure since each individual rated their participation 
willingness for each safeguard (5 ratings per individual). GEE was used to model 
the relationship between participation willingness and the perceived protectiveness 
of safeguards, adjusting for potential confounders (i.e., gender, education, and 
dichotomized optimism). Education was categorized as: attainment of bachelor’s 
degree versus no attainment of bachelor’s degree. Since there were five types of 
safeguards considered, we used four indicator variables in the model, with IRB as 
the reference safeguard. Furthermore, an interaction term between safeguard pro-
cedure and perceived protectiveness was also included to assess whether the rela-
tionship between protectiveness and willingness to participate differed by 
safeguard.

For the exploratory analysis, least absolute shrinkage and selection operator 
(LASSO) was used. A LASSO model was performed for each safeguard to 
model the relationship between participation willingness and perceived protec-
tiveness with respect to that safeguard. For more information about the GEE and 
LASSO methods, refer to the Description of General Analytic Methods sec-
tion above.

�Descriptive Results

Perceived Protectiveness Associated with the Five Safeguards, by Health Group

As shown in Table A.18, the overall sample rated all five of the research safeguard 
procedures as “somewhat” to “quite a bit protective” (range of means = [3.2–4.0]). 
Overall, respondents viewed the IRB review and DSMB oversight safeguards as the 
most protective (mean(sd) = 4.0 (0.8) and 4.0(0.9) respectively), and the alternative 
decision maker safeguard as the least protective (mean(sd) = 3.2(1.0)). Within each 
health group, a similar pattern emerged.
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Table A.18  Perceptions of protectiveness by participant group and safeguard procedure type

–

Mental illness Physical illness Healthy Overall

P valueaMean (SD) Mean (SD) Mean (SD)
Mean 
(SD)

Alternative decision maker 2.9 (1.1) 3.4 (1.1) 3.3 (0.8) 3.2 (1.0) 0.02
Informed consent 3.2 (1.1) 3.6 (1.3) 3.7 (1.0) 3.5 (1.1) 0.06
Confidential coding 3.5 (1.1) 3.8 (1.0) 3.9 (1.0) 3.7 (1.0) 0.14
DSMB oversight 3.8 (0.9) 4.0 (0.9) 4.1 (0.8) 4.0 (0.9) 0.29
IRB review 4.0 (0.8) 4.0 (0.9) 4.1 (0.8) 4.0 (0.8) 0.81
All safeguards 3.5 (1.0) 3.8 (1.1) 3.8 (0.9) 3.7 (1.0) –

Participants were asked:
“How much does this [Safeguard Procedure X] protect people who participate in research?”
Scale: 1 = Does not protect at all, 2 = Only protects a little bit, 3 = Somewhat protects, 4 = Protects 
quite a bit, 5 = Highly protects
DSMB = data safety monitoring board, IRB = institutional review board
a P values correspond to 1-way ANOVA test

Respondents with physical illness and in good health endorsed higher ratings of 
perceived protectiveness for all safeguards as compared to respondents with mental 
illness and/or substance use disorder. In particular, the alternative decision maker 
safeguard was viewed as significantly less protective by individuals with mental ill-
ness as compared to individuals with physical illness (mean = 2.9 and 3.4 respec-
tively, P value = 0.02).

Participation Willingness Associated with the Five Safeguards, by 
Health Group

Respondents’ willingness to participate in projects that included each safeguard 
also varied by safeguard procedure (range of means = [2.9–3.8]). Overall, respon-
dents expressed the greatest level of willingness to participate in projects where the 
IRB review safeguard was present (mean(sd)  =  3.9(1.0)). They expressed lower 
levels of willingness to participate in projects where the alternative decision maker 
safeguard was present (mean(sd) = 2.9 (1.3)). Within each health group, similar pat-
terns were found.

Across all safeguards, respondents with physical illness and in good health reported 
higher levels of willingness to participate as compared to respondents with mental ill-
ness. On average, respondents with physical illness expressed higher levels of partici-
pation willingness as compared to respondents with mental illness regarding research 
projects that made use of the alternative decision maker safeguard (means = 3.2 and 
2.4 respectively, P value = 0.006). Furthermore, respondents with mental illness and/
or substance use disorder expressed lower levels of participation willingness in 
research using the informed consent safeguard when compared to respondents with 
either physical illness or in good health (means = 3.0 (mental illness) vs. 3.5 (for both 
physical illness and healthy), P value = 0.05). Refer to Table A.19.
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Table A.19  Perceptions of participation willingness by participant group and safeguard 
procedure type

–

Mental illness Physical illness Healthy Overall

P valueaMean (SD) Mean (SD) Mean (SD)
Mean 
(SD)

Alternative decision maker 2.4 (1.2) 3.2 (1.4) 2.9 (1.2) 2.9(1.3) 0.006
Informed consent 3.0 (1.2) 3.5 (1.4) 3.5 (1.1) 3.3 (1.3) 0.05
Confidential coding 3.2 (1.2) 3.7 (1.2) 3.7 (1.0) 3.5 (1.2) 0.06
DSMB oversight 3.6 (1.2) 3.9 (1.1) 4.0 (1.0) 3.8 (1.1) 0.19
IRB review 3.7 (1.1) 3.9 (1.0) 4.0 (0.9) 3.9 (1.0) 0.46
All safeguards 3.2 (1.3) 3.6 (1.2) 3.6 (1.1) 3.5 (1.2) –

Participants were asked:
“If you knew that a project was approved by/watched over/involved this/was using a [Safeguard 
Procedure X], how much would it influence your willingness to participate in the project?”
Scale: 1 = Does not influence my willingness to participate at all, 2 = I’d be a little bit more willing 
to participate, 3 = I’d be somewhat more willing to participate, 4 = I’d be quite a bit more willing 
to participate, 5 = I’d be very much more willing to participate
DSMB = data safety monitoring board, IRB = institutional review board
a P values correspond to 1-way ANOVA test

�GEE Results: Associations between Willingness to Participate 
and Perceptions of Protectiveness

Association between Type of Safeguard and Stated Willingness to Participate 
in Research with Safeguards

Controlling for confounders, there was an association between the type of safeguard 
used in research (i.e., confidential coding, alternative decision maker, and informed 
consent safeguards) and the respondents’ stated willingness to participate in research 
that includes the safeguard.

Participation willingness in the presence of the IRB review safeguard was con-
sistently at greater levels relative to participation willingness in the presence of all 
other safeguards, including confidential coding, alternative decision makers, and 
informed consent (regression coefficient  = −1.1, P value <0.001; −1.6, P value 
<0.001; −0.9, P value = 0.004, respectively).

Respondents’ stated willingness to enroll in research was positively associated 
with their perceptions of the protectiveness of safeguards (regression coeffi-
cient = 0.5, P value <0.001), adjusting for illness type, safeguard type, gender, edu-
cation, and optimism level. Moreover, the positive association between respondents’ 
willingness to participate and perceived protectiveness varied by the type of safe-
guard (Fig. A.1; of IRB review, regression coefficient = 0.5, P value <0.001; confi-
dential coding, regression coefficient = 0.8, P value <0.001; alternative decision 
maker, regression coefficient = 0.9, P value <0.001; DSMB oversight, regression 
coefficient = 0.6, P value <0.001; informed consent, regression coefficient = 0.7, P 
value <0.001).
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Fig. A.1  Willingness to participate positively correlates with perceived protectiveness and varies 
by safeguard procedure type. DSMB = data safety monitoring board, IRB = institutional review 
board. Protectiveness ratings ranged from 1 = “Does not protect at all” to 5 = “Highly protects”; 
Willingness to participate ratings ranged from 1 = “Not at all willing” to 5 = “Extremely willing”

Association Between Respondents’ Stated Willingness to Participate 
in Research with Safeguards and Respondents’ Demographic Characteristics

Our analysis indicated an association between level of optimism and stated willing-
ness to participate. The average level expressed for participation willingness was 
0.3 points higher among respondents who expressed strong levels of optimism as 
compared to those who endorsed weak to moderate levels of optimism (regression 
coefficient = 0.3, P value = 0.001). Education, gender, and health status were not 
significantly associated with participation willingness.

�LASSO Results: Significant Predictors of Participation Willingness by 
Safeguard Type

IRB Review Safeguard

The LASSO selected the following predictors: perceived protectiveness, race (white 
vs. non-white), RAQ score, and Trust in Medical Research score. White respon-
dents had a higher mean participation willingness rating as compared to non-white 
respondents (regression coefficient  =  0.2). Positive associations were found for 
RAQ score, Trust in Medical Research score, and protectiveness. Table A.20 pres-
ents the estimated regression coefficients.
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Table A.20  LASSO Results: predictors of participation willingness selected for each safeguard 
procedure type

Safeguard Predictor
Coefficient 
estimatea

IRB IRB perceived protectiveness 0.4
Race: White vs. non-white 0.1
RAQ Total 0.04
Trust in MR Total 0.002

DSMB DSMB perceived protectiveness 0.8
Trust in MR Total 0.0002

Informed consent Informed consent perceived protectiveness 0.8
Race: White vs. non-white 0.05
TIPI- openness to experiences 0.04
TIPI- agreeableness 0.02
PROMIS- cognitive −0.006
LOT-R optimism dichotomized 0.003
RAQ Total 0.003
Davis empathy scale total 0.001
Stigma scale Total −0.0003

Alternative decision 
maker

Alternative decision maker perceived 
protectiveness

0.9

LOT-R optimism dichotomized 0.4
Physical illness versus mental illness 0.1
PROMIS depression 0.01
RAQ Total 0.005
Davis empathy scale total 0.003
PROMIS self-efficacy −0.003
Stigma scale total −0.001

Confidential coding Confidential coding perceived protectiveness 0.8
Race: White vs. non-white 0.2
LOT-R optimism dichotomized 0.06
RAQ total 0.009
PROMIS depression 0.0002

DSMB = data safety monitoring board, IRB = institutional review board, LOT-R = life orientation 
test-revised, MR = medical research, PROMIS = patient-reported outcomes measurement informa-
tion system, RAQ = research attitudes questionnaire, TIPI = ten-item personality inventory
a Regression coefficients are included for reference, but statistical significance is not of importance; 
rather because it is a variable selection technique via shrinkage, it is important to evaluate variables 
that were not shrunk

DSMB Oversight Safeguard

The relevant predictors selected by LASSO for mean participation willingness in 
the presence of the DSMB oversight safeguard were perceived protectiveness and 
Trust in Medical Research score.
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Informed Consent Safeguard

The relevant predictors selected by LASSO for mean participation willingness in 
the presence of the informed consent safeguard were perceived protectiveness, race 
(white vs. non-white), Openness to Experience score, Agreeableness score, 
PROMIS- Cognitive score, LOT-R dichotomized Optimism score, RAQ score, 
Davis Empathy Scale score, and Stigma Scale score.

Alternative Decision Maker Safeguard

The relevant predictors selected by LASSO for mean participation willingness in 
the presence of the alternative decision maker safeguard were perceived protective-
ness, LOT-R dichotomized optimism, health group (physical illness vs. mental ill-
ness), PROMIS- Depression score, RAQ score, Davis Empathy Scale score, 
PROMIS- Self-Efficacy score, and Stigma Scale score. Respondents with strong 
levels of optimism had on average, a 0.4 point higher mean participation willingness 
score, as compared to respondents with weak to moderate levels of optimism 
(regression coefficient = 0.4).

Confidential Coding Safeguard

The relevant predictors selected by LASSO for mean participation willingness in 
the presence of the confidential coding safeguard were perceived protectiveness, 
race (white vs. non-white), dichotomized optimism, RAQ score, and PROMIS- 
Depression score. White respondents, on average, had a 0.2 point higher mean par-
ticipation willingness score than non-white respondents (regression coefficient = 0.2). 
Respondents with strong levels of optimism had on average, a 0.06 point higher 
participation willingness score as compared to respondents with weak to moderate 
levels of optimism (regression coefficient = 0.06).

Limitations

This study has several limitations. First, as recruitment was conducted online, we 
relied on self-reported illness status. However, for the screening survey, respondents 
were unaware of the inclusion criteria for the full survey, thereby mitigating the 
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potential for biased self-reports. Second, the hypothetical nature of the questions 
limits the generalizability of the findings. In addition, as this was a pilot study with 
the primary purpose of evaluating recruitment feasibility and face validity of 
obtained survey responses, the sample size was modest. Further work by our team 
will utilize a much larger sample size to assess a range of perspectives regarding 
ethical aspects of psychiatric research. Despite these limitations, these findings lend 
support for the methodology used here, i.e., recruitment of individuals living with 
mental illness (in this study, self-reported mood disorders) as well as individuals in 
self-reported overall good health in order to evaluate a variety of ethically salient 
perspectives on research. 

�Conclusion

A number of noteworthy findings emerged from this analysis of valence factors. The 
examination of valence factors yielded insights that confirmed prior work [9, 10]. 
Other findings were unexpected and necessitate further replication in other samples. 
Taken together, several valence factors emerged as significant factors associated 
with participation willingness. Some well-studied factors, such as perceived risk, 
did not vary by personal attributes (e.g., self-reported illness) but depended on one’s 
level of self-reported trust in medical research. Other understudied valence factors 
(e.g., perceived protectiveness) did not vary as expected by self-reported illness and 
predicted high willingness to participate in research. Our findings offer new insights 
regarding how information regarding safeguards can be used to bolster public trust 
in the context of research. A number of valence factors (e.g., altruism, stigma) did 
appear to vary across other attributes such as gender and self-reported illness. Table 
A.21 includes more examples of findings in support of study hypotheses regarding 
valence factors.

Our hope is that readers and researchers consider how decisions to enroll in 
research extend beyond a study’s illness- and demographics-related inclusion and 
exclusion criteria. Decisions to enroll in research implicate a variety of valence fac-
tors, e.g., individual dispositional and attitudinal traits that may systematically dif-
fer across sociodemographic characteristics. Focusing on valence factors provides 
an opportunity to enrich engagement and dialogue for community-based research 
and public health outreach efforts.
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Table A.21  Emerging evidence from the pilot study in support of study hypotheses

Hypotheses Evidence in support of hypotheses

Measures of valence 
factors (e.g., 
perceptions of risk, 
stigma, and 
perspectives 
regarding medical 
research) will vary 
by study attributes 
(e.g., innovative 
project type) and/or 
personal attributes 
(e.g., self-reported 
illness)

Perceptions of risk
• � Perceptions of risk regarding the projects that involve wearable devices 

or ketamine infusion do not vary by self-reported illness (mental illness 
and/or substance use disorder, physical illness, and good health), 
regardless of how the questions were asked.

Stigma
• � Perceived stigma varied by self-reported health status. Individuals with 

mental illness and/or substance use disorder consistently reported 
higher levels of stigma as compared to participants with physical illness 
and in good health.

Perspectives regarding medical research
• � Men and women differed in their expressed hope in medical research 

and attitudes towards medical research.
Respondents will 
express greater 
willingness to 
participate when 
they express higher 
levels of positive 
valence factors such 
as perceived 
helpfulness of 
research, optimism, 
and trust in medical 
research

Dispositional optimism
• � Respondents with highly optimistic views expressed greater 

participation likelihood than respondents with weak to moderate 
optimistic views, controlling for all other factors in the presence of 
influences (e.g., if one had an illness being, if someone in life wanted. If 
one was offered $100 one time at the beginning of the study).

Perceived risk
• � Participation willingness for a wearable device research study was 

negatively associated with perceived risk. Survey respondents who felt that 
benefits of the wearable device study outweighed risks were more willing 
to participate compared to those who felt risks outweighed benefits.

• � Participation willingness in a ketamine infusion research study was also 
negatively associated with risk perception. Furthermore, individuals who 
felt the risk of the ketamine study was higher compared to everyday risk 
were less willing to participate on average. Individuals who were more 
influenced by a financial incentive were also more generally willing to 
participate in the ketamine infusion study on average.

Perceived helpfulness of research
• � Respondents were more inclined to participate in a wearable device 

study when they felt that others might be helped by their participation 
in the wearable device study.

Other influencing factors
• � Respondents were more likely to participate in the wearable device 

project than in the ketamine infusion project, even in the presence of 
influencing factors such as being offered money (e.g., $100 or $500) or 
if “someone important in your life wanted you to.”

• � Scores on research attitudes questionnaire, Trust in Medical Research, 
openness to experience subscale, life orientation test-revised optimism 
subscale, and the Davis empathy scale were among significant 
predictors of participation willingness.

• � Perceptions of safeguards were significant predictors of participation 
willingness.
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