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Preface

This volume presents the proceedings of the scientific satellite events that were held in
conjunction with the 19th International Conference on Service-Oriented Computing
(ICSOC 2021), held virtually during November 22–25, 2021. The satellite events
provide an engaging space for specialist groups to meet, generating focused discussions
on specific sub-areas within service-oriented computing, which contributes to ICSOC
community building. These events significantly enrich the main conference by both
expanding the scope of research topics and attracting participants from a wider
community.

As is customary to ICSOC, this year, these satellite events were organized around
three main tracks, a workshop track, a demonstration track, and a tutorials track, along
with a PhD symposium.

The ICSOC 2021 workshop track consisted of the following three workshops
covering a wide range of topics that fall into the general area of service computing:

• 2nd International Workshop on Artificial Intelligence for IT Operations (AIOps
2021)

• 3rd Workshop on Smart Data Integration and Processing on Service-based Envi-
ronments (STRAPS 2021)

• 2nd International Workshop on AI-enabled Process Automation (AI-PA 2021)

This year in the workshop track, the theme of artificial intelligence and its appli-
cations in service computing was particularly noticeable. Workshops were selected
based on the submission of a detailed description to the Conference Workshops
Co-chairs. After a review of all the submissions, three workshops were selected by the
Conference Workshops Co-chairs, in consultation with the General Co-chairs. All
submitted papers to the workshops went through a heavy review process where each
paper was reviewed by at least three members of the Program Committee of the
workshop to which it was submitted. The Conference Workshops Co-chairs checked
the assignments and the reviews before the final decisions were made. A total of 47
papers were submitted to the workshops and 20 were accepted, giving an acceptance
rate of around 42%. The workshops were held on November 22, 2021, and included
keynote talks from prominent speakers from industry and academia.

The PhD symposium is an international forum for PhD students to present, share,
and discuss their research in a constructive and critical atmosphere. It also provides
students with fruitful feedback and advice on their research approach and thesis. The
PhD symposium was held over a half-day session and included four accepted papers.
This year, and due to COVID-19, the conference supported all PhD students and their
participation was fully free of charge.

The demonstration track offers an exciting and highly interactive way to show
research prototypes/work in service-oriented computing and related areas. The
demonstration track was held over a two-hour session for the presentations and then



dedicated sessions for real-time demonstrations, running in parallel. Four demonstra-
tions were accepted and presented during the conference.

ICSOC 2021 also featured four tutorials, held on the same day as the workshops,
which offered comprehensive overviews and deeper insights on subjects ranging from
AI-enabled processes and service-oriented architectures for blockchain to distributed
IoT systems and service robots.

We would like to thank all the authors for submitting their work to the satellite
events, as well as the various committee members, who together contributed to these
important events of the conference. We hope that these proceedings will serve as a
valuable reference for researchers and practitioners working in the service-oriented
computing domain and its emerging applications.

July 2022 Hakim Hacid
Monther Aldwairi

Mohamed Reda Bouadjenek
Marinella Petrocchi

Noura Faci
Fatma Outay

Amin Beheshti
Lauritz Thamsen

Hai Dong
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A Study of Artificial Intelligence
Frameworks and Their Capability

to Diagnose Major Depressive Disorder

Oluwafeyisayo Oyeniyi1, Shreyansh Sandip Dhandhukia2, Amartya Sen1(B),
and Kenneth K. Fletcher2

1 Oakland University, Rochester, MI 48309, USA
{ooyeniyi,sen}@oakland.edu

2 University of Massachusetts Boston, Boston, MA 02125, USA
{S.Dhandhukia001,kenneth.fletcher}@umb.edu

Abstract. The accurate diagnosis of mental illness is challenging because
mental illness does not result in evident physical symptoms as compared
to physical illness like the common cold. As a result, no definitive med-
ical tests exist for mental illnesses. This situation is further aggravated
by the fact that many of the symptoms of various mental illnesses over-
lap. Further, traditional means of mental care and therapy are not eas-
ily accessible to a majority of the population in developed and developing
countries alike. In addition, openly discussing mental illness in major parts
of society is still considered taboo. Therefore, a plausible way to improve
mental illness diagnosis and address the aforementioned challenges is by
using Artificial Intelligence (AI). This paper presents a comprehensive sur-
vey of AI-enabled approaches to Major Depressive Disorder (MDD) diag-
nosis and outlines some future research directions and challenges in this
field. The paper also presents a preliminary system architecture of an AI-
enabled approach to diagnose mental health with the objectives of making
the underlying system more user-centric, scalable and accessible.

Keywords: Artificial intelligence · Explainable AI · Machine
learning · Mental health

1 Introduction

A human being’s good mental health is vital to ensure emotional, psychological,
and social well-being, and any condition that affects this well-being is known
as a mental disorder. One such disorder is Major Depressive Disorder (MDD),
or simply depression. According to the World Health Organization (WHO)1,
symptoms of depression are characterized by an individual’s lack of interest in
previously enjoyable activities and persistent sadness.

Motivation: Depression is a leading cause of disability worldwide, with almost
75% of individuals suffering from MDD in developing countries who remain
1 https://www.who.int/health-topics/depression.

c© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 3–17, 2022.
https://doi.org/10.1007/978-3-031-14135-5_1
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untreated and approximately 1 million susceptible cases lead to suicide [3]. In
the United States (U.S.) alone, MDD affects more than 16.1 million American
adults each year, which constitutes about 6.7% of the U.S. population aged
18 and older [3]. Additionally, due to the global pandemic from SARS-CoV-2
(COVID-19) in the year 2020 itself, depression diagnoses were up by 873% [17].

The demand for mental health services is rapidly increasing, as shown in a
2018 survey by National Council on Behavioral Health (NCHB)2. The survey
concluded that at least 56% of people want access to mental health services but
face many barriers. These barriers can be attributed to a lack of resources and/or
trained healthcare providers, the social stigma associated with mental disorders,
and inaccurate assessment3. Another survey in 2018 [14], showed that there is
a shortage of mental health care professionals in every state across the U.S.
This situation is further aggravated due to the high cost and insufficient insur-
ance coverage for mental health conditions, leading to the difficulty of accessing
mental health services by economically challenged population.

Nonetheless, most people suffering from mental illnesses have a prevalent
behavior of wanting to be alone. Due to this isolation, mental disorder patients
seek online venues like Twitter, Facebook, or Reddit to openly or anonymously
share about discomforts and anxieties. This gives rise to data repositories com-
prising a variety of user-curated contents on social media platforms such as
personal status, user’s pictures, and geo-location, which can be mined for infor-
mation. While humans have limited capacity to learn, an AI actuated system
can easily access thousands of medical information sources and help in the early
detection of chronic mental health diseases in patients.

Background: The Need for AI. Traditional means of providing screening
(diagnosis) and monitoring, although good, are not sufficient today due to two
different reasons. First is the Big Data Connection. The information generated
from pervasive devices with Internet connectivity and social media platforms
can aid in detecting and monitoring depressive behavior. However, analyzing Big
Data generated from online platforms is not supported by traditional care and
therapy. Second is the ease of accessible care and constant monitoring of MDD
patients. Traditional means cannot address the accessibility issue and provide
constant monitoring in contrast to AI-enabled frameworks to address mental
well-being. So it is necessary to support and extend the methods of traditional
care by using AI-based frameworks to leverage the advancement in computer
technology for social good.

A diverse technical solution has been adopted and implemented to help solve
the limited access to a medical professional. The solutions range from chatbots,
IoT/Wearable devices, mobile and web applications to behavioral technologies
[1,7,8,11,13,18]. These solutions have helped to significantly increase the access
to the professional help needed for individuals suffering from MDD. The nature of
these solutions makes them easily accessible, thereby reducing the stigma that
is associated with MDD. Further, The type of study conducted in this paper
2 https://rb.gy/8hpftt/.
3 https://rb.gy/zgznyj.

https://rb.gy/8hpftt/
https://rb.gy/zgznyj
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will also benefit other domains like Analysis of Behavioral Disorders in business
processes such as banking recommender systems and cognitive recommender
systems [4,5].

Objectives and Contributions: Given the importance of AI-enabled frame-
works towards diagnosing and monitoring MDD, this work surveys and discusses
the different AI-enabled approaches to MDD that have been proposed in the
recent literature. The contributions of this work are as follows:

– Review existing literature on AI-enabled frameworks for diagnosing mental
health illnesses and summarize existing research challenges and some future
directions.

– Propose a decentralized system design of an accessible and scalable AI-
enabled approach for diagnosing mental health illnesses.

2 AI-Enabled Approaches

The systematic search strategy along with some exclusion criteria were as fol-
lows. The paper identified related works based on their solutions that addressed
features like reliability, accuracy, accessibility, and explainability. The works
prior to 2015 was excluded along with any work that had no testing or implemen-
tation, or if the data was not gathered from a valid source like health agencies
or social media. For recent literature surveyed belonging to each domain, the
paper presents a discussion on their algorithmic description, and the input and
output type.

2.1 Expert System and Fuzzy Logic

In [2], the authors proposed an expert system that can be used to diagnose
depression in an individual. Due to the nature of depression diagnosis, the expert
system would help the psychologist to appropriately diagnose an individual.
The expert system was created using Simpler Level 5 (SL5) object language,
with its engine implemented in Delphi Embarcadero RAD Studio XE6. The
proposed expert system interacted with the human subjects by asking them a
set of Boolean questions. Based on the answers chosen, the expert system out-
lined a diagnosis and recommendation to the user. The knowledge base for the
expert system was created with the information documented from experienced
psychologists and specialized websites for depression. The proposed expert sys-
tem thereafter was evaluated by an experienced psychologist, who verified the
correctness of the system output. The benefits of the expert system can be cat-
egorized by its ease of use. Further, the system can be deployed as a standalone
system, without the need for an intervention from a medical professional.

The authors in [18] designed a web-based expert system using fuzzy logic to
diagnose individuals suffering from depression and determine the level of severity.
The system was designed to be user-centric; it could be implemented in special-
ized settings such as in a psychiatric office as well as being used by the user solely.
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Fuzzy logic was used to address the uncertainty or ambiguity present in human
knowledge and the decision-making process. Knowledge was acquired from sev-
eral resources and professionals, with the Diagnostic and Statistical Manual of
Mental Disorders (DSM-V) being the main source. The scale for the severity of
depression disorder used was “very low, low, medium, high and very high”. The
expert system was implemented in Jess. The system’s predictive results were
evaluated by psychological consultants who verified the accuracy of the result.
As reported by the authors, their proposed system also achieved a 79% and 98%
outcome for the metrics of sensitivity and specificity, respectively.

Using Fuzzy logic gives allowance for uncertainty in decision making which
makes it flexible and easily adaptable to different scenarios. The level of uncer-
tainty or vagueness present in the decision-making process makes the preciseness
and accuracy of the results obtained questionable.

2.2 Machine Learning Approaches

The current trends in digitization have penetrated many industries including
healthcare. The concurrent growth in medical demands and improved efficacy of
machine/deep learning algorithms can help medical institutions and their pro-
fessionals to detect early signs of chronic diseases, which helps to reduce the time
and lower the costs of treatment. This section summarizes the various Machine
Learning (ML) based frameworks that have been proposed. The literature within
this category is further analyzed based on sub-categories like the type of ML
algorithms ((un)supervised, semi-supervised, and reinforcement learning), along
with the proposed model’s respective algorithmic input and output. Although, a
net total of about 15 works have been reviewed in this category (Sect. 4), owning
to page limitations, in this section, the description of only a select few notable
papers have been presented. For a complete description of the reviews, readers
are kindly referred to the following document - https://rb.gy/ajeq5q.

Supervised Learning. Machine learning approaches that belong to this algo-
rithmic category utilizes historical and classified input and output to train them-
selves and facilitate the intended functionalities.

Summary: To begin with, one such literature that belongs to this algorith-
mic category of supervised learning is [19]. It discusses the prevalence of Major
Depressive Disorder (MDD) and Generalized Anxiety Disorder (GAD) in youth
attending universities. The authors state that if such issues are not diagnosed
at an early stage then it leads to drinking-related harm and alcohol abuse. The
paper [19] proposes a machine learning model that predicts if an individual suf-
fers from MDD and GAD by creating a so-called Electronic Health Records
(EHR) data set. The EHR comprised of an undergraduate student’s biometric
and demographic data with the exclusion of all psychiatric features to preserve
privacy. An ensemble algorithm consisting of Support Vector Machine (SVM),
XG Boost, K-Nearest Neighbor (KNN), Random Forest, Logistic Regression,
and Neural Network was deployed using Bayesian hyperparameter optimization.

https://rb.gy/ajeq5q
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Algorithmic Input: The input to the machine learning model consisted of
an individual’s physiological data like blood pressure, Body Mass Index (BMI),
heart rate, and demographic data like housing status, health insurance, and age.
The authors used non-psychological factors such as age, housing zip code, and
health insurance from Electronic Health Record (EHR) data set to predict if a
college student is suffering from Major Depressive Disorder (MDD) or General
Anxiety Disorder (GAD), and explain the model’s result.

Algorithmic Output: As per the author’s reporting, the ensemble model
achieved 70% accuracy and some of the top features were satisfaction with living
conditions, public health insurance, and parental home. XG Boost classifier was
used to predict an individual status if they are suffering from depression or not.
Overall, the Area Under Curve (AUC) scores obtained from each model in the
ensemble model indicated the model accurately predicted an individual’s state,
and also Shapely Additive Explanations (SHAP) was used to explain how the
importance of each feature affects the overall result of a model’s performance.
The obtained results allowed the authors to validate that depression can be
diagnosed using non-psychiatric features.

Summary: In [12], the authors have proposed the incorporation of digital
intervention in predicting depression and other forms of anxiety symptoms.
The authors aimed to evaluate the improvement experienced by a patient who
received care via digital intervention after hospital discharge from illness around
work-related stress. This research was conducted in a randomized controlled trial
of 632 people who received the digital intervention. This group of users was split
into two groups - a group using the digital interventions for their follow-up and
the other group receiving information from a professional. This study was done
for 9 months after the hospital’s discharge.

Algorithmic Input: The authors implemented an ensemble model which had 2
layers to analyze the data. The first layer, known as the base model consisted of
ridge regression, random forests, general linear models, Gaussian process, sup-
port vector machines, K-nearest neighbors. The second layer was the averaging
layer, which took as input the mean prediction for a given subject across the
different models and validation folds.

Algorithmic Output: Based on the output of the results, the authors stated
that their ML model predicted a change in the depression of a person. The
authors also stated that the ML model could be capable of guiding a clinician to
know the best way to allocate resources in caring for a user, either using a higher
level of traditional care or a low-level resource consisting of digital intervention.

Summary: The authors in [8] aimed to evaluate chatbots utilization by users.
Tess is the chatbot that was used as a case study in this paper. Tess deciphers
a user’s emotional needs through the content of their conversation. Tess has 12
modules and its questionnaires or content spans across different areas of interest
such as self-compassion, cognitive distortion, coping statements, and so on. These
areas make Tess a robust chatbot but also present a herculean task for the users
to go through the modules in good time.
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Algorithmic Input: Tess was deployed on Facebook messenger with anony-
mous data collection. The authors aimed to analyze the usage of Tess, under-
stand user’s flows between the various modules and the usage of each module.

Algorithmic Output: From the analysis carried out, the authors showed that
a chatbot is an effective tool for mental health, just the major modules required
to assist a user should be implemented in a chatbot, and the overall usage across
the different modules was based on some factors such as the questions asked and
the time required to complete a module.

Summary: In this work [1], the authors developed a depression diagnosis algo-
rithm using an individual’s sequence of responses to a virtual agent and deter-
mined their depression severity.

Algorithmic Input: This research involved diagnosing depression through
sequencing of responses obtained from a user using audio and text features.
The responses were categorized as responses to specific questions asked from the
Patient Health Questionnaire (PHQ) and responses that are not dependent on
the questions asked. The authors carried out this experiment using three differ-
ent scenarios to evaluate the effectiveness of their model. In the first scenario
called the context-free modeling, a regularized logistic regression was deployed
and the time a question was asked was the key factor and not the question type.
In the second scenario called weighted modeling, a regularized logistic regres-
sion was deployed and the question type, not the timing of the question was the
key factor. In the third scenario called sequence modeling, a bi-directional Long
Short-Term Memory (LSTM) was implemented.

Algorithmic Output: The authors discovered that in the cases of context-free
modeling and sequence modeling, the text features gave a better result. Whereas,
in the case of weighted modeling, the audio features performed better. Overall,
the best result was obtained from the weighted modeling for both the text and
audio data.

Unsupervised Learning is a type of machine learning technique where the
label is not pre-defined but determined by the clustering of a set of data points.
The labels are defined by the patterns discovered in the data set. In this sub-
section, the paper presents a discussion on existing works that fall in the category
of unsupervised learning to address Major Depressive Disorder.

Summary: In [21], the authors implemented an unsupervised machine learning
algorithm using K-Means Clustering to predict if an individual is suffering from
depression along with predicting their depression severity. K-Means clustering
uses the position of each data point instead of the summary of data points, thereby
making its prediction output more holistic in nature. Moreover, the model’s results
were compared with the results from a traditional norm-based classification to
evaluate the model’s performance. Middle and High school Chinese students were
the focus of this study.

Algorithmic Input: The K-Means clustering was implemented in a 13-
dimensional space with 13 features obtained from Beck Depression Inventory
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(BDI) questionnaire. The clusters centers were determined using the maximum
and minimum points. The authors classified the severity of depression as none,
mild, moderate, and severe.

Algorithmic Output: The model was able to correctly predict if an individual
was suffering from depression, and when compared to the traditional norm-based
classification models, the model had higher accuracy and AUC score.

Semi-supervised Learning is a combination of supervised and unsupervised
learning. In semi-supervised learning, a small amount of labeled data is used
along with a large amount of unlabeled data, which can be helpful when there
is an unavailability of a large amount of labeled data.

The research work presented in [22] is an example of semi-supervised learn-
ing wherein the research objective was to monitor the clinical depressive symp-
toms from Twitter data that imitates the PHQ-9 survey used by clinicians. The
authors proposed two approaches to detect the possibility of users suffering from
depression. The former was a bottom-up approach where authors used distribu-
tional semantics to unwrap the symptoms of depression. The first approach is
based on Latent Dirichlet Allocation (LDA), which is specifically unsupervised
learning, views tweets as a mixture of latent topics, where a topic is a distribu-
tion of co-occurring words. However, the topics learned by LDA are not specific
enough to correspond to depressive symptoms. The latter approach was based
on a top-down approach where the authors added supervision to LDA by using
a probabilistic topic modeling approach, named semi-supervised topic modeling
over time (ssToT).

Algorithmic Input: The authors collected data of 45000 Twitter users with
self-declared depression and another 2000 tweets of undeclared users. After the
examination, it was seen that most users talked about their family and com-
panion issues and the requirement for their help. The authors compared the
ssToT learned topics with existing semi-supervised and unsupervised learning
approaches such as k-means clustering, LSA, LDA, BTM, Partially Labeled
LDA. These experiments suggested that ssToT outperformed all the state-of-
art models paying little heed to the corpus that probabilities are acquired from.
ssToT model was also tested as a multi-label classifier, using 10400 tweet data-
set in 192 buckets. Each bucket contains tweets that are posted by the client
inside a range of 14 days. The ssToT model was trained on an unlabeled data
set and the performance was estimated by utilizing the labeled data-set.

Algorithmic Output: Accuracy and precision were measured for the ability to
predict the presence of 9 depressive symptoms (in compliance with PHQ9) and
they were found to be 0.68 and 0.72 on average. The obtained results suggest
that semi-supervised topic modeling overtime was successfully able to capture
depression symptoms from the Twitter data-set which was competitive with a
fully supervised approach.

Reinforcement Learning enables agents to learn by their interaction with the
environment by trial and error using feedback from past actions and experiences.
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This technique is based on rewards and punishment based on the agent’s set of
actions to perform a task.

Summary: In [6], the authors aim to understand the relations between model-
derived reinforcement learning parameters with the depression symptoms and
symptom change after the treatment. Studies were conducted on 101 adults of
which 68.3% were females. The authors also assessed the changes in model-
learning parameters and symptoms after some of the participants received Cog-
nitive Behavioral Therapy (CBT).

Algorithmic Input: The participants responded to the Mood and Anxiety
Symptom Questionnaire (MASQ), a validated self-report measure of the symp-
tom of anhedonia, negative affect, and arousal, as well as the Beck Depression
Inventory to assess overall depression severity, the Wechsler Test of Adult Read-
ing to estimate verbal IQ, and a demographic questionnaire. Out of 101 partici-
pants in the study, a total of 69 participants suffered from MDD and 32 partic-
ipants had no history of MDD. The computational model analysis of behavior
choices and neural data identified contemporary learning with symptoms during
reward and loss learning.

Algorithmic Output: The results showed that during reward learning, the
reward values increased slowly with increased anhedonia. The anhedonia was
associated with model-derived parameters such as learning rate, outcome sensi-
tivity, and neural signals. The results during the loss function manifested that
learning parameter was associated with negative affect were found to be out-
come shift, and the model-learning parameter associated with disrupted neural
encoding of learning signals. After mapping the reinforcement learning model
parameters with the symptoms of MDD it was observed that after CBT the
features associated with the symptoms had shown possible learning-based ther-
apeutic processes.

3 Explainable AI (XAI)

The recent advances in the utilization of AI for the medical field have been
restricted due to the absence of interpretation for complicated models. This
decreases the trust of clients when it comes to the output generated by AI-
enabled models. The AI models that explain its outcomes are better known as
explainable AI (XAI) and can be classified into two major categories [15]. First,
as Ante-hoc, where the framework incorporates logic in the model. Second, as
Post-hoc, where the frameworks utilize a more simple model to clarify a black-
box model. In the following section, the paper discusses some of the notable
literature from the mental health domain that proposes the usage of XAI.

Summary: In [24], authors propose to detect the early signs of depression from
users’ social media posts. They combined XAI with natural language processing
(NLP). The XAI model used Local Interpretable Model-Agnostic Explanations
(LIME) [9] for interpretation. LIME is a local model interpretation method utiliz-
ing local surrogate models to surmise forecasts of black-box models. The authors
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observed that LIME interpretation was sensitive to pre-processing of the data
set, especially the choice of whether to remove stop-words from the data set.
The authors removed stop-words from the data set to study the behavior of
occurrence of personal pronouns in the depression data set.

Algorithm Input: consisted of Urdu and English text data from the social
media platform Reddit and applied NLP algorithms to predict if a user is suffer-
ing from depression. The author used bag-of-Words (BoW) and term-frequency
times inverse document-frequency (TF-IDF) features and used them in machine
learning classifiers like Logistic Regression and Random Forest classifiers.

Algorithm Output: for the author’s experimental setup, the Logistic regression
classifiers performed better with an F1 score of 0.89 for TF-IDF features as
compared to the Random Forest classifier (F1 score of 0.84).

Summary: In [23], the framework proposed by the authors incorporated the
SHapely Additive exPlanations (SHAP) [16] for the purpose of model interpre-
tation. SHAP uses values that are an average of marginal contributions of a
single feature value across all possible partnerships of the features. It helps to
represent the impact certain features have on the model outcome with which
these shapely values are associated. The authors in [23], used these shapely val-
ues to assess and foster a novel AI approach for predicting mental health risk in
individuals with diabetes mellitus.

Algorithm Input: Data was collected from 142,432 people suffering from dia-
betes, and their mental health status was verified using two sources - claims
data and medication prescription data. The participant’s behavior was classi-
fied into four categories including demographics and glucometer, coaching, and
event data. Data sets were then collected to make member period occurrences,
and descriptive analyses were performed to comprehend the connection between
psychological well-being status and passive sensing signals. The model used for
training the data set was an ensemble of ten LightGBM models and it was eval-
uated using sensitivity, specificity, precision, the area under the curve, F1 score,
accuracy, and confusion matrix.

Algorithm Output: The outcome as reported by the authors showed that the
proposed model performed with a score of more than 0.5 for sensitivity, speci-
ficity, AUC, and accuracy. The SHAP values determined the elements that offer
more towards the classification output, such as demographics (race and gen-
der), participant’s emotional state during blood glucose checks, time of day of
blood glucose checks, and blood glucose values. The authors were able to effec-
tively anticipate the mental health risk in individuals experiencing diabetes and
showed the component significance of elements that contributed most towards
the classification output of the model.

Summary: The authors in [20] introduced a framework (What-If tool or WIT)
that can visually analyze the ML systems. The WIT tool supports both local
and global interpretation, that is it can analyze a local data point as well as
analyze model behavior across the whole data set. This framework allows the
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users to find the nearest counterfactual to better understand the model’s behav-
ior. The tool also enables users to analyze the relationship between the features
and the predicted output using partial dependence plots, which helps to better
understand what features contribute more to the prediction outcome.

Algorithm Input: The authors gave three contextual analyses to show the
utilization of WIT to analyze the model performance. The first study, directed
by ML specialists, utilized the WIT to analyze regression models. A sample
of 2000 data-set was stacked in the regression model. In the second study, a
programmer of a large technology company used WIT to predict the health
metric for clinical patients. WIT coupled with two regression models tracked
down that the inference results and the data-point visualization results were
bigger for the first regression model than the second. More interestingly, it was
observed that there was a bug in the calculation that caused the first and the
last value of the input feature to trade. The error matrix was sensible for the
model, but the model was tackling an alternate issue because of this bug. Finally,
the third study was led by computer science students from M.I.T examining the
legitimacy of the stop-and-frisk practices of the Boston police department. They
used a data set of 150,000 records and prepared a linear classifier model. The
data-set had features like age, race, sex, and criminal record of an individual
being halted by police alongside the date and location of the offender.

Algorithm Output: The first study observed that the partial dependence plot
was flat for some features of every data point. In the second case study, the WIT
tool found a bug in the software that prevented a certain feature to be fed to
the model, which resulted in a wrong decision. The output of the classifier in
the third study was either positive or negative i.e. if the offender was searched
or not searched during the confrontation. This outcome was coupled with WIT
that identified features like age, gender, and race played a key role in determining
whether the offender was frisked or not.

4 Discussions

In this section, Fig. 1 and 2 summarizes the literature classified using different
categories like machine learning algorithm types, input data type, and so forth.
The numerical values in these illustrations represent the number of reviewed
papers that belong to a respective category. Further discussions presented in
this section illustrate some of the design challenges identified in this field, the
scope of future directions, and the tentative design of an AI system to address
mental health illnesses keeping in mind computational design parameters like
accessibility, efficiency, and effectiveness.

4.1 Lessons Learned: Current Challenges and Future Directions

An important finding of this survey is that majority of the AI-enabled approaches
belong to the category of Machine or Deep Learning frameworks (ML). This is
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Fig. 1. Literature classification - machine
learning algorithm types

Fig. 2. Literature classification - algo-
rithm input types

owing to the dynamic nature of the information associated with depression and
the growing number of patients, which makes fuzzy and expert systems an ill-
fit in terms of computational design criteria. The process of developing expert
systems or fuzzy logic-based systems requires extensive information gathering,
which can inherently be tedious. Thereafter, these systems require a knowledge
base, to be developed from the gathered information. These knowledge bases can
quickly become outdated and in addition, are challenged with issues of scalability
and accuracy. Therefore, the majority of the existing works use ML frameworks
since a ML model can be built using a lot of data making it robust and can be
retrained with new data, making it accurate, scalable, and up-to-date. A model
can be easily trained and deployed quickly as the professional input needed can
be obtained from a variety of sources in a short time.

The second finding from the survey is that, within the domain of ML frame-
works, the majority of the existing works incorporate the supervised learning
methodology compared to unsupervised, semi-supervised, or reinforcement learn-
ing methods. The reason behind the popularity of supervised learning can be
attributed to a few cases. First, in the mental health research domain, the major-
ity of the AI-enabled frameworks consider the problem (e.g. MDD prediction) as
binary classification - depressed or not depressed. This makes labeling easier when
compared to say unsupervised learning, which tries to infer its clusters based on
the data set which can be challenging at times. Hence, there is a preference for
supervised learning frameworks, where the classes are already defined and the
models know what they are looking for. Secondly, in these domains, the avail-
ability of a reliable, accurate, and a reasonably substantial amount of data is a
bottleneck. This bottleneck proportionately impacts the performance of any ML-
based AI framework. Supervised learning when compared to unsupervised learn-
ing does not require too much data. Third, given the current state of the art of AI
systems, in the medical field, it is still favorable to have a human expert interven-
tion. Supervised learning allows this process at an early stage i.e. when the models
are being trained and thereby allowing for more accurate models when compared
to unsupervised or semi-supervised learning methods.

Additionally, the reinforcement learning framework is not best suited for this
nature of problem i.e. depression diagnosis. In reinforcement learning, the agent
goes through different states, and depending on the outcome, they either get
rewarded or punished. Due to the dynamic nature of how depression can be
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diagnosed in an individual, there might be a chance of the agent not prioritizing
a particular state or discounting a state because it does not seem like a ‘norm’
when it can be useful in diagnosing depression in the individual. Also, there is a
question of how long would the agent run before it arrives at a decision and can
prove the result obtained is valid.

The functional benefits of supervised learning algorithms over their coun-
terparts currently make it a more preferable choice. However, looking ahead,
researchers in this domain need to assess an important question - if there is a
paradigm shift towards unsupervised (or semi-supervised) learning algorithms,
what kind of benefits and challenges will be encountered? To begin with, the
benefits of such a paradigm shift will be in the ability to identify patterns that
exist in diagnosing depressive disorders that are currently unknown even within
medical professionals. With this in mind, the outcome of the AI models no longer
needs to be a simple yes or no classification. The ranking of depression severity
would become more flexible as these algorithms will be able to analyze pat-
terns, relationships, and causality that exist in the data points. This will help to
identify features that are easily susceptible to a depression level in an individual.

However, the primary challenge will be in terms of data gathering. The unsu-
pervised and semi-supervised models require a lot of data. Thereafter, function-
ally designing these frameworks will also be challenging. An imperative question
in this regard is - as the patterns are being established across the data points,
if the first data set classifies individuals suffering from depression, would the
second iteration from the result obtained from the first iteration be used to eval-
uate depression severity? Researchers will also need to address the issues in a
model’s bias. In case a data set is obtained from a set of the population (say, indi-
viduals attending college), it is possible the features used to predict depression
would be different from another set of the population (say, middle-aged career
individuals). As such, one will not be able to design a one-size-fits-all framework.

In terms of data collection, currently, the common means through which most
AI-enabled technologies gather data is through text. This text could be through
social media sites or users answering questionnaires delivered through chatbots.
According to the investigations done in this field, a person’s social media activ-
ity via content posted such as the kind of words used and the frequency of the
words used can serve as an indicator for recognizing if a person is suffering from
depression. Additionally, the use of biological data is an effective way of diag-
nosing individuals who are suffering from depression due to the information that
can be easily seen when the data is being read. Moreover, using non-psychiatric
features to predict depression is also a helpful way of predicting if a user is
suffering as it helps to minimize the stigma that is attached to a depression
diagnosis. It also helps in estimating or predicting the likelihood of a certain
class of individuals suffering from depression if certain features are identified.

Finally, the researchers in this domain need to keep in mind that the accep-
tance of their proposed framework by the end-users can only come through model
outcomes that are trustworthy and reliable. This can be achieved by making
the proposed frameworks more transparent to end-users. These requirements
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necessitate the integration of explainable AI (XAI) frameworks to some degree.
The incorporation of XAI frameworks will allow end-users with or without prior
experience in the domain to be able to accept (trust) or reject a prediction if
they understand the reasoning behind it. For example, if a system predicts if
a person suffers from a disease, the expert (doctor) can see the symptoms that
contribute to the prediction to either accept or reject a prediction.

4.2 Proposed AI System Design

In this section, based on the challenges discussed in the previous section, the
paper presents a system architecture of an AI-enabled approach for the diagnosis
of mental health disorders like MDD. The goal of this work in progress is to design
a decentralized system that will be capable of leveraging different AI-enabled
approaches and work with different input data types with an explanation of the
generated output. The motivation behind such a computational design is driven
by the need for increased scalability and accessibility by improving framework
flexibility, which has not been addressed in the existing frameworks. The system
design for the proposed AI framework is illustrated in Fig. 3.

Fig. 3. Proposed system architecture for AI framework

As shown in Fig. 3, the system is divided into three distinct platforms.
First, the user-centric platform consisting of various user devices like cellphones,
tablets, or desktops. Second, the Edge platform will host a local agent (or LAI),
which will improve the quality of service and preserve the privacy of user data.
These local agents will learn from the data collected through the interactions
with the users. A user will have the flexibility of interacting in any way that they
want - either through text chats, audio interactions, or audio-video interactions.
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Depending on the user’s choice, a suitable local agent will be deployed ad-hoc
to their Edge platform. The Cloud platform will host the global agent (or GAI),
whose objective will be to synchronize the activities between different local AI
agents hosted on various Edge Platforms. The learning on the Cloud platform
will be done by receiving the transmitted learning gradients from the local agents
instead of actual user data thereby improving user privacy and incorporating the
concepts of federated machine learning. Given the decentralized and distributed
nature of the proposed framework, it can then be dispensed as-a-service on an
ad-hoc basis with applications similar to IBM Watson’s Personality Insights [10]
service but more geared toward diagnosing depression.

5 Conclusion

In this paper, a comprehensive survey was presented for AI-enabled approaches
proposed in the literature for diagnosing mental illnesses like depression. The
survey was carried out by categorizing the various studies by their incorpo-
rated methodology like Expert Systems, Fuzzy Logic, or Machine Learning
((un-)supervised, semi-supervised, reinforcement). The paper also summarized
the survey by presenting some of the existing challenges in this research domain,
the scope of future work, and a design schema of an AI system that can address
some of the required computational design requirements for this research area
along the lines of accessibility, scalability, privacy, and quality of service.
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Abstract. The incredible growth in available news content has been met
with steeply increasing demand for news amongst the general popula-
tion. The 24/7 news cycle gives people an awareness of events, activ-
ities and decisions that may have an impact on them (e.g. the latest
updates on the COVID-19 outbreak). Despite the flourish of social net-
works, recent research suggests radio and especially TV are still the main
sources of news for many people. However, unlike in social media, the con-
tent aired on radio and TV requires people to listen to every single adver-
tisement and music (for radio) before consuming the next item. For this
reason,mediamonitoring companies have to dedicate considerable amount
of resources on processing or manually filtering the advertising content
(which is blended with the actual news). Often their clients still receive ads.
To mitigate this problem, in this paper, we proposeNo2Ads, an autoregres-
sive deep convolutional neural network (CNN) model that is trained on
over 500 h of human annotated training samples to remove ads and music
from broadcast content. No2Ads reached very high performance results
in our tests, achieving 97% and 95% in precision and recall on detecting
ads/music for radio channels; 95% precision and 98% recall for TV chan-
nels. Between March to September 2021, across 261 radio and TV channels
inAustralia andNewZealand,No2Ads has detected andfiltered out 22,161
h of all captured broadcast content as either advertisements or music.

1 Introduction

Local news is critical for people in a locality to learn about activities that may
have an impact on them. Having national focused news allows people to gain a
national perspective, especially for countries that have many different population
centres. News from foreign countries also plays an important role in today’s
global economy, by giving people a glimpse of each other’s ways of life and
cultural differences. News can even shape us in surprising ways, from what we
see in our dreams, to the possibility of having a heart attack [23]. Unusual or
impactful events such as a pandemic, protests or an economic recession can make
people pay more attention to the news than ever before [9,44].

While there is a growing trend towards using social media to receive the latest
news, the threat of misinformation on social media, such as fake news [6], means
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that TV and radio remain the main source of news for many people [1,8,10,34].
Thus, broadcast news remains critical for media monitoring companies and their
customers who want to monitor and make sense of the world’s conversations in
real-time. The media monitoring process starts with data ingestion where news is
captured 24/7. This captured data is then transcribed using an automatic speech
to text model. The textual information, attached as meta-data to the captured
content, then goes through an enrichment pipeline where each item is comple-
mented with extra attributes such as topics (e.g. finance, sport, traffic), entities
(e.g. person, political group, city) and sentiment (e.g., strongly negative, weakly
positive). Such attributes are then processed by decision-making algorithms to
deliver relevant news items to customers.

Aired news, however, often comes with a high number of advertisements and
music (especially in the case of radio) [28]. This mixture of content degrades
the quality of the data that is presented to customers. Trimming unwanted
advertising content improves the quality of the service for clients and lowers the
processing cost for media monitoring companies. To remove non-news content,
these companies often employ workers to monitor captured items one by one,
non-stop, and around the clock. Although this approach offers very accurate
results, it suffers from significant cost as well as processing bottlenecks and long
delays for content delivery. Unexpected incidents, like the COVID-19 outbreak
[15,39], can worsen the situation even further, because of increases in news con-
tent when news coverage is extended. Thus, an automated approach such as
exploiting a deep learning model, is a more efficient solution.

In this paper, we propose No2Ads, an autoregressive convolutional neural
network (CNN) that converts captured broadcast content into 2D images by
extracting Mel-frequency cepstral coefficients (MFCCs) features. The CNN then
classifies each image into one of the categories ads/music or news. Based on our
analysis, broadcast content always appears in a chain pattern. In other words,
the likelihood of an ad appearing after another ad is higher than the likelihood of
an ad appearing after the news. Thus, we designed our model in autoregressive
[24] form to observe such patterns and find correlations between preceding and
succeeding content while making predictions. No2Ads was trained on over 500
h of annotated news items. We achieve 97% precision and 95% recall in filtering
ads and music from radio, and 95% precision and 98% recall for TV. Our model
reduces the extensive effort and time that is required to manually remove ads
and music from aired news content with low latency and negligible deployment
cost. Between March and September 2021, across 261 radio and TV channels in
Australia and New Zealand, No2Ads has detected and filtered out 22,161 h of
all captured broadcast content as either advertisements or music.

2 Related Work

2.1 News Classification

Grouping news into different categories using deep learning models has received
much attention in recent years, with huge leaps in reported results. Muhammad
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Ali et al. [40] proposed a text-based CNN model to classify Indonesian news,
while [37] presented a large scale topic classifier based on BERT and SparkNLP.
By leveraging headlines, [19] identified political biases, [14] detected clickbait,
and [13,21,22,42] categorised news based on their sentiment tones which later
showed to be a strong feature in predicting finance news [32]. A two step BERT-
based system proposed by Ciara et al. [11] first verified news as fact-based or
opinion-based, and then as real or fake. Related to this work, [27] used unigram
features and a Linear SVM classifier to detect fake news. An ensemble approach
by combining Decision Tree and Random Forests was introduced by [2]. Saeed
Amer et al. [4] suggested that sequence models can be better solutions when
news content is short, while [36] introduced a hybrid approach by merging CNN
and RNN models to utilise local features and long-term dependencies to classify
news.

In contrast with the above mentioned works, our approach requires no seman-
tic understanding of news and non-news items for classification. This makes our
approach more robust to changes in content of news and ads.

2.2 Audio Classification

Leveraging neural models for audio recognition and classification has drawn a
lot of attention recently. Some of the most popular application domains include
speech recognition, music classification and environmental sound recognition.
For instance, Aclnet [26] is an environment sound classification network with
two separate models, a 1D CNN model to produce low-level features (spectral-
like) from raw inputs, followed by the high-level classifier model similar to the
VGG architecture. Along with this work, [41] and [33] demonstrated that sin-
gle layer CNN models can achieve high accuracy by augmenting environmental
sounds. Similarly, Loris et al. [35] proposed ensemble CNN models that utilise
augmentation techniques for audio classification. Their results demonstrate that
the performance of these models increases if they leverage fine-tuned CNNs with
different architectures. Using an SVM model to extract acoustical features such
as sub-band power and pitch information to classify audio samples was the app-
roach demonstrated by Lin et al. [29]. Similarly, Lu et al. [30] showed that if
the audio features are known beforehand, having a hierarchical SVM-based sys-
tem that classifies sub-segment of audio clips into classes can achieve promising
results [30]. Sander et al. [17] showed that, when given raw audio inputs, CNN
models are able to learn useful features and discover frequency decompositions
for tagging music tasks.

Compared to the mentioned approaches, our model does not require any
manual feature extraction. Furthermore, it attends to recent inputs and their
predictions by leveraging temporal representations of sound waves. This enables
our model to unlock hidden patterns and relations that exist in sequences of
broadcast news items.
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Fig. 1. Waveforms of 30 s audio samples: advertisement, music and news. Broadcasted
in Sydney 2 GB radio channel on 03/07/2020. For demonstration purpose waveforms
are downsampled to 1600 Hz.

3 Filtering Approach

3.1 Concept

When you listen to a radio station in an unknown foreign language, you can
usually distinguish between the parts that are normal spoken text (e.g. news
stories, people having an interview), and the parts that are advertisements or
music, even when you do not understand what is being said. Semantic under-
standing of the content is not required to identify the content class. This implies
that speech transcription is not essential when designing a model to classify ads
and news.

To illustrate this concept, Fig. 1 shows the waveform of 30 s of radio audio
for advertisement, music and news clips. The spoken news is marked by frequent
short pauses, whereas the music clip looks like a continuous stream of audio.
Advertisements are often a combination of background music and speech, or have
the natural speech pauses artificially removed to decrease the advertisement’s
length and cost. Note that Fig. 1 only shows the amplitude of the audio signal
over time. The frequency over time is not visible, even though the frequency is
also a source of information that can be used to classify the type. For example,
musical instruments often produce tones that are higher or lower in pitch than
what can be produced by the human voice.
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One way to visually represent both the amplitude and the frequency in a
single image is by creating a spectrogram. In order to create a spectrogram,
discrete Fourier transforms (DFT) are applied to the audio signal over a sliding
window of a certain sample-size. Each Fourier transform results in a set of values
that represent the signal strength per frequency. The signal strength values are
then color-mapped and displayed as a vertical band. The combination of vertical
bands for all sliding windows gives an image of the frequency strength over time.
This spectrogram image has been successfully used for audio classification tasks
in [25].

A downside of the spectrogram is that it does not take the physical properties
of the human vocal and auditory system into account. In No2Ads, we want to
distinguish normal speech from abnormal speech or non-speech, and thus it is
important that the input to our classifier contains features that are good at
identifying this difference. One such representation is offered by MFCC features.

3.2 MFCC Features

Mel-frequency cepstral coefficients (MFCC) were originally created for speech
representation and recognition, and to aid in speaker identification [16,31]. They
have since been used in numerous areas related to speech processing. The MFCC
features are computed from a modified version of the cepstrum [12], which iden-
tifies repeating patterns in the frequency spectrum. The MFCC features are
designed to mimic the human hearing system, by applying a filter bank to the
audio signal, where the filters are distributed linearly for low frequencies and
logarithmically for high frequencies.

MFCCs are computed in the following steps1:

1. Compute the Fast Fourier Transform (FFT) over a sliding window on the
audio signal.

2. For each window frame, apply a filter bank with overlapping bandpass filters,
either triangular or cosine in shape. The widths of the filters are according to
the mel scale, which represent equidistant pitches under human perception.
The filter bank thus maps the spectrum onto the mel scale.

3. Compute the logarithm at each frequency in the mel domain.
4. Apply a discrete cosine transform (DCT) to the collection of mel logarithms.
5. The resulting amplitudes of the DCT are the mel-frequency cepstral coeffi-

cients.

In Fig. 2, we show an example of MFCC outputs for 6 samples of 30 s of
audio, for different modalities. In each image, a single vertical band represents
the color-mapped values of 100 MFCCs computed on a sliding window. It is clear
that advertisements and music have a very different character to normal speech,
making this a good input to our model.

1 For further details, we refer the interested reader to https://www.intechopen.com/
chapters/63970.

https://www.intechopen.com/


Say No2Ads: Automatic Advertisement and Music Filtering from News 23

Fig. 2. MFCCs extracted from six types of audio samples, which were broadcast on
the Sydney 2 GB radio channel on 2020-07-03 - sample rate = 16000Hz, features =
100, duration = 30 s. Points with warmer color depict higher MFCC values.

3.3 Model Architecture

No2Ads is a convolutional neural network (CNN) model that uses two core ideas.
First, images that are generated from ads and music have areas with higher values
for the MFCCs, while images from news content generally have lower MFCCs.
This corresponds to music and ads simply being louder on average than spoken
content. Figure 2 shows this clearly. Second, images of the same content class tend
to appear in sequence, thus the CNN model can use the type of the n previously
classified images to aid in the current decision (autoregressive approach). In our
experiments, we found that n= 5 achieves the highest accuracy.

Our model has four 2D convolution layers that sit next to each other with
four different filter sizes (6× 100, 7× 100, 9× 100, 10× 100). Each filter focuses
on detecting patterns/features at a specific scale in the input image. The filter
weights are randomly initialized in the beginning of the training process, but
they get updated as the model learns to recognize features of the input (through
backpropagation). Filters scan the input image from left to right to create a
convoluted image a.k.a feature map [5]. Extracted features in feature maps are
then passed into a Rectified Linear Unit (ReLU) to increase the non-linearity
by ignoring the non-positive features. This normalization step helps to prevent
the exponential growth in computation and therefore accelerate the learning
process. The rectified feature maps are then used by a pooling layer to select
the maximum value (max pooling [5]) in each region within a feature map. The
results are down-sampled feature maps that highlight the most dominant features
in regions. Reducing the dimensions of feature maps results in decreasing the
number of parameters to learn by the model while it becomes more robust to
variations in the position of features in the input image. Pooled features from
all four layers are then concatenated and flattened (unroll all values into a 1D
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Fig. 3. No2Ads model architecture - MFCC generated images are fed through convo-
lution and pooling layers to extract features and predict target labels.

vector). This flattened vector is then passed onto a fully connected layer to
perform the actual classification task.

The prediction result is then concatenated with the last n = 5 results. The
concatenated result is used by two stacked fully connected layers followed by a
sigmoid function to make the final prediction (between 0 for ads/music and 1 for
news). The architecture of No2Ads model, specific to radio, is shown in Fig. 3.
For TV broadcast we use a slightly modified (simplified) version of our model
with only two convolution layers, of filter sizes (5× 100, 6× 100).

3.4 Dataset

A high quality training dataset is essential to create a well performing AI model.
Creating such a dataset is costly as it involves a lot of manpower to annotate
high-fidelity labels [45]. Unlike in the natural language processing (NLP) field
where cleaned training data is readily available [3,43], or where it can be gener-
ated automatically [47], in the field of digital audio processing finding a domain-
specific dataset among general-usage datasets [7,20,38] can be an unsuccessful
effort. Thus, we decided to create an annotated dataset specifically for the Aus-
tralia/New Zealand market.

Our dataset consists of 1,800 h of audio, with the audio sampled from 70
different radio and TV stations, both public and commercial. Our sampling
focuses on news, interviews and talkshows, interspersed with ads and music.
The available classes for labeling are advertisement, music, interview, sports,
weather, finance, and general news. To the best of our knowledge, this is the
first dataset with these particular classes.
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Fig. 4. Annotation tool to create labeled data from broadcast news

A common problem when creating training data are human mistakes that
lead to incorrect annotations [46], which impacts the performance of trained
models. To mitigate such errors we employed two experienced media monitors2

for three months, who are very familiar with listening to lengthy audio streams
and interpreting the content, to create high quality labelled data. The use of
experienced annotators increased annotation speed up to 3x (i.e. annotating 1 h
of audio took on average 20 min). It also reduced the need for extensive reviews
on the labeled data.

We implemented a custom web interface to allow quick annotation of audio
streams. The interface was built leveraging the peaks.js library [18]. Figure 4
shows our annotation tool, highlighting the display of blocks of content in an
audiostream, represented as a waveform. To speed up loading times in the
browser, mp3 files of 1 h long were generated together with data representing
their waveform. Machine-generated transcriptions (from a third party speech-
to-text provider) were available for all audio and were shown on the page syn-
chronized to the audio. However, the annotators did not find the transcript
useful and gave feedback that they ignored this extra information while creating
annotations. Hotkeys were added to the interface to speed up the work, namely
hotkeys for easy speedup and slowdown of the audio playback, hotkeys for quick
jumping forward and backward of a variable amount of seconds (15 s by default),
and hotkeys for annotation labels.

4 Experimental Setup

In this section, we first describe our experimental setup and then present our
main results.

2 A media monitor is a person who summarises media content such as news, interviews,
etc.
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Fig. 5. Loss vs Precision and Recall during training the models

Dataset. Our human annotated dataset consists of audio samples with varying
lengths. In order to train and test our model, we need to normalize these samples
to a fixed length of n seconds. As we capture broadcast content in chunks of 10 s
(a setting outside of our control), we decided to choose n = 10. This means that
our classification works on a granularity of 10 s, i.e. each chunk of 10s is classified
as being either spoken text or an advertisement/music. For audio samples shorter
than 10 s we added silence to the end of the sample. Eighty percent of our dataset
was used as a training set while the remaining 20% was a test set. Table 1 shows
the number of hours for each set after normalization.

Table 1. Number of hours of training and testing samples used to build and validate
No2Ads model

Radio TV

Total Train Test Total Train Test

Ads/Music 161 129 32 57 45 12

News 264 211 53 159 127 32

425 340 85 216 172 43

Metrics. We report Accuracy, Precision and Recall in Figs. 5 and 6 as measure-
ment criteria for the performance of our models.
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Fig. 6. Confusion matrices to report precision and recall for both models

Fig. 7. The total number of hours of data analyzed per day, and the number of hours
of ads or music identified. Less media content is captured during weekends, resulting
in large fluctuations. The right graph shows a weekly (7 day) average.

4.1 Test Results

After training our radio and TV models for 50 epochs, we achieved an accuracy
of 96.85% for the radio model and an accuracy of 97.98% for the TV model.
Figure 5 shows the training and test loss, precision and recall for both models
per epochs. As one can see, the TV model reached a steady state at around
epoch 37 whereas it took all 50 epochs for the radio model to converge. Figure 6
summarizes the precision and recall for each model per sample type.

4.2 Live Results

The No2Ads model ran on production volumes between March and September
2021. Over these 6 months a total of 97,212 h of mixed broadcast content were
analyzed. Of those, about 22,161 h (22.8%) were identified as advertisements or
music and were filtered out. Figure 7 compares the daily number of hours of
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analyzed radio and TV content with the number of hours of detected advertise-
ments and music. We show both a daily count and a weekly average. Despite a
gradual increase in the total volume of analyzed content, a very slow decline in
the count of ad hours is visible. This decline can be explained by gradual changes
in the nature of advertisements, and thus of their MFCC, over time. The data
used to train our model becomes less representative of the current reality, and
thus our model has a higher chance of incorrectly classifying an advertisement as
normal spoken text. For optimal long-term performance we suggest to finetune
the No2Ads model every couple of months on recent data.

5 Discussion and Future Work

We have presented an approach to perform a binary classification of audio data
into either spoken text or music and advertisements. The combination of a deep
CNN trained on MFCC features, with a temporal autoregressive approach to
incorporate the likelihood of having consecutive blocks of either type, leads to
very high precision and recall values. We achieved the best results when sepa-
rating the data into two models, one for radio and one for TV. The presented
approach requires no semantic understanding of the audio, which makes it robust
to changes in content of the ads or the news.

A downside to our approach is its inability to detect live read advertisements.
This is where the radio or TV host presents a scripted message from a sponsor or
makes an unscripted promotional statement. The appearance of the audio signal
and the MFCC is nearly identical to an actual news item or conversation, so our
model can not identify this speech as being an advertisement. A potential avenue
for future work is to investigate whether the inclusion of semantic understanding,
i.e. transcription, can allow for this type of ad to be detected as well. Existing
work on classification of spam in tweets could be a good starting point.

Our training set was created in English, and our model is used exclusively
on English content. It would be interesting to analyze the performance on non-
English languages as well. Since our model does not require semantic under-
standing, we anticipate good results out-of-the-box, especially for languages and
cultures that are related to English.

References

1. Aelst, P.V., et al.: Does a crisis change news habits? A comparative study of the
effects of COVID-19 on news media use in 17 European countries. Digit. Journal.
9, 1–31 (2021). https://doi.org/10.1080/21670811.2021.1943481

2. Ahmad, I., Yousaf, M., Yousaf, S., Ahmad, M.O.: Fake news detection using
machine learning ensemble methods. Complexity 2020 (2020)

3. Akbik, A., Bergmann, T., Blythe, D., Rasul, K., Schweter, S., Vollgraf, R.: Flair:
an easy-to-use framework for state-of-the-art NLP. In: Proceedings of the 2019
Conference of the North American Chapter of the Association for Computational
Linguistics (Demonstrations), pp. 54–59 (2019)

https://doi.org/10.1080/21670811.2021.1943481


Say No2Ads: Automatic Advertisement and Music Filtering from News 29

4. Alameri, S.A., Mohd, M.: Comparison of fake news detection using machine learn-
ing and deep learning techniques. In: 2021 3rd International Cyber Resilience Con-
ference (CRC), pp. 1–6. IEEE (2021)

5. Albawi, S., Mohammed, T.A., Al-Zawi, S.: Understanding of a convolutional neu-
ral network. In: 2017 International Conference on Engineering and Technology
(ICET), pp. 1–6. IEEE (2017)

6. Apuke, O.D., Omar, B.: Fake news and COVID-19: modelling the predictors of
fake news sharing among social media users. Telematics Inform. 56, 101475 (2021)

7. Ardila, R., et al.: Common voice: a massively-multilingual speech corpus. arXiv
preprint arXiv:1912.06670 (2019)

8. Barthel, M., et al.: Measuring news consumption in a digital era (2020). https://
www.pewresearch.org/journalism/2020/12/08/measuring-news-consumption-in-
a-digital-era/. Accessed 14 Sept 2021

9. Beheshti, A., Hashemi, V.M., Yakhchi, S., Motahari-Nezhad, H.R., Ghafari, S.M.,
Yang, J.: personality2vec: enabling the analysis of behavioral disorders in social
networks. In: WSDM 2020: The Thirteenth ACM International Conference on Web
Search and Data Mining, Houston, TX, USA, 3–7 February 2020, pp. 825–828.
ACM (2020)

10. Beheshti, S.-M.-R., Benatallah, B., Motahari-Nezhad, H.R., Sakr, S.: A query lan-
guage for analyzing business processes execution. In: Rinderle-Ma, S., Toumani,
F., Wolf, K. (eds.) BPM 2011. LNCS, vol. 6896, pp. 281–297. Springer, Heidelberg
(2011). https://doi.org/10.1007/978-3-642-23059-2 22

11. Blackledge, C., Atapour-Abarghouei, A.: Transforming fake news: Robust gener-
alisable news classification using transformers. arXiv preprint arXiv:2109.09796
(2021)

12. Bogert, B.P.: The quefrency alanysis of time series for echoes; cepstrum, pseudo-
autocovariance, cross-cepstrum and saphe cracking. Time Ser. Anal. 209–243
(1963)

13. Bostan, L.A.M., Kim, E., Klinger, R.: GoodNewsEveryone: a corpus of news head-
lines annotated with emotions, semantic roles, and reader perception. In: Proceed-
ings of the 12th Language Resources and Evaluation Conference, Marseille, France,
pp. 1554–1566. European Language Resources Association, May 2020. https://
aclanthology.org/2020.lrec-1.194

14. Bourgonje, P., Moreno Schneider, J., Rehm, G.: From clickbait to fake news
detection: an approach based on detecting the stance of headlines to articles.
In: Proceedings of the 2017 EMNLP Workshop: Natural Language Process-
ing meets Journalism, Copenhagen, Denmark, pp. 84–89. Association for Com-
putational Linguistics, September 2017. https://doi.org/10.18653/v1/W17-4215.
https://aclanthology.org/W17-4215

15. Cajner, T., Figura, A., Price, B., Ratner, D., Weingarden, A.: Reconciling unem-
ployment claims with job losses in the first months of the COVID-19 crisis (2020)

16. Davis, S.B., Mermelstein, P.: Comparison of parametric representations for mono-
syllabic word recognition in continuously spoken sentences. IEEE Trans. Acoust.
Speech Signal Process. 28, 357–366 (1980)

17. Dieleman, S., Schrauwen, B.: End-to-end learning for music audio. In: 2014 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP),
pp. 6964–6968 (2014). https://doi.org/10.1109/ICASSP.2014.6854950

18. Finch, C., Parisot, T., Needham, C.: bbc/peaks.js: 0.21.0, April 2020. https://
github.com/bbc/peaks.js

http://arxiv.org/abs/1912.06670
https://www.pewresearch.org/journalism/2020/12/08/measuring-news-consumption-in-a-digital-era/
https://www.pewresearch.org/journalism/2020/12/08/measuring-news-consumption-in-a-digital-era/
https://www.pewresearch.org/journalism/2020/12/08/measuring-news-consumption-in-a-digital-era/
https://doi.org/10.1007/978-3-642-23059-2_22
http://arxiv.org/abs/2109.09796
https://aclanthology.org/2020.lrec-1.194
https://aclanthology.org/2020.lrec-1.194
https://doi.org/10.18653/v1/W17-4215
https://aclanthology.org/W17-4215
https://doi.org/10.1109/ICASSP.2014.6854950
https://github.com/bbc/peaks.js
https://github.com/bbc/peaks.js


30 S. Zamanirad and K. Douterloigne

19. Gangula, R.R.R., Duggenpudi, S.R., Mamidi, R.: Detecting political bias in news
articles using headline attention. In: Proceedings of the 2019 ACL Workshop Black-
boxNLP: Analyzing and Interpreting Neural Networks for NLP, Florence, Italy, pp.
77–84. Association for Computational Linguistics, August 2019. https://doi.org/
10.18653/v1/W19-4809. https://aclanthology.org/W19-4809

20. Gemmeke, J.F., et al.: Audio set: an ontology and human-labeled dataset for audio
events. In: Proceedings of IEEE ICASSP 2017, New Orleans, LA (2017)

21. Ghodratnama, S., Beheshti, A., Zakershahrak, M., Sobhanmanesh, F.: Intelligent
narrative summaries: from indicative to informative summarization. Big Data Res.
26, 100257 (2021)

22. Ghodratnama, S., Zakershahrak, M., Beheshti, A.: Summary2vec: learning seman-
tic representation of summaries for healthcare analytics. In: International Joint
Conference on Neural Networks, IJCNN 2021, Shenzhen, China, 18–22 July 2021,
pp. 1–8. IEEE (2021)

23. Gorvett, Z.: How the news changes the way we think and behave (2020). https://
www.bbc.com/future/article/20200512-how-the-news-changes-the-way-we-think-
and-behave. Accessed 10 Sept 2021

24. Gregor, K., Danihelka, I., Mnih, A., Blundell, C., Wierstra, D.: Deep autoregres-
sive networks. In: International Conference on Machine Learning, pp. 1242–1250.
PMLR (2014)

25. Gwardys, G., Grzywczak, D.M.: Deep image features in music information retrieval.
Int. J. Electron. Telecommun. 60(4), 321–326 (2014)

26. Huang, J.J., Leanos, J. J. A.: AclNet: efficient end-to-end audio classification CNN.
arXiv preprint arXiv:1811.06669 (2018)

27. John, A., Meenakowshalya, A.: Fake news detection using n-gram analysis and
machine learning algorithms. J. Mob. Comput. Commun. Mob. Netw. 8(1), 33–43
(2021)

28. Kelly, V.: Quality of radio ads poor because advertisers are greedy (2020). https://
mumbrella.com.au/quality-of-radio-ads-poor-because-advertisers-are-greedy-
634180. Accessed 22 Aug 2021

29. Lin, C.C., Chen, S.H., Truong, T.K., Chang, Y.: Audio classification and catego-
rization based on wavelets and support vector machine. IEEE Trans. Speech Audio
Process. 13(5), 644–651 (2005). https://doi.org/10.1109/TSA.2005.851880

30. Lu, L., Zhang, H.J., Li, S.Z.: Content-based audio classification and segmentation
by using support vector machines. Multimedia Syst. 8(6), 482–492 (2003)

31. McKinney, M., Breebaart, J.: Features for audio and music classification (2003)
32. Moore, A., Rayson, P.: Lancaster a at SemEval-2017 task 5: evaluation metrics

matter: predicting sentiment from financial news headlines. In: Proceedings of the
11th International Workshop on Semantic Evaluation (SemEval-2017), Vancouver,
Canada, pp. 581–585. Association for Computational Linguistics, August 2017.
https://doi.org/10.18653/v1/S17-2095. https://aclanthology.org/S17-2095

33. Mushtaq, Z., Su, S.F.: Environmental sound classification using a regularized deep
convolutional neural network with data augmentation. Appl. Acoust. 167, 107389
(2020)

34. Naeem, S.B., Bhatti, R., Khan, A.: An exploration of how fake news is taking over
social media and putting public health at risk. Health Inf. Libr. J. 38(2), 143–149
(2021)

35. Nanni, L., Maguolo, G., Brahnam, S., Paci, M.: An ensemble of convolutional
neural networks for audio classification. Appl. Sci. 11(13), 5796 (2021)

36. Nasir, J.A., Khan, O.S., Varlamis, I.: Fake news detection: a hybrid CNN-RNN
based deep learning approach. Int. J. Inf. Manag. Data Insights 1(1), 100007 (2021)

https://doi.org/10.18653/v1/W19-4809
https://doi.org/10.18653/v1/W19-4809
https://aclanthology.org/W19-4809
https://www.bbc.com/future/article/20200512-how-the-news-changes-the-way-we-think-and-behave
https://www.bbc.com/future/article/20200512-how-the-news-changes-the-way-we-think-and-behave
https://www.bbc.com/future/article/20200512-how-the-news-changes-the-way-we-think-and-behave
http://arxiv.org/abs/1811.06669
https://mumbrella.com.au/quality-of-radio-ads-poor-because-advertisers-are-greedy-634180
https://mumbrella.com.au/quality-of-radio-ads-poor-because-advertisers-are-greedy-634180
https://mumbrella.com.au/quality-of-radio-ads-poor-because-advertisers-are-greedy-634180
https://doi.org/10.1109/TSA.2005.851880
https://doi.org/10.18653/v1/S17-2095
https://aclanthology.org/S17-2095


Say No2Ads: Automatic Advertisement and Music Filtering from News 31

37. Nugroho, K.S., Yudistira, N.: Large-scale news classification using BERT language
model: spark NLP approach. arXiv preprint arXiv:2107.06785 (2021)

38. Panayotov, V., Chen, G., Povey, D., Khudanpur, S.: Librispeech: an ASR corpus
based on public domain audio books. In: 2015 IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), pp. 5206–5210. IEEE (2015)

39. Petrosky-Nadeau, N., Valletta, R.G., et al.: An unemployment crisis after the onset
of COVID-19. FRBSF Econ. Lett. 12, 1–5 (2020)

40. Ramdhani, M.A., Maylawati, D.S., Mantoro, T.: Indonesian news classification
using convolutional neural network. Indones. J. Electr. Eng. Comput. Sci. 19(2),
1000–1009 (2020)

41. Salamon, J., Bello, J.P.: Deep convolutional neural networks and data augmen-
tation for environmental sound classification. IEEE Signal Process. Lett. 24(3),
279–283 (2017)

42. Wang, S., et al.: Assessment2Vec: learning distributed representations of assess-
ments to reduce marking workload. In: Roll, I., McNamara, D., Sosnovsky, S.,
Luckin, R., Dimitrova, V. (eds.) AIED 2021. LNCS (LNAI), vol. 12749, pp. 384–
389. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-78270-2 68

43. Weischedel, R., et al.: Ontonotes release 4.0. LDC2011T03. Linguistic Data Con-
sortium, Philadelphia (2011)

44. Wu, L., Li, X., Lyu, H.: The relationship between the duration of attention to
pandemic news and depression during the outbreak of coronavirus disease 2019:
the roles of risk perception and future time perspective. Front. Psychol. 12, 564284
(2021)

45. Yaghoub-Zadeh-Fard, M.A., Benatallah, B., Casati, F., Barukh, M.C., Zamanirad,
S.: User utterance acquisition for training task-oriented bots: a review of chal-
lenges, techniques and opportunities. IEEE Internet Comput. 24(3), 30–38 (2020).
https://doi.org/10.1109/MIC.2020.2978157

46. Yaghoub-Zadeh-Fard, M.A., Benatallah, B., Chai Barukh, M., Zamanirad, S.: A
study of incorrect paraphrases in crowdsourced user utterances. In: Proceedings of
the 2019 Conference of the North American Chapter of the Association for Com-
putational Linguistics: Human Language Technologies, Volume 1 (Long and Short
Papers), Minneapolis, Minnesota, pp. 295–306. Association for Computational Lin-
guistics, June 2019. https://doi.org/10.18653/v1/N19-1026. https://aclanthology.
org/N19-1026

47. Yaghoub-Zadeh-Fard, M.A., Benatallah, B., Zamanirad, S.: Automatic canonical
utterance generation for task-oriented bots from API specifications. In: EDBT, pp.
1–12 (2020)

http://arxiv.org/abs/2107.06785
https://doi.org/10.1007/978-3-030-78270-2_68
https://doi.org/10.1109/MIC.2020.2978157
https://doi.org/10.18653/v1/N19-1026
https://aclanthology.org/N19-1026
https://aclanthology.org/N19-1026


Hybrid Recommendation of Movies Based
on Deep Content Features

Tord Kvifte(B), Mehdi Elahi, and Christoph Trattner

MediaFutures: Research Centre for Responsible Media Technology and Innovation,
Department of Information Science and Media Studies, University of Bergen,

Fosswinckels Gate 6, 5007 Bergen, Norway
{Tord.Kvifte,mehdi.elahi,Christoph.Trattner}@uib.no

Abstract. When a movie is uploaded to a movie Recommender System
(e.g., YouTube), the system can exploit various forms of descriptive fea-
tures (e.g., tags and genre) in order to generate personalized recommen-
dation for users. However, there are situations where the descriptive fea-
tures are missing or very limited and the system may fail to include such
a movie in the recommendation list. This paper investigates hybrid rec-
ommendation based on a novel form of content features, extracted from
movies, in order to generate recommendation for users. Such features
represent the visual aspects of movies, based on Deep Learning models,
and hence, do not require any human annotation when extracted. We
have evaluated our proposed technique using a large dataset of movies
and shown that automatically extracted visual features can mitigate the
cold-start problem by generating recommendation with a superior qual-
ity compared to different baselines, including recommendation based on
human-annotated features.

Keywords: Recommender systems · Visually-aware · New item

1 Introduction

Recommender systems are intelligent tools that can support users in their deci-
sion making process by suggesting a shortlisted set of items tailored to their
personal needs and constraints [1,21,28,39]. These systems can learn from the
particular tastes and interests of the users and generate recommendation that
can better match their interests and tastes [13,38].

There exists a wide range of approaches that can be adopted to create per-
sonalized recommendations for users. Content-Based Filtering (CBF) is among
popular approaches that can exploit the content features associated to videos
(e.g., tag, and genre) and recommends to a target user the videos with the con-
tent similar to the videos that she liked in the past [5,34,40,45]. Collaborative
Filtering (CF), on the other hand, is another popular approach which focuses
on exploiting patterns among the user preferences (e.g., ratings or likes) and
recommends to a target user those videos that have been highly co-rated by
like-minded users similar to her [11,22,23,48].
c© Springer Nature Switzerland AG 2022
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While either of these approaches can be effective in generating relevant rec-
ommendation for users, they may fall short to recommend videos whose descrip-
tive data is missing or very limited and hence the system do not have sufficient
information about those videos [14,16]. This is a common problem in recom-
mender systems called New Item as part of a bigger challenge called Cold Start.
New item problem in video streaming applications happens when a new video
has been uploaded to the system where the users have not provided neither rat-
ing nor any other form of the data, e.g., tag or comments. In such a case, almost
all recommender approaches may fail to include such a video when generating
personalized recommendation for users. Apart from the new item problem, the
process of collecting quality data to represent the videos is itself another major
problem. Some forms of data (e.g., genre), a group of experts are essentially
required to manually annotate every, and other forms (e.g., rating and tag)
may need a large community of users willing to provide the data. This makes
the aforementioned data to be very expensive and extremely sparse to collect
[3,4,9,30,46].

In this paper, we address the above-mentioned problems by proposing a novel
recommendation technique that exploits visual features to generate personalized
recommendation for users. We have adopted a hybrid Matrix Factorisation (MF)
algorithm [24], implementing different optimization methods, i.e., BPR, WARP,
and Logistic. The proposed visual features can be extracted in a completely auto-
matic way, using Deep Learning models and hence they require no (expensive)
user annotation. This enables our proposed technique to effectively cope with
the cold-start problem, when no or limited human-annotated data is available.

We have extracted a large dataset of visual features from 12,875 of the trail-
ers of the movies that exist in the Movielens dataset. Movie trailers have shown
to exhibit high visual similarity compared to their full length movies [8]. In
addition to visual features, we have also collected a rich dataset of movie subti-
tles and generated recommendation based on them and considered it as one of
the baselines. We evaluated our proposed recommendation technique using the
dataset with hundreds of thousands of ratings. The results show the superior
performance of our proposed technique compared with a number of baselines,
i.e., recommendation based on tag, genre, and subtitle.

The main contributions of this work can be summarized as follows:

1. The proposal of a novel hybrid recommendation technique based on visual
features considering different optimization methods. e.g., BPR, WARP, and
Logistic, and comparing it with different baselines with regards to different
evaluation metrics;

2. extracting a large dataset with visual features, using an advanced deep learn-
ing model; Dataset will be published publicly upon the acceptance of the
paper;

3. collecting a large dataset of subtitles from full length movies and exploiting
them in a baseline recommendation technique.
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2 Related Work

One of the most popular types of recommender systems are based on the
Content-based Filtering (CBF) technique. In this technique, the items are rep-
resented by their content and the users by associating their preferences with the
item content [18,21,28,29,36]. In movie domain, the item content are described
with a set of representative features describing different aspects of the movie con-
tent. Traditional examples of content features are genre and tag, representing
some form of semantics within the movies.

Recent approaches based on content-based filtering have adopted a novel
form of movie content based on visual features [8,15,49] illustrating a more
stylistic representation of the movies. This type of novel features, in contrast
to the traditional features, does not need any expensive human-annotation and
can be extracted automatically adopting Computer Vision methods. Hence, they
could be a potential solution for movie recommendation in cold start, i.e., when
recommending movies with no descriptive features [12]. Another advantage of
the visual features is that they can be more representative of the production style
and can enable movie recommender systems to become style-aware [2,19,26,50].

Visual features, extracted from movie content, can have different classes, each
of which illustrating a different representation of the movies [31]. One class of
visual features can describe movies from a high-level perspective while another
class can describe them from a low-level perspective. The former type of features
typically provide a more semantic representation of the movies (e.g., sun shining
in the a movie scene) while the latter type focus more on low level aspects (e.g.,
colorfulness and brightness in a movie).

A number of prior work have proposed recommender systems capable of using
visual features. As an example, the authors in [49] proposed a recommendation
approach by combining semantic and visual content features. Another example
is [50] that proposed integration of multiple ranking lists, each of which gen-
erated by a set of semantic or visual features. The authors of [7] proposed a
recommendation technique based on a selection of handcrafted visual features
including shot length, object motion, color, and lighting. [41] is another work
where authors explored the different potentials of visual features in movie recom-
mender systems. In [6,42], a set of audio-visual features have been exploited to
generate movie recommendation. In [27] and [35], the authors proposed a video
recommender system that takes advantage of Deep Learning methods based on
Convolutional Neural Networks (CNN). Finally, few prior works attempted to
address the research gap between video classification, and search & recommenda-
tion by proposing a more unified solutions. An example is [25] where the authors
proposed a model based on a deep learning approach (i.e., CNN) utilizing a set
of audio-visual features and showed to be effective in the noted tasks.

Our work differs compared to the work mentioned above in the follow-
ing aspects. First of all, these works adopted a one-size-fits-all approach by
considering a single optimization method when building their recommendation
model. However, different methods may better suit different type of content data
(e.g., visual features, genre and tag). Hence, we adopted different optimization
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methods, based on different loss functions, for different types of data. We have
used a large dataset of movies and compared the performances of different opti-
mization methods for the task of recommendation. To the best of our knowledge,
non of the prior works has performed such a comparison. Furthermore, we have
considered a novel baseline, i.e., recommendation based on movie subtitle and
compared it with our proposed recommendation technique (visual features) as
well as more traditional baselines (genre and tags) taking into account different
evaluation metrics, i.e., Precision@K, Recall@K, AUC, and Reciprocal Rank.

3 Methodology

We used a large dataset of key-frames from 12875 movie trailers collected from
YouTube. According to prior work, there is a high similarity between the visual
features extracted from full-length movies and their respective movie trailers [8].
The following list represents the entire methodology: Extracting Visual Features:
Every key-frame is analyzed using a pre-trained CNN model [44], resulting in
feature labels. Aggregating Features: Visual features are aggregated using two
different methods, resulting in two different sets of feature vectors. Training and
predicting: The feature vectors are used to train the prediction models.

3.1 Feature Extraction

Our feature extraction can be divided into two parts. First part includes the
extraction of visual features from movie trailers, and the second part encom-
passes the collection of movie subtitles.

Visual Feature Extraction. We extracted visual feature labels by applying
the VGG-19 image classification model [44], a 19-layer network trained on Ima-
geNet, to the key-frames of every movie trailer in the key-frame dataset. The
model was implemented in Python, using the Keras API, which is built on top
of the TensorFlow framework [32]. The output of the model consists of a label,
representing the predicted classes of the input image, as well as a confidence
value representing the certainty of the prediction being correct. The resulting
dataset of labels for 12,875 movies includes 997 unique feature labels in total.

Subtitle Collection and Pre-Processing. Subtitles were collected using
a public API [33]1, then parsed and pre-possessed, resulting in a dataset of
English subtitles from 1514 different movies. Among the pre-processing steps
were removal of timestamps and subtitle-specific data, stop word removal, part-
of-speech filtering, and lemmatization. The resulting dataset includes 62664
unique features.

1 http://www.opensubtitles.org.

http://www.opensubtitles.org
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3.2 Feature Aggregation

To form the final feature embeddings of a movie, we have aggregated the
extracted features. Visual features were aggregated using two different meth-
ods, producing two separate feature matrices, Deep Visual-f and Deep Visual-c.

Deep Visual-f. Visual features were weighted using Term Frequency-Inverse
Document Frequency (TF-IDF) [43]. TF-IDF can recognize the importance of
each word in a document in the context of a corpus of documents. If a word has
low occurrence across the corpus, while having high frequency in one (or few)
document, it likely plays a key role in that specific document. In our case, a
movie is considered as a document, and the labels of the movie are considered
as words of that document. Furthermore, the collection of all movies and their
respective labels corresponds to the corpus of documents.

Deep Visual-c. Important elements in a movie can be assumed to be empha-
sized visually, and thereby more likely to be predicted with a higher confidence,
computed by the image classification model. Based on this assumption, visual
features were weighted according to the mean confidence value of each label
occurring in a movie.

Subtitles. Subtitle features were weighted using the frequency of the words,
occurring in subtitles for different movies, and normalized afterwards by applying
min-max normalization.

3.3 Recommendation Algorithm

We built a hybrid recommender system that extends the Matrix Factorization
model and enables it to exploit different types of data. Hence, the recommender
system has become capable of using heterogeneous data including different types
of side information (visual features & genre of movies, ratings & tags of users).
The implementation of the hybrid recommender algorithm has been done using
a popular library, i.e., LightFM [24]. The hybrid recommender system can learn
the latent embeddings for users and items and encodes the user preferences over
items. When these representations are multiplied together, they create scores
for every item given a user. Representations of users and items are expressed by
representations of their features. Feature representations are derived at by esti-
mating an embedding for every feature and summing the embeddings together
to arrive at user and item representations. The embeddings are learned with the
use of stochastic gradient descent methods.

We considered different optimization methods with different loss functions:
Weighted Approximate-Rank Pairwise (WARP) [47], Bayesian Personalized
Ranking (BPR) [37], and logistic loss. The WARP loss function is defined as
[20,47]:

ErrWARP(xi, yi) = L [rank(f(yi|xi))] (1)
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where the function rank(f(yi|xi)) measures the number of negative labelled
instances that are “wrongly” given a higher rank than this positive example xi:

rank(f(yi|xi)) =
∑

(x′,y′)∈C−
u

I [f(y′|x′) ≥ f(y|xi)] (2)

where I(x) is the indicator function, and L(·) transforms this rank into a loss:

L(r) =
r∑

j=1

τj ,with τ1 ≥ τ2 ≥ · · · ≥ 0. (3)

This class of functions allows one to define different choices of L(·) with different
minimizers. Minimizing L with τ1 = 1 and τi>1 = 0, the precision at 1 is opti-
mized, τj = 1

Y −1 would optimize the mean rank, while for τi≤k = 1 and τi>k = 0
the precision at k is optimized. For τi = 1/i a smooth weighing is given, where
the top position is given more weight, with rapidly decreasing weight for lower
positions. This is useful when opimizing Precision@K for a range of different
values at K is desirable.

BPR [37] is one of the state-of-the-art algorithms exploit homogeneous
implicit feedbacks. It assumes that a user prefers a consumed item to an uncon-
sumed item, denoted as (u, i) � (u, j) or r̂uij > 0. Mathematically, BPR solves
the following minimization problem [37]:

min
Θ

∑

(u,i,j):(u,i)�(u,j)

fuij(Θ) + Ruij(Θ) (4)

where the loss function fuij(Θ) = −ln σ(r̂uij) is designed to encourage pair-
wise competition with σ(x) = 1/(1 + exp(−x)) and r̂uij = r̂ui − r̂uj . Note that
Ruij(Θ) = ∝

2 ‖Uu·‖2 + ∝
2 (‖Vi·‖2 + ‖Vj·‖2) + ∝

2 (‖Bi‖2 + ‖Bj‖2) is the regulariza-
tion term used to prevent overfitting, and r̂ui = 〈Uu·, Vi·〉 + bi is the prediction
rule based on user u’s latent feature vector Uu· ∈ R

1×d, item i’s latent feature
vector Vi· ∈ R

1×d and item bias Bi ∈ R.

4 Experiments and Results

4.1 Evaluation Methodology

We have evaluated our proposed recommendation technique based on (auto-
matic) visual features considering different optimization methods, i.e., WARP,
BPR, and logistic loss functions utilizing both item features and user interac-
tions. Each model was trained on one of two types of automatic features (i.e.,
item embeddings), namely Deep Visual-f, Deep Visual-c. For the baselines we,
have considered recommendation based on subtitles, tags, or genre. While subtitle
can be automatically extracted, both genre and tags requires human-annotation.
In addition to item features, MovieLens1M dataset [17] has been utilized. In order
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to simulate the cold-start scenario, we have randomly sampled the dataset. The
final result contained 272,515 ratings for 1514 items provided by 6040 users.

The train and test sets were built by following a hold-out methodology, i.e.,
randomly splitting the dataset into 80% (train) and 20% (test) disjoint subsets.
The proposed recommendation models have been trained using the train set
and evaluated using the test set. Hyperparameter tuning has been performed
using a random search to fit LightFM models with random hyperparameter
values and evaluating the model performance on the validation set. Based on the
hyperparameter tuning result, models were trained over 25 epochs with AdaGrad
[10] as learning rate schedule and learning rate of 0.06 (Table 1).

Table 1. Comparison of the recommendation quality based on automatic features and
manual features.

Feature Type Precision@K Recall@K AUC Reciprocal rank

Tag manual 0.027 0.080 0.518 0.084

Genre manual 0.040 0.024 0.698 0.118

Subtitle automatic 0.070 0.048 0.849 0.179

Deep Visual-c automatic 0.157 0.103 0.846 0.342

Deep Visual-f automatic 0.166 0.109 0.860 0.354

4.2 Experiment A: Recommendation Quality

In the first set of experiments, we have measured the quality of the recommenda-
tion based on automatic visual features, extracted by the deep learning model.
Figure 1 represents the results obtained in this experiment.

First of all, as it can be seen, both version of our proposed recommendation
technique (Deep Visual-f and Deep Visual-c), based on visual features, outper-
form all the other different baselines. In terms of Precision@K, Deep Visual-f
achieves the score of 0.166 and Deep Visual-c achieves score of 0.157. The next
best precision score is obtained by recommendation based on movie subtitles
with the score of 0.070, where recommendation based on manual features, i.e.,
genre and tag, received the lowest scores, i.e., 0.040 and 0.027, respectively. In
terms of Recall@K, similarly, both Deep Visual-f and Deep Visual-c achieved
the best results with the scores of 0.109 and 0.103, respectively. The next best
performance has been observed for recommendation based on the subtitle with
the score of 0.048. The recommendation based on genre and tag have performed
the worst with the scores of 0.24 and 0.080, respectively.

In terms of AUC, recommendation based on subtitle has achieved a great
score of 0.849, however, Deep Visual-f still has obtained the best score of 0.860.
Recommendation based Deep Visual-c has obtained the next best result with
the score of 0.846. Recommendation based on genre and tag have received the
lowest scores, i.e., 0.698 and 0.518, respectively. Finally, in terms of Reciprocal
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Rank, again, proposed recommendation technique based on either Deep Visual-f
and Deep Visual-c has achieved the highest scores. While the observed scores
for Deep Visual-f and Deep Visual-c were 0.354 and 0.341, the next best score
was almost half of these values, observed for recommendation based on subtitle
with a score of 0.179. As expected, both genre and tag have shown the worst
performance with the scores of 0.118 and 0.084.

Fig. 1. Comparison of recommendation based on automatic features using different
optimization methods in terms of (top) Precision and (bottom) Recall.

4.3 Experiment B: Comparing Loss Functions

In the second set of experiments, we have compared the recommendation based
on automatic features when different types of optimization algorithms have used.
The results have been illustrated in Fig. 2 and 3.

First of all, as it can be seen, different loss function (hence optimization
algorithm) can yield different recommendation quality for each type of automatic
features. For the visual features, either deep visual-c or deep visual-f, the best
results have been achieved using warp loss function, considering all metrics,
i.e., Precision@K, Recall@K, AUC, and Reciprocal Rank. Surprisingly, bpr loss
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function does not perform well and in some cases (e.g., Precision) it yields the
worst results.

For the subtitle features, on the other hand, the best results have been
achieved by bpr loss function for all metrics. In contrary, the worst results are
obtained by warp loss function. This is another surprising result as both types
of visual and subtitle features are of categorical type and might be expected
to share similarities in their nature. However, apparently, they represent differ-
ent aspects of the videos that are perhaps different and hence shall be handled
differently.

Fig. 2. Comparison of recommendation based on automatic features using different
optimization methods in terms of (top) Precision and (bottom) Recall.

Overall, these promising results have shown the excellent performance of
hybrid recommendation based on visual features, using different optimization
methods. The results have clearly illustrated the substantial potential behind
these features that can exploited when no other types of content features are
provided to a movie recommender system.
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Fig. 3. Comparison of recommendation based on different automatic features using
different optimization methods in terms of (top) AUC and (bottom) Reciprocal Rank.

5 Conclusions and Future Work

This paper focuses on the new item problem as part of cold start in recommender
systems and proposes a hybrid technique to generate recommendation based
on visual features, automatically extracted from movies. The visual features
have been extracted using a deep learning network (i.e., CNN) and exploited to
generate movie recommendation. The proposed technique can be fully automated
and does not require any human involvement and hence can be utilized when
recommending movies that have neither any rating nor content features.

The proposed hybrid technique has been evaluated using a large dataset of
movie trailers and compared against recommendation based on other features,
i.e., subtitle, genre and tags. The results have shown that our proposed recom-
mendation technique can outperform the other techniques with regards to all
the evaluation metrics.

In future, we would like to extend these experiments by taking into account
the datasets, collected from other social networks (e.g., Instagram). In addition
to that we will extend our feature set by considering other types of features that
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can be extracted automatically. Finally, we will adopt other feature fusions when
aggregating the visual features.
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Abstract. This paper investigates the issues in image annotation, which
automatically assigns appropriate tags to a given image describing its
content the best. Due to the introduction of deep learning methods and
the use of graph neural networks (GNNs), automatic image annotation
has made significant progress in recent years. An image may have mul-
tiple tags associated with it, and a tag may appear in several images
within the dataset; therefore, it is inefficient to study each tag individ-
ually. Some studies have attempted to model the dependencies between
tags using vocabulary to improve the performance of automatic image
annotation. However, it remains unclear how to create an appropriate
vocabulary graph. We propose to construct this graph by modeling the
relationship between tags. In the tag graph, edges are reweighted based
on cosine similarity and a quantization function. To represent each node
in the graph, we use two methods of word embedding. We then use
graph neural networks to extract graph features. From the graph and
image features, we obtain our output vector (set of class probabilities).
The proposed approach is evaluated using precision, recall, F1, and N+

performance measures on two public benchmark datasets (Corel5k, and
ESP Game). Results of experiments show that our method is superior
to current state-of-the-art methods. On Corel5k, we achieved the best
performance with N+ and recall, the second-best performance with F1.
The second-best performance with N+ and precision and the best F1

are also achieved on ESP Game.

Keywords: Automatic image annotation · Deep learning · Graph
neural networks · Quantization function · Tag graph · Word embedding

1 Introduction

Advances in machine learning, especially in deep learning architectures, have
led to an increase in neural network development and deployment. This devel-
opment has enabled a variety of new applications in the fields of digital image
processing, computer vision, and natural language processing. In addition, the
popularity of image retrieval (IR) systems [31] has led researchers to focus more
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on automatic image annotation tasks, which is a primary step in many computer
vision applications. Image annotation aims to identify image content by assign-
ing tags or keywords to them; image classification, retrieval, scene identification,
and autonomous driving are some of its applications. Three primary industries
can be improved by automatic image annotation, such as agriculture, health-
care, and transportation. Some studies solve the task of image annotation by
using the structure of RNNs [12,23,26], while others use the generative adver-
sarial networks (GANs) [4]. Moreover, some other approaches utilise K-nearest
neighbors [17,24]. For image feature extraction, convolutional neural networks
have proved to perform much better than traditional methods. Although many
efforts have been made to correlate image features and tags [3,30], finding an
appropriate solution remains a challenge, leaving a gap between these two con-
cepts of data. This gap is known as the semantic gap [32]. As a result, to bridge
the semantic gap reasonably, we must model how tagged concepts are related to
extracted images. We intend to assign to each image I a few keywords that most
accurately describe its contents. The output is a vector Y ∈ {0, 1}K , where K is
the total number in the tags vocabulary. In general, an image annotation model
consists of two components: (i) image feature extraction and (ii) output vector
prediction, which is based on combining all the extracted features and visual
information from the network. Adding more information, however, can improve
the performance of an image annotation model. For example, there are semanti-
cally related tags within each dataset, and the possibility of their appearance in
a single image is relatively high. Thus, by modeling relationships between tags,
automatic image annotation can be made more accurate. Moreover, our datasets
are highly imbalanced, and modeling the relationship between tags can help us
to improve the annotation performance on images with low-frequency tags. Our
dataset imbalance problem has been discussed in detail in Sect. 4.1.

In this paper, we develop a vocabulary graph based on the tags in the dataset.
We adjust the weights of edges between each pair of nodes using a new quanti-
zation method. The nodes are the tags (word embedding vectors represent each
node), and the edges are weighted based on the cosine similarity between the
two nodes (images). We then apply our quantization function and a layer of
graph neural network. Quantizing tag graph edge based on cosine similarity and
applying graph convolution has not been used in image annotation and these
two benchmark datasets to the best of our knowledge. The four standard evalu-
ation metrics for automatic image annotation are precision, recall, F1, and N+.
Additionally, we present several experiments to validate our method and demon-
strate that it is as competitive as or better than the state-of-the-art results on
the two datasets usually used as benchmarks in automatic image annotation.

Here is a list of the contributions to this paper: (1) Construct a tag graph,
and we introduce a new quantization method to reweight the similarity scores
calculated for each pair of nodes in the graph. (2) Propose a method for auto-
matically annotating images. A quantization method and two methods of word
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embedding are used to construct the tag graph. Then apply a graph convolu-
tional layer to our tag graph. This is multiplied by the image features extracted
by a pre-trained network. (3) Our model is evaluated using two benchmark
test-standard datasets, and the results indicate that it achieves state-of-the-art
(SOTA) level performance, while other scores are highly competitive.

The remainder of this paper is organized as follows. The related work is
discussed in Sect. 2. We describe our methodology in detail in Sect. 3. Datasets,
evaluation metrics, and experimental results are described in the Sect. 4. We
conclude the paper in Sect. 5.

2 Related Work

Automatic image annotation is a challenging problem that has gained a lot
of attention from the machine vision research community lately. Different
approaches have been proposed to address this problem. After discussing a brief
review of the state-of-the-art methods in this field in Sect. 2.1, we introduce three
famous architectures in graph neural networks in Sect. 2.2.

2.1 Automatic Image Annotation

Image annotation has long been a challenge addressed in several ways. The
MVG-NMF framework is one of its common approaches [5]. This framework
factors data into a series of non-negative bases and coefficients corresponding
to several views, and each view depends on different dimensions and features.
A second approach utilises two different strategies to alleviate the problems
caused by imposing a fixed order on the labels [15]. The nodes represent seman-
tic concepts, and the edges represent co-occurrence patterns in [16]. In this work,
co-occurrences are arranged hierarchically and based on visual features, concept
signatures (semantic descriptions of images) are probabilities of each concept
being refined. In 2PKNN [17], image-label and image-image similarities are cal-
culated in two steps. Hence, the comparison measure is important. RIA model
[12] solves the task of image annotation as a sequence generation problem so
that it can predict the number of output tags according to image contents.

Diverse image annotation (DIA) [22] is a new annotation method that
treats DIA as a subset selection problem and uses the conditional detrimen-
tal point process (DPP) model. Moreover, it explores semantic hierarchy and
synonyms among candidate tags in order to establish weighted semantic paths.
D2IA − GAN [4] creates relevant, yet distinct and diverse annotations for an
image. A generative model in D2IA − GAN is adversarially trained using a
generative adversarial network (GAN) model. SSL-AWF [8] obtains a strong
classifier that can make full use of unlabeled data. It is a semi-supervised app-
roach based on adaptive weighted fusion for automatic image annotation. Li
et al. [23] propose a recurrent highlight network that focuses on the most rele-
vant regions in the image using attention mechanisms. By using multiplicative
gates, they develop a gated recurrent relation extractor (GRRE) to model the
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tag relations. The CCA model [25] uses Convolutional Neural Network features
extracted from an image and word embedding vectors to represent the tags in
vocabulary. 2PKNN deep [24] analyzes the semantic information extracted by
pre-trained deep features and evaluates their performance in k nearest neighbor-
based approaches. Results from CNN-RNN [26] are significantly better when
regularised semantically. The changes in the image embedding layer and the
introduction of semantic regularisation to the CNN-RNN architecture makes
the training faster and more stable. MS-CNN architecture [27] extracts and fuses
features at different scales corresponding to visual concepts at different levels of
abstraction. The model is capable of estimating the optimal label quantity for
an image. SEM [28] divides images with similar features into semantic neighbor
groups. It then distributes the tags belonging to the semantic neighbor group to
the query image.

2.2 Graph Neural Networks

Many approaches have been developed to handle graph-structured data that
operate directly on graphs [13,21,29]. The Graph Convolutional Network (GCN)
approach [13] introduces a simple layer-wise propagation rule for neural network
models. It is motivated by first-order approximations of spectral graph convolu-
tions. GCN was designed to be learned with the presence of both training and
test data. Then, FASTGCN model [29] is enhanced by importance sampling. The
system eliminates the need to rely on test data, but it also allows for control-
lable per-batch computation costs. GraphSage [21] extends GCNs to inductive
unsupervised learning and proposes a generalization framework using trainable
aggregation functions. In particular, we follow the idea of the GCN approach
[13] as a baseline to apply convolution on our tag graph.

3 Method

In this section, we present our automatic image annotation model. Our app-
roach uses an architecture based on our previous research [3] but uses another
famous tags embedding method [19] and two edge calculation methods in the
tag graph. First, we explain the construction of an undirected graph based on
dataset tags in Sect. 3.1. Then, we explain the details of the base architecture in
Sect. 3.2. Finally, the implementation details are discussed in Sect. 3.3, and the
block diagram of our model is presented in Fig. 1.

3.1 Tag Graph

Our goal is to model the relationship between tags by constructing an undirected
graph. Each graph G = (V, E) is represented with its nodes (V) and the set of
edges (E). We define the nodes and edges of this graph in the following sections
in detail.
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Fig. 1. Block diagram of our proposed learning model in training phase.

Graph Nodes. Each tag forms a node in the graph. These tags, denoted by t
and t′, are the words themselves and the word embedding vectors obtained from
word2vec [18] and GloVe [19], respectively. The index of the tag in the vocabulary
is represented by i.

t′i = GloV e(ti) (1)
t′i = word2vec(ti) (2)

Graph Edges. In the graph, the weight of each edge indicates the similarity
between the nodes. According to Eq. 3, the similarity between each pair of nodes
in the graph is calculated by the cosine similarity of their word embedding vectors
t′i and t′j . The vectors are derived from the representation discussed previously.
The initial weight between each pair of nodes is represented with Wij , which are
stored in a matrix.

Wij =
t′i · t′j

‖t′i‖ × ‖t′j‖
(3)

Reweighting Edges. First, we binarize the initial edge weights. We assign the
value of zero to weights with a value less than β and one to weights with a value
greater than β. We reweight them and represent them with W ′

ij to prevent the
weights from over-smoothing [14]. The diameter of the matrix is set to α, and the
other values are determined by the neighborhood distribution. This re-weighting
step is explained in detail in [3,14].

Quantizating Edges. A quantization function maps values from a large set (usu-
ally a continuous set) to output values in a smaller set. Many quantization
functions exist, such as rounding and truncation. In this step, we utilize a scalar
quantization function as illustrated in Fig. 2 to calculate the weights of graph
edges.



Automatic Image Annotation Using Quantization Reweighting Function 51

Fig. 2. Quantization function used for calculating the weights (edges) between graph
nodes (vertices).

According to our previous discussion, the similarity between two nodes is
calculated by cosine similarity. When the similarity of two nodes is less than
a threshold, there should not be a connection between them (i.e. no edge). In
the tag graph, we will ignore nodes that have a similarity score less than θ. If
their weights exceed this threshold, we quantize them and round them up. The
quantization function is as follows:

W ′
ij =

{
0 Wij ≤ θ
�10Wij�/10 else

(4)

3.2 Architecture Design

We have already mentioned that the underlying structure of this approach is
based on our previous research [3]. To extract image features, we used the last
layer of a pre-trained CNN model. To integrate all features extracted from pre-
vious layers, the features are passed through one fully connected layer. One layer
of graph convolution [13] is applied on the tag graph to model the relation of
tags at a higher level which was explained in detail in Sect. 3.1. Afterward, the
output of the graph convolution layer (i.e. tag descriptors) is multiplied by the
output of the fully connected layer (image features). Multiplication forces the
more relevant classes into the output matrix at the same time (e.g. if a label
appears in the image, the related tag may also appear in the output). The out-
put probability matrix is the result of this multiplication. The full structure
of our architecture in training phase is represented in Fig. 1. In the annotation
phase, two post-rectifying methods are applied to the final output [6,7]. The first
rectifying algorithm finds unassigned tags and assigns them to the most appro-
priate image based on the correlation between them and the assigned ones. The
second algorithm updates the output matrix based on the most similar image to
the corresponding image using the cosine similarity measure.
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3.3 Implementation Details

The pre-trained CNN model used in our architecture is ResNet101 [20]. We rep-
resent the tags vector in the dataset using two famous pre-trained word embed-
ding algorithms, word2vec [18], and GloVe [19]. Our quantizing function is set to
0.3 for all datasets. We found the representation of all the tags with the GloVe
embedding method. Unfortunately, some tags did not have a pre-trained vec-
tor in word2vec. Therefore, we represent them by embedding the nearest word
to them. Specifically, we train our models separately for each dataset over 100
epochs. To update model parameters, we use K-Fold cross-validation.

4 Experiments

In this section, we present two datasets for automatic image annotation, followed
by our evaluation metrics. To evaluate our approach, we conducted extensive
experiments on the mentioned datasets. In the end, we present the quantitative
results of our model.

4.1 Dataset

Similar to previous automatic annotation tasks, our model is also evaluated
on two widely used datasets. There are 5,000 images in the Corel5k dataset,
organized by 260 tags. The ESP Game dataset contains 20,770 images with 268
tags. Table 1 shows the general statistics of the two datasets. Each dataset is
split into training, validation, and test splits, each with 80%, 10%, and 10% of
the samples in the dataset. Data Size depicts the size of the dataset, Train Size
the number of training samples, Test Size the number of test samples, V S the
vocabulary size, WI the words per image, and finally IW the images per word.

Table 1. The statistics of datasets.

Dataset Data size Train size Test size VS WI IW

Corel5K [2] 5000 4500 500 260 3.4 58.6

ESP game [1] 20770 18689 2081 268 4.7 362.7

Our datasets are very imbalanced because of the unequal distribution of
classes within each dataset, and it is one of the critical challenges every researcher
is facing. Figure 3 shows the histograms of these datasets in terms of image fre-
quency for each tag. For example, the number of images per class varies from less
than ten to approximately one thousand in Corel5k. Unfortunately, we cannot
learn tags with low image frequency while training the model in the benchmark
datasets. In these cases, using statistical methods (post-processing) and meta-
data information such as tag graphs are essential.
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Fig. 3. Image frequencies per tag index for Corel5K (C) and ESP Game (E).

4.2 Evaluation Metrics

To evaluate our method, we use four quantitative metrics: precision(PC),
recall(RC), F1, and N+. TP stands for true positive, FP for false positive,
and FN for false negative. sgn(RCt) is the sign function, and RCt is the tag
recall for tag t.

PC =
TP

TP + FP
(5)

RC =
TP

TP + FN
(6)

F1 =
2 ∗ PC ∗ RC

PC + RC
(7)

N+ =
∑

sgn(RCt) t ∈ Tag List. (8)

4.3 Results

This section compares our approach quantitatively with other state-of-the-art
methods to verify its effectiveness. The state-of-the-art methods are selected
based on their publication date and accuracy of results. For Corel5k, we achieved
first, second, and third place with N+ measure (with scores 229, 228, and 215,
respectively) with our two reweighting methods and second and third place with
F1 measure with the quantization reweighting method. These results are pre-
sented in Table 2, and Fig. 4 in detail. By allowing the model to tag the image
with as many correct tags as possible, we achieve the highest score compared to
previous methods with the recall measure. Some concepts and tags are not fully
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Fig. 4. Experimental results for different methods on Corel5k.

covered by the ground truth in the two datasets. Thus, we try to identify all
the true concepts, even though it damages our precision score, but results show
the highest score based on the N+ measure. On ESP Game, we achieve the best
performance with F1, second and third place with N+ and recall, and second
place with precision. Results of the ESP Game are also presented in Table 3,
and Fig. 5. We represent three images as the annotation samples of our proposed
architecture in Fig. 6. The rightmost column represents the annotation results
of the proposed architecture. Tags in black are the ground truth. However, our
proposed model also generates some relevant tags shown in green that do not
exist in the ground truth. Moreover, the tags in red are mispredicted. However,
we had to assume the tags in green as incorrect, to provide a fair comparison
to the previous state-of-the-art studies. In Table 2 and 3, green cells represent
deep-based methods, and the other ones are non-deep.
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Table 2. The quantitative experiments of Corel5K. RW and Q represent re-weighting
and quantization, respectively. We use bold red to highlight the best and bold blue to
highlight the second-best performance.

Models PC RC F1 N+

2PKNN Deep (2016) [24] - - - -

RIA (2016) [12] 0.32 0.35 0.32 139

MVG-NMF (2017) [5] 0.44 0.475 0.456 197

PRM Deep (2018) [6] 0.453 0.5173 0.483 201

AHL (2019) [10] 0.3296 0.4007 0.3671 182

SEM (2019) [28] 0.37 0.52 0.43 -

Weight-KNN (2020) [9] 0.22 0.15 0.18 -

SAIA (2020) [7] 0.5546 0.5655 0.56 212

SSL-AWF (2021) [8] 0.51 0.48 0.495 203

RW-AIA (word2vec) (2021) [3] 0.3926 0.6935 0.5014 208

RW-AIA (Glove) - Proposed Method 0.3407 0.7920 0.4764 228

QAIA (word2vec) - Proposed Method 0.4181 0.8039 0.5501 229

QAIA (Glove) - Proposed Method 0.4059 0.7257 0.5206 215

Table 3. The quantitative experiments of ESP Game. RW and Q represent re-
weighting and quantization, respectively. We use bold red to highlight the best and
bold blue to highlight the second-best performance.

Models PC RC F1 N+

2PKNN Deep (2016) [24] 0.52 0.27 0.36 250

RIA (2016) [12] 0.32 0.32 0.31 249

MVG-NMF (2017) [5] 0.437 0.314 0.367 254

PRM Deep (2018) [6] - - - -

AHL (2019) [10] 0.4579 0.2286 0.3108 221

SEM (2019) [28] 0.38 0.42 0.4 -

Weight-KNN (2020) [9] 0.46 0.22 0.3 -

SAIA (2020) [7] 0.6369 0.3874 0.4817 268

SSL-AWF (2021) [8] 0.49 0.39 0.434 261

RW-AIA (word2vec) (2021) [3] 0.3721 0.6281 0.4673 261

RW-AIA (Glove) - Proposed Method 0.3567 0.5896 0.4445 253

QAIA (word2vec) - Proposed Method 0.4372 0.4394 0.4383 264

QAIA (Glove) - Proposed Method 0.5593 0.4942 0.5248 265
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Fig. 5. Experimental results for different methods on ESP Game: (a) F1 and (b) N+.

4.4 Discussion

In Corel5k, our method was able to achieve the best results with the recall
measure. A high recall in our method has resulted in lower precision. Moreover,
it provides a very high N+ score. Our F1 measure is highly competitive with
the state-of-the-art result. In fact since the datasets used in our experiments
are highly imbalanced, obtaining the N+ measure as the state-of-the-art and
also a highly competitive F1 proves that we have succeeded in assigning the
low-frequency tags to their corresponding image. In ESP Game, we achieved the
state-of-the-art score with F1 measure and the second place with N+ which is
competitive and shows the efficiency of our model.
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Fig. 6. Three test samples from Corel5k with their ground truth and our model anno-
tations. Tags printed in black are the ground truth, tags in green are our model’s
annotations that do not exist in the ground truth but are correct. Finally, tags in red
are our model’s annotations that do not exist in the ground truth and are incorrect.
(Color figure online)

5 Conclusion

Our paper studies a method of automatically annotating images that is effective
in tackling the problem. We use a quantization method to calculate the weights
between each pair of nodes in the tag graph. To represent each node, we use two
word embedding methods. Deep supervision improves the stability and efficiency
of training the entire model. Modeling the relationship between tags appears to
help with the image annotation problem, but there is still room for improvement.
Evaluations on Corel5k and ESP Game demonstrate the efficiency of our model
for automatic image annotation. In our future work, we plan to explore other
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connections between tags and define the graph model accordingly. Furthermore,
we aim to find a new approach to construct our tag graph differently and find
the optimal relationship between tags to improve its structure in our model.
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Abstract. Event data provide the main source of information for ana-
lyzing and improving processes in organizations. Process mining tech-
niques capture the state of running processes w.r.t. various aspects, such
as activity-flow and performance metrics. The next step for process own-
ers is to take the provided insights and turn them into actions in order to
improve their processes. These actions may be taken in different aspects
of a process. However, simply being aware of the process aspects that
need to be improved as well as potential actions is insufficient. The key
step in between is to assess the outcomes of the decisions and improve-
ments. In this paper, we propose a framework to systematically compare
event data and the simulated event data of organizations, as well as
comparing the results of modified processes in different settings. The
proposed framework could be provided as an analytic service to enable
organizations in easily accessing event data analytics. The framework is
supported with a simulation tool that enables applying changes to the
processes and re-running the process in various scenarios. The simula-
tion step includes different perspectives of a process that can be captured
automatically and modified by the user. Then, we apply a state-of-the-art
comparison approach for processes using their event data which visually
reflects the effects of these changes in the process, i.e., evaluating the
process improvement. Our framework also includes the implementation
of the change measurement module as a tool.

Keywords: Process mining · Business process improvement · Process
simulation · Earth mover’s distance · Performance spectrum

1 Introduction

Process owners use data-driven process mining techniques to improve their pro-
cesses. The discovered process models, their performance states, and hidden
problems, such as deviations and bottlenecks, are critical to process improve-
ment. The process mining techniques in the process discovery and conformance
checking areas are widely used to illustrate the current states of processes and
their potential problems [1]. However, before taking any action based on process
mining diagnostics, one wants to have an estimation of the impact. To do so,
it is required to play out the processes with the process owners’ adjustments
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and then assess the effects of the actions. To improve processes in an evidence-
based manner, forward-looking process mining techniques such as prediction and
simulation are needed. They enable what-if and scenario-based analyses of busi-
ness processes. However, the validity of the generated results, as well as their
clear interpretation, are two determining factors when employing these tech-
niques. The model’s reliability can be improved by incorporating process mining
insights, e.g., the designed simulation model is derived directly from the process’s
historical event data [2].

Techniques such as generating CPN models [12,14,22] and BPMN Models
[3] have been proposed for generating simulation models of processes based on
event logs. Simulation approaches in process mining are also useful for other
applications. In [23], for example, process model simulations are used to esti-
mate the alignment value. The gap that we aim to fill is not only providing
a platform for users to easily re-run their processes using the automatically
generated simulation models but also a more accurate technique for measuring
improvement/changes w.r.t. the process owners’ interactions with the process.
The conventional comparison of two processes includes conformance checking
between the event logs and the corresponding process models. In addition, for
the purpose of performance comparison, general performance metrics are usu-
ally considered. Most of the current approaches are not detailed enough in both
aspects, i.e., conformance checking and performance analysis. These techniques
do not measure and reflect the effect of changes at the detailed level. For instance,
the existing conformance checking techniques only return a value such as the fit-
ness of two event logs, or one event log and the corresponding process model
[4]. These techniques also neglect the importance of the frequency of process
instances. The detailed distance between the original event log and the regener-
ated event log is critical for determining their similarity [19].

In this paper, we propose an approach to systematically compare the event
data of a process with its simulated event data to assess the reliability of the
simulation model, i.e., the accuracy of the simulation. As a result, the simu-
lated processes in different settings can be compared. The simulation module
is implemented as a new software capturing different process perspectives, in
which the event logs are used to enrich the process models (trees) with exist-
ing aspects. The enriched process trees generate process behaviors in the form of
event logs with/without applied changes to the process. The state-of-the-art com-
parison framework is then applied to the results of the simulation. It measures
the effects of changes using detailed conformance and performance techniques.
To demonstrate a proof of concept of the framework, we use a sample process as
an example to illustrate the approach steps. Then, we employ a real-life event
log to evaluate the approach.

The remainder of this paper is structured as follows. We present the related
work in Sect. 2. In Sect. 3, we introduce background concepts and notations. In
Sect. 4, we present our main approach. We evaluate the approach in Sect. 5 by
designing simulation models, and Sect. 6 concludes this work.
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2 Related Work

Process mining enables designing data-driven simulation models of processes
[2]. Authors in [22] use different aspects of a process using its event data, e.g.,
process models, resource pooling, and performance metrics, and automatically
generate simulation models. This work as a pioneer in the data-driven simulation
in process mining translates insights from event data into the process simula-
tion parameters. Other simulation approaches in process mining follow the same
direction. For instance, [21] uses stochastic Petri nets to simulate processes and
determine the duration of instances in business processes. In [18] a business sim-
ulation model is generated which is based on the user domain knowledge. Tools
based on Protos try to reduce modeling efforts by introducing the reference pro-
cess models [24]. [9] discusses how process mining insights can be exploited in
the business process simulation context. As an example, the proposed tool in [3]
presents the idea of combining BPMN and process mining for simulation pur-
poses, where indicators for measuring the accuracy of the simulation results are
also introduced.

In [11,15], different levels of simulating processes are proposed where all
the aspects of a process are extracted at different levels, i.e., not only instance
level but also higher-level, e.g., describing processes per day quantitatively. The
examples of high-level simulations are presented in [16,17] with the use of the
designed tool for the modeling and data extraction steps in [10]. In our approach,
the enriched process models, e.g., process trees, accuracy of the performance-
related aspects, effortless interaction with users, and social network analysis
(resource aspects) are the main criteria for designing simulation models.

On the other side, visualization techniques are powerful tools in process min-
ing analysis in both descriptive and predictive analyses. There are a couple of
visualization techniques that are able to represent the process w.r.t. different pro-
cess aspects for providing visual inspection or process comparison. For instance,
the performance spectrum [5] represents the process performance behaviors in
detail between every two sets of activities in the process. i.e., process segments.
The stochastic conformance checking method used in [20] considers the frequency
of the traces in two event logs while comparing their differences. The idea of using
Earth Mover’s Distance for conformance checking and comparing two event logs,
or event logs and process models enables assessing the difference of two processes
w.r.t. their behaviors in detail.

We provide a platform for regenerating a process in different settings and
measure the effects of changes/results using our designed modules based on the
presented ideas. The presented tool in [13] is the simulation approach taken in
the current work as the intermediate tool for regenerating the process behaviors.
The process trees are automatically generated and enriched with the probability
and performance information and allow us to change the processes w.r.t. the
activity-flow and performance aspects.
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Table 1. A part of a sample event log. Each row represents an event.

Case ID Activity Resource Timestamp

e1 1 Register request Pete 12/30/2010 11:02

e2 2 Register request Mike 12/30/2010 11:32

3 Register request Pete 12/30/2010 14:32

... 1 Examine thoroughly Sue 12/31/2010 10:06

2 Decide Sara 1/5/2011 11:22

1 Decide Sara 1/6/2011 11:18

1 Reject request Pete 1/7/2011 14:24

en ... ... ... ...

3 Preliminaries

In this section, we establish the basic notations for events, event logs, and process
trees which are used in the framework.

Definition 1 (Event). Let A be the universe of activities, T be the universe
of timestamps, R be the universe of resources, and C be the universe of case
identifier. An event e is a tuple e = (c, a, r, t) where activity a at time t for case
c is performed by resource r. E = C × A × R × T is the universe of events. For
each e ∈ E, πD(e) projects e on the attribute from domain D, e.g., πA(e) = a.

Definition 2 (Trace). Let E be the universe of events, a trace σ ∈ E∗ is a finite
sequence of events. For each σ = 〈e1, ..., en〉, ei ∈ σ happens at most once and
for each ei, ej ∈ σ, πC(ei) = πC(ej) ∧ πT (ei)≤ πT (ej), if 1 ≤ i < j ≤ n. For σ =
〈e1, ..., en〉 ∈ E∗, ΠD(σ) = 〈πD(e1), πD(e2), ..., πD(en)〉 is the projection of trace σ
on the attribute from domain D, e.g., ΠA(σ) = 〈πA(e1), πA(e2), ..., πA(en)〉.

Definition 3 (Event Log). Let E be the universe of events and E∗ be the set
of possible traces, we define an event log L as a set of traces, i.e., L ⊆ E∗.

We denote LA = [ΠA(σ)|σ ∈ L] as the multiset of traces projected on the
activity attribute. Furthermore, ˜LA = {σ ∈ LA} is the set of unique traces
(variants) projected on the activity attribute in the event log L. We refer to ˜LA
as the set of process behaviors presented in L.

Fig. 1. A part of the discovered process
tree for the sample event log.

Table 1 represents a part of a sam-
ple event log, where each row indi-
cates an event, e.g., considering the first
row as e1, πC(e1) = 1 and πA(e1) =
register request. Process mining utilizes
such event logs to discover running pro-
cesses inside organizations. The process
models are the representative ways of
the discovered running processes. The
process tree notation is one of the common approaches to present a process,
where the nodes of trees are operators and leaves are activities in the process.
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A part of the process tree representing the example process is shown in
Fig. 1. For example, there is a choice, i.e., XOR (×) as a node between activ-
ity reject request and pay compensation indicating that in the process either a
request is rejected or the compensation is paid. The root node (→) indicates that
activity register request is always followed by a loop (�). A loop represents a redo
of works between its children, i.e., activities in the leaves of a loop node may hap-
pen multiple times in a trace. Furthermore, the notation of τ is for silent activities
which are not visible in the process but used for the representation of process trees.

Definition 4 (Process Tree). Let L be an event log, AL = {a ∈ σ|σ ∈ ˜LA} be
the set of activities in L and Op = {→,×,�,+} be the set of process operators.
If a ∈ AL ∪ {τ}, then Q = a is a process tree. If n ≥ 1, Q1, Q2, Q3, ..., Qn are
process trees, and op ∈ {→,×,+}, then Q = op(Q1, Q2, ..., Qn) is a process tree.
If n ≥ 2 and Q1, Q2, Q3, ..., Qn are process trees, then Q = �(Q1, Q2, ..., Qn) is
a process tree. For a process tree Q, we denote Qa and Qop as the set of activities
and the set of operators in Q.

For a given process tree Q, Qw = Qop × Qa is the set of edges connecting
operators to activities. For instance, (→, register request) is an edge in the
example process tree in Fig. 1 where register request is child of the tree under
parent →. Note that a process tree may also contain edges from an operator to
an operator, which is not relevant in the implementation of our framework.

4 Approach

Our framework enables interactive process improvement inside organizations for
designing/improving process models. The current behaviors of processes cap-
tured in the form of an event log serve as the starting point for any improve-
ment. To enrich the discovered process models, process discovery, performance
analysis, and social network analysis (resource perspective) techniques are used.
We use the Discrete Event Simulation (DES) technique as a tool to play out
the process with the current states, which results in an event log as shown in
Fig. 2. The original behavior of the event log w.r.t. activity-flow (process behav-
ior) and performance metrics are compared to ensure that the automatically
designed simulation model is reliable and behaves close to reality, Improvement
Measurement module in Fig. 2. This step allows the user to change the process
parameters and re-run the process to generate the new behavior and measure the
process improvement, depicted by the dotted lines in Fig. 2. These measurements
are presented in a numerical format as well as in a detailed graphical format. The
detailed comparative visualization increases the interaction between the frame-
work and the user. First, we explain the automatic generation of the simulation
results, including process mining techniques and enriching the process model,
and continue with the Improvement Measurement module.

4.1 Simulating Process Trees

Enriching Process Trees. The inductive miner algorithm [7] is used to dis-
cover the process model since it is capable of capturing all the behaviors in
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Fig. 2. The overview of the framework to improve the processes interactively. The
straight lines show the path to assess the quality of the regenerated behavior by the
simulation model w.r.t. activity-flow and performance metrics. The dotted lines illus-
trate the path that the user is able to change the process and measure and observer
the improvement, i.e., the effect of changes, in the process.

a process in the form of a process model. The generated process tree by the
inductive miner algorithm is able to represent the traces in the event log. The
process tree’s limited number of operators as defined in Definition 4 allows for
easy understanding and modification of the process. To play out the process
accurately, i.e., applying the new changes in the process, more information than
the flow of activities provided by the process tree is required.

The tree should be enriched with the probability of activity-flows, perfor-
mance information of the activities, and the corresponding resource information,
e.g., organizations of the resources, the number of resources in each organiza-
tion, and hand-over of activities between resources, for each activity from the
real process. Therefore, the probability of the choices and the possible number
of loops should be taken into account for regenerating a similar event log. Fur-
thermore, for a process tree Q and the edge w = (op, a) ∈ Qw, wa represents
the probability of occurrence of activity a in a generated trace from the process
tree. For the edge w = (op, a) ∈ Qw, if op ∈ {→,+,�}, then wa = 1. Note that
to avoid the generation of infinite traces due to the loops in the process tree, we
limit the execution of loops in the simulation with the probability of the number
of occurrences of a loop on average in a trace and the maximum times that a
loop happens in a trace. For all activities a ∈ Qa, there is a binding performance
metric, i.e., the average duration of each activity. Moreover, the activities are
assigned to the existing automatically discovered organizations and the capacity
of the resources.

For the example process shown in Fig. 1, a part of the automatically enriched
tree with the activity-flow, performance, and resource information is presented
in Fig. 3. For instance, for the process edge w = (×, reject request), wrej =
0.5, and the shown loop in the process can be executed at most 2 times in a
trace and the probability of its occurrence is 30% which is derived from the
event log. Activity register request takes on average 43000 s to be performed,
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Fig. 3. Enriched tree with the probability information, resource allocation, and dura-
tion of each activity. The enriched process tree can be simulated. The hand-over of
resources is shown (left) to provide more accurate simulation results (event logs) w.r.t.
the resource allocation in the organizations.

Table 2. The general list of automatically discovered insights using process mining
techniques to form process simulations. The top row shows what is discovered from
event data. The bottom row shows what can be set or change by the user.

Process mining Simulation execution
parameters

Process
model
(tree)

Arrival
rate

Activity
duration,
deviation

Activities
capacity

Activities unique
resources (shared
resources)

Waiting
time

Business
hours

Activity-
flow
probability

Process
capacity
(cases)

Interruption
(process, cases,
activities)

Start time of
simulation

Number
of cases

Automatically
discovered

+ + + + + + + + + + − −

Changeable
by user

+ + + + + + + + + + + +

and the average is used for simulating its duration using a normal distribution.
Also, register request and reinitiate request belong to the customer service
organization where the resources in this organization hand over tasks to the
inspector organization.

The information extracted from event logs is shown in Table 2. This infor-
mation, along with the discussed information for enriching process trees are the
required simulation parameters. Moreover, the changeable aspects for process
improvement by the user in the simulation step are specified in detail. The dis-
covery and design of the simulation models including generating event logs as a
result of the simulation models are represented in detail in [13].

4.2 Measuring the Process Improvement

To measure the changes in the newly generated process represented with an
event log, we have to compare two event logs. For comparing two processes, i.e.,
event logs, two major aspects of the processes should be considered, activity-
flow which generates the behaviors, and the performance aspects. Note that the
intermediate regenerator tool can be different from the one that we use in our
framework, and yet the Measuring the Process Improvement module can be used
for measuring the effect of changes in two event logs.
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Table 3. A sample example of EMD measurement for two event logs [19]. The real-
location function allocates the 49 traces in L to 49 traces with activity-flow 〈a, e, c, d〉
and 1 remaining trace to 〈a, b, c, d〉 in L′. The sum of the value of the table indicates the
general EMD value, i.e., the difference between the two event logs. Each cell represents
the minimum cost to map its corresponding trace in the original event log (row) into
the traces in the simulated event log (column).

LA L′
A

〈a, b, c, d〉 〈a, c, b, d〉 〈a, e, c, d〉49 〈a, e, b, d〉49
〈a, b, c, d〉50 1

100
× 0 0 × 0.5 49

100
× 0.25 0 × 0.5

〈a, c, b, d〉50 0 × 0.5 1
100

× 0 0 × 0.5 49
100

× 0.25

Activity-Flow Behaviors. The fact that process trees include silent transi-
tions, loops, and XOR operators makes generating more behavior (new traces)
than the existed ones in the original log possible. Therefore, the similarity of
behaviors is one of the main indicators in the comparison step.

Given two event logs, the original event log L and the simulated event log L′,
we show the presented behaviors in each event log using their set of unique traces,
i.e., ˜LA, ˜L′A. The new generated behaviors in the simulated event log, i.e., not
existing in the original event log, and the removed behaviors from the original
process are calculated as ˜L′A\˜LA, and ˜LA\ ˜L′A, respectively. Therefore, |˜L′A\˜LA|

|˜LA∪˜L′A|

and |˜LA\˜L′A|
|˜LA∪˜L′A|

are the fraction of the new and removed behaviors, respectively.
These metrics represent the pairwise difference between two event logs. They

evaluate whether the simulation of the original log is close to reality, as well as
capturing any different behavior added/removed due to the changes in a process
tree (flow of activities). In the example process presented in Fig. 1, after regen-
erating the process without any change multiple times, on average 22% of the
generated variants (unique traces) in the simulated logs are newly generated.
The sample event log for further experiments with the tools is publicly avail-
able1. Furthermore, the precise comparison of two event logs should be based on
their behavior, taking into account the frequency of the behavior. To determine
the difference between the original and the simulated event logs, we employ a
stochastic conformance checking approach.

Earth Mover’s Distance Conformance Checking. To accurately compare
two event logs’ behaviors, we use the probability distance of each two traces
in two event logs based on Earth Mover’s Distance (EMD). To calculate the
EMD measurement between two event logs, we use the conformance techniques
presented in [6]. For every trace in the original log, we calculate the movement
of its frequency to all the traces in the simulated event log using the reallocation
function. As the next step, the cost of the movement is considered using the
trace distance function.

1 https://github.com/mbafrani/VisualComparison2EventLogs.

https://github.com/mbafrani/VisualComparison2EventLogs
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Fig. 4. The detailed comparison of two event logs for the sample process, i.e., the results
of EMD measurement. It is the results of the EMD reallocation and trace distance
functions in the form of a table such as Table 3. The points are the proportional cost
of moving every trace in one event log to the simulated event log. Each row (color)
indicates a trace in the original event log. The black points are similar traces in both
event logs. The sizes of the points are the relative costs of movement for each variant
(unique traces) in the original event logs.

Reallocation. Let L and L′ be the original and the simulated event logs, respec-
tively. Function r ∈ ˜LA × ˜L′A → [0, 1] returns the relative frequency of σ ∈ ˜LA
that should be transformed to σ′ ∈ ˜L′A, i.e., r(σ, σ′). Note that for all σ ∈ ˜LA,
LA(σ)
|LA| =

∑

σ′∈˜L′A
r(σ, σ′), i.e., the frequency of each σ ∈ ˜LA is considered prop-

erly. The same should be considered for each σ′ ∈ ˜L′A.

Trace Distance. The distance between each two traces in the original log and the
simulated logs is calculated based on normalized string edit distance (Levenstein)
[8]. Function d ∈ A∗ × A∗ → [0, 1] calculates the distance between two traces,
where for two similar traces the value is 0 and d(σ, σ′) = d(σ′, σ).

To represent the algorithm clearly, we reduced the sample process and pre-
sented a couple of traces in Table 3. The EMD measurement of the two event
logs is EMD(LA, L′

A) = min
r∈R

r.d =
∑

σ∈˜LA

∑

σ′∈˜L′A
r(σ, σ′)d(σ, σ′) where R is

the universe of reallocation functions. Table 3 represents a sample EMD mea-
surement for two sample event logs L and L′. For instance, for 〈a, b, c, d〉50 in
L and 〈a, e, c, d〉49 in L′, the trace distance value is 0.25 given the differences
between two traces using normalized string edit distance (Levenstein). The real-
location value is 0.49, i.e., 49 of 100 traces in L are reallocated to 49 traces with
the sequence 〈a, e, c, d〉 in L′. Therefore, the minimum effort of mapping the one
trace to the second one is 0.49 ∗ 0.25 = 0.122. Besides the EMD value of two
event logs that indicates how two event logs are different, we are interested in the
required effort for every trace in the original event log to be mapped/transformed
into the simulated event log for accurate comparison of the simulation results.
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Applying the designed EMD measurement to the complete sample process
and its simulated event log without any changes, Fig. 4 illustrates the result. The
unique traces in the original event log and the unique traces in the simulated event
log are depicted using the x-axis and the y-axis, respectively. If we assume that in
our example, r ∈ R is the reallocation function, the cost of EMD (effort of map-
ping) for each point of Fig. 4 shows the relative effort, i.e., σ ∈ ˜LA and for each σ′

i ∈
˜L′A, effortLA,LA(σ, σ′

i) = d(σ,σ′
i).r(σ,σ′

i)
∑

σ′∈ ˜L′d(σ,σ′).r(σ,σ′)
. The most frequent trace in the orig-

inal event log (first row) will be converted to the (74.98%, 0, 0, 0, 0, 0, 0, 25.02%),
i.e., points in the first row. The values indicate that to map the first trace in the
original event log (most frequent one) to the simulated event log 74.98% of the
effort is to map it to the first (most frequent trace) in the simulated event log,
i.e.,effortLA,LA(σ1, σ

′
1) = 75%. Also, each row illustrates the minimum required

effort to map/transform the traces into the simulated event log.

Performance Behaviors. Performance is the second factor to consider when
assessing improvement/changes. However, because the times are abstracted from
the real data in prediction and simulation techniques, exact measurements are
impossible. It is worth noting that in many cases, time-related parameters such
as the duration of simulation events are generated using a random function, e.g.,
normal distribution in our case. General performance KPIs at a high level of
aggregation, e.g., the average waiting time of traces, or average service time are
too abstract to represent the effects of the changes in the process. Therefore,
besides the usual metrics, we use the performance spectrum, which relies on the
structure of the process and directly reflects the effects of changes in specific
parts of the process on others. For instance, changing the current service time
of the activity examine thoroughly in the example process has an impact not
only on the overall metrics but also on the duration of the later activities in the
traces, e.g., decide or reinitiate request.

Aggregated Performance Spectrum. Performance Spectrum is a concept intro-
duced to visualize the performance of process steps at the detailed level. A
process segment in event log L is a step from activity a to activity b, i.e., (a, b) ∈
AL×AL is a process segment in L where AL = {a ∈ σ|σ ∈ ˜LA}. Each occurrence
of a segment in a trace allows measuring the time between occurrences of a and
b [5]. We define the set of all tuples of events that are directly followed in the
traces in L as SEGL = {(ei, ei+1)|∃σ=〈e1,e2,...,en〉∈Lei, ei+1 ∈ σ}. The projection
of the events in SEGL on their activity attribute provides the multiset of pro-
cess segments, i.e., SEGL

A = [(πA(e1), πA(e2))|(e1, e2) ∈ SEGL]. For instance,
[(examine thoroughly, decide)17, (examine thoroughly, reinitiate request)20] is
the part of the multiset of segments in our example.

We consider two aspects for representing a process segment in an event
log: average time of the segment and frequency of the segment. For seg =
(a, b) ∈ SEGL

A, function PS(seg, L) = (AvgT ime(seg, L), F req(seg, L)) rep-
resents the frequency of the process segment seg and the corresponding aver-
age time difference for the segment. For seg = (a, b) ∈ SEGL

A, we define
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Fig. 5. Part of the performance measurement for the example process based on the
aggregated performance spectrum. Each event log is represented by a different color,
i.e., blue for the original and yellow for the simulated one. Overlapping segments are
represented by the gray color (same duration between segments). Each point’s trans-
parency and size indicate the frequency and duration of the segment in the event logs.
(Color figure online)

AvgT ime(seg, L) = Avg({πT (e2) − πT (e1)|(e1, e2) ∈ SEGL ∧ πA(e1) = a ∧
πA(e2) = b}) and Freq(seg, L) = SEGL

A((a, b)).
Figure 5 is the result of the introduced performance measurement (PS) for

the example process and the regenerated event log. In order to represent different
aspects of the results, e.g., new/eliminated segments and different duration, we
performed the simulation based on the changed process. For instance, given L
and L′ as the original and simulated event logs, each segment’s colors refer to
an event log, the size refers to the average time difference between the segments,
and the transparency indicates the frequency (darker means more frequent).
The gray color represents the overlapped segment in two event logs with similar
performance metrics, and the yellow points represent the new segment generated
in the simulated event log as a result of process tree choices. The implementation
also includes the option to display only the difference (red points).

5 Evaluation

A real event log representing the process of taking loans by customers inside
a financial company, known as the BPI challenge 2012, is used in this section.
First, we simulate a similar process with different configurations and assess how
close they are to the original event log. Following that, we alter the activity-flow
of the process model in order to improve the process and evaluate the effect
of the applied changes. Having both simulated and original behaviors of the
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Fig. 6. The comparison of the generated event logs using simulating a specific num-
ber of traces in the original event log (BPI Challenge 2012). The EMD measurement
indicates, how the original and the simulated event logs are different.

process (with or without modifications) the possibility of comparing between two
processes is easily provided. To do so, we used our tool SIMPT 2 for simulating
the process, and our developed modules for comparing two event logs w.r.t.
the detailed performance and control flow aspects3. The provided tools make it
possible to evaluate the framework for the interactive improvement of different
processes for different event logs.

We start with automatically discovering and enriching the underlying pro-
cess tree before regenerating the process, where the similarity of the two event
logs indicates the possibility of using the simulation models for further investiga-
tion. Therefore, we simulated the event log multiple times without applying any
changes. As shown in Fig. 6, we took a specific percentage of the total number
of traces in the process for each round of simulation of the original process. As
expected, when the number of simulated traces is small, there is a chance of
missing specific process behaviors, e.g., using 25% of the number of traces, we
lost 30% of the behaviors (unique traces). On the other hand, increasing the
number of simulated traces increases the number of new behaviors. Since the
generation of the traces (activity-flow) is based on probability and the process
tree includes both XOR choices and silent transitions, the new behaviors are
expected to be generated.

Afterward, in the process tree of the original process, we changed the optional
activity preaccepted to be a mandatory activity for all the traces that are going
to be accepted in Fig. 7. The structure of the process tree (activity-flow) is
changed from → (submitted, partlysubmitted, ×(τ, preaccepted), ×(τ, accepted),

×(τ, finalized), ×(declined, cancelled)) to → (submitted, partlysubmitted, ×(τ,

→ (preaccepted, accepted)), ×(τ, finalized), ×(declined, cancelled)). Note that these
changes are possible in different aspects of the process such as the process
model, performance metrics, e.g., activity duration, arrival rate of the traces, or
capacity of the resources.

Based on the shown results of simulating the original event log without any
changes in Fig. 8, we simulated the changed process model with 50% of original

2 https://github.com/mbafrani/SIMPT-SimulatingProcessTrees.
3 https://github.com/mbafrani/VisualComparison2EventLogs.

https://github.com/mbafrani/SIMPT-SimulatingProcessTrees
https://github.com/mbafrani/VisualComparison2EventLogs
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Fig. 7. The process tree for handling application in the BPI challenge 2012 event logs
(left). To evaluate the approach, the optional activity preaccepted is changed to be
mandatory in the flow of activities for all the traces (right) in the process. Dotted lines
indicate the parts of the tree that have changed.

Fig. 8. The detailed comparison of the changed process and the original process model.
The detailed EMD diagram (left) shows the differences of the two event logs w.r.t. the
activity-flow and the comparing frequent chart (right) represents the preserved and
removed behavior in the simulated process as the effect of the applied changes.

traces. In the proposed scenario (changed process tree), 63.6% of generated behav-
iors (unique traces) are new. However, it is less than the behaviors in the simulated
event log without any modifications, since we removed one of the XOR choices lim-
iting the possibilities of producing new behaviors. On the other hand, 23% of the
behaviors due to the change in the process tree are eliminated, i.e., the traces that
skipped the activity preaccepted in the original process. Also, in Fig. 6, the pair-
wise comparison of the traces (right), as well as the detailed EMD companions for
the cost of the mapping of two event logs (left) after the changes, are shown. The
applied changes in the process model not only affected the process behavior but
also these changes affected the performance of the later segments in the process,
e.g., the duration for the process segment accepted and finalized increased while
activity finalized was not changed. The provided detailed comparison along with
the intermediate simulation tool enables the possibility of capturing these types of
unexpected insights. Note that the reliability of the simulation techniques such as
the presented ones in Sect. 2 can be assessed using the measurement modules.
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6 Conclusion

Process mining supports organizations in finding running processes, as well as
identifying challenges or possible areas for improvement. The process improve-
ment should be supported with process knowledge. We use process mining
insights and simulation models as an intermediate method to regenerate pro-
cesses in various scenarios. The framework begins with an event log, discovers
a process tree, and enriches it with all the knowledge needed to regenerate the
process. The similarity of the simulated results and the original process behav-
ior in the form of an event log is then measured in the next step. The degree
of similarity reflects the accuracy of our model. As a result, the improvement
of the change in the process can be played out, and the impact of changes can
be tracked using the same measurement module in both the activity-flow and
performance aspects of the process. The advantage of our framework in both gen-
erating simulation models and enriching them based on event logs automatically,
and the new representation of the comparing of the event logs. Furthermore, the
intermediate simulation technique described in this paper can be replaced with
other simulation techniques capable of generating event logs for the specified
changes.
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Abstract. Emails are more than just a means of communication, as
they are a valuable source of information about undocumented business
activities and processes. In this paper, we examine a solution that lever-
ages machine learning to i) extract business activities from emails, and ii)
construct business process instances, which group together these activi-
ties involved in achieving a common goal. In addition, we examine how
relational learning can exploit the relationship between sub-problems (i)
and (ii) to further improve their results. The research results presented
in this paper are reproducible, and the recipe and data sets used are
freely available to interested readers.

1 Introduction

To facilitate personal email management, several research proposals have been
made, see e.g., [5,8,23]. For example, Corston et al. [8] exploit emails to identify
actions (tasks) that can be added to the user’s “to-do” list. While useful, current
emails management tools lack the ability to recast emails into business activity-
centric resources. In particular, our work targets people that would like to apply
analytics on emails upon the extraction of their business activities and their
organization into instances. Thus, the elicitation of business activities from a set
of emails opens up the door to activity analytics by leveraging emails to answer
queries such as: What are the business activities executed by a specific employee?
In addition to activities, their relationships and organization into processes are
also useful to answer analytical queries like: What is the average duration of
a business process? This can be computed by averaging the time taken by all
process instances of the same process.

An email folder will usually contain several executions of the same process,
which are called cases or instances. While threads can be an indication of such
related activities inside a process instance, this information is not sufficient, as
the topic inside a thread can drift and people can deal with several processes
inside a single email or thread. The first contribution we make in this paper is a
solution to extract activities and process instances from an email log. The under-
lying issue is the identification of the relevant features that are crucial for the
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quality of the extraction operation. The solution we adopted for this is to sweep
and empirically identify the email characteristics (i.e., subject, sender, recipient,
email body, named entities as well as temporal information) that can be used
for activity extraction on one hand, and for instance identification on the other.
Our solution transforms an email corpus into a process event log allowing pro-
cess discovery and analysis. The operation of mining activities and the operation
of mining instances are not independent of each other. The second contribution
we make is to study the interplay between these two problems. Specifically, we
examined whether activity discovery can be leveraged to effectively improve pro-
cess instance discovery, and vice versa, by using relational learning techniques
[18]. In particular, we examine the extent to which relational learning can be
used to improve the baseline results obtained using traditional machine learning
techniques.

This paper is organised as follows. We present the framework we elaborated
for email and process instance discovery in Sect. 2. We then study in Sect. 3 the
relationship between activity and instance discovery. Experiments and results
of our approaches are provided in Sect. 4 using a real-world email log collected
in the context of an open source project development [2]. It is worth noting
that the results presented are reproducible as we make the documented recipe
(notebook) and datasets used in our research freely available online1. We discuss
related work and present concluding remarks in Sects. 5 and 6, respectively.

2 Framework for Process Discovery and Analysis
from Email

Figure 1 presents the modules of the framework we elaborated to transform an
email corpus into a process-oriented event log that can be used for process dis-
covery and analysis.

Fig. 1. Overview of the approach

There is a plethora of process mining tools and approaches (see e.g., [19] for a
survey) that can be utilized to discover process information from logs. However,
such tools require as input an event log that explicitly contains information
1 https://github.com/Raphaaal/icpm emails process mining.

https://github.com/Raphaaal/icpm_emails_process_mining
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about the activities that have taken place, the process instances (also known as
cases) to which those activities belong, and their process model. Table 1 shows
an example of the structure of such event log that is required by process mining
tools. When dealing with emails, the challenge lies in creating this event log to
be used as input by process mining tools. The framework illustrated in Fig. 1 is
designed for this purpose. After preprocessing the emails with natural language
processing techniques in the first step (preprocessing), activities and instances
are identified. The remainder of this section presents the approach we adopted
to discover activities and process instances.

Table 1. Event log example

Process ID Process
instance ID

Activity name Timestamp

1 1 Request 2016-05-03 12:45

1 1 Send 2016-05-04 14:40

1 1 Confirm 2016-05-04 16:56

1 2 Send 2016-05-11 12:46

1 2 Confirm 2016-05-12 23:22

1 2 Request 2016-05-10 10:03

1 3 Request 2017-03-03 12:09

1 3 Send 2017-03-03 13:10

1 3 Notify 2017-03-04 15:38

2.1 Email Activities Extraction

Activity extraction is formulated as a classification problem where a training
instance is composed of the embedding of the email and its sender’s domain, the
label being the activity present in the email. The label is one of the categorical
labels representing each possible activity. We use words embeddings (Sense2Vec
2019 [20]) and average them to compute an embedding for the subject and for
the body. Both of these embeddings are then averaged to obtain the email final
embedding. We also extract the sender email domain that we encode using one-
hot encoding. In this work, we assume that each email contains one activity and
belongs to one instance.

2.2 Instances Discovery

To identify process instances, we start by determining if a pair of emails belong
or not to the same instance. To build the binary classifier that allows us to do
so, we were guided by the following observation. Emails belonging to the same
instance are likely to have a sender or receiver in common, are close in time and
talk about the same process (i.e., they have similar text and contain the same
named entities). Therefore, we used the following features to describe a pair of
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emails: i) the (cosine) similarity of the embeddings of the email subjects and
the (cosine) similarity of the embeddings of the email bodies, ii) the timestamp
difference between the two emails, and iii) the number of common recipients
(senders and receivers) between emails. Moreover, we used the cosine similarity
of the embeddings of the named entities found in the two emails. These features
compose a training instance and the label is 1 if the two emails belong to the
same process instance, 0 otherwise.

Once the email pairs are identified as belonging or not to the same process
instance, we then construct the full process instances. We have developed the
Algorithm 1 for this purpose. Due to space limitations, we cannot explain the
algorithm in detail. However, it is sufficient to present the essence of the algo-
rithm, which proceeds as follows. It considers the results of the binary classifier
presented above as votes: two emails classified as belonging to the same process
instance are considered as a vote for an instance containing both emails, and
two emails found not to belong to the same process instance are considered as a
vote for separate instances. These votes are then aggregated to construct process
instances, with each email being associated with the process instance to which
it is most likely to belong based on the votes counted for that email.

Alternatively, we also developed an unsupervised approach based on hierar-
chical clustering to directly group emails into process instances. For each email,
we used the following features: i) subject line embedding, ii) body embedding,
and iii) date embedding. These features were normalized and their cosine sim-
ilarity was used to guide the generation of the clusters. We used the average
distance between emails as a stopping criterion, i.e., the maximum distance
between emails in a cluster has to be inferior to the average similarity.

2.3 Workflow Discovery and Analysis

After applying the previous approaches, the email corpus has been transformed
into an event log in which each email is associated with an activity name and
an instance ID. The email timestamp is assumed to be the activity timestamp.

Therefore, existing process discovery technique can now be applied on this
event log. For structured processes, techniques discovering the whole model can
be applied. For unstructured processes, behavioral patterns (i.e., small group of
activities and their relationships) can be extracted using specific approaches for
behavioral patterns discovery (see e.g., [1]).

3 Relational Approach for Activity Discovery

Can we exploit information about emails process activities in order to group these
emails into process instances? Conversely, can we leverage information about
which email belongs to which process instance to discover process activities? In
this section, we investigate these hypothesis by leveraging relational learning.

As an example, suppose that a candidate email is about purchasing an item
P and another candidate email is the confirmation of the purchase of item P .
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ConstuctInstances
Record votes ;
Data: counter =0
Data: EmailsByInstances = {}
for each pair (email1, email2) do

if pair predicted as same instance then
if one email of the pair is already accepted in EmailsByInstances at the
key InstanceId then

append both emails to EmailsByInstances[InstanceId][accepted];
else

create entry EmailsByInstances[counter][accepted] = [email1,
email2];
counter = counter + 1;
end if

end

end
else

if one email (A) of the pair is already accepted in
EmailsByInstances at the key InstanceId then

append the other email (B) to
EmailsByInstances[InstanceId][rejected];
else

create entry EmailsByInstances[counter][accepted] = [A];
create entry EmailsByInstances[counter][rejected] = [B];
counter = counter + 1;

end

end

end

end

end
Count votes;
InstanceIdentifiers = {};
for each email in the emails set do

EmailScore = {};
for each InstanceId in EmailsByInstances do

EmailScore[InstanceId] = 0;
if email is accepted in EmailsByInstances at the key InstanceId then

EmailScore[InstanceId] = EmailScore[InstanceId] + 1;
end
if email is rejected in EmailsByInstances at the key InstanceId then

EmailScore[InstanceId] = EmailScore[InstanceId] - 1;
end

end
Take the instance with the maximum score as InstanceIdentifiers[email] ;
This is the instance ID for the considered email

end
Algorithm 1: Reconstructing instances from emails pairs
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Both emails will contain data about P with names of the selling company or
the name of the buyer or attachments about the item characteristics or the
bill. Using such information about the activities “Purchase Item” and “Confirm
Purchase” can help in associating both emails with the same process instance.

On the other hand, information about process instances can be used to help
extract email process activities. Consider again the above example, and consider
that we know that emails e1 and e2 belong to the same process instance I where
e2 is a response to e1. Taking into consideration that e1 contains the activity
“Purchase Item” and that e2 is the email following e1 in the process instance I,
we could build a classification model that could successfully predict that e2 is
likely to contain the activity “Confirm Purchase” (based on old occurrences of
emails similar to e1 and e2).

To investigate the above hypothesises, we make use of relational learning
techniques [17]. Accordingly, we reformulate the problem into a relational prob-
lem, that consists of the following four phases:

– Phase 1: Extracting process activities from emails using their content (i.e.
without using information about emails process instances).

– Phase 2: Identifying process instances from emails using a similarity compu-
tation of their content (i.e. without using any information about email process
activities).

– Phase 3: Using the extracted email activities, can we improve the identifi-
cation of process instances in emails?

– Phase 4: Using the links between emails belonging to the same process
instances, can we improve the extraction of emails process activities?

We have already presented solutions for Phases 1 and 2 in the previous
section. We focus on Phases 3 and 4 in the rest of this section.

Phase 3: Instance Discovery Using Extracted Activities Information. In this
phase, the problem is to predict whether two emails belong or not to the same
instance using information coming from the activity discovery step (in addition
to email intrinsic features). For each pair of emails, in addition to the intrinsic
features used in the baseline approach (see the previous section about Phase
2), a training instance is now composed of the one hot encoding of each email’s
activity. The label is 1 if the two emails belong to the same instance, 0 otherwise.

Phase 4: Activity Discovery Using Instances Information. In this phase, the
problem is to discover email activities using information about process instances
in addition to email intrinsic features. For each email, to guide the classifica-
tion of its activity, we use supplementary information about the previous and
next activity labels present in its process instance. A training instance is now
composed of the following features:

– its subject line and body embedding (intrinsic features, see the previous
section about Phase 1)

– for a predefined number of generations i:
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• the i-th previous activity in its process instance (one hot encoding), its
subject line embedding, its email domain embedding (one-hot encoding)
and its timestamp difference with the current email

• the i-th next activity in its process instance (one hot encoding), its subject
line embedding, its email domain embedding (one-hot encoding) and its
timestamp difference with the current email

The number of generations i is defined during training as the maximum number
of activities in one instance. The label is one of the categorical labels representing
each possible activity.

3.1 Relational Algorithm

Algorithm 2 lists the main steps of our iterative relational classification approach.
The results of Phase 1 and Phase 2 are used to solve Phase 3 and Phase 4.

First, we have to check if there is some potential for improvement with a
relational approach. For this, we apply phases 3 and 4 on the training set while
using the ground truth information (i.e., the real instances and real activity
labels as extrinsic features). If improvement is observed, we put all the phases
together into an iterative and relational approach. If only one relational model
shows potential for improvement, it will be the only one to be included in the
loop.

In the relational approach, predictions with high confidence deduced from
Phase 3 are fed back to Phase 4 to improve the accuracy of its results and
vice versa. This is an iterative process, so inferences are dynamically changing
between iterations until convergence.

1. Baseline approach for email activities extraction (Phase 1).
2. Baseline approach for process instances extraction (Phase 2).
for Iteration i = 1...K do

/* If RelationalInstances showed potential */
3. Use extracted email activities to identify process instances (Phase 3).
Accept predictions for which Confidence > Threshold and update instances
/* If RelationalActivities showed potential */
4. Use extracted process instances to identify email activities (Phase 4).
Accept predictions for which Confidence > Threshold and update activities
Threshold = Threshold/2

end
Algorithm 2: Iterative Relational Classification Approach.

4 Experiments

In this section, we present the results of the empirical evaluations we conducted
to assess the effectiveness of the solutions presented in Sects. 2 and 3. We used
an open labelled data corpus [2] that was constructed from a publicly available
email dataset to facilitate automated workflow analysis by providing ground
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truth. This dataset associates each email with an activity and a process instance.
There are 19 possible activity labels in total. In addition, it contains 6 process
models that act as specifications of the process instances and specify the depen-
dencies between the activities. Our objective is to empirically examine how close
the solutions presented in this article for the automatic discovery of activities
and process instances are to the activities and process instances that have been
manually labeled in [2].

4.1 Implementation

We implemented the solutions presented in this paper as a Python Notebook
that is available online2. For word embeddings we used Sense2Vec 2019 [20], an
advanced version of Word2Vec. For the classification tasks, we used XGBOOST,
a decision-tree-based ensemble algorithm that uses a gradient boosting frame-
work, which is able to handle a mixture of weak and strong features automatically
and works well on tabular data. We used the output probability prediction as a
measure of confidence (e.g., if the predicted class has a probability > 0.9).

For preprocessing purposes, we applied classical cleaning steps when dealing
with text: removing special characters, spaces, etc. Then the embedding of each
subject line and body has been obtained using Sense2Vec 2019. Named entities
have been extracted in the same way. We have also filtered out process instances
containing a single activity, since these patterns presents little interest, especially
for relational learning. At the end, we obtained a cleaned dataset containing and
characterizing 157 emails.

4.2 Building Classification Models

When splitting the dataset into training and testing sets, we made sure that
emails from to the same process instances belong (collectively) to either the
training or the testing dataset. Moreover, the Algorithm 3 ensures that the two
sets contains the same activities and a balanced number of instances per activity.
Finally, this split algorithm is randomized and reproducible thanks to the seed
used.

The hyperparameters of XGBOOST were set via grid search. More informa-
tion on the hyperparameters used in our experiments can be found in the Python
Notebook.

In training mode, as we have access to the ground truth activity label and
instance identifier for each email, we know each activity composing a process
instance. However, when testing the relational approach, we will use the pre-
dicted activities and instances instead. On the test dataset, Algorithm 2 iter-
atively uses high confidence predictions from the relational instances classifier
to update the current assignments and then feed them to the relational activity
classifier (and vice versa).

2 https://github.com/Raphaaal/icpm emails process mining.

https://github.com/Raphaaal/icpm_emails_process_mining
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Train/Test dataset split
Data: exclusion list = [];
for each activity do

count the number of instances containing it.
end
for for each activity, ordered by increasing number of instances do

instances = activity instances that are not in exclusion list;
shuffle instances;
separate instances btw. the two datasets (50% - 50%) ;
append instances to exclusion list;

end

Algorithm 3: Algorithm for splitting the data set into train/test set

4.3 Results

All the presented results are computed as an average on 10 experiments. An
experiment is a full pipeline evaluation starting with the generation of pseudo
random train/test sets.

Instances Discovery. To evaluate the instances discovery (baseline and relational
approaches), we considered all the pairs of emails in the test set and computed
precision, recall and F-score in a binary fashion. That is to say, we checked
whether each pair of emails belong or not to the same instance (ground truth vs
prediction). For the relational approach, this evaluation is made at the end of
each collaborative learning iteration. The Algorithm 2 stabilized after 5 iterations
(afterwards the variations of the F-score was less than 1%). Figure 2a summa-
rizes the results obtained across the 10 experiments for instance discovery. The
first bar shows the F-score for the baseline solution. The second bar shows the
F-score obtained using relational learning that is based on the ground truth.
Whereas the remaining bars show the results obtained using relational learning
at different iterations of Algorithm 2. The figure shows that the different fla-
vors of our solution achieve an F-score greater than 60%. The use of relational
learning allows us to achieve some improvement albeit minor (up to 2%). This
can be explained, at least partly, by the fact that the activity discovery was not
instrumental in distinguishing between instances due to the unstructured nature
of the underlying business processes.

Activities Discovery. To evaluate the activity discovery (baseline and relational
approaches), we considered all emails in the test set (ground truth vs predic-
tion) and computed precision, recall and F-score in a micro-average fashion (i.e.,
calculating metrics globally by counting the total true positives, false negatives
and false positives). Figure 3 shows the evolution of the F-score for various activ-
ities during the iterations of the relational approach. It also shows the baseline
approach score and the relational approach score when used with ground truth
labels (to identify the potential for improvement). Note that the results reported
as “relational” in the figure correspond to a variant of Algorithm 2 where the
predictions of the instances are not changed (i.e., remain the same) across the
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Fig. 2. Instance discovery results

iterations. This version of the algorithm performed best because the relational
instances classification model did not show significant potential for improve-
ment. The support (i.e., number of emails containing the respective activity in
the dataset) is also indicated. We can see that for activities with a significant
support like “issue comment” and “issue update”, the relational approach leads
to an improvement of 0.119 and 0.024, respectively. For the activity “commit
changes”, with a support of 62, the potential for improvement for the relational
approach is quasi null: in this case, the relational approach with ground truth
is 0.001 greater than the baseline. Some activities have a very small support
and are depicted with lighter colors in the figure. Also, note that, following
[2], some pairs of activities (like “issue comment” and “issue update”) are less
distinguishable because they had a large overlap of their label-email keyword
frequency distributions and had a weaker consensus of annotators. Overall, the
relational approach leads to an increase of 0.022 in F-score.

These experiments suggest that the relational approach could be beneficial,
but more experiments should be done to asses its advantage. Our dataset was
limited in terms of number of activity occurrences and number of instances for
different processes. Also, the business processes are unstructured and this lack
of regularity may be detrimental to relational learning.

Business Metrics and Model Mining. Figure 2b shows some business metrics
based on the discovered instances. It shows that average metrics (like average
duration, average number of users involved in one instance, etc.) can be derived
with good accuracy from the discovered instances. Obviously, metrics like max-
imum are sensible to prediction errors. The same conclusion can be drawn form
Fig. 4 which presents metrics based on the discovered activities: average activity
duration, average number of users executing a specific activity, etc.

Figure 5 shows the models mined using FHM (Flexible Heuristic Miner, [22])
from the generated event log vs the event log based on the ground truth labels.
We can see that 7 relationships have been correctly identified among the 9 rela-
tionships existing between recognized activities.
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Fig. 3. F-measure of activities discovery

Fig. 4. Activity based metrics

These experiments show the feasibility of a full analytics pipeline that starts
with a raw email corpus and outputs analytics about the executed process.
However, in order to fully assess the advantage of a relational approach ver-
sus baseline approaches, a richer email dataset should be used (i.e. containing
more process instances). This would allow the clear identification of cases where
the relational approach should be used, for example when processes have some
structure and when some individual activities are difficult to distinguish.

5 Related Work

We categorize the related works into the following categories:
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Fig. 5. Process models obtained using FHM from the generated log vs the ground
truth log

Email Organization. The objective of the proposals in this category is to clas-
sify emails according to their nature (professional or personal) [3], predefined set
of classes [4], personal prioritization criteria [24] or the similarity of encompassed
activities [16].

Email Task Management. Several applications mainly consider the process
of associating manually emails and their metadata such as attachments, links,
and actors with activities. TaskMaster [6] is a system which recasts emails into
Thrasks (thread + task). In Gwizdka et al. [14], the TaskView interface is pro-
posed for improving the effectiveness and efficiency of task information retrieval.

Extracting Tasks from Emails. In the work of Faulring et al. [13], tasks
contained within sentences of emails are classified using 8 predefined set of classes
of tasks. In the same context, Cohen et al. [7] use text classification methods to
detect “email speech acts” (e.g., Request, Deliver, Propose, Commit). Another
work by Corston-Oliver et al. [8] identifies action items (tasks) in email messages
that can be added by the user to his/her “to-do” list. Syntactic and semantic
features are used to define the sentences of the emails to be classified using SVM
as containing tasks or not.

Extracting Business Process Information from Emails. The EMailAn-
alyzer tool [21] assists users in analyzing and transforming e-mail messages to
a process event log format that can be used by process mining tools. The user
can search for process instances using several simple options such as linked con-
tact, thread, sender, receiver or instance ID (if present in the message topic),
thread, etc. [19] extracts business process information from emails and organizes
this information as a mind map, a diagram meant to be used for knowledge
management, showing process participants, exchanged artifacts, etc. The app-
roach in [9] makes use of object matching algorithms to obtain clusters of related
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email conversations (process instances). For that purpose, they use the distances
between names of attachments, body (as a single string) and sender/receiver of
each email. To classify emails into process instances, Drezde et al. [10] propose
a model combining three learners: two of them for comparing people involved
in a process against the recipients of the message, and the third one that uses a
form of Latent Semantic Analysis to compare emails’ contents. Approaches for
extracting multiple business process activities from each email, their associated
data and actors are proposed in [11,12,15]. The approach in [15] uses a classifier
that extracts sentences containing business process activities from each email,
identifies verb-noun pairs as activity names candidates using also a thesaurus
and then clusters similar activities. An unsupervised method for extracting mul-
tiple business activities from each email and their metadata is proposed in [11]
based on the frequency of activity names and their synonyms. Afterwards, these
activities are associated to actors and speech acts [12].

Compared with prior work, our goal was to check the feasibility of a full and
automated pipeline starting from a user-labelled corpus of emails to analytics.
In a practical scenario, the activity label could come from the tasks added to
the user task list and instances could be initially approximated by threads. A
second goal was to test the relationship between activity and instances discovery.
Our relational learning approach is inspired by the work of Khoussainov et al.
[17], which proposes an iterative approach to identify task and relations between
individual messages in a task. Each message is a associated to one of 5 predefined
speech acts. Our approach allows to use an open list of activities, as available in
the user labelled dataset. Moreover, we apply the relational approach on a public
open dataset and publish the code thus contributing to further developments in
this area.

6 Discussion and Future Work

We presented in this paper a reproducible approach that takes as input an email
log and extracts business activities and their organization into process instances.
The resulting process event log can be used for process discovery and analysis.
We applied our approach to an open data set and we provided an activity-centric
analysis of emails.

The approach and its validation can be extended in several ways. As the
dataset has only one activity per email and each email belongs to one instance,
our models are restricted to these assumptions. However, in other applications,
an email may contain several activities and these activities may belong to dif-
ferent instances. We envisage to extend our models to cover these cases. The
experiments were limited to the studied dataset which contains a small numbers
of emails. The quality of the results may be affected by the scarcity of the data.
Testing the approach on a different dataset containing more structured processes
(like orders processing on e-commerce websites) would allow us to confirm our
intuition that the relational approach works better on more structured processes.

As future work we envisage to propose active learning approaches by implying
users in a small number of tasks in order to improve the result. User involvement
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could assure the production of “islands of truth” that could improve the rela-
tional approach [18]. Asking the right questions to users would allow to improve
the classification and consequently the analytics metrics.
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Abstract. Numerous organisations use artificial intelligence algorithm-
based products in their different activities. These solutions help with a
wide range of jobs, from operational task automation to augmentation-
based strategic decision making. The users’ trust in the truth and fairness
of a product’s outputs must be built before it can be completely inte-
grated and embedded in an organization’s daily functioning. They would
be burdened with more work if Artificial Intelligence (AI) products did
not have this feature. A human-in-loop decision-making process is impor-
tant for building confidence and producing a successful AI-powered solu-
tion. In this research, a novel interactive system was created to explore
the behaviour of AI-powered products. When designing our framework,
we considered the necessity of integrating a human-in-the-loop technique
in the design stage, something that had been missed in prior research of
a comparable scale. The proposed software can optimise and monitor the
AI-powered product process and outputs to involve people directly in the
optimisation loop to identify and avoid likely and diverse failures. The
Local Interpretable Model-agnostic Explanations (LIME) heatmap was
utilised to illustrate decision-making features and mistake details more
effectively throughout the improvement phase. The literature highlights
the need of taking these issues into account throughout the design stage
of an AI-powered product. This article describes how a human-in-loop
AI-powered product is created by combining technologies from the AI,
risk management, and human-computation domains. The designed sys-
tem is based on deep learning as its decision-making engine, LIME as
its approach explanation module, and the human aspect of knowledge
workers. For real-world applications, we show how the created system
improves product dependability and understandability by using real data
and benchmark datasets.
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1 Introduction

Task automation vs. enhancement is a key factor when developing AI-powered
solutions. When deciding on the best form of transportation, a number of vari-
ables must be carefully examined. When it comes to safety, automation is the way
to go. However, augmentation is preferable in high-stakes situations like health
and financial. People do not want to conduct repeated and dangerous activi-
ties; thus, automated solutions are preferable. However, if they are in charge of
the task’s result, they may opt to employ an AI-powered system as a decision
support system. The company should ensure that the AI-powered product is effi-
cient and compatible in its environment for both forms of task automation and
augmentation. This is due to the fact that AI models might make mistakes. AI-
based classifiers have matured to the point where they can achieve remarkable
accuracy using advanced deep learning algorithms [7].

For binary classification, these sophisticated classifiers keep an eye out for two
sorts of errors: false positives and false negatives. For the implication phase, this,
however, is not enough information. Companies may not want genuine positive or
actual negative outcomes. Deep learning, for example, cannot accurately identify
a swan image if there is no “black swan” instance image in the training set
(concept drift issue) [11].

This is a massive win for the deep learning designer. However, seen from
the perspective of an organisation, the tale is quite different, and the result is
deemed a failure. To put it another way, even when AI classifiers have been
tuned to maximise their reward function and use just training data, there is
always the possibility that something goes wrong without the user being aware.
In literature, this is referred to as the “unknown unknown” or “weak spots” [12].

For many causes, like not having access to the necessary domain exper-
tise, utilising biassed data or an imbalanced data collection, this unknown
unknown/weak spots risk develops. This might result in serious consequences,
and particularly in a high-stakes environment, the company may wish to monitor
the AI-powered product’s process and outputs in order to discover and prevent
probable and diverse failures, particularly the unknown. It should be emphasised
that while academics strive to develop AI models using a variety of qualitative
approaches, this is insufficient for the real-world consequences. Including a per-
son in the loop may be an alternate method of mitigating these difficulties [6].

In other words, people should be included in the loop between the AI algo-
rithm and the context in which the system operates [18]. While AI accuracy is
a critical aspect of any AI-powered product, its user mental model is as critical,
while being the most overlooked. For instance, while a 95% accuracy rate may
be considered a success from an AI standpoint, a 5% mistake rate may be a big
concern for a beginner or strict user. If a user expects AI to offer perfectly cor-
rect solutions, a 5-% error margin may sound strange. Thus, through conducting
coordination sessions, knowledge workers should have a better understanding of
the system, with the goal of bringing their mental model in line with the AI
model’s actual capabilities. This is a critical stage because it enables the com-
pany to harness the collective wisdom of its knowledge employees.
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In response to this practical challenge and knowledge gap, we developed a
monitoring system that enables the organisation to improve the detectability
rate of unknown problems. The purpose of this article is to describe the cre-
ated solution for human-in-the-loop enhancement of AI-powered products. The
suggested solution combines the strength of several strong tools across interre-
lated disciplines to enable organisations to control their AI-powered products.
By involving knowledge workers in the loop between AI models and their out-
put, the system establishes a scalable and realistic quality assurance method.
By including an explanation feature in the AI model, the process becomes more
flexible and efficient [5]. It should be emphasized that while the suggested system
was created and validated for image classification, it can be modified to perform
other tasks such as forecasting and text analytics by incorporating additional
data types such as text and tabular datasets. Additionally, while image cate-
gorisation is often a low-stakes work, system implications might elevate it to a
high-stakes activity [20].

This research’s primary contribution is the development of a scalable and
practical framework for embedding humans with appropriate domain knowledge
within an AI-powered solution. This enables organisations to monitor, anal-
yse, and enhance the product’s performance. We developed a novel framework
for realising such a system incorporates techniques from human computation,
explainable AI, and risk management. Additionally, our platform is backed up
by innovative software engineering techniques to make it more user-friendly.

The remainder of the article is structured as follows. Section 2 presents
the motivating scenario. We examine related work and added value in Sect. 3.
Section 4 discusses the proposed framework. Section 5 demonstrates experimen-
tal results. Section 6 summarises the paper’s findings and suggests areas and
future investigations.

2 Motivating Scenario

The development of new learning algorithms and concepts, the continual expan-
sion of data and low-cost processing have fuelled recent machine learning
advances. However, when applied to complicated real-world problems, machine
learning systems frequently give disappointing results. The human-in-the-loop
approach could aid in resolving these challenges. According to a widespread
notion in neural network models with users in the loop, individuals can provide
expertise about complex tasks that datasets cannot capture. In some machine
learning applications, tasks are exceedingly complicated, and machine learning
algorithms are incapable of resolving the issue successfully. Human input and
involvement can be beneficial in certain instances.

Interpretability and explicability are mutually exclusive in machine learning.
The issue is that these products usually function in a mysterious black box,
leaving consumers in the dark about why these algorithms make the decisions
they do [17]. As a result, the development of interpretable structures for com-
munication by a human is one solution for this problem. Our study in this paper
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is focused on developing a monitoring system that can assist an organisation in
identifying previously unidentified issues. The purpose of this article is to present
a recently built human-in-the-loop AI product improvement system. This enables
companies to monitor, analyse, and enhance the performance of their products.
Since this new technique allows knowledge workers in a particular domain (such
as government or finance) to automate and facilitate their operations, it may be
delivered as a service.

3 Related Work

Work on improving deep learning models can be categorised into two key areas:
using proxies to learn interpretable structures and learning from human inter-
ference.

3.1 Using Proxies to Learn Interpretable Structures

Interpretable frameworks may be learned using many different techniques, some
of which focus on improving proxies that are directly derived from the system.
Decision tree depth [8,9] and the amount of integer linear regression [21] a cou-
ple of instances. On any model structure, lage et al. [14] offered a method that
reduces the amount of user studies needed to discover predictions that are both
effective and easy to understand. According to Nada et al. [15] physicians favour
larger decision trees than shorter sides, indicating that these proxy measures
do not reflect what it takes for a system to be interpretable throughout all cir-
cumstances. It is also possible to see optimising a proxy as MAP prediction
under such a traditionally adopted even before in some circumstances [2]. Zhao
et al. [23] offered a visible embedding learning technique based on deep inter-
pretable machine learning. Their structural matching method computes an opti-
mum matching flow among feature maps from the two pictures, which directly
coordinates the spatial embeddings. These models allow deep networks to learn
measurements in a way that is more human-friendly by decomposing the corre-
lation between different pictures and their implications to the total similarity.
In these proxy-based techniques, it is assumed that a priori knowledge of the
interpretability quality may be expressed as a functional feature of the model.

3.2 Human Feedback Enables Learning

Taking into account the needs of the user during the process of system, using
brain electroencephalogram signals to record prefered design aspects, Pan et al.
[22] devised a system that reports findings from a human in-the-loop approach.
They created a system that uses an encoder to identify electroencephalogram
(EEG) characteristics from signals coming collected from individuals as they
viewed photos from ImageNet. Conversational agents must have the capacity to
learn from their errors and adapt via interacting with people. This is an essential
consideration when creating conversational agents. When it comes to relevance
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feedback, Li et al. [16], looked into this area in a scenario where the chatbot
gets feedback from an instructor after it generates answers to questions. In a
chaotic manner, they developed a simulator to evaluate different components of
this training and to propose models that operate in this domain. Human in-the-
Loop (HitL) network processing paradigm and dataset termed HOOPS for the
job of a knowledge graph inspired verbal evaluation are proposed by Fu et al.
[10] in the field of conversational recommendation. To be more specific, they cre-
ate a knowledge tree that interprets various user actions and identifies relevant
attribute entities for each user-item combination. A knowledge graph organi-
zation is traced by simulating speech turns. This reflects the human decision-
making processes. Due to the fact that algorithms and people both produce
and acquire the characteristics and relevant data for training suggestions, biases
might creep into the data preparation and training stages. Beheshti et al. [4] used
a combination of crowdsourcing approaches and rule-based algorithms to build
feedback loops that may be used over the duration to deal with biases [1,3].

3.3 Problems of Existing Approaches and Our Added Value

Each of the approach types discussed has some limits when it comes to improving
AI products. For end-users, being able to provide feedback to the AI model makes
an AI-powered product more trustworthy than utilising proxies to develop inter-
pretable structures for communication. Also, the AI model may be customised
to better suit the demands of individual users. However, in some high-stakes sit-
uations, it may be too late to ask for such input because of the end-rigid user’s
mental model of the situation. For example, if a medical professional does not
trust an AI-based health diagnostic, even a small mistake might jeopardise the
efficacy of the system. Since input should be sought sooner in AI-powered prod-
uct development, or consumers should be engaged with a more inviting mental
model at the same time, it would be preferable.

One way to address this issue and its natural risk is to utilize the human-
in-the-loop mechanism during the design stage, which has been considered in
the design of our proposed framework, of which no attention was made to earlier
comparable research. In addition, we used LIME’s heatmap to highlight decision
making features and mistake details more precisely during the improvement
process.

4 Proposed Framework

Our developed system is a simple yet powerful system that uses knowledge work-
ers as its AI auditors. The main task of these workers is to create golden human
intelligence tasks (HIT). It should be noted that the way proposed framework
uses workers is different to most typical crowdsourcing projects where the work-
ers complete HIT rather than making them. Table 1 depicts the settings of the
human - computation model of the system.
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Table 1. Human-computation model setting of developed framework

Requester HIT HIT creator Workers

Organization which uses Live image, Knowledge
workers

AI algorithm

an AI-powered offline image

product (benchmark database)

The suggested framework relies on two connected modules. In the first, the
accuracy of the deep learning network is tested through a golden HITs. The sec-
ond module will redo this assessment using noisy golden HITs. Figure 1 depicts
the process involved in the first module. The knowledge workers do the assess-
ment either by uploading a live image using a smartphone or by retrieving it
from a benchmark database. When a user uploads a live image, we assume they
know the label of the image and are able to verify the model’s output. For an
image from a benchmark dataset, verification is conducted through a compar-
ison with the model’s output and the database’s predefined label. Developed
model then visually explains how the deep learning model arrived at the label
by applying LIME in an online manner [19]. LIME’s heatmap is visualized for
the user to this end. Either the system or user can verify whether the model
made a correct decision. If the decision is wrong, the user is able to report this
to the data science team by sending the instance and the heatmap. Otherwise,
the second module is initiated.

Fig. 1. First model of our proposed model

The second module’s goal is to pinpoint the network’s weak spot. By util-
ising image modification techniques, the created system allows the user to do
this action automatically. When it comes to knowledge workers, they have two
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options: delete the essential section of the image or blur it. AI model reacts as
follows: (a) model failure, (b) model accuracy decline, and (c) no change in the
model performance. The system immediately recognises these three situations.
In the first two scenarios, the user can inform the data science team about the
failure of the system or the decrease in performance. Figure 2 shows the process
involved in the second module.

Fig. 2. Second model of our proposed model

5 Experimental Results

In this section, we illustrate experiments as running examples to show how the
proposed architecture may incorporate humans with relevant domain expertise
into an AI-powered solution in order to enhance deep learning systems. As a
classifier for our experiments, we used a Convolutional Neural Network (CNN)
because of its high accuracy in classifying complicated pictures while retaining
a lack of transparency [13]. The pretrained network is GoogLeNet.

For image categorisation, the network has to have a high rate of computation.
Because the goal of this research is to improve deep learning models by involv-
ing humans in AI system design, we will not be looking at the CNN model’s
structure. As an alternative, it will serve as a black box for our experiments.

This system accepts input images in two ways: first, the user may take a
picture with their mobile phone and upload it as an input to the system (live
image). The second method allows users to import images from absolutely any
database (offline image). There are zero means in the pretrained network; thus,
the size is 224 * 224 in the RGB colour space. The suggested method will next
resize the sample picture to fit the network’s input size. Once the test picture had
been classified, the results were shown, starting with the highest classification
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score on display. This stage evaluates the deep learning network’s accuracy by
comparing it against a set of gold HITs.

For the sake of our model, we will assume that every user who uploads a live
image already knows what it is supposed to be. Verification is done by comparing
the image’s label to the database’s specified label and the model’s output. Once
the developed model is complete, it shows how LIME was used to achieve at
the label. As a unique explanatory approach for dealing with the predictions
of complicated machine learning models like deep neural networks, the LIME

Fig. 3. GUI of proposed software
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framework emerged. Using a LIME model, researchers can gain valuable insight
into how visuals and words influence decision-making. To discover a weak spot
in the network, the created system will automatically modify the input image in
the following stage. It is possible to achieve this by offering the user two options:
either remove or blur essential elements (depending on the LIME heatmap).

These three outcomes are possible while using the system: model failure, a
decrease in the accuracy of the models, and the model’s performance remain
unchanged. The system immediately recognises these three situations. Because
of this, users would inform the data science team about system failures and per-
formance drops. Figure 3 depicts the various components of our system in action
during a live demonstration. Here is what happens when you give the system a
Granny Smith apple. As you can see, the apple was successfully identified in the
first module. But in the second module, it becomes clear that the altered image
causes the image recognition model to fail, as seen in Fig. 4.

Fig. 4. Shows the manipulation scenario

6 Conclusion and Future Work

In this study, we created a new interactive system that uses LIME’s heatmap
to investigate how AI-powered products behave. Having a human in the loop
during the decision-making process is critical for providing a supportive envi-
ronment and delivering an effective AI-powered solution. When developing our
framework, we took into account the importance of including the human-in-
the-loop mechanism during the design stage, which was overlooked in previous
studies of similar scope. To detect and avoid likely and diversified failure, the
suggested software may optimise and monitor the AI-powered product process
and outputs to include humans directly in the optimisation loop. Our platform is
underpinned by cutting-edge software engineering approaches that make it eas-
ier for users to utilise. For example, the system can automatically manipulate
an image to reduce the workload of knowledge workers.

We also used LIME’s heatmap during the enhancement phase to highlight
decision-making characteristics and error details more clearly. This monitoring
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system allows the organisation to enhance the detectability rate of unknown
issues. In order to provide organisations control over their AI-powered products,
a solution has been proposed that combines the strengths of many powerful tools
from several fields. Quality assurance may be scaled and realistically achieved by
including knowledge workers in the loop between AI models and their output.
The procedure may be made more adaptable and efficient by incorporating an
explanation feature in the AI model. In addition, the proposed system can be
extended to do other tasks such as forecasting and text analytics by adding new
data types such as text and tabular datasets, which were produced and verified
for image classification. Future research can go in a lot of different areas. Even-
tually, we hope to extend this framework to analyse and monitor clinical data
and text to make more informed recommendations on improving the medical
system.
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Abstract. Supply chain management (SCM) and its disruptions and
risks have been the focus of many researchers in recent times. It is impor-
tant how to identify these disruptions and risks to avoid them, therefore
many risk mitigation strategies have been developed. Artificial intelligence
(AI) is a powerful tool to identify and predict the occurrence of risks, it is
also important that the solutions to avoiding risks must be explainable for
risk managers. Recently, making transparent and explainable AI models
has been the focus of a large number of research studies and many post-
hoc algorithms such as counter-factual explanation (CE) algorithms have
been developed. In this paper, first we propose an optimization problem
to design a transportation schedule for the supply chain network (SCN),
then to increase the resiliency and transparency of the designed sched-
ule, the CE model is integrated into the model as a set of constraints. To
design the CE, a logistic regression model is developed. The CE helps to
plan the transportation schedule to avoid any transportation delay risk.
The integrated CE and SCM model is used as a recommender system for
risk managers to mitigate risk to the system. Finally, to validate the rec-
ommender system, a real case study is analyzed and the solutions of the
model with and without the CE are compared and it is shown that the
CE-added constraints increase the resiliency of the system significantly
while the increase in financial cost is less than 1%. Therefore, the model
is validated for use for different risks and disruptions.

Keywords: Supply chain management · Counterfactual explanation ·
Resiliency · Recommender system

1 Introduction

Artificial intelligence (AI) and machine learning (ML) have achieved many suc-
cessful results in different applications such as financial, accounting, health care,
military, photo OCR, autonomous driving etc. There are many powerful ML
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models in which real-world problems may be considered and the outputs of the
model are reliable.

One of the recent challenges in AI is the need to increase the transparency
and in-terpretability of ML models. Since the outputs of the ML models may
be difficult to understand even for data scientists who have designed the model,
therefore, it is necessary that model designers clarify the results of the models for
stakeholders such as managers, legal organizations, end users etc. In this regard,
many methods named post-hoc algorithms have been developed to explain the
result of the models.

One of the most commonly used post-hoc methods is the counterfactual
explana-tion (CE) method. A large volume of research has been conducted in this
area [1–3]. In this method, we assume that the features of each record in a database
is assumed to be a vector of amounts (e.g. given a n-dimensional vector) and the
result of each record according to the context of the problem may contain differ-
ent amounts (which will be the cell number n+1 in the vector). The CE methods
will be used in situations where the algorithm predicts an undesirable result for
a given input n-dimensional vector. In such a case, the CE model will try to find
a perturbation vector to alter the n-dimensional input vector in such a way that
the undesirable result of the given record changes to a desirable result.

The CE algorithm must try to find a perturbation vector where the ML model
pre-dicts a desirable output but it should not be such a significant change to not
be appli-cable. In addition, the altered vector should not be an outlier and the
interdependen-cy of different features must be taken into account. This process is
done by means of an optimization model which will be discussed more in Sect. 3.1.

One of the most interesting fields of study is supply chain management
(SCM). It has many applications in different areas like healthcare, food supply,
manufacturing etc. Many researchers are working to design applicable models to
manage SCM and make the management of the system more practical.

There are different methods to deal with SCM applications, like optimization
models, simulation and ML models. Mathematical modelling is widely used by
re-searchers to find the optimal solution for the system as it has the ability to
take different constraints into account simultaneously and find optimal solutions
for differ-ent kinds of purposes, like financial, environmental and social objective
functions.

One of the most important aspects of each supply chain network (SCN) is
risk management. It is important to identify the disruptions and the risks and
their impact on the network. In addition, the mitigation strategies to reduce
their impact are important. Therefore, many different approaches like stochastic
programming, robust programming and fuzzy methods have been developed to
consider different risks like supply disruptions, demand fluctuations, transporta-
tion delay etc. [4,5].

1.1 Problem Statement

In this research, we consider a two-echelon SCN. There are many aspects
of SCN to manage and control. In a two-echelon SCN, there are two parts,
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namely suppliers and consumers. The suppliers provide products for consumers
to satisfy their demand, but it is important that other requirements of the sys-
tem are taken into account, for instance, the maximum capacity of suppliers and
vehicles or delivery lead time etc.

One the most important sections of the SCM is managing disruptions and
their risks related to the model. There are many different categorizations for
SCM disruptions, for instance supply risks, demand risks, environmental risks,
process and control risks [6]. The disruptions of any echelon may cause problems
for other echelons, for instance transportation delay may cause problems for
consumers.

In this research, the target is to propose a recommender system to help risk
managers schedule a risk-averse SCN to prevent pre-identified risks. It is easier
to avoid risks from occurring and their damage will be reduced and the system’s
resiliency will be increased.

1.2 Solution Overview

In this paper, we propose an optimization mathematical programming model
to manage different aspects of the two-echelon SCN where different constraints
such as demand satisfaction, capacity constraints etc. are considered. In addition,
the financial costs are considered to be reduced as an objective function of the
system. The optimization model id is proposed in Sect. 3.2.

To manage disruptions and risks to the SCN, we use a CE model embedded
to the mathematical model which helps the optimization model to plan a trans-
portation schedule in such a way to avoid any future possible risks occurring
beforehand. The risk considered in this paper is transportation delay which may
cause many problems in the system.

First, a developed ML model predicts the probability of delay in transporta-
tion, then the optimization model for CE is developed by considering the ML
model. Lastly, the CE optimization model is integrated into the SCM optimiza-
tion model. In fact, the CE and ML models are used to plan the transportation
schedule of the SCN. It predicts the probability of delay in the transportation
and tries to avoid it. It is a recommender system that helps risk managers deal
with risk before they occur.

1.3 Research Contributions

This research contributes to the research on risk management in SCNs. Although
many methods have been developed to reduce risks to the system, most are
probabilistic. In our proposed method, the risk is taken into account by the ML
model, which predicts the delay before it occurs, based on the analyzed database.

Another significance of this research is a contribution to CE methods to
be used as a recommender system to help in planning to avoid risk. This is
done by integrating CE into the optimization models of SCM. In addition, by
integrating these two optimization models, the context of the network is used to



106 A. H. Ordibazar et al.

help CE to find solutions in which the interdisciplinary features are taken into
account and no outlier solutions will be proposed. As previously mentioned, it
is important to find valid solutions in CE. It is difficult to find a solution in
which all the relations among the different features are considered, therefore we
have the advantage of the SCM optimization model to help the CE model to
produce valid solutions. In addition, after planning the transportation schedule,
it is easier for risk managers to be aware of the reasons for the decisions since it
is based on a ML model and the risk manager can analyze the model.

2 Related Work

As previously mentioned, SCM is one of the most studied problems in the
research. Different aspects of the system have been considered. Many research
studies have employed probabilistic approaches to design robust SCM sys-
tems [7]. In addition, ML has many applications in different aspects of the indus-
try and a large body of research has been conducted in this regard. Recently,
many researchers have been keen to harness the advantageous of ML methods
in SCM and predict different parameters. It may be useful to use ML to predict
disruptions to reduce risks to the system [8]. Therefore, it seems reasonable to
utilize the advantages of ML to predicting disruptions and risks and use them
to plan the SCN.

The optimization of SCM has some deficiencies, such as expensive computa-
tional complexities [9]. But many methods, such meta-heuristic algorithms, have
been developed to deal with this problem [10]. In this paper, to minimise cost,
a small-size problem was analyzed.

As previously mentioned, CE methods are widely used by researchers to
increase the explainability of ML models. These methods provide a solution
to counter ML predictions. For instance, the researchers in [3], tried to find
solutions to change the ML model’s predictions on which individuals are likely
to pay their home equity line of credit loan. This would help institutions accept
potential customers instead of rejecting them because of an ML prediction. Other
researchers used CE in health care and credit prediction cases [1,11]. There are
many applications where CE can be helpful, therefore we decided to use it in
SCM.

In addition, as previously discussed, one of the challenges in CE methods
is outlier error and the interdependency of the model, where CE proposes a
perturbation vector which gives the desirable output but it may be unrealistic
or not applicable. In addition, the interdependency of parameters is an important
factor that should be considered. These two factors usually are considered by
calculating the distance of the CE perturbed vector and other records in the
database (DB). Many modern approaches have been used to calculate outlier
risk and consider interdisciplinary parameters [3,12]. For example, in [3], the
researchers designed Mahalanobis’s distance and a local outlier factor to analyze
outlier risk and feature correlation. These methods are based on the database
and not the context of the problem.
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In this research, we use the SCM optimization model to manage the SCN and
to increase the resiliency of the system. Instead of using common probabilistic
approaches in optimization models, we use ML and CE, and a recommender
system to mitigate system risk which is one of the important contributions of
this paper. In addition, we use CE in SCM to increase the explainability of
decisions made by the system for the risk manager. CE is used to predict the
delay disruption in transportation and take it into account while the optimization
model solves the problem. It is added to the model as a constraint. The nature
of CE, which is an optimization problem, helps to integrate it into our SCM
model and use these new integrated model capabilities to increase the quality of
both the SCM model and CE solutions.

In each iteration, the CE constraints force the model to propose schedules
in which no delay will happen. This is a contribution to the SCM model. Fur-
thermore, the contribution of our recommender system to CE is to consider the
interdependency of the parameters and to prevent outlier solutions. In our pro-
posed method, there is no need to investigate the DB to reduce the probability of
outliers and non-correlated outputs by designing distance functions and outlier
metrics. The integrated model gives 100% applicable and correlated output as
long as the factors are considered in the mathematical model. For instance, if
a supplier provides some specific products, the CE doesn’t propose an output
in which that supplier provides non-assigned products, since its constraint is
considered in the optimization model.

In the remainder of this paper, the problem statement is explained in detail
in Sect. 3. The numerical results are detailed in Sect. 4 and the conclusion and
suggestion for future studies is given in Sect. 5.

3 Problem Statement

This section explains the proposed integrated counterfactual explanation (CE)
and mathematical modelling to consider risk management of a two-echelon SCN.
The considered SCN has two echelons, namely suppliers and consumers, where
the consumers may be the final clients or warehouses for the final products or
they may be factory plants for semi-final products or raw materials. As previously
mentioned, one of the most common disruptions in such systems is transportation
delays, which may cause problems in the production plan resulting in the need
for back orders and possibly lost sales.

In this paper, we review a two-echelon SCN with several suppliers and con-
sumers, and we try to mitigate the risk of delay disruptions in receiving products
from suppliers. To do this, first the ML model is trained to predict the delay
occurrence based on the features of a transportation (e.g. material shipped, cus-
tomer, supplier, vehicle type, transportation distance and planned lead time).
Then, in the case of any undesirable output, the features of a trip with delay will
be changed by the CE algorithm to make it a non-delayed trip. This will reduce
the risk of delayed transportation. Finally, as a contribution of this paper, we
integrate it into the mathematical modelling of the considered SCN to mitigate



108 A. H. Ordibazar et al.

the transportation delay risk of the whole network for the future schedule. As
the CE is used to plan a SCN, the greatest advantage of the integration of CE
and the optimization model is the mitigation of delay risk.

3.1 Counterfactual Explanation

As previously discussed, the CE algorithms are used after the ML algorithms
have predicted some targets. For instance, in this paper, we want to predict
the probability of transportation delay for a particular trip. Several features
will be considered and different algorithms may be developed. In the case of
undesirable output, the CE algorithm will be designed. The algorithm consists
of an optimization problem in which the main constraint is finding a set of actions
that leads to a desirable output of the ML algorithm. The objective function is
the effort required for the actions. The CE tries to reduce the effort needed to
change the input.

Assume that H(x) = y is the classifier of the input vector x which consists of
n features and y is the output of the classifier. In our paper, the classifier tries
to predict the delay occurrence using Eq. 1.

y =
{

1 if the transportation has delay
0 if the transportation is on-time (1)

The optimization model of the counterfactual explanation model is given in
Eq. 2–4:

minimize Cost(p)
s.t. (2)

x′ = x + p (3)

H(x′) = 0 (4)

As previously mentioned, in the case of a delay in transportation, we use a
CE algorithm to change the input vector x to x′, the features to be changed
and the degree of change are calculated as vector p, which is a n-dimensional
vector with zero and non-zero amounts. Those features which are not changed
have zero amounts in vector p, and the features which have been changed by the
algorithm have non-zero amounts (e.g. positive and negative amounts) which
are added to the original feature amount. The calculation of vector p is shown
in Eq. 3.

The constraint in Eq. 4 is used to make sure that the perturbed vector x′ has
the desirable output, that being non-delayed transportation, which is the main
goal of the CE algorithm. The output based on our ML model must be desirable.
The objective function Cost(p) in Eq. 2 is the effort required for changing the
features of the input. The cost of perturbation vector p is calculated based on
the nature of the considered system.
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For instance, a trip may be predicted to have delay. In this case, the CE
algorithm tries to find vector p, and we assume that the CE finds that the trip
will be on time if vehicle type 1 is changed to vehicle type 2 or supplier A must is
replaced by supplier B. Therefore, the CE suggests that the trip can be continued
with vehicle type 2 or supplier B. In this case, the difference in the transportation
cost of changing vehicle type will be calculated as Cost(p) and the difference of
ordering from supplier B will be calculated as Cost (p′). The question to be
answered is which change should be accepted. The CE mathematical model
decides to choose the perturbation with the lower cost function.

In our paper, we use logistic regression to predict transportation delay.
Although there are many advanced ML models, logistic regression is appropriate
for our purpose because it is easier to integrate into an optimization model. The
parameters of the logistic regression classifier are coefficients of the features and
a constant intercept as shown in Eq. 5.

H(x) = sigmoid(Coi ∗ xi + IC) (5)

where the sigmoid function is defined as Eq. 6:
(
sigmoid(z)

=

)
1

1 + e−z
(6)

where Coi is the coefficient for xi which is feature i and IC is the constant
intercept of the model. In this paper, the delay probability of the input record
is calculated, and there is a threshold amount as ts that helps us to decide the
output of the ML predictor as shown in Eq. 7.

y =
{

1 H(x) > ts
0 H(x) ≤ ts

(7)

It is noteworthy that in the sigmoid function, Eq. 8 is true and will be used
in our integrated optimization model to linearize the model.⎧⎨

⎩
z > 0 ⇒ 0.5 < sigmoid(z) < 1
z = 0 ⇒ sigmoid(z) = 0.5
z < 0 ⇒ 0 < sigmoid(z) < 0.5

(8)

3.2 Integrated Supply Chain Network Optimization Model

This section describes the parameters, variables and mathematical model of the
SCN optimization model. The two-echelon SCN model is proposed for multi-
product distribution from various suppliers to different customers to plan the
daily scheduling of the transportation in a specified time horizon.

Different aspects of a SCN will be considered and the main constraints are
de-mand satisfaction, inventory, and transportation plan. This section details the
sets, parameters and variables of the model and then the objective functions and
con-straints of the integrated CE and SCN mixed integer linear programming
(MILP) are discussed. Table 1 defines the sets of the integrated model.
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Table 1. Set definition of the integrated model tables.

Index set Description

I Set of suppliers i ∈ {1, 2, ..., |I|}
J Set of consumers j ∈ {1, 2, ..., |J |}
T Set of time periods t ∈ {1, 2, ..., |T |}
P Set of products p ∈ {1, 2, ..., |P |}
V Set of vehicles v ∈ {1, 2, ..., |V |}

The parameters of the model are described in Table 2.

Table 2. The parameters of the integrated model tables.

Parameters Description

Dj,p,t Demand of consumer j for product p in period t

SSj,p Safety stock of consumer j for product p

ISj,p Initial stock of consumer j for product p

CPi,p Capacity of supplier i for providing product p

SCi,p If supplier i can provide product p 1, otherwise 0

LTi,j Planned lead time for transportation from supplier i to consumer j

Disi,j Distance between supplier i to consumer j

CInvj,p The inventory cost of consumer j for each unit of product p

CTi,j,v The transportation cost of trip from supplier i to consumer j for each
unit of vehicle v

IC The intercept of ML model

ts Threshold of regression model

COi,j,p,v The combined coefficient of ML model for any transporting trip

M A large number

The variables of the mathematical model are shown in Table 3.

Table 3. The variables of the SCN model tables.

Variables Description

Invj,p,t Integer variable for inventory of consumer j for product p in period t

Xi,j,p,v,t Integer variable for the amount of transportation from supplier i to
consumer j for product p in time period t by vehicle v

Zi,j,p,v,t Binary variable if supplier i transports product p to consumer j in time
period t by vehicle v 1, otherwise 0
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The objective function is shown in Eq. 9.

minimize Obj =
∑

j,p,t
CInvj,p ∗ Invj,p,t +

∑
i,j,p,v,t

CTi,j,v ∗ Zi,j,p,v,t (9)

The constraints of the model are given in Eq. (10–17).

Invj,p,t = Invj,p,t−1 +
∑

j
Xi,j,p,v,t−LTi,j

− Dj,p,t∀j, p, v, t ∈ {2, ..., |T |} (10)

Invj,p,1 = ISj,p − Dj,p,1 ∀j, p (11)

Invj,p,t ≥ SSj,p ∀j, p, t (12)
∑

j,v
Xi,j,p,v,t ≤ CPi,p ∀i, p, t (13)

∑
j,v,t

Xi,j,p,v,t ≤ M ∗ SCi,p ∀i, p (14)

Xi,j,p,v,t ≤ M ∗ Zi,j,p,v,t ∀i, j, p, v, t (15)

Zi,j,p,v,t ≤ Xi,j,p,v,t ∀i, j, p, v, t (16)

(Coi,j,p,v + IC) ∗ Zi,j,p,v,t ≤ ts ∀i, j, p, v, t (17)

In Eq. 9, the objective function for the financial costs of transportation and
the inventory are considered. Equation 10 gives the inventory constraint, where
the inventory in the current period is calculated by the inventory of the previous
period and the transportation which will arrive in the current period and the
demand must be satisfied. Equation 11 calculates the inventory in first period
(there are no transportation deliveries in this period). Equation 12 calculates the
safety stock constraint. Equation 13 calculates the supply capacity. Equation 14
calculates the products which the supplier can provide. The logical constraints
for connecting the variables are shown in Eqs. 15 and 16. The CE constraint is
calculated in Eq. 17. For this constraint, in the case of a trip be-tween two nodes,
the delay probability is calculated, then the model tries to find a solution where
no delay occurs. To avoid making the model nonlinear, the sigmoid function is
not used and the prediction function must be lower than zero.

Based on the literature review, several papers on the applications of CE
relate to loans and financial matters or health care issues, and they aim to find a
perturbation vector to change the applicant’s features in which the ML predicts
the desirable output. In this paper, CE has been used as a recommender system
to avoid delay risk in SCM before it occurs. It is noteworthy that in our paper,
CE can be used to plan a transportation resilient schedule. On the other hand,
using CE in an optimization SCM model may help to reach better outputs
in CE, since interdisciplinary features are considered and outlier output risks
are eliminated. Since the CE model is an optimization mathematical model, it
is possible to integrate it into the optimization SCM model. In summary, the
following summarize the contributions of the integration of CE and the SCM
model:
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– No delay occurs in the network and all trips have on-time delivery.
– It considers the interdisciplinary parameters in the mathematical model.
– No outlier solution is proposed because the context of the network is

considered.

4 Experiments and Results

This section describes the numerical experiments and results. First, in Sect. 4.1,
the DB is introduced and the experiments are described. Then, in Sect. 4.2. The
numerical outputs are given.

4.1 The Database and ML Development

The DB which is used for the numerical experiments is delivery truck trip data,
which is an open source DB on the Internet [13] and contains information on
the transportation of various products from suppliers to customers. The target
value shows whether a trip is delayed or on time. It is important that we can
plan a transportation schedule in which all trips are predicted to be on time.

In this DB, there are 32 features, some of which are irrelevant and do not
contribute to predict delay, hence they are omitted. The first group comprises
duplicate features, for instance customer ID and customer name code. The sec-
ond group comprises features which make no contribution to the ML model such
as driver details. Two features, namely on time and delay, since both of them are
the same the on time feature was deleted and delay feature was set as target. In
addition, several features like planned lead time are created by subtraction the
booking date from the planned received date and the date data is transformed
into integer values, which are more usable in prediction and optimization mod-
els. Lastly, the features listed in Table 4 are the features of the system and delay
remains as the target for the logistic regression model.

In the real database, about 500 records have missed values so these were
deleted first. Then, the DB was analyzed. There are 268 suppliers, 29 customers,
1244 products and 44 vehicles. The original DB does not consider specific sup-
pliers and consumers for limited products. Of the 1244 products, 7 comprise
more than 60% of the DB. Therefore, these 7 products were chosen. Using this
method 6 of the most frequent customers were chosen, and 16 and 11 of the most
frequent suppliers and vehicles were chosen, respectively. Lastly, about 1500 out
of 6500 records were chosen. There are two important reasons for this sampling:
1) a large number of suppliers, customers and products may increase the com-
putational complexity of the optimization model. For instance, for the 10 time
periods using the original number of records in the DB, Eq. 15 includes 4.2 ∗ 109

constraints. In addition, there is the same number of variables Xi,j,p,v,t, and
less than 1% of them are non-zero, although it is known that most of them are
zero but it is not clear which ones, therefore a lot of time is needed to solve the
model. 2) It is not efficient for the purpose of this paper to run prediction models
for the DB, which has many records related to products, suppliers, consumers,
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vehicles that are not frequent, and the output of the model is not as useable for
integration into the SCM model. In this paper, we consider a limited number of
suppliers, customers, products and vehicles and design a schedule for them, as it
is more realistic and more applicable for a company which has a couple of factory
plants to receive some limited raw materials and semi-final products from some
suppliers. Even for large-scale cases, this method can be used but maybe some
meta-heuristic algorithms must be developed to solve the optimization problem
in a reasonable time. In this paper, deterministic algorithms are used, therefore
the small size of the problem is assumed to validate the proposed recommender
system.

The DB was selected to predict the transportation delay using logistic regres-
sion. The average F1-score is 0.91 and the average recall and precision scores are
both 0.91 in the test set, which consists of 30% of the DB records. The test set
is chosen randomly to increase the quality of the prediction. Therefore, by con-
sidering the scores of the prediction, it can be seen that the prediction model is
able to predict the delay probability properly. As discussed in Sect. 3.1, there is
one coefficient for each feature, moreover there is an intercept which is constant.
These coefficients and the intercept are used in Eq. 5 and 17. The variables’
names and their related coefficients and the intercept of the model are shown in
Table 4.

Table 4. The calculated coefficients and intercept of the DB

Intercept Material shipped Customer ID Supplier ID Vehicle type Distance (km) Planned LT

−0.97 −1.99 ∗ 10−3 3.31 ∗ 10−1 1.95 ∗ 10−2 8.86 ∗ 10−2 2.24 ∗ 10−3 −2.08

By considering these parameters of the logistic regression model, and consid-
ering 7 products, 6 customers, 16 suppliers, 11 vehicle types and a transportation
distance in a range between 9 to 2681 km and lead time in a range between 0
and 21 days, other parameters such as transportation cost, demand etc. are gen-
erated. Lastly, the integrated optimization model is solved for 10 time periods
and the results are dis-cussed in Sect. 3.2.

4.2 Using the Integrated Optimization Model for the Database

This section presents the numerical experiments of the integrated model, which
were described in Sect. 2. The model is solved by GAMS 24.1.2 and the computa-
tions are done by CPLEX Solver, and ML model is designed in Python 3.6.3. The
model is solved on a laptop with the following configurations: Intel R©CoreTMi7-
4510U CPU @ 2.00 GHz. The processor speed is 2594 MHz and there is 8 GB
of RAM. The optimization model for this problem size is solved in a reasonable
time, less than 5 min.

The problem was solved by considering two different scenarios. In the first
one, the scheduling of SCN was planned without considering the CE constraints,
which means that there was no control on delay. Lastly, the optimal SCN schedule



114 A. H. Ordibazar et al.

was planned, taking into consideration the inventory constraints, demand sat-
isfaction constraints and other related requirements. The output schedule was
3179 transportation trips between suppliers and customers, as shown in Fig. 1.
The more deeply colored cells show that transportation is more frequent between
those nodes. No constraints were considered to control delay. After calculating
the delay probability, according to the ML prediction, it is found that 635 trans-
portation trips may cause delay, which is about 20% of all trips. Figure 2 shows
the percentage of on-time transportation between each supplier and consumer.
The green cells are those pairs of suppliers-consumers whose trips are on time.
The yellow cells and red cells are those pairs of suppliers-consumers who experi-
ence delay. As shown in Fig. 2, no transportation occurred between several pairs
of suppliers-consumers, therefore they are not applicable (N.A.).

Fig. 1. Number of transportation trips between suppliers and consumers without con-
sidering CE

Fig. 2. Percentage of on-time transportation trips between suppliers and consumers
without considering CE (Color figure online)

In the second scenario, the CE constraints are included in the model. These
constraints ensure that none of the trips in the planned transportation schedule
will experience delay. Therefore, of the 3245 planned transportation trips which
is the out-put of the model, none had any probability of delay according to the
ML model. Figure 3 shows the number of trips in the second scenario. All are
predicted to be on-time delivery by the ML model. This helps to prevent delay
disruption and its related risks before they occur. Therefore, the risks will be
reduced. The financial objective function of the optimization model increases
about 0.13% in the second scenario, which is acceptable.
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Fig. 3. Number of transportation trips between suppliers and consumers consider-
ing CE

5 Conclusion and Future Contributions

In this paper, the transportation scheduling of the SCN was considered. The
risks caused by delay disruptions were taken into account using a new method.
In this method, the prediction model is integrated into the optimization SCN
model and ensures that all trips are planned in such a way as to reduce the
probability of delay in receiving products by customer. Delay is one of the most
probable disruptions which is a risk in SCN. Therefore, by avoiding delay before
it occurs, the SCN is more resilient.

Another advantage of the proposed model is that the CE function, which
is the ML function constraint, changes the number of trip features if it causes
delay simultaneously using the SCN optimization model. Therefore, the output
schedule won’t experience any delay. The most important contribution to the
research on CE is that the interdependency of ML features are considered thor-
oughly in the integrated model. In addition, no outlier output is proposed by
the CE because the optimization model takes the context of the real system
into account. For example, a given supplier may only provide certain specific
products, it is considered in the model and the CE won’t propose a solution in
which suppliers are assigned to provide products that they are not capable of
providing, or the transportation will be postponed to another time period and
it is controlled by inventory constraints.

For future research, we will investigate the use of other ML models and
other disruptions and risk. In addition, three-echelon or four-echelon SCNs may
be considered. The ripple effect of disruption in the first echelons on the last
echelon may be effectively reduced using this method, and the ripple effect may
be considered in more detail in further research.
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Abstract. Multi-label Text Classification (MLTC) is a variant of clas-
sification problem where multiple labels are assigned to each instance.
Most existing MLTC methods ignore the relationship between the target
labels. Since the hierarchical relationship for addressing these problems
is significant, a semantic network approach with the help of knowledge
graphs can be used. This paper proposes a knowledge graph-based app-
roach together with GRU (Gated Recurrent Unit) neural network model
to solve an MLTC problem on a research text dataset. In particular, we
leverage the Tax2Vec approach to extract hypernyms from the Word-
Net knowledge graph and enrich the dataset. The enrichment results in
following a tree-like structure to identify the relationship between the
semantic concepts. The result shows that the enriched dataset outper-
forms the traditional GRU neural network-based model based on differ-
ent evaluation metrics.

Keywords: Multi-label Text Classification · Knowledge graph ·
Neural network model · Tax2Vec

1 Introduction

Classification problem in Machine Learning is a technique that categorizes a
dataset into classes. Multi-Label Text Classification (MLTC) is a variant of clas-
sification problem that multiple labels are assigned to each instance in a dataset.
The problem of MLTC is challenging but fundamental to addressing several real-
world problems ranging across different fields such as recommendation systems
and sentiment analysis and various domains like healthcare. Identification of
diseases based on the onset of symptoms in the patients is one of the MLTC
applications, as symptoms of multiple diseases might be present in the patients
simultaneously. In E-Commerce, the classification system of Amazon, for exam-
ple, comprises a large hierarchy used for the organization of products. Several
techniques are used for solving an MLTC problem through Flat-Based and Hier-
archical methods. The Flat-Based methods are commonly used by Naive Bayes
classifiers and do not consider the hierarchy of relationship between the labels.
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In contrast, a single instance in hierarchical MLTC includes multiple labels simul-
taneously, wherein these labels are stored in a hierarchical manner [1]. Existing
methods of MLTC usually ignore the relationship between the labels [8]. As
the hierarchical relationship for addressing these problems is essential, a seman-
tic network approach with the help of Knowledge Graphs could prove useful
[2,3,13]. A knowledge graph illustrates the relationship between entities in the
form of a triple comprising of Subject, Predicate, and Object. They add mean-
ing or domain knowledge to a dataset. There are multi-fold applications of the
knowledge graph. For example, knowledge graphs can be used for text analysis
to extract the semantic relationship between entities in a sentence or paragraph.
Knowledge graphs as graphs have been proved to be more effective for label struc-
ture modeling, ontological knowledge and machine learning [11]. In this study,
we are seeking to answer the following research question: “How can knowledge
graphs be used in an MLTC problem to enrich a dataset and improve the exist-
ing emerging machine learning models?”. To answer this question, we developed
the neural network-based models to identify the best-performing model for this
study and followed a knowledge graph-based approach to enrich a dataset and
improve the selected model’s performance.

The paper has been structured as follows: Sect. 2 outlines the emerging
approaches to the MLTC problem. Section 3 describes the proposed approach.
Section 4 explains the experimentation and results. The paper is concluded in
Sect. 5.

2 Related Works

Though works have been carried out for the MLTC problems, there still lies many
complexities for effectively and efficiently leveraging dependencies amongst the
labels for improving classification. Authors in [11] proposed a novel hierarchi-
cal taxonomy aware framework for a large-scale MLTC problem. This study
proposed an approach to identify the hierarchical relationships among labels in
documents for classification purposes. They used a Recurrent attention-based
Convolutional Neural Network approach to model the documents and encode
each document as a 3-D feature map. The authors used a word2vec model to train
50-dimensional word embedding over the 100 billion words from the Wikipedia
corpus. An attention-based graph neural network model was proposed by [10] to
capture the attentive dependency structure among the labels of documents. The
authors used a feature matrix and a correlation matrix to capture the dependen-
cies and implemented Bidirectional Encoder Representations from Transformers
(BERT) embedding to encode the sentences. The model employs Graph Atten-
tion Network (GAT) to find the correlation between labels, bidirectional LSTM
to obtain the feature vectors, BERT for embedding the words, and then feed it
to BiLSTM. They showed that the combination of GAT (Graph Attention Net-
work) with bi-directional LSTM network achieved consistently higher accuracy
than those obtained by conventional approaches.

Another attention-based Recurrent Neural Network approach was presented
by [5] where the authors proposed a novel framework called Hierarchical
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Attention-based Recurrent Neural Network (HARNN) for classifying documents
into the most relevant categories level by level via integrating texts and the
hierarchical category structure. They modeled the dependencies among different
levels by leveraging the hierarchical structure gradually in a top-down fashion.
After comparing their model with several state-of-the-art models including Clus-
HMC, and HMC-LMLP, they showed that HARNN is more capable for hierar-
chical multi-text classification tasks with the advantage of tackling hierarchical
category structure effectively and accurately.

In terms of using semantic networks in text analytics, [6] proposed using
a background knowledge graph-based method, called BaKGraSTeC, to utilize
explicit external knowledge and their structure information in a knowledge graph
for a short text classification problem. They used Tax2Vec [14] to tokenize
each noun with hypernyms from a knowledge graph and extract corpus-relevant
semantic information from a knowledge graph.

Our paper extends the [6] approach by extending the Tax2Vec approach to
the MLTC problem. The Tax2Vec algorithm utilizes the WordNet hypernyms1

and also has the capability to include semantic relationships from Microsoft
Knowledge Graph. The approach tokenizes the title and abstract of a scholar
dataset and enriches it by the hypernyms extracted from the WordNet knowledge
graph and the semantic feature vectors from GloVe [12]. While other methods
discussed above evaluate the hierarchical nature of relationships in MLTC prob-
lems, our objective is to understand to what extent a dataset enrichment with
knowledge graphs can improve the performance of a neural network algorithm.

3 Approach

MLTC problems are complex in nature. Our objective is to use an approach that
is comparatively simple in application across similar problems in the industry. In
the proposed approach, we enhance a dataset with domain knowledge enriched
by Tax2Vec and GloVe to improve the performance of a neural network model
for the MLTC problem.

We use the Tax2Vec model for semantic feature construction and vectoriza-
tion. The model has an in-built ability to include Microsoft Knowledge Graph in
the form of “Is-a” relationships. Since this model had proven successful in text
classification problems with single labels on SVM [7], our approach is to analyze
its performance on an MLTC problem by utilizing some state-of-the-art Neural
Network models to understand the effect.

The Tax2Vec model embeds the domain knowledge by the addition of Word-
Net hypernyms by including a knowledge graph. The model helps create new
semantic features that are taxonomy-based and can extract corpus-specific
semantic keywords. This is in continuation with the studies that were done by
the original authors, where they used Tax2Vec to analyze the performance of
the linear models on single-label text classification tasks using linear classifiers.

1 https://wordnet.princeton.edu/.

https://wordnet.princeton.edu/
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To develop an MLTC problem using Neural Network models, we use LSTM,
RNN, and GRU to compare their results on the dataset and choose the best
fit model. We shortlist a set of machine learning models based on relevancy to
our MLTC problem and the literature review in similar MLTC problems. We
first evaluate the performance of existing emerging Neural Network models such
as Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), and
Gated Recurrent Units (GRU). The evaluation metrics we use are F1-score,
Precision, and Recall. The metrics from these baseline data models are used to
identify the better-performing model for the experimentation.

Fig. 1. Using Tax2Vec on a MLTC problem

3.1 Problem Transformation

In an MLTC problem, we have a set of document text (D) in the form of abstract
and titles in the research text dataset. Each unique D has a set of labels (y1,
y2, y3.....yi). We enhance a dataset using Tax2Vec and GloVe methods. In the
Tax2Vec approach, each word t in document D is counted in terms of the num-
ber of times the word or its hypernym appears. For each term t in document
D,the frequency of term and hypernym (from WordNet taxonomy) in the specific
document is counted for a specific selected normalization factor (K ). Feature
value is calculated, and features are selected by term counts by frequency of
occurrence. Term counts are aggregated into n vectors, wherein n is the number
of documents. A real-valued, sparse matrix-vector space, where columns repre-
sent the terms from the corpus of documents, a matrix of selected features is
returned. We vectorize the data using the GloVe method. This method creates
a co-occurrence matrix from word blocks, the ratio of probabilities later deter-
mines the vectors from GloVe from a 6 billion corpus of words [12]. The vectors
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from GloVe F are generated by co-occurrence matrix from D in the form of
feature vectors. Vectors from Tax2Vec and GloVe form enriched feature vectors
X. A neural network model like GRU can be utilized, wherein X is embedded,
the neural network model operations learn about the embedding vector depen-
dencies, a max-pooling operation reduces the sequence of feature vectors into a
single feature vector. A connected layer map features to binary outputs. Sigmoid
operation is later utilized for learning the binary cross-entropy loss between the
target and the output labels.

4 Experimentation

We implemented RNN, LSTM, and GRU machine learning models on a research
text dataset. Based on the performance of these models, we shortlisted GRU
for further evaluation. The next step was to understand how a knowledge graph
improves the performance of GRU. The code and the dataset are available for
re-use on GitHub2.

4.1 Dataset

The dataset, which was taken from Kaggle website3, comprises text data includ-
ing titles and abstracts of various research papers along with their labels.
The research papers are classified into six categories or classes: Computer Sci-
ence, Physics, Mathematics, Statistics, Quantitative Biology, and Quantitative
Finance. There are 20,971 unique records, two input variables (abstracts and
titles), and six target variables (categories) in the dataset. The target variables
(classes) were encoded as binary values denoting the six categories, while the
title and abstract are String.

4.2 Pre-processing and Parameters

As a first step, we cleaned the dataset by removing null values, punctuation, and
special characters, and stop words with the help of corpus. As the last part of
pre-processing, we stem the text in the dataset before creating tokens from it.
We used a single input (combination of title and abstract) and six dense layers
as output in the models. Eighty percent of data was used to train the model
and ran the models with three different epochs. The activation layer was set
to “sigmoid” from which we got the better results based on experimentation.
A Neural Network for text classification needs to accept queries with variable
lengths and predict their labels. In our experiment, words are transformed into
word embeddings. After which, we applied Bidirectional layers and Max-pooling
over time to extract fixed-length feature vectors and feed them into the output
layer to predict the label for the query. We shortlisted binary cross-entropy as

2 https://github.com/MohanKumarGanta/MLTC-with-KG.
3 https://www.kaggle.com/shivanandmn/multilabel-classification-dataset.
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a loss function, as it outperforms the pairwise ranking loss. We considered the
“ReLU” activation function in the dense layers. We also used the optimizer as
“Adam”, maintained the default learning rate of 0.001, and used the node values
as 64 and 128 for all the algorithms. The output of the final “ReLU” layer was
used to get the result in binary format (predicting the label as 1 or 0) with the
“Sigmoid” activation function. The next stage of our experimentation involved
using Tax2Vec to augment the data before utilizing the model on the enhanced
data set. In the case of Tax2Vec, we found that the “rarest terms” heuristic
performs better and max features were set to 2 to get the hypernyms from
a subset of the Microsoft knowledge graph created with the Is-A relationship
between the words (so-called the refined text file). The hypernyms from the
Tax2Vec are then appended to the original word tokens and passed into the
model.

4.3 Performance Metric

To evaluate the performance of the models, we used the metrics like F1-score,
recall, and precision which according to the authors in the [4]. Since the dataset
is multi-labeled and the records are classified into different categories, we have
considered the micro average of the metrics mentioned above, as it is obtained
by summing over all True Positives (TPs), True Negatives (TNs), False Positives
(FPs) and False Negatives (FNs) for each class and then the average is taken
using the formulas given below, as [9] mentioned it as the best way to assess the
models.

Microaveraging Precision Prcmicro(D) =

∑
ciεC

TPs(ci)
∑

ciεC
TPs(ci) + FPs(ci)

Microaveraging Recall Rclmicro(D) =

∑
ciεC

TPs(ci)
∑

ciεC
TPs(ci) + FNs(ci)

4.4 Results

We evaluated the performance of the Neural Network models based on the met-
rics discussed in the above section and have included 50% of data for validation.
We experimented with varying levels of Epochs and compared the output for
various models. Table 1 shows the results before implementing the Tax2Vec to
the dataset for various machine learning algorithms:

Since the performance of GRU was best amongst the other models used,
with a Precision of 80%, Recall of 72% and F1-score of 76%, we considered GRU
for the next step of our experimentation. We enriched the input data by adding
three new hypernyms extracted using Is-A relationship from the Tax2Vec model.
After using the Tax2Vec approach along with the GRU model, we found that
the enriched dataset by Tax2Vec led to an improvement of the Recall from 72%
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Table 1. Performance metrics before applying knowledge graph

Accuracy for algorithms before KG embedding

Algorithm f1 score Precision Recall

RNN 74.00 75.00 74.00

LSTM 72.00 78.00 67.00

GRU 76.00 80.00 72.00

to 74% and F1-score from 76% to 77%. An increase in Recall means that the
model was able to find relevant cases within the data set. However, we noticed
that there was not any noticeable improvement in the Precision of the GRU
model that was enhanced with the Tax2Vec embeddings from the knowledge
graph. The readings in both without the embeddings from Tax2Vec and after
the embeddings remained constant at 80%.

5 Conclusions and Future Works

In this paper, we applied a knowledge graph-based method to enrich an MLTC
dataset and improve the performance of a neural network model to solve the
problem. To this end, we showed that the GRU machine learning model gener-
ally performs better compared to LSTM and RNN algorithms on MLTC prob-
lems. Then, we improved the GRU model by leveraging Tax2Vec in terms of
Recall and F1-score. Though the Recall improved, precision remained constant
at 80% before and after the Tax2Vec implementation. Our next step entails an
investigation on improving the precision score and applying the same approach
to the other MLTC datasets. We will also test the approach on a variety of bal-
anced and unbalanced datasets, given that the dataset under consideration for
this study was not perfectly unbalanced. Additionally, there are more semantic
relationships such as sameAs and sub-class-of that we plan to include in our
future works.

Acknowledgement. The work presented in this paper was funded by Cape Breton
University (RISE grant).
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Abstract. In online collaborative content generation systems, a group
of contributors collaboratively generate artifacts. The main concern
in these systems is the quality because of varying quality of human-
generated contents. Several techniques and methods have been proposed
for quality assessments in these systems. However, almost all of them
are either based on prone to error techniques such as simple or weighted
averaging, or they ignore the interrelation between the quality factors
such as quality of artifacts and quality of contributors.

In this paper, we present a novel iterative model for quality in a collab-
orative content generation system. We then present an algorithm, based
on our proposed quality model, that takes into account several factors
such as popularity, community attention, and relationships between arti-
facts and contributors, and computes meaningful accurate quality scores.
We compare the performance of our model with a well-known selected
work. The comparison results show the superiority of our model.

Keywords: Quality score · Iterative model · Collaborative content
generation system · Collusion

1 Introduction

Web technologies have enabled people to easily generate content and make it
available to others through crowdsourcing/social platforms [1]. Sometimes these
contents are generated individually, such as the tweets posted on Twitter1 or
posts on Facebook2. People also can generate content in collaboration with oth-
ers. In this case, a group of people, called contributors, contribute to content, also
called an artifact. This contribution can be either synchronous or asynchronous.
In synchronous collaboration, contributors collaborate explicitly, willingly, and
at the same time, usually upon the creation of the content. Writing research
papers is an example of such a collaboration. In the asynchronous form of col-
laboration, the artifact is generated by one contributor and other contributors
1 http://www.twitter.com.
2 http://www.facebook.com.
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contribute to the artifact over time and, often, without any intention of collabo-
ration. Asynchronous collaborative systems fall into two main categories. In one
category artifacts are created from scratch, while in another group artifacts can
be forked/derived from an existing artifact and, hence, there is a parent-child
relationship between some artifacts. Wikipedia (wikipedia.com) represents the
former category and Github (github.com) is a good represent for the latter. In
what follows, by ACCG, we mean the asynchrony collaborative content genera-
tion systems of the second category, the category on which this paper focuses.

Quality is always a challenge when dealing with human-generated content,
especially in collaborative systems, and a large body of research has been pro-
posed for addressing this issue [2–4]. The quality control even becomes more
challenging in asynchronous collaborations, because in these systems the collab-
oration takes place over time and the quality factors of involved entities, specif-
ically contributors trustworthiness, the share of contributors in the creation of
the existing version of the artifact and many other factors changes over time.
Deciding on how to take into account these factors and dynamics is a serious
challenge that needs investigations and research.

This problem has been investigated in several research efforts [3–8]. The
major group of related investigations has adopted simple aggregation or weighted
aggregation techniques such as expert review, majority consensus (e.g. IMDb,
Amazon, Waze), contributor evaluation, and ground truth in order to assess
the quality of human-generated contents [3,9]. These techniques are simple to
understand and implement. However, they are prone to attacks and malicious
behaviours such as collusion [3,5,10]. To address this problem, iterative tech-
niques have been proposed. In these approaches, quality metrics are computed
iteratively and in an interdependent manner. They also take into account the
overall architecture of the system and the relationships between the contributors
and artifacts [4,5,7]. This makes them more robust against collusive attacks [4,5].

Specifically, for the ACCG systems, a few iterative works have been pro-
posed [11,12]. These techniques aim at computing robust quality scores for arti-
facts and contributors. However, to the best of our knowledge, in almost all of
them, quality and popularity have been considered the same. While popularity
contributes to the quality, they are different as popularity is one of the aspects
of quality that reflects the community’s attention to the artifact.

In this paper, we propose an iterative model to calculate the quality of arti-
facts in ACCGs. In our model, other factors such as the quality of the content
and the collaboration of contributors have been considered besides popularity.
More precisely, we consider the popularity of an artifact, number of community
feedbacks, number of forked children, the quality of the contributors, and the
relationships between the contributors (following each other) in order to com-
pute meaningful and robust quality scores for both artifacts and contributors.
In summary, the main contributions of this paper are as follows:

– We propose a novel model for quality in ACCGs in which, popularity, com-
munity attention, and relationships between involving entities are taken into
account.
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– Based on the proposed model, we present an iterative algorithm to compute
quality and trust scores for artifacts and contributors in ACCGs.

– We compare the performance of our model with other well-known related
models and show the efficiency of our model.

The remainder of the paper is organized as follows. In Sect. 2 we introduce
the basic notations and also an example application scenario. In Sect. 3 we
propose our quality model, formulations, and our algorithm. We evaluate the
performance of the proposed model in Sect. 4. We study related literature in
Sect. 5, and finally, conclude in Sect. 6.

2 Data Model and Notation

Assume that in an ACCG system, a set of nC contributors, denoted by C =
{ci|1 ≤ i ≤ nC}, collaboratively contribute to a set of nA artifacts, denoted by
A = {aj |1 ≤ j ≤ nA}.

An artifact is the content generated collaboratively. Each artifact a is identi-
fied by a unique Id and has an associated quality score, denoted by Qa, which is
the quality score of a. Moreover, an artifact might also have other application-
specific attributes, such as name, title, and URI.

A contributor is a human who contributes to the process of generating con-
tent. Each contributor c is identified by a unique Id and has an associated quality
metric denoted by Tc, which is the trust score of c. A contributor might also have
other application-dependent attributes, such as name and address.

GitHub, as an open-source software community, is a motivating scenario for
ACCG systems in which, software developers from different areas and with differ-
ent technical backgrounds collaborate on open-source software projects, called
repositories. Developers can contribute to a repository by committing codes,
fork/star a repository, and following other developers. In Github, developers are
contributors and repositories are artifacts. Therefore, in this application scenario
repositories are artifacts and developers are contributors.

3 Proposed Method

In this section, we propose our model to calculate quality metrics for artifacts
and contributors. The main idea behind our model is to propose an iterative
definition for the quality of artifacts and contributors in a ACCG system. In what
follows, we first propose the notations that we will use in the rest of the paper.
Then, we show how we compute the quality metrics, and finally, we propose an
iterative algorithm.
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3.1 Quality of Artifact

The quality of an artifact depends on the quality of the content of the artifact,
community attention, and quality of its parent (e.g., the repository that forked
from). In what follows, we explain how we compute these parameters when
assessing the quality of an artifact.

Quality of the Content. The content of an artifact can be text, graphics,
video, audio, etc. So, it is not possible to define the same set of attributes for all
types of content. Also, in many cases, we do not have the quality of the content
directly, unless they are evaluated by domain experts, which is not common.
Therefore, we use other parameters that indirectly reflect the quality of the
content of an artifact. The first parameter is the number of times that an artifact
has been liked/promoted by users. A high number of likes somehow shows the
high quality of the artifact.

The second parameter is the quality of changes applied to the artifact. Each
artifact is subject to contributions/changes during its lifetime. Let’s call each
change a commit. The quality of a commit directly impacts the quality of the
corresponding artifact. On the other hand, the quality of a commit is directly
related to the quality of its contributor. Moreover, the changes in the quality of
an artifact when made by a large number of commits are more credible than a
quality change that comes from just a few commits. So, the gain of an artifact
from the commits comes from the combination of two parameters: quality of
commits, denoted by QK

a , and the number of commits, denoted by Ka. More
precisely, assume that a group of contributors has committed changes to artifact
a, denoted by Ca. Let Ka be the number of merged commits to the artifact a,
and Kc

a be the number of merged commits of contributor c in artifact a. We
compute the quality of commits as follows and denote it by QK

a :

Qk
a =

∑

c:c→a

Tc × Kc
a (1)

In Eq. 1, :c → a means that c has contributed to a. We use a fuzzy inference
engine to combine the quality of commits and number of commits to produce
the gain of artifact from the commits, i.e.,

Qe
a = Fuzzy(Qk

a,Ka) (2)

Our proposed framework employs fuzzy logic to calculate Qe
a. The use of fuzzy

logic allows us to achieve a meaningful balance between QK
a and Ka. The inputs

to the fuzzy inference system are the crisp values of QK
a and Ka. The fuzzifier

converts the crisp values of input parameters into a fuzzy value according to
their membership functions. In other words, it determines the degree to which
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Fig. 1. Membership functions

these inputs belong to each of the corresponding fuzzy sets. The fuzzy sets for
QK

a , Ka and Qe
a are defined as:

S(QK
a ) = S(Ka) = {Low,Med,High}

S(Qe
a) = {V L,L,M,H, V H}

The inputs of fuzzy (QK
a and Ka) are then converted to the fuzzy output by using

If-Then type fuzzy rules. The mixture of the above-mentioned fuzzy sets creates
nine different states, which have been represented by nine fuzzy rules, as shown
in Table 1. The rule base design has been done manually, based on the experience
and beliefs on how the system should work [10]. To define the output zone, we
used the max-min composition method. The result is Qe

a which is a linguistic
fuzzy value. Finally, to convert the Qe

a fuzzy value to a crisp value in the range of
[0, 1], we employ the Centre of Gravity (COG) [13] Defuzzification method, which
computes the COG of the area under the content quality membership function.
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(Fig. 1) represents the membership function of QK
a and Ka, (Fig. 2) represents

the Qe
a membership function. We used trapezoidal-shaped membership functions.

Table 1. Fuzzy rules set

Rule No. if Qk
a and Ka Then Qe

a

1 Low Low VL

2 Low Med L

3 Low High M

4 Med Low L

5 Med Med M

6 Med High H

7 High Low M

8 High Med H

9 High High VH

Gain of Artifact from Community Attention. Community attention shows
another aspect of quality that shows specifically the popularity of the artifact. In
our proposed approach, community attention is represented by two parameters.
The first parameter is the number of direct feedbacks given on the artifact in the
form of likes, promotions, starts, etc. An artifact with a great number of likes is
deemed to be more attractive for the community, especially when trustworthy
users have liked it. Let’s denote the number of likes by nl and the quality gain
from likes by Ql

a . Ql
a is calculated as follows:

Ql
a =

∑
c:a�−→c Tc

nl
(3)

In Eq. 3: a �−→ c means that c has liked a. The second parameter of community
attention is the number of children. In some systems, users can take a copy of
an artifact, edit it and post it as a new artifact. In such a case we say the new
artifact is a child of the original one. An artifact with a great number of children
seems to be deemed as a high-quality artifact from the community point of view
Assume that a has nh children. The gain of artifact a for its children, denoted
by Qh

a , is calculated as follows:

Qh
a =

∑
c:c⇒a Tc

nh
(4)

In Eq. 4, :c ⇒ a means that c has created a child from a. The gain from likes
and children might have different weights while combined. Let W l

a be the weight
of Ql

a, and Wh
a be the weight of Qh

a . The community attention for the artifact a
is denoted by Qk

a and is computed as follows:

Qk
a = W l

a × Ql
a + Wh

a × Qh
a (5)
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In Eq. 5, W l
a and Wh

a are two numbers that are in the range of [0,1] and
reflect the level of importance of two parameters. These weights are selected so
that W l

a + Wh
a = 1.

Gain of Artifact from its Parent. As stated in the previous section, a user
can create a child from an artifact. In such a case, when an artifact is forked
from another artifact, it gains a part of its quality from its parent. We denote
the quality of the parent of artifact a by Qp

a.

Computing Quality of Artifact. In our proposed model, the quality of the
artifact a is composed of three elements: Qe

a, Qk
a and Qp

a. In different application
domains, each of these elements might have a different level of importance. In
some systems, the content might be the most important one, while in some oth-
ers, community attention or parent. To represent different levels of importance,
we assume that the importance of these elements is reflected in their weights,
which are W e

a , W k
a , and W p

a , for Qe
a, Qk

a and Qp
a, correspondingly. Based on these

weights, we calculate the quality of the artifact a as follows:

Qa = W e
a × Qe

a + W k
a × Qk

a + W p
a × Qp

a (6)

In Eq. 6, weights are positive numbers in the range [0,1] and are selected so
that W e

a + W k
a + W p

a = 1.

3.2 Quality of Contributor

The quality of a contributor c depends on the quality of artifacts to which c
has contributed, and the number of his followers. A contributor receives gain
from each of these parameters. Let’s T a

c , be the gain of the contributor from
his contribution to artifacts, and T f

c be the gain of the contributor from his
followers. In what follows, we explain how to compute these gains.

Gain of Contributor from Artifacts. The gain of c from all the artifacts to
which he has contributed is denoted by T a

c and is calculated as follows:

T a
c =

∑
a|c→a Wα

c × Qa∑
a|c→a Wα

c

(7)

In Eq. 7, W a
c is a weight that specifies the impact of an artifact on T a

c , and is
computed as follows:

Wα
c =

{
Wo if c is the creator of a
Wno otherwise

(8)
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Gain of Contributor from his Followers. In ACCGs, users can follow other
contributors. A contributor with a great number of followers is deemed to be a
high quality contributor, especially when he has been followed by trustworthy
users. We denote gain of contributor from his followers by T f

c , and compute it
as follows:

T f
c =

∑
f :f −→c Tf

|f : f −→ c| (9)

In Eq. 9, f −→ c means that contributor f has followed c, and |f : f −→ c|
means the number of followers.

Computing Quality of Contributor. We use two gains to compute the qual-
ity of a contributor, TC as follows:

Tc = W a
c × T a

c + W f
c × T f

c (10)

In Eq. 10, W a
c , W f

c and are the weights for T a
c and T f

c , correspondingly. These
weights are positive numbers in the range [0,1] and selected so that W a

c +W f
c = 1.

3.3 Proposed Algorithm

We propose an iterative algorithm, inspired by SciMet [4], to calculate the quality
of artifacts and contributors. The intuition behind the algorithm is based on the
bidirectional relationship between the quality of contributors and artifacts. In
other words, a high-quality artifact is an artifact that is created/modified by
high-quality contributors, and a high-quality contributor is a contributor who
has contributed to high-quality artifacts. Looking at this definition reveals that
the proposed method should be an iterative one since the notion of quality of
artifacts and contributors are interdependent.

The proposed algorithm is shown in Algorithm 1. The algorithm starts with
a set of initializations for weights and the convergence condition. Then it starts
computing quality scores and trust ranks iteratively. In the (p + 1)th step, the
quality scores are computed based on the quality factors computed in the (p)th

step. Then the new trust scores are computed based on the new quality scores.
This iteration will continue, until reaching a convergence point for computed

quality scores of artifacts. The convergence of the iterative algorithm is reached
when the values of Q in two consecutive iterations are close enough to say they
have not changed. This is checked using the root mean square error (RMSE)
between Q(p+1) and Q(p). If the RMSE is smaller than a very small threshold
(ε), the model has converged, and iteration stops.

4 Experimentation and Evaluation

In this section, we evaluate the performance of our proposed model. We first
introduce the dataset that we use for the purpose of performance evaluation.
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Algorithm 1. Our proposed iterative algorithm
Initialization:
Let:
ε > 0 be the precision threshold
D the set of quality ranks of artifacts
T the set of trust scores of contributors

T (0)
c = 1

Q(0)
a = 1

Repeat:

Qm
a =

∑

c:c→a

T (p)
c × Mc

a ;

Qk
a = W l

a ×
∑

c:c→a T
(p)
c

nl
+ W l

a ×
∑

c:c→a T
(p)
c

nh
;

Q(p+1)
a = W e

a × (
Fuzzy(Qk

a, Ka)
)
+ W k

a × Qk
a + W p

a × Qp
a;

T (p+1)
e = W a

c × (∑
c→c W α

c × Q
(p+1)
a∑

c→c W α
c

)
+ W f

c × T f
c ;

until: ‖ �Q (p+1) − �Q (p)‖2 < ε.

Then, we introduce the evaluation metrics that are used throughout the evalu-
ation process.

4.1 Dataset

In order to evaluate the performance of the proposed algorithm, we set up some
experiments on a real-world dataset. We use the MSR 2014 challenge dataset3,
which is a (very) trimmed down version of the original GHTorrent dataset. It
includes data from the top 10 starred software projects for the top programming
languages on GitHub, i.e., 70 projects and their forks. For each project, it contains
data including issues, pulls requests organizations, followers, stars, and labels.

Before using the dataset, we preprocess its data and normalize the outliers.
More precisely, for numeric attributes such as number of likes, we set a threshold
and replace the values greater than μ + 2×σ with this threshold, i.e., μ + 2×σ.
In this threshold, μ is the mean and σ is the standard deviation of the field
values.

4.2 Experimentation Setup

We conduct a set of experiments on a laptop running Windows 7.0 and having
4 GB of RAM. We used Spyder (python 3.8) for developing the model. As there
3 https://ghtorrent.org/msr14.html.

https://ghtorrent.org/msr14.html
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Fig. 2. Conformance of the proposed model results with ground truth

are some wights and constants that need initialization, we set their initial values,
as reflected in Table 2, based on our intuition from the performance of a ACCG.

Table 2. Parameter initialization

W e
a W e

a W e
a W e

a W e
a W e

a ε

0.3 0.2 0.4 0.1 0.6 0.4 0.01

In a normal system, assuming that there are few or no misbehavior, the num-
ber of likes can partially reflect the quality of artifacts. Therefore, we use it as a
ground truth (GT). For performance comparison, we selected an iterative tech-
nique, called BiRank [14], which has been proposed for popularity computation.
This is one of the most related works to our proposed model, it is published in
an IEEE TKDE which is a high ranked journal, and it has been cited more than
a hundred times, based on Google Scholar.

We apply our algorithm as well as the BiRank to the selected dataset. Then,
we use the difference between the computed rank and ground truth as the error
rate. We use two error rates for the purpose of performance comparison: Mean-
Absolute-Error (MAE) and Mean-Squared-Error (MSE).

4.3 Performance Evaluation

First, we show that our proposed algorithm computes decent meaningful scores.
To do this, we check the conformance of the results proposed with our sys-
tem with the selected ground truth. The results of this conformance check are
depicted in Fig. 2. As the figure shows, the performance of our model highly
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Fig. 3. Performance comparison

conforms with the ground truth. Just in few points, our model has moved in
the opposite direction of ground truth, and that is because we use the effect of
contributors’ trust as well.

Therefore, in a collusion-free environment, the ranks computed by our model
can reflect the true quality of artifacts. Moreover, as our proposed model is
iterative, it is more robust against manipulations, and as there are more quality
factors involved in our formulations, the scores are more meaningful than the
simple form of number of likes.

4.4 Performance Comparison

We compare the performance of our proposed model with Birank in terms of
accuracy, using MAE and the MSE metrics. Figure 3a shows the mean absolute
error of our model compared with the BiRank. The mean-squared errors are
compared in Fig. 3b. As depicted in both parts of Fig. 3, both the MAE and
MSE of our model are smaller than the BiRank model. This shows that our
proposed model outperforms the BiRanks as a well-known related work.

5 Related Work

Assessing the quality of online artifacts specifically when generated collabora-
tively, is always a challenge.

In synchronous collaboration mode, the work presented in [6] shows that the
number of words in a text document is a good predictor for article quality. In [15],



136 F. Abedinzadeh et al.

authors consider the authority of the authors and the reviewers to compute the
quality of each word in the article. Several models such as Peer Review and
Prob Review have been proposed that are based on the mutual dependency
between articles’ quality and contributors’ authority. The paper presented in [11]
formulates the interdependent relation between quality factors of articles and
authors with an Article-Editor network. The model computes the quality of a
document according to the editing relationships between article and editor nodes
using a form of the PageRank [7] algorithm. However, it does not consider the
relations between the authors.

In [8], the authors implicitly use the co-edit network structure with h-index
measure to calculate the authority of the editors. However, the quality of an arti-
cle is directly computed using only the derived authorities. In [12], the assump-
tion is that high-quality articles are written by good editors and vice versa. The
relationship between the quality of the text and the authority is presented in
a way that the quality of an article is determined by the quality of text and
the level of expertise of a user on each part of the text that he/she has written
and approved. The quality of the articles is calculated by considering the editing
history of articles and also extracting the amount of content that each editor
has left in each edition.

GitHub, as an example of asynchronous collaboration, and the precursor
storeroom in the field of code hosting [16], not only allows users to modify,
and comment on repositories, but also provides users to star, fork, and clone
repositories. Users could show their satisfaction with a repository through their
starring or forking. Therefore, a star or fork is regarded as an appearance of
popularity [17,18]. Some studies have tried to predict the popularity of GitHub
repositories. Former studies used the number of stars or the number of forks as
delegates for the popularity of a GitHub project [19]. Since GitHub is the largest
source code repository in the world, researchers started to study the popularity
of GitHub repositories. Later studies found that the number of users, fork depth,
number of followers, pull requests, and reported issues share statistically consid-
erable relationships with repository stars based on software families comprised
of software repositories [20]. To solve the ranking problem on bipartite networks
in [14], authors proposed BiRank, which is a ranking method on bipartite net-
works that normalizes the dataset in an iterative form and ranks the products
by their popularity. The work presented in [21] proposed a stargazer-influence-
based approach, called StarIn, to predict the GitHub repository’s popularity. It
uses the followers in GitHub as the main dataset.

As a summary, the existing related works, mostly rely on simple or weighted
aggregation techniques, i.e., they compute the quality ranks in a one-way man-
ner. For instance, they compute the quality of artifacts based on the quality of
contributors, or vice-versa. They ignore the interdependency between them and
the iterative nature of quality in ACCGs [4]. The few iterative techniques con-
sider just a few popularity factors and ignore the relationships between artifacts
and contributions. This is exactly where the contributions of this paper fit.



Quality Assessment in ACCGs 137

6 Conclusion

In this paper, we proposed an iterative quality score algorithm that calculates the
quality of artifacts and contributors based on both their quality factors and the
relationships between them. We presented an iterative definition for quality in
ACCG systems in which, the quality of artifacts and contributors are computed
interdependently. The evaluation results confirm the meaningfulness as well as
the credibility of the results of our model, in comparison with a well-known
related work.
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Abstract. A Software Engineering Manager (EM) has to cater to the demand for
higher reliability and resilience in Production while simultaneously addressing
the evolution of software architecture frommonolithic applications to multi-cloud
distributed microservices. Pre-release functional testing is no longer sufficient to
eliminate faults as more and more issues are generated at runtime, which is chal-
lenging to diagnose due to complex inter-service dependencies and dynamic late
binding of services. Bugs in Production are known to propagate across software
components and become critical as they go undetected.

This paper introduces LogAttention, a methodology based on analysis of run-
time logs that provides actionable insights to the EM to identify faults and preempt
failure in Production. LogAttention is a Log Anomaly Detection (LAD) technique
that uses Attention-based Transformer Models to identify Anomalous Log Mes-
sages. LogAttention assigns a quality score to the software release in Production
and presents remarkable logs to the EM to analyze, predict, and preempt failure.
This paper presents empirical evidence showing that LogAttention outperforms
existing LAD techniques to identify anomalous log messages and ensure that the
detected log anomalies are reliable indicators of the health of a software release.

Keywords: AIOps · Attention models · Log analysis · Log anomaly detection ·
Log attention · Software release quality

1 Introduction

Software today has evolved from large monolithic applications deployed on-premises
at enterprise data centers to multi-cloud, cloud-native distributed applications based
on Microservice Architecture (MSA) [1]. The Software Engineering Manager (EM)
in a Software Product Organization (SPO) has the responsibility to build and support
software applications that should be scalable, resilient, and robust while adapting to
the dynamic and evolving user requirements. However, at the same time, MSA brings
the complexity of having hundreds or thousands of interdependent microservices which
become cumbersome to manage in production.

An EM can use traces, metrics, or logs to detect bugs in Production [2, 3]. In most
cases, logs are the only available data that record software runtime information; however,
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a log-based approach must deal with the enormous volume of log data averaging giga-
bytes of data per hour for a typical commercial cloud application. Unlike pre-release
testing, an EM cannot directly look for bugs in a running production environment.
Instead, she relies on advanced techniques to look for the effects of bugs. She could
use Log Anomaly Detection (LAD) to find anomalous logs and expect that some bug
has caused the anomalies. Anomalous system behavior could mean functional inconsis-
tencies, performance degradation, system compromise, or a change in log patterns and
would indicate that some possible bugs exist, and the EM should proactively discover
these bugs and address them.

This paper presents a methodology for assessing software release quality and iden-
tifying bugs in Production, based only on runtime logs. The proposed model uses LAD
based on Attention-based Transformer Models to present remarkable logs to the EM
along with a numeric score depicting the health of the software release. The research
evaluates the proposed LogAttention model against three log datasets which include two
different releases SE-A and SE-C of a software product SE having more than 50,000
daily users and one release DN-C of a software product DN having more than 100,000
monthly active users and more than 500,000 total users. The results demonstrate the
superior performance of LogAttention over the current techniques.

2 Methodology

The paper proposes LogAttention, a methodology for assessing the quality of a soft-
ware release in Production based on runtime logs. The proposed methodology uses
Attention-based transformer models to classify log messages as Remarkable. A log
message classified as remarkable would mean that the model predicts it as anomalous
and representing a bug in Production.

Fig. 1. LogAttention model

The EM can view the remarkable log messages, analyze the log’s sequence, and
determine if it represents a bug that she should address. The objective is for LogAttention
to provide a consistently accurate prediction and a very low detection prevalence for the
recommendations to be meaningful for the EM. Figure 1 illustrates the LogAttention
methodology explained in the subsequent sections.
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The LogAttention model presented in this paper comprises multiple modules. These
modules can be categorized based on their role in data understanding, preparation, and
analysis. This order also reflects the progression of our methodology. Each section
explains our approach to data understanding, preparation, and analysis, along with the
description of corresponding models and functions.

2.1 Log Preprocessing

InLogAttention, there is aLogPre-processingmodule that cleanses the logs to parse them
efficiently. The preprocessing function is fine-tuned to each new production environment
to cleanse the log files and automatically extract a log format as an input to log parsers.
This results in a “burn-in” period which is essential to determine the most appropriate
log parser by testing and evaluating results on the preprocessed log data.

Logs contain an abundant amount of information regarding software activity, e.g.,
events, parameters, execution details. While there is no fixed structure, a log message
typically consists of a variable part (log parameter) and a constant part (log event). We
preprocess the log files using the following preprocessing functions:

1. In the scenario where the date is not provided in the logs, a function is used to find
the date in the log file name.

2. Verify if a given string is the beginning of a logline.
3. Clean a log file by appending log traces and outputs into a singular line.
4. Remove any log headings for the log file to remove any initial redundant log strings.
5. Extract the log format by identifying Date, Time, Log Level, and Content Token

positions.

However, after these preprocessing functions have been applied the logs are still
not in a state where they can be processed efficiently. To parse these logs effectively
log parsers are essential. After an exhaustive literature review for recent advances in
Log Parsing, the Log Parsers that we found of particular interest were DRAIN [4], a
Log Structure Heuristics-based Log Parser, and NuLog [5] a neural network-based Log
Parser.

These parsers demonstrated impressive performance, yet both seemed to function
with varying efficiency based on the amount of data present for parsing. While NuLog
outperforms DRAIN on large log files, when insufficient data is available, DRAIN has
been observed to be a better choice. Nevertheless, this uncertaintymakes a burn-in period
essential to parse any new log datasets properly. An implementation of the technique
should offer the EM to choose between NuLog, DRAIN, or other viable log parsers.

2.2 Log Anomaly Detection Module

Once the structured logs are extracted, log data is input to the Log Anomaly Detection
(LAD) Module. The Machine Learning based LAD Module consists of the Weak Clas-
sification (WC) Module, the Supervised Anomaly Detection (SAD) Module, and the
Unsupervised Anomaly Detection (USAD) Module.
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Weak Classification (WC) Module – WC is based on heuristics from the analysis of
different log datasets. Their composition and distribution of anomalies in these datasets
help reach immediate approximation. This module classifies each log message as either
Normal or Remarkable (i.e., possibly anomalous). This module allows the system to
classify logs without any training data despite being less accurate. Based on heuristic
measures, this module guides the system into a relevant solution space that further allows
the curation of an initial dataset for labeling saving computing overhead. TheWCmodule
classified data uses three distinct labeling functions as follows:

Log Level Classifier – A log message contains an associated log level that gives a rough
guide to the message’s importance and urgency, like INFO, WARNING, or ERROR.
Log Level-based classification function utilizes this log level to classify the incoming
log messages, and any level other than the “INFO” level is classified as “Remarkable.”

Double σ Classifier – A standard log message contains a timestamp that denotes the
exact time of the event that has triggered the log. Calculating the differential between
the timestamp of the current log and that of the previous log helps estimate the event’s
execution time that triggered the previous log. This allows the function to calculate
the mean execution time for every unique log message. If the execution time of a log
message exceeds by two standard deviations, it indicates an abnormal instance of that log
message. The EM may manually adjust the standard deviation limits beyond which an
event will be classified/labeled as remarkable. This customization helps the EM adjust
the system based on historical performance/operational context, thus contributing to
early classification accuracy.

Error Lexicon Classifier – Each log entry contains a message that holds information
regarding the event that triggered it. This message comprises alphanumeric content that
helps understand the nature of the event. By using a lexicon of common error termi-
nologies which occur in log messages, the Error Lexicon-based classification function
classifies logs with mentions of erroneous tokens as “Remarkable.”

This function’s efficiency depends on the accuracy of the lexicon dictionary being
used as a reference. To create a thorough and efficient lexicon, this research followed
a novel approach using issues from GitHub Activity Data, containing the keywords
related to faults like Errors and Exceptions. The Error Lexicon is created by scraping
over one million issues of top-rated GitHub repositories, of which around 50,000 issues
are related to either an exception or an error.

Unsupervised Anomaly Detection (USAD) Module – USAD refers to the practice of
detecting statistical outliers fromadatasetwith no reliance on labels. Thismethodology is
especially beneficial for the classification of a datasetwith no prior training.Additionally,
the possible biases in a human-labeled training dataset are also nullified, thus allowing
the detection of anomalies that are not explicitly sought out by human users. USAD has
two steps, learning representative embeddings from the datasets and classifying the logs
as either Normal or Anomalous.

Embeddings – Word Embeddings or Word vectorization is a methodology in Natural
Language Processing (NLP) that maps words or phrases from vocabulary to a corre-
sponding vector of real numbers. This mapping allows downstream functions to solve
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language-related problems such as word predictions, word similarities, and semantics.
Log messages contain strings of information in an alphanumeric format, and any anal-
ysis of this data, including LAD, requires the conversion of this information into the
downstream-functions-ready format.

Attention-based TransformerModels – Attention in neural networks is amechanism that
a model can learn to make predictions by focusing on (attending to) a small sub-set of
data. To predict or infer one element (sequence), the model estimates using the attention
vector how strongly it is correlated with (“attends to”) other elements (sequences) and
takes the sum of their values weighted by the attention vector as the approximation of
the target. Self-Attention is a category of Attention models that “attends to” different
positions in the same input sequence [6].

Transformer is an architecture based on Self-Attention models that transform one
sequence into another with the help of the Encoder and Decoder [7]. Transformers do
not require sequential data to be processed in order, allowing massive parallelization
during training, enabling training on very large datasets very fast.

LanguageModeling – Languagemodeling is a technique that builds languagemodels to
help predict a sequence of recognized words and phonemes that are used for real-world
problems relating to Natural Language Processing (NLP) using statistical techniques,
neural networks, and deep learning methods [8] specially Attention-based Transformer
Models. Specifically, word embedding is adopted to use a real vector representing each
word in the project vector space based on their usage, allowing words with a similar
meaning to have an equal representationwhile still retaining their contextual information.

Training a Transformer model for use in a particular NLP task is simple. Start with
a randomly initialized Transformer model, put together a huge dataset containing text
in the language or languages of interest, pre-train the Transformer on the huge dataset,
and fine-tune the pre-trained Transformer on the particular task in question, using the
task-specific dataset. The advantage of this method is that only labeled data is needed
for the final step of fine-tuning. Language models are categorized as:

1. Causal Language Models (CLM): In CLM, the model tries to predict or generate the
next word(s) given a sequence of words.

2. Masked Language Modeling (MLM): In MLM, a certain proportion (token) of the
text sequence, which may be a complete word or a part of a word, or a text sequence,
is masked, and the model then predicts the token that is masked. The masked token
may then be replaced with an actual mask or replaced with another random token
from the vocabulary.

Recent research has introduced many high-performing Transformer models that
could be used for USAD. This research analyzes multiple light-weight transformer
models such as ELECTRA [9], DistilBERT [10], and GloVe [11], as well as traditional
machine learning models and tested them on datasets SE-A and DN-C against multiple
classifiers. The results indicate that the language models allowed far better representa-
tions to be learned for the data and provided better results. Figure 2 shows Macro-F1
scores on SE-A and DN-C datasets, respectively, in a completely unsupervised setting,
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using different classifiers and embeddings. As evident from Fig. 2, DistilBERT gives
the best Macro-F1 scores on both datasets using Self Organising Maps (SOM) [12] and
Isolation Forest (IF) [13] classifiers. DistilBERT is therefore selected as the Transformer
model of choice, and SOM and IF as the classifiers of choice for the USAD module.

Fig. 2. Model selection of USAD (SE-A and DN-C Datasets)

Supervised Anomaly Detection (SAD) Module – SAD uses active learning to detect
anomalies in a supervised paradigm. It uses transfer learning (learning of pre-trained
models) and a novel data curation technique for data labeling by the Human-in-the-Loop
(HIL), which can be Domain Experts(s), the software developers, or the EM.

The transfer learning and data curation aspects of SAD depicted in Fig. 3 below are
as follows:

Pre-trainedModel – The pre-trained model is trained on a large dataset comprising real
log data, and the weights of this pre-trained model are then applied to the SAD module.
When the embedded data is input to the module, it can provide better outputs in lesser
iterations based on transfer learning.

Human in the Loop – An important component of training a supervised model is the
labeled dataset. This labeling is done by a HIL, who is typically a software engineer
from the agile development team who assigns a priority score (i.e., High, Medium, or
Low) to each data point (i.e., a log event). While this helps train the supervised model, it
also helps the model understand the software engineering team’s priority based on these
labels. This customization is essential in helping the model focus on specific aspects the
developers might find significant and learn the preferences of different developers in the
process while still allowing the system to maintain its search for statistically significant
logs. Another significant input comes from the EM, which rates the anomaly detection
system’s output, serving as a labeling feedback system to the SADmodule. This labeling



Log Attention – Assessing Software Releases 145

serves as an important input for the model because eventually, the model assists the EM
in making decisions relating to software release. Since labeling large swathes of data
is a tedious task with significant budgetary and computing overheads, the dataset to be
labeled needs to be curated smartly. The model leverages the predictions from the Weak
Classification (WC) module and the Unsupervised Anomaly Detection (USAD) module
to achieve this. In cases of availability of pre-trained models, the Supervised Anomaly
Detection (SAD) module predictions are also utilized. It may be noted that the HIL step
is needed only once every major release.

Fig. 3. Supervised anomaly detection module

The paper proposes a novel approach for sampling the data,MCRSampling, to make
the size of the dataset tagged by the HIL manageable. The dataset comprises sampling
from the following three techniques in equal proportions, Marginal Sampling, Certainty
Sampling, and Random Sampling. Kazerouni, et al. [14] have proposed Marginal Sam-
pling (Exploitation) and Random Sampling (Exploration) for Active Learning from
a skewed dataset. LogAttention HIL model proposes MCR Sampling, which intro-
duces Certainty Sampling to ensure the model also performs well in a completely new
environment.

1. Marginal Sampling – Marginal sampling involves the data samples for which the
model is least certain about the classification, i.e., Remarkable or not. Selecting this
type of most informative and uncertain data samples for which the model has less
confidence in predicting, i.e., prediction on the margins, improves the model’s dis-
criminative ability the most. These samples are close to the decision boundary where
uncertainty is the highest, and hence Marginal Sampling is used as an Exploitation
method.

2. Certainty Sampling – While Marginal sampling helps the model where the model is
unsure about the correctness of its labeling, Certainty sampling, on the other hand,
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helps the model consolidating its labeling, which the model is fully certain about
and, in a way, tests the current state of the model. These samples are usually away
from the decision boundary, and the prediction values are over 0.9.

3. Random Sampling – Random sampling involves the selection of random data
samples as an exploratory method.

Training the Model – LogAttention firstly trains a Transformer Model with a language
modeling head to learn the structure of a log file, referred to as the Self-Supervised
learning step. In the next step, the Fine-Tuning step, the language modeling head is
replaced with a classification head composed of a simple, fully connected layer and
trained using the labels generated from the human experts. Once done, the model infers
new logs using the TransformerModel with the fine-tuned classification head to attribute
the correct label to each data instance.

Fig. 4. Model selection of SAD (SE-A and DN-C Datasets)

Model Selection Journey. Like the USAD module, we select a Transformer model for
the SAD to benefit from the relatively small amount of data required to train the model
and its capacity for transfer learning. As shown in Fig. 4, the transformer models are the
most reliable source of embeddings. Additionally, transformermodel-based embeddings
allow the possibility of zero-shot performance and transfer learning. Given the very
slight differences in performance between ELECTRA and RoBERTa [15], we selected
ELECTRA as our transformer for classification purposes because it is faster to train than
any other model evaluated.

2.3 Ensemble Model

The output from all threeMLmodules, i.e.,WC,USAD, and SAD, is input to the Ensem-
ble model where each classifier is assigned an appropriate weight given its performance
on the labeled set of structured log data. The ensemble model outputs a single prediction
vector embodying all the best aspects of the previous modules indicating which logs
are remarkable. The weights are assigned based on input from tagged data. The EM
may adjust the assigned weights based on the production environment as appropriate. In
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the future, an optimization model may be developed to assign optimal weights that get
updated automatically based on the status changes in the production environment. The
Ensemble model outputs the weighted logs to the Release Scoring Model and presents
Remarkable logs to the dashboard.

2.4 Release Scoring Model

While theMachine Learningmodule classifies remarkable logs that help identify anoma-
lous instances from the enormous volume of log data of a production release, this infor-
mation becomes more useful when presented in an aggregated form that helps represent
the state of the release with actionable insights for the EM. The EM is then better placed
to make an informed decision based on a more actionable and explainable input.

To further simplify it for the EM, the LogAttention methodology assigns a Release
Score (©) to the release, which is a numerical representation of the release quality,
enabling her to gauge the health of the release by referring to a single parameter. This
release scoring model is depicted in Eq. 1 below. The release scoring model uses heuris-
tics to assign the weight to the High Priority (Remarkable), Medium Priority, and Low
Priority logs. The model provides an interface for the EM to adjust the weights based on
the runtime environment. The EM may also tweak the weights based on her experience
and preferences. The release score is calculated as follows:
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where, j is the number of the current release in a production environment assessed by
LogAttention. ©

i
= LogAttention score for the ith release, Li = {Set of Log Messages

for the ith release}, Ri = {Set of Remarkable/High Priority Log messages for the ith

release},Mi = {Set of Medium Priority Log messages for the ith release}, Oi = {Set of
LowPriority Logmessages for the ith release,wr =weight assigned to Remarkable/High
Priority Logs, wm = weight assigned to Medium Priority Logs, wo = weight assigned
to Low Priority Logs, and wp = weight assigned to min detection prevalence.

2.5 Dashboard

LogAttention presents the release score (©) and the remarkable logs on a dashboard for
the EM to gauge the health of the release in production. The LogAttention dashboard
allows the EM to conduct detailed analysis by looking at the logs before and after the
remarkable logs and fetch further information regarding the issue highlighted in the
log message through third-party sources like Stack Overflow. She may also reclassify a
certain log as appropriate using the interface provided.

3 Results

The paper evaluates LogAttention against three benchmark models DeepLog,
LogAnomaly, and RobustLog. The consolidated results are presented in Table 1.
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DeepLog [16] andLogAnomaly [17] are Semi-Supervisedmodels and are two of the best
performing LAD techniques; whereas, RobustLog [18] is a Supervised Log Anomaly
Detection technique that works very well after training which requires tagging of the
entire dataset, but does not work well without training.

Table 1. Model Performance results across datasets.

LogAttention is an ensemble of WC, USAD and SAD. The performance of the
LogAttention USAD module alone is labeled as LA (USAD). The performance of the
LogAttention USAD module together with the WC module labeled as LA (USAD +
WC). The training dataset is then used to evaluate the performance of the LogAttention
SADmodule. The dataset for SE-A, SE-C, andDN-C is randomly split into 30% training
and 70% test data. After training on the training dataset, this fine-tuned LogAttention
model was evaluated, which is an ensemble of WC, USAD, and SAD against the test
dataset. The results of this fine-tuned model are labeled as LogAttention (FT). To elim-
inate the possibility of Overfitting, a separate training dataset is curated by dropping
the messages (event templates) from the training dataset that were also found in the test
dataset. The LogAttention SADmodel was retrained on this similarity removed training
dataset and evaluated using the test dataset ensembling all three modules of Log Atten-
tion, and report the results of this model labeled as LogAttention (SR). The same split
dataset was used to train RobustLog. However, since the process of removing similar
logs from the data set is random during reassigning labels to original structured logs,
RobustLog’s manner of preprocessing structured logs both during training and inference
yields marginally different amounts of resulting test logs when reassigned to the orig-
inal datasets, as compared to LogAttention. Just like in the case of log attention, two
separate results of RobustLog are reported, fine-tuned, and similarity-removed with the
results labeled as RobustLog (FT) and RobustLog (SR). Figure 5 presents the evaluation
in terms of Macro F1, score. It can be observed that even the unsupervised models of
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LogAttention perform better than the semi-supervised benchmark models DeepLog and
LogAnomaly for all datasets across all metrics.

Fig. 5. Model Macro F1 score across datasets

LogAttention (SR) yields very good results in supervised settings which are almost
as good as RobustLog (FT).Without removing the similar templates between the training
and test datasets, LogAttention (FT) yields near-perfect Precision, a very highRecall, and
high Macro F1. With the LogAttention (FT) model, one may suspect overfitting of data.
However, log data is inherently repetitive and has repetitive patterns, and LogAttention
(FT) seeks to benefit from these repetitive patterns to give accurate insights to the EM
after analyzing a very small proportion of the dataset.

The Macro F1 score and Matthews Correlation Coefficient (MCC) of LogAttention
are superior to DeepLog, LogAnomaly, and RobustLog. It is apparent that with train-
ing, the performance of LogAttention significantly improves and becomes near perfect
whereas even in new environments it has a good headstart over other techniques.

4 Conclusion

LogAttention uses LanguageModels to generatemore representative embeddings for the
log messages. Instead of working with just the template of the log message, it proposes
a mechanism to ingest the complete message and let the model learn from the embedded
reply in the message as well. This is a novel approach and has not been seen in literature
before. The approaches used in the literature DeepLog and LogAnomaly rely on efficient
log parsing because they expect a log message divided into event templates and log
parameters. State-of-the-art log parsers are not as efficient in parsing logs from datasets
in the wild. This also affects the efficiency of Anomaly detection. The LogAttention
approach circumvents this issue by using the whole content of the log message and
provides superior results when compared to other approaches in LAD.

LogAttention is pioneering work in using embeddings from Attention-based Trans-
former Language Models for LAD to analyze run-time logs from a software release in
production to assess the software release quality by accurately identifying anomalous
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logs to predict and preempt failure. To give the models a head start, LogAttention also
uses heuristic-based weak classifiers enabling the model to achieve a certain level of
even without the availability of labeled data. The model also uses heuristics such as
the log levels already built in the messages, the execution time of the log event, and
an evolving error lexicon to detect any unusual text in the log message itself. These
classifiers, although not as efficient individually, allows the system a better start instead
of relying solely on un-trained classifiers.

The paper also introduces a novel data curation system for HIL labeling. Learning
from the rapidly evolving field of active learning, the paper introduces MCR Sampling
(marginal sampling, certainty sampling, and random sampling) to curate the most per-
tinent tagged data for the model. It curates the most relevant 20% from a log dataset
consisting of one to three days of log data by selecting the equal parts, data about which
the model is unsure (marginal sampling), data regarding which the model is certain (cer-
tainty sampling), and random data to include random samples in the data as well. The
results demonstrate this technique to be superior to just randomly sampling data.
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Abstract. Log data anomaly detection is a core component in the area
of artificial intelligence for IT operations. However, the large amount
of existing methods makes it hard to choose the right approach for a
specific system. A better understanding of different kinds of anomalies,
and which algorithms are suitable for detecting them, would support
researchers and IT operators. Although a common taxonomy for anoma-
lies already exists, it has not yet been applied specifically to log data,
pointing out the characteristics and peculiarities in this domain.

In this paper, we present a taxonomy for different kinds of log
data anomalies and introduce a method for analyzing such anomalies
in labeled datasets. We applied our taxonomy to the three common
benchmark datasets Thunderbird, Spirit, and BGL, and trained five
state-of-the-art unsupervised anomaly detection algorithms to evaluate
their performance in detecting different kinds of anomalies. Our results
show, that the most common anomaly type is also the easiest to pre-
dict. Moreover, deep learning-based approaches outperform data mining-
based approaches in all anomaly types, but especially when it comes to
detecting contextual anomalies.

Keywords: AIOps · Log analysis · Log anomaly taxonomy

1 Introduction

The operation and maintenance of data centers and corresponding IT infras-
tructure are becoming increasingly difficult, due to the continuous growth of
cloud computing. To cope with this complexity, systems are using more and
more levels of abstraction, leading to the creation of large multilayered systems.
However, from an IT operator perspective, these layers can even aggravate the
problem by adding further technical complexity under the hood. At the same
time, unpredictable events such as downtimes can cause severe financial dam-
age, especially in case of service level agreement (SLA) violations [19]. The area
of artificial intelligence for IT operations (AIOps) tries to manage this newly
introduced complexity, by supporting cloud operators to ensure operational effi-
ciency as well as dependability and stability [6]. A core component of AIOps
systems is the detection of anomalies in monitoring data such as metrics, traces,
or log data. Especially logs are an important resource for troubleshooting, as
c© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 153–164, 2022.
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they record events during the execution of IT applications [9]. For this reason,
a large number of methods have been proposed in the field of log data anomaly
detection, mostly building on data mining [2] or deep learning techniques [18].
While supervised methods mostly perform better in anomaly detection [26], they
have the drawback that the anomalies must be known at training time, which is
not always the case. Furthermore, is costly and time consuming to create labeled
log data, and thus unsupervised methods are of high relevance.

The wide variety of approaches to anomaly detection present IT operators
with the challenge of choosing the right methods for their systems. Although
there exist some commonly used datasets for evaluating approaches such as
HDFS, BGL, Thunderbird, and Spirit [17,24], the characteristics and properties
that distinguish these datasets are often not sufficiently clarified. Furthermore,
there is no common schema on how to utilize different datasets in performance
evaluations. Hence, different anomaly detection methods perform diverse evalua-
tions, e.g. based on time windows or individual log lines [5,7,12,25]. The evalua-
tions of different research papers are therefore not always comparable. It remains
hard to estimate the performance of methods on new, unknown datasets based
on their performance on benchmark datasets, without having more insights of
the anomaly types. We want to address this lack of understanding by making
the following contributions:

– We propose a taxonomy for different kinds of log data anomalies based on a
well established general categorization for anomalies [4].

– Using this taxonomy, we introduce a method to classify anomalies in labeled
datasets and analyze the benchmark datasets BGL, Thunderbird, and Spirit.

– We evaluate the performance of the widely used unsupervised anomaly detec-
tion methods DeepLog, A2Log, PCA, Invariants Miner, and Isolation Forrest
in detecting the different types of anomalies.

The remainder of this work is structured as follows: Sect. 2 explains the
common distinction of point and contextual anomalies and provides examples in
the context of log data. Section 3 surveys the related work. Section 4 introduces
our taxonomy and presents a method for classifying anomalies. Section 5 analyses
three common benchmark datasets by applying our method. Furthermore, we
evaluate the performance of five unsupervised anomaly detection approaches on
the different types of anomalies. Section 6 concludes the paper.

2 Towards an Anomaly Taxonomy for Log Data

Labeled anomaly detection datasets contain normal samples N and anomalous
samples A. Each sample is described through its feature-set, which varies depend-
ing on the domain of the underlying data. For example, for time series data, a
sample is usually described by its position in a multidimensional space and a tem-
poral component, while in other domains, such as natural language processing,
feature sets can consist of word embeddings. A common anomaly taxonomy that
is described in several works [1,4,20] categorizes anomalies into Point Anomalies
and Contextual Anomalies.
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Point Anomalies. A point anomaly is a single data sample that can be consid-
ered anomalous compared to the rest of the data [4]. The values in its feature-set
therefore significantly differ from the values in the feature-sets of normal samples
N . Figure 1 illustrates two examples of point anomalies. The first example shows
two anomalies that are not located in the defined area for normal samples. Their
feature-set is the position in 2-dimensional space. The second example depicts
point anomalies in a time series. As the normal feature-set is defined by y ∈ [1, 2],
the anomalies are characterized by their feature-set y �∈ [1, 2].

Fig. 1. Two examples for point anomalies. On the left side: point anomalies in 2D
space. On the right side: Point anomalies in a time series.

Figure 2 depicts two point anomalies in written text. The first anomaly is
trivially described through the feature-set of words. The anomalous sentence
Node failed to initialize has no overlapping with the feature-sets of the remain-
ing sentences. The second example is more fine-grained since only some words
indicate an anomalous sample: All sentences share the same or a similar prefix,
only the subsequent description (ready, connected, 5 nodes, an error) resolves
the question of anomalous behavior.

Fig. 2. Two examples for point anomalies in written text.

Contextual Anomalies. Samples that are anomalous in a specific context only
are called contextual anomalies [4], and are also known as conditional anoma-
lies [21]. Samples that belong to this type of anomalies can have the same feature-
set (behavioral properties) as normal samples, but are still anomalous within a
specific context defined by their contextual properties.

Figure 3 illustrates this situation: The behavioral properties of the anomalous
points (y-values/sentences) themselves are not indicating an anomaly. However,
the context of the anomalous samples defined by their contextual properties (x-
values/sentence order) is different, as the normally observable strict pattern is
interrupted. Furthermore, Fig. 3 illustrates two variants of a contextual anomaly
in written text. In the left example, the Send mail statement is only an anomaly
because of its context, namely because Start mail service and End mail service
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Fig. 3. One example of a contextual anomaly in time series and two examples for
contextual anomalies in written text.

appear after the Send mail statement. Since the mail service must be started
before sending any mails, this ensemble of statements exemplifies a contextual
anomaly. The second example is similar to the time series example. The state-
ments Receive package and Send package alternate constantly. The anomaly is
described by the fact that this alternating pattern is interrupted by a second
Send package statement.

3 Related Work

We next discuss related works with regards to defining and categorizing anomaly
types, and subsequently debate concrete text-based anomaly detection methods.

Categorization of Anomaly Types. An important aspect of any anomaly
detection technique is the prospective nature of target anomalies. In [4], the
authors differentiate between point anomalies, where an individual data sample is
anomalous in comparison to the rest, contextual anomalies, where a data sample
is only considered anomalous in specific contexts, and collective anomalies, where
a single data sample is only anomalous when occurring as part of a collection
of related data samples, not individually. This classification is also reused in [3].
Similarly, the authors of [20] identify the classes one-point anomaly, contextual
anomaly, and sequential data anomaly, and define them in the same way. A work
on outlier/anomaly detection in time series data distinguishes between point
outliers and subsequence outliers [1], which are defined as previously sketched.
In addition, they introduce the notion of outlier time series, where entire time
series can be anomalous and are only detectable in the case of multivariate time
series. The so far highlighted types of anomalies are hence the basis for our
taxonomy of anomalies in logs. While out of our scope, log messages are further
distinguishable into event log messages and state log messages [15] and can also
be written in a distributed manner, which introduces additional challenges.

Text-Based Anomaly Detection Methods. In order to exemplify the diverse
log anomaly types as well as illustrate the shortcomings of commonly employed
methods, we make use of multiple data mining and deep learning techniques in
our evaluation. The PCA algorithm [11] is often employed for dimensionality
reduction right before the actual detection procedure [10]. Invariant Miners [14]
retrieve structured logs using log parsing, further group log messages according
to log parameter relationships, and eventually mine program invariants from
the established groups in an automated fashion which are then used to perform
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anomaly detection on logs. The fact that anomalies are usually few and consid-
erably different is exploited with Isolation Forests [13], an ensemble of isolation
trees, where anomalies are isolated closer to the root of a tree and thus identified.
DeepLog [5] utilizes an LSTM and thus interprets a log as a sequence of sen-
tences. It uses templates [8], performs anomaly detection per log message, and
constructs system execution workflow models for diagnosis purposes. A2Log [22]
utilizes a self-attention neural network to obtain anomaly scores for log messages
and then performs anomaly detection via a decision boundary that was set based
on data augmentation of available normal training data.

4 Classifying Anomalies in Log Data

The following chapter introduces our taxonomy for anomalies in log data. Fur-
thermore, we present a method for classifying the anomalies in labeled datasets
according to this taxonomy. With our classification method, system administra-
tors are enabled to investigate their datasets and use the obtained insights to
choose an appropriate anomaly detection algorithm.

4.1 Preliminaries

Logging is commonly employed to record the system executions by log instruc-
tions. Each instruction results in a single log message, such that the complete
log is a sequence of messages L = (li : i = 1, 2, . . .). There is a commonly used
separation in meta-information and content. The meta-information can contain
various information, for example, timestamps or severity levels. The content is
free text that describes the current execution and consists of a static and a
variable part.

Tokenization. This splits text into its segments (e.g., words, word stems, or
characters). The smallest indecomposable unit within a log content is a token.
Consequently, each log content can be interpreted as a sequence of tokens: si =
(wj : wj ∈ V, j = 1, 2, 3, . . .), where w is a token, V is a set of all known tokens
commonly referred to as the vocabulary, and j is the positional index of a token
within the token sequence si.

Templates. The tokenized log messages can be further processed into log tem-
plates, a very common technique employed in various log anomaly detection
methods [5,16]. Thereby, the tokens corresponding to the static part of a log
message are forming the log template ti for the i-th log message. Each unique
log template is then identifiable via a log template id x and referred to as tx.
All remaining tokens form the set of attributes ai for the respective log message
li. For example the log messages: Start mail service at node wally001 and
Start printer service at node wally005 can be described trough the tem-
plate 'Start * service at node *' with attribute sets [mail, wally001]
and [printer, wally005] respectively. Thus, each log message can be described
through a log template and the attributes.



158 T. Wittkopp et al.

4.2 Anomaly Taxonomy for Log Data

In this chapter, we present our taxonomy for log data anomalies. This taxonomy
relies on the categorization into Point Anomalies and Contextual Anomalies.
Furthermore, we distinguish the Point Anomalies between two types of point
anomalies, namely Template Anomalies and Attribute Anomalies.

Anomalies

Point 
Anomalies

Context
Anomalies

Template
Anomalies

Attribute
Anomalies

Fig. 4. Taxonomy for anomalies in log data.

Figure 4 depicts our taxonomy. In the context of log data, a Point Anomaly
is an anomalous log message that is described through the log message itself.
That is, the log message could be classified as anomalous by only investigating
the respective log message and without observing its context. The anomalous
behavior of a log message is therefore described either by the corresponding
template or by a specific word or number (an attribute) in the log message. We
hence define a Template Anomaly to be characterized by the template of the
respective log message. In contrast, an Attribute Anomaly is described through
the attributes that are extracted during the template generation process.

The second type of log data anomalies are Contextual Anomalies. In this case,
the context, in other words the surrounding log messages, determines anomalous
behavior. The content of an individual log message is hence only relevant with
respect to the log messages in its surrounding. In our preliminary taxonomy, we
consider only single-threaded event logging scenarios for contextual anomalies.
So far, distributed logging as well as state log messages [15], along with the
corresponding challenges, are not yet covered.

4.3 Anomaly Classification Method

Create
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Attributes

Attribute
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TokenizationLog
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Contexts
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Normal / Anomalous
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Contextual
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Template
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Fig. 5. Mining process of the different anomaly types.

The process of classifying types of anomalies in respect to our taxonomy is
illustrated in Fig. 5. Each log message is first split into sequences of tokens in
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order to mine the log template. After all log templates are generated, we extract
the attributes for each log message and calculate the context for each log line.
The context ci for each log message li relies on log template ids and is modelled
as a set of template ids

ci = {txj : j = i − a, . . . , i − 1, i + 1, . . . , i + b]}, (1)

where a and b are the boundaries of the context. For example, we calcualte
the context of the 10th log message with boundaries a = 2 and b = 1 as
c10 = {l8, l9, l11}. The template of the log message whose context is created
is not considered, as described in Eq. 1. After deriving templates, attributes
and contexts, we divide the dataset into a set of normal N and anomalous log
messages A based on labels determined by experts or automated processes [23].
Next, by utilizing these two sets and the previously calculated entities, we derive
a score for each anomaly log message and each anomaly type. The scores rep-
resent how strong the respective anomaly type is pronounced. Each score is in
[0, 1], with 1 referring to the strongest manifestation.

Template Anomalies. The template anomaly α is calculated for each template
id x. To get all templates for a specific template id x, we write tx(·).

α(tx) =
|tx(A)|

|tx(A)| + |tx(N )| (2)

Attribute Anomalies. The attribute anomaly β is calculated for each log
message li. Since each log message can have multiple attributes, a score for each
attribute is calculated and the attribute anomaly is then represented by the
maximal score. Here, aj(·) gets all the same tokens as aj from the corresponding
normal or anomalous set.

β(ai) = max (s : ∀aj ∈ ai.s =
|aj(A)|

|aj(A)| + |aj(N )| ) (3)

Contextual Anomalies. The contextual anomaly γ is calculated for each log
message li. To get all the same contexts, for a specific context ci, for each log
message, we write ci(·).

γ(ci) =
|ci(A)|

|ci(A)| + |ci(N )| (4)

Thus all scores can be calculated by dividing the occurrences of an event in the
anomalous set by the occurrences of this event across both sets. As a result, α,
β, and γ do not make an exact assignment to anomaly types but create a score
that indicates how strongly it behaves to a particular anomaly type. Hence, a
log line can also have several anomaly types.
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Table 1. Dataset statistics. Templates were generated using Drain3 [8].

Dataset Log messages Templates

Normal Anomalous Normal Anomalous Intersection

Thunderbird 4 773 713 226 287 969 17 3

Spirit 4 235 109 764 891 1121 23 5

BGL 4 399 503 348 460 802 58 10

5 Evaluation

To provide an understanding on the distribution of different types of anomalies
in common benchmarks according to our taxonomy, we apply our method to the
Thunderbird, Spirit, and BGL datasets. We furthermore trained five state-of-the-
art unsupervised log anomaly detection methods on these datasets to evaluate
their performance on predicting different types of anomalies.

The evaluation datasets were recorded at different large-scale computer sys-
tems, labeled manually by experts, and presented in [17]. Table 1 contains the
number of normal and anomalous log messages in each dataset, the amount of
templates in these classes, and the number of intersecting templates.

– The Thunderbird dataset is collected from a supercomputer at Sandia
National Labs (SNL) and contains more than 211 million log messages.

– The Spirit dataset is collected from a Spirit supercomputer at SNL and con-
tains more than 272 million log messages.

– The BGL dataset is collected from a BlueGene/L supercomputer at Lawrence
Livermore National Labs (LLNL) and contains 4 747 963 log messages.

From Thunderbird and Spirit we selected the first 5 million messages.

5.1 Analysis of Benchmark Datasets

We applied our approach for classifying types of anomalies to the datasets using
threshold values of 0.6, 0.7, 0.8, 0.9, and 1.0. To create the contexts we choose
the following boundaries: a = 10 and b = 0. Figure 6 displays the results. We
can observe that, even at threshold 1.0, more than 99% of all anomalies in
the Thunderbird and Spirit datasets are being classified as template anomalies.
This can be explained by the fact that the intersection of normal and abnormal
templates is very small. Additionally, 226 071 of all anomalies in Thunderbird
have the same template - that is 99.9%. Similarly, 99.4% of all log anomalies in
Spirit belong to one of the templates shown in Listing 1. The case is very similar
for BGL, although log templates are more heterogeneous in this dataset. Only
at threshold 1 the amount of log messages classified as template anomalies drops
to around 80%.
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Listing 1: Most anomalies in Spirit belong to these two templates (380 271 each).

ke rne l : hda : d r i v e not ready f o r command
ke rne l : hda : s t a tu s e r r o r : s t a tu s=<:HEX:> { }

Until threshold 0.7 almost 100% of all anomalies in Thunderbird are classi-
fieds as attribute anomalies, meaning all template anomalies are also attribute
anomalies in this case. As the “anomalous” attributes are also contained in some
normal log messages, the amount of attribute anomalies drops to zero for higher
thresholds. For Spirit, we can observe that only one of the two most important
log templates shown in Listing 1 contains an attribute, which explains why the
number of attribute anomalies is around 50%. At higher thresholds the number
of attribute anomalies drops to zero. For the BGL dataset no attribute anoma-
lies were identified, not even at low thresholds. However, more than 91% of all
anomalies in BGL are classified as contextual anomalies for thresholds between
0.6 and 0.9. This is significantly more than in the Thunderbird (13 – 2%) and
Spirit (63 – 14%) datasets.

Fig. 6. Percentage of anomalies by type at different thresholds. Anomalies can be
classified into multiple categories at the same time.

Concluding, for all three benchmark datasets algorithms that focus on detect-
ing template anomalies are expected to perform very well. Additionally identify-
ing attribute anomalies may be helpful, but since most attribute anomalies are
also template anomalies, the expected benefit is limited. Approaches that iden-
tify anomalies by observing the context seem promising on datasets like BGL,
but are not expected to perform well on Thunderbird and only to a certain
degree on Spirit.

Anomalies Outside the Taxonomy. Our method does not guarantee that a
given anomaly can be attributed to at least one of the classes in the proposed tax-
onomy - especially at high thresholds. The severity of this problem was evident
to varying degrees in the datasets. For Thunderbird, only 2 of 226 287 messages
could not be classified. For Spirit, it was 28 out of 764 891 for thresholds up to
0.9. For a threshold of 1.0, we could not classify 1113 log messages, which is
still only 0.15%. For the BGL dataset, for thresholds of 0.6, 0.7, 0.8, and 0.9,
we could not classify 524, 831, 2646, and 2646 of 348460 messages, respectively.
However, 68 372 protocol messages, 19.6% of all anomalous protocol messages,
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remained unlabeled at a threshold of 1.0. Future work should either improve our
classification method or describe additional types of anomalies that our proposed
taxonomy does not yet cover.

5.2 Evaluation of Unsupervised Learning Methods

We trained five unsupervised anomaly detection algorithms to predict the dif-
ferent kinds of anomalies at a threshold of 0.7 in all three datasets. The goal
is to identify which kinds of anomalies are easy or hard to predict and also
which methods perform well on which anomalies. In particular, we chose two
deep learning approaches Deeplog [5] and A2Log [22], and three data mining
approaches PCA [10], Invarant Miners [14], and Isolation Forest [13]. We eval-
uated all methods on four different train/test splits of 0.2/0.8, 0.4/0.6, 0.6/0.4,
and 0.2/0.8 to test the robustness of the different methods.

Fig. 7. F1 scores for predicting attribute, template, and contextual anomalies at dif-
ferent train/test splits at threshold 0.7. BGL contains no attribute anomalies.

All results are depicted in Fig. 7. We can observe that the two deep learning
approaches outperform the data mining approaches across all experiments. Isola-
tion Forrest seems to be extremely sensitive to certain “sweet spots” in train/test
splits, but does not prove to be a robust method and is generally the worst-
performing method. It is, hence, excluded from any further analysis in the fol-
lowing paragraphs. For the Thunderbird dataset, DeepLog and A2Log manage to
correctly classify almost all kinds of anomalies. A2Log performs generally better,
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even when only 20% of the data is available as training data. This might be
attributed to the fact that DeepLog bases its predictions on templates only, while
A2Log also takes attribute information into account. The non-deep learning meth-
ods achieve worse F1 scores on attribute and template anomalies and fail to predict
most contextual anomalies. On the Spirit dataset, the performance of all meth-
ods is generally worse. However, the deep learning methods still achieve F1 scores
of around 0.75, 0.85, and 0.7 for attribute, template, and contextual anomalies,
respectively. On BGL, all methods obtain low F1 scores for template and contex-
tual anomalies: DeepLog around 0.27, A2Log around 0.3, PCA around 0.14, and
Invariants Miner around 0.15. BGL does not contain any attribute anomalies.

It can be concluded, that for unsupervised methods template anomalies are
the easiest to predict. It can be suspected that attribute anomalies that are no
template anomalies are amongst the hardest to predict. However, this is hard
to show, as attribute anomalies and aemplate anomalies are highly correlated in
all datasets. Contextual anomalies were only predicted reliably by the two deep
learning methods, but are generally harder to detect than template anomalies.

6 Conclusion

In this paper, we present a taxonomy for different kinds of log data anomalies
and introduce a method for applying this taxonomy on labelled datasets. Using
this method, we analyze the three common benchmark datasets Thunderbird,
Spirit, and BGL. While the vast majority of anomalies are template anomalies,
BGL also contains a large number of contextual anomalies. Attribute anomalies
are highly correlated with template anomalies in all datasets. We furthermore
evaluated the ability to detect different kinds of anomalies of five state-of-the-
art unsupervised anomaly detection methods: DeepLog, A2Log, PCA, Invariants
Miner, and Isolation Forrest. Our results show, that template anomalies are
the easiest to predict, which explains the good performance of approaches like
DeepLog. In general, deep learning-based approaches outperform data mining-
based approaches, especially when it comes to detecting contextual anomalies.

We hope that our taxonomy will enable researchers and IT Operators to
better understand their datasets and help them to pick suitable anomaly detec-
tion algorithms. Future work should investigate the log messages our approach
fails to classify, potentially hinting towards further classes that are currently not
present in the taxonomy.

References
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Abstract. Key Performance Indicators (KPI), which are essentially time
series data, have been widely used to indicate the performance of tele-
com networks. Based on the given KPIs, a large set of anomaly detection
algorithms have been deployed for detecting the unexpected network inci-
dents. Generally, unsupervised anomaly detection algorithms gain more
popularity than the supervised ones, due to the fact that labeling KPIs is
extremely time- and resource-consuming, and error-prone. However, those
unsupervised anomaly detection algorithms often suffer from excessive
false alarms, especially in the presence of concept drifts resulting from
network re-configurations or maintenance. To tackle this challenge and
improve the overall performance of unsupervised anomaly detection algo-
rithms, we propose to use active learning to introduce and benefit from the
feedback of operators, who can verify the alarms (both false and true ones)
and label the corresponding KPIs with reasonable effort. Specifically, we
develop three query strategies to select the most informative and repre-
sentative samples to label. We also develop an efficient method to update
the weights of Isolation Forest and optimally adjust the decision thresh-
old, so as to eventually improve the performance of detection model. The
experiments with one public dataset and one proprietary dataset demon-
strate that our active learning empowered anomaly detection pipeline
could achieve performance gain, in terms of F1-score, more than 50%
over the baseline algorithm. It also outperforms the existing active learn-
ing based methods by approximately 6%–10%, with significantly reduced
budget (the ratio of samples to be labeled).

Keywords: Active learning · Anomaly detection · Time series data

1 Introduction

Anomaly detection has always been one of the grand challenges, yet an essential
capability, in building resilient computer and communication networks. Being
able to detect anomalies will not only guarantee a timely warning of potential
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failures in the systems, but also ensure a quick remediation and error correc-
tion, which may save a lot of unnecessary expenses. As a matter of fact, Key
Performances Indicators (KPIs), which are essentially time series data collected
over time, have been widely used to assess the health status of networks and ser-
vices. Any network failures or unexpected incidents can lead to the significant
deviation of KPIs from their normal patterns. Therefore, KPI based anomaly
detection algorithms aim at detecting those deviations with respect to the time
series characteristics (e.g., seasonality, trend) or statistical features (e.g., min,
max, mean). For example, the commonly seen anomalies include, but not limited
to, spike, dip, continuous bursts, sudden or gradual trend change.

To date, many anomaly detection algorithms have been proposed, including
both supervised and unsupervised ones. It is commonly recognized that the
supervised anomaly detection algorithms perform better than the unsupervised
ones if the labels are sufficiently provided. However, this assumption does not
always hold true considering the fact that labeling tons of KPIs is extremely
time- and effort-consuming and error-prone. Unsupervised ones are therefore
preferred over the supervised ones in practice. One question naturally arising
here is that, can we balance the trade-off between labeling effort and detection
performance? In other words, human operators only pay a reasonable amount
of effort to label the KPIs of interest (e.g., the ones lead to false positives), and
then guide the algorithm towards a better detection behavior. This is particularly
interesting considering the fact that unsupervised anomaly detection algorithms
often suffer from excessive false alarms, especially in the presence of concept
drifts potentially resulting from network routine updates or legitimate changes.

In fact, the aforementioned question has found some answers in the commu-
nity [4,18], which share the relevant theoretical foundation with active learning.
With the same question in mind, in this paper, we intend to present a new active
learning based solution to improve the performance of an unsupervised anomaly
detection algorithm.

Specifically, our contributions are four-fold: (1) we develop three query strate-
gies to obtain the most informative and representative positive samples for label-
ing; (2) we propose a light-weight model update strategy to efficiently derive more
accurate anomaly scores and optimal decision threshold, solving the parameter-
ization issue of unsupervised learning methods, and eventually contributing to
the improved detection performance; (3) the proposed methods are systematically
integrated into an unsupervised anomaly detection algorithm (Isolation Forest),
clearly illustrating a feasible approach to introducing human operator’s feedback
into the closed-loop pipeline for improving its adaptability and performance; (4) a
set of experiments with two different datasets are carried out for comparative stud-
ies with the state-of-the-art approaches, demonstrating the strong generalization
capability of detecting various anomalies in different time series dataset.

The remainder of this paper is organized as follows. We firstly review the
related work in Sect. 2 and introduce the unsupervised solution to time series
anomaly detection problem in Sect. 3. Section 4 describes in detail our active
learning solution with experimental results in Sect. 5. Section 6 finally concludes
the paper.
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2 Related Work

Supervised Learning. Statistical models such as ARIMA [21] have been tra-
ditionally used to model the normal behaviors of time series by training on
“clean” data. The deviation from the model forecast is then used as a measure
of abnormality. However, directly thresholding this deviation is usually insuffi-
cient in real-world applications. Liu et al. [9] used statistical models for feature
extraction and then a classifier such as Random Forest (RF) [2] to detect the
anomalies. More recently, deep learning algorithms, such as LSTMs [11,12], have
been introduced to work as feature extractors in supervised anomaly detection.

Unsupervised Learning. There has been a growing interest in unsupervised meth-
ods for time series anomaly detection in order to overcome the lack of labeled
data in real world scenarios. For example, Luminol [8], developed by LinkedIn,
segments time-series into chunks and uses the frequency of similar chunks to
calculate the anomaly scores. SPOT and DSPOT [16] use extreme value theory
to model distribution tail in order to detect outliers in time series. Microsoft [13]
uses spectral residual (SR) concept from signal processing to develop their SR-
based anomaly detector. More recently, deep learning-based methods [12] have
been also employed to detect anomalies in unsupervised settings. For example,
DONUT [20] uses variational auto-encoder to detect anomalies from seasonal
KPIs.

Active Learning. There are two major active learning approaches for anomaly
detection. The first approach, such as the one proposed in [5], usually solves a
semi-supervised learning problem (SSAD) that uses both labeled and unlabeled
points in its underlying formulation. When no labels are available, the models
are first trained on unlabeled data in unsupervised settings. They are subse-
quently updated by incorporating labeled points from feedback into the learning
problem. In [17], the authors used variants of SSAD model for benchmarking and
found that there is no one-fit-all strategy for one-class active learning. Recently,
Amazon developed NCAD based on deep semi-supervised learning [14] for time
series anomaly detection [3].

The second approach to active anomaly detection is based on ensemble learn-
ing. The base learners are usually tree-based, such as Isolation Forest (iForest)
[10], RS-Forest [19], or Robust Random Cut Forest (RRCF) [6]. They are firstly
trained on unlabeled data and then be updated using labeled points from the
feedback. The update can be in the form of adjusting the weights of trees [18],
weights of trees’ nodes [4] or trees’ edges [15] in order to improve the performance
of the base models on these labeled points.

For sample selection, the existing methods explored three strategies. Top
anomalies implies the selection of points that have the maximum anomaly scores.
Top diverse strategy, which is similar to the previous one, but requires the max-
imization of certain “diversity” measure in the group of selected points. Random
strategy selects points randomly and is usually used as a baseline.
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3 Unsupervised Anomaly Detection

Let X = (x1, x2, .., xn) be a time series, which is a sequence indexed in time with
xi ∈ R

d. In this work, we focus on univariate time series data where d = 1. A
time series anomaly detector usually takes X as input and outputs a sequence
Y = (y1, y2, ..., yn) of the same length, where yi = 1 if xi is anomalous or
yi = 0 otherwise. An anomaly detection pipeline is usually composed of two
main modules: feature extraction and anomaly detection model.

Features Extraction. A feature extractor projects the input sequence X =
(x1, x2, .., xn) into a feature space of dimension df so that it becomes easier
to distinguish anomalous points from normal ones. Each point xi ∈ X is then
represented by a vector x′

i of size df . In this work, we extract features in online
mode and uses sliding windows of size w = 5. More specifically, for a given
timestamp t, we calculate some measures from the window [xt−w, ..., xt−1] and
subtract them from the current value xt. Among df = 6 features used in this
work and listed in Table 1, five of them are statistical features widely used in
time series anomaly detection. The last one is the saliency map calculated from
one-day-length subsequence [13].

Table 1. The 6 features used to represent each point in the feature space.

Feature Description

max Difference with maximum value on window of size w

min Difference with minimum value on window of size w

mean Difference with mean of window of size w

naive Difference from the previous value

linear residual Fit a linear model on a window of size w and compute the
residual at the current point

saliency map Spectral saliency at the current point

Anomaly Detection Model. Similar to [4], we use iForest as the anomaly detection
model because it is an unsupervised model being composed of trees and is much
faster than RRCF. The initial iForest model is trained on the pool of unlabeled
points. An ensemble of trees also facilitates the model update in active learning.

Ensemble learning methods, especially the tree-based ones such as iForest, are
well suited for active learning anomaly detection. This is because anomalies usu-
ally exhibit abnormal behaviors and their representations are mostly scattered
in the feature space, which is in contrast to normal points whose representations
form high density clusters. The separation boundaries between the representation
of normal and abnormal points in the feature space are thus non-homogeneous,
which can be well-represented by a properly trained iForest model. In addition,
since iForest is widely used in outlier and anomaly detection, having a mechanism
to enhance it using active learning would benefit the whole community.
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Fig. 1. Design workflow: use active learning to improve unsupervised anomaly detection

4 Active Anomaly Detection

4.1 Design Assumptions

While there are different variants of active learning scenarios in the literature,
our focus in this paper is on the pool-based active learning [7] only. Specifically,
we assume that a (typically large) number of unlabeled data points, referred
to as the unlabeled pool, is available and accessible to the learning process. An
analyst or a domain expert is also available to provide a ground-truth label
for any point in this pool upon request. The requests to domain expert are in
“batch”, consisting of all “interesting” points within the given budget. Figure 1
illustrates the active learning process that has three main components, (1) start
with a fully unsupervised model; (2) select points according to the given budget
and query strategy; (3) update the model based on domain expert’s feedback.
This process can be iterative, either upon a request, or is automatically triggered
when the model performance gets worse than a certain threshold.

Our active learning pipeline is essentially inspired from [4] and [18]. They
both use tree-based ensemble unsupervised models as the anomaly detectors.
Wang et al. [18] handles the ensemble at the tree level, and the model update
focuses on adjusting the weights of trees in the ensemble. Das et al. [4], on the
other hand, works at the nodes of constituting trees and updates the model by
adjusting node weights. These two approaches, however, have high complexity.

– Das et al. [4] uses iForest as the base model, which is relatively fast. However,
its model updating process is computationally expensive since node-level fea-
tures and scores for each point need to be computed, either in training or
inference. In addition, it solves an underlying optimization problem in order
to find the best node weights (NW), which can be too expensive for a model
with a high number of nodes.

– Wang et al. [18] employs a very fast and straightforward model update strat-
egy which consists of adjusting tree weights according to the scores of anoma-
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lous points. It, however, uses a slightly modified version of RRCF as the base
model. It’s well known that RRCF is slow since it is designed for streaming
context and the model auto-adjusts for each incoming stream value in order
to adapt to the new data distribution.

In order to build a very fast and easy-to-deploy anomaly detector with active
learning, we propose an active learning pipeline using iForest as the base model.
iForest model is updated by adjusting the weights of its constituting and by
seeking the best value for its “offset” parameter. The remaining of this section
will describe in details different query and model update strategies we adopt in
this work.

4.2 Query Strategy

There exists a number of query methods in the literature, and they usually follow
a common formulation. Given U the set of unlabeled points, b the given budget,
and an interest function f : U → R used as a measure of “informativeness” or
“utility” of requesting the label for each point x ∈ U , a query strategy aims at
selecting xi=1,...,b ∈ U in order to maximize

∑b
i=1 f(xi). The choice of a query

strategy thus usually reduces to the choice of an interest function f . In this
work, we use three query strategies for our active learning pipeline. Algorithm 1
presents how points are selected according to U , b, and f .

Algorithm 1. select points(U , b, f)
Input: U (unlabeled dataset), b (budget), f (interest function)
Set Q ← ∅
while |Q| < b do

Let x ← argmax
x∈U\Q

f(x)

Set Q ← Q ∪ {x}
end while
return Q

– Top anomalous selection (TA) (Fig. 2(a)): Also called “greedy strategy”
in the context of anomaly detection, it selects points that have the highest
anomaly scores. Let UAD(x) be the anomaly score of x, the interest function
corresponding is defined as f(x) = UAD(x).

– Close to decision boundary selection (CTDB) (Fig. 2(b)): Points that are
the closest to the decision boundary of the anomaly detector are selected. The
region near the decision boundary is expected to contain the most difficult
points to classify. Mathematically, if we denote δ the threshold used to classify
points, the interest function is defined as f(x) = −(UAD(x) − δ)2.

– TA + CTDB (Fig. 2 (c)): This is a combination of the two above strategies
by using half of the budget for TA and the other half for CTDB. This
combination gives more diversity in the selected samples and is expected to
better update the unsupervised model.
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Fig. 2. Illustration of query strategies using a dataset of 10 points sorted according to
their anomaly scores (higher scores → right). With a budget b = 4, points inside the
rectangle are selected according to a) TA, b) CTDB and c) TA + CTDB strategies.

4.3 Model Update Strategy

For model update, we rely on the anomaly scores obtained by the iForest model.
After querying a set of points for their labels, the unsupervised iForest model
can be updated using one of the following strategies:

– Tree weights update (TW): iForest is a tree-based model and, in the original
formulation of its scoring function, its trees contribute equally to the calcula-
tion of anomaly score for each input point. We adopt the strategy proposed
in [18] to adjust the contributions or weights of iForest trees so that if a tree
turns out to be more accurate in its anomaly scoring of anomalous queried
points, it contributes more to the calculation of anomaly score.

– Offset update (O): iForest has a critical hyperparameter called contamination
ratio. It indicates the proportion of outliers in the dataset and is used to
determine the threshold (or offset in iForest terminology) on the scores of
the samples. In practice, this ratio is usually guessed based on application
context, and it usually turns out to be very difficult to set it properly. We
propose to “learn” this offset value based on the feedback for queried points.
Finding the best offset from feedback can be done in various ways, such as
a simple rule-based thresholding or training a classifier and then using its
decision boundary as the learned offset. We have tested and found that the
rule-based thresholding has performed better than a linear SVM. Algorithm 2
presents the procedure to calculate offset value from feedback.

Algorithm 2. calculate offset(L, S)
Input: L (dataset of n labeled points) and S (anomaly scores of
points in L by iForest model)
Set La ← {x ∈ L : x is labelled anomalous}
Set Ln ← {x ∈ L : x is labelled normal}
offset = (min ({S(x) : x ∈ La}) + max ({S(x) : x ∈ Ln}))/2
return offset

– (TW+O): This is a combination of the two aforementioned strategies by
applying TW and O in sequence.
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Fig. 3. Illustration of the evolution of score distribution and offset of an iForest model
under tree weights and offset update strategies.

Intuition Behind the Two-Step Model Update Strategy: Figure 3 illustrates the
impact of the above-stated model update strategies on the score distribution and
offset of an iForest model. At the beginning, the score distributions of nominal
and anomalous points produced by the unsupervised iForest model have a “large”
overlap and the offset value is not properly set to “well” separate these two
distributions (Fig. 3(a)). By updating the weights of iForest trees, these two
distributions are pushed further away from each other, causing anomalous and
nominal samples to have higher and lower scores, respectively (Fig. 3(b)). It
should be noted that updating the weights of iForest trees has no impact on the
offset of the iForest model. This offset value is further adjusted using Algorithm 2
so that it can better separate the two score distributions and, consequently, the
adjusted iForest model can better distinguish anomalous points from nominal
ones (Fig. 3(c)). Experimental evidence for the impact of each model updating
strategy is given in Sect. 5.3.

5 Performance Evaluation

5.1 Experimental Settings

Datasets: Our evaluation experiments are conducted on two datasets. The first
one (AIOps) is public and is commonly used for performance evaluation of uni-
variate time series anomaly detection algorithms. It is released by the AIOps2018
competition1 and consists of 29 KPIs collected from some internet companies
in China. In our experiments, we keep the same train/test splitting from the
Final subset of this dataset to facilitate the comparison with existing works.
The second dataset (Huawei) is private and collected from Huawei production
environment. It is composed of 8 univariate telecom core network KPIs from
different network elements. Each KPI is split into two halves, the first for train-
ing and the second for testing. These two datasets contain KPIs with a wide
range of time series characteristics and anomalous patterns. Anomalous points
and segments are labeled by domain experts and annotated as positive points,
whereas nominal ones are designated as negative points. Some KPIs from these
two datasets are shown in Fig. 4. Table 2 summarizes some statistics of the two
datasets.
1 https://github.com/NetManAIOps/KPI-Anomaly-Detection.

https://github.com/NetManAIOps/KPI-Anomaly-Detection
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Fig. 4. Some KPIs from AIOps ((a) and (b)) and Huawei ((c) and (d)) datasets.
Anomalous points are marked using red color.

Table 2. Statistics of benchmark datasets

Dataset #KPIs #Points #Anomalous points Sampling interval

AIOps 29 5922913 134114 (2.26%) 1 or 5 min

Huawei 8 119744 1188 (0.99%) 5 min

Metrics: For performance evaluation and comparison purpose, we adopt the
evaluation protocol suggested by [22] and commonly used by the community. In
this protocol, the F1-score is not calculated directly based on point-wise match-
ing between the labels and detection results. A delay parameter k is introduced
to adjust the detection results before F1-score calculation. According to human
experts and for a contiguous anomaly segment, it is acceptable if the algorithm
can detect and trigger an alert within a delay of k points. More precisely, we
mark a segment of continuous anomalies as correctly detected if a point from
this segment that is within k points from the segment’s beginning is detected.
In our experiments, the delay for both AIOps and Huawei datasets is k = 7,
as recommended by the AIOps competition and used in other works.

5.2 Supervised and Unsupervised Anomaly Detection

To demonstrate the effectiveness of our anomaly detection pipeline, we compare it
with several SoTA anomaly detection methods in Table 3. In addition to Isolation
Forest (iForest), we also use Random Forest (RF) and run our pipeline presented
in Sect. 3 in a supervised setting in order to establish the performance upper bound
when all points are labeled in our active anomaly detection (i.e., query budget =
100%). RF is selected because it is also a tree-based ensemble model.

It can be seen that our best RF and iForest models achieve the best results
among all supervised (sup.) and unsupervised (un.) methods, respectively. Thus,
with a relatively simple and right set of features, combined with the right param-
eterization of popular supervised and unsupervised models, we can achieve the
SoTA performance on benchmark datasets. This observation is valuable in a prac-
tical viewpoint, in which simple and explainable features and models are usually
preferable over more complex ones. Also, the performance of iForest drops signif-
icantly when it uses, for example, an inappropriate value for its contamination
parameter, among others. We assume that this type of performance degradation
due to parameterization also applies to all other methods. This issue, however, can
be handled by active learning, as will be shown in the next section.
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Table 3. Performance comparison with SoTA methods. Random Forest and iForest
models are trained with features in Table 1. For iForest, the value in bracket is the
contamination ratio: 0.01 (usually recommended), 0.03, and 0.007 (best value found by
grid search on training data).

Model Type AIOps Huawei Model Type AIOps Huawei

SPOT [16] un. 21.7 — NCAD (un.) [3] un. 76.6 —

DSPOT [16] un. 52.1 — NCAD (sup.) [3] sup. 79.2 —

DONUT [20] un. 72.0 — RF (best) sup. 81.2 72.6

SR [13] un. 62.2 40.5 iForest (0.01) un. 73.3 51.8

SR-CNN [13] un. 77.1 — iForest (0.03) un. 51.3 40.8

SR-DNN [13] sup. 81.1 — iForest (best) un. 78.4 65.4

It should be noted that NCAD [3] does not strictly follow the adopted eval-
uation protocol. It uses a more relaxed one without a delay restriction, which
is thus equivalent to the adopted protocol with k = ∞. SR-CNN is a semi-
supervised model that requires 65 million anomaly-free simulated points to train
its CNN model for saliency map thresholding [13]. Finally, the gap in perfor-
mance between RF and a “perfect” model can be explained partially by the lack
of coherence in dataset labeling and by the limited representative and expressive
power of the feature set and model.

5.3 Active Anomaly Detection

We evaluate our active anomaly detection pipeline on the two benchmark
datasets and provide the results in Table 4. We are able to compare our approach
with [4] using its open source implementation2. Since the implementation of [18]
is not open, we’ve implemented it using an open source implementation of RRCF
[1]. Our implementation turns out to be too slow due to the high complexity of
RRCF. We couldn’t obtain experimental results in a reasonable amount of time,
and thus decided to not compare our method with [18] here.

In all experiments, iForest (0.03) presented in Sect. 5.2 is used as the baseline
unsupervised model. Each value in Table 4 represents the F1-score obtained by
using a unique combination of query strategy, model update strategy, and query
budget. It can be seen that, even starting with a weak unsupervised model and
using only 1% query budget, our active learning pipeline improves the perfor-
mance by 56.51%, reaching 80.29% F1-score for AIOps dataset. Similarly, for
Huawei dataset, the performance is improved by 75.14% and reaches 71.37%
F1-score. This performance is better than the performance achieved by [4] and
iForest (best) and is very close to the performance of RF (best) shown in Table 3.
This clearly demonstrates the effectiveness of our active learning pipeline.

Among query strategies, greedy selection (TA) outperforms random and
CTDB. The random strategy does not really improve the performance. This is
2 https://github.com/shubhomoydas/ad examples.

https://github.com/shubhomoydas/ad_examples
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Table 4. Experimental results on active anomaly detection. B/L indicate the iForest
(0.03) model. 1%, 5%, 25% and 50% are the allowed query budgets. Each time value
indicates the training and inference time to generate all results of the same row (B/L,
1%, 5%, 25% and 50%) using 10 Intel Xeon CPUs (E5-2690 v3 @ 2.60GHz).

AIOps Huawei

Query
strategy

Model update
Strategy

B/L 1% 5% 25% 50% Time
(s)

B/L 1% 5% 25% 50% Time
(s)

[4] TA NW 51.30 48.87 53.93 53.40 71.82 6964 40.75 60.21 42.55 69.22 70.74 208
Random 27.91 54.90 50.27 62.30 8133 3.08 51.66 47.49 61.36 252

Ours TA TW 51.77 51.55 51.42 51.44 427 60.73 60.41 60.17 60.17 29.3
O 80.29 75.02 60.37 53.82 533 70.86 71.34 57.55 53.10 32.3
TW+O 80.24 74.88 60.18 53.67 520 71.37 71.29 55.83 52.47 33.8

CTDB TW 50.93 50.97 51.22 51.34 453 59.31 60.17 60.17 60.17 29.2
O 52.10 52.78 53.68 52.01 516 59.49 60.10 57.55 53.10 32.5
TW+O 52.69 53.20 53.49 51.75 500 60.47 61.18 55.83 52.47 33.8

TA +
CTDB

TW 51.76 51.55 51.34 51.35 509 60.17 60.41 60.10 60.17 33.2
O 77.03 75.47 67.16 60.32 610 47.53 70.90 63.32 57.55 37.4
TW+O 52.19 52.24 53.04 53.64 610 60.79 60.91 61.91 55.83 38.3

similar to the observations reported in previous works [4,18] and demonstrates the
necessity of a good query strategy in an active learning pipeline. Among model
update strategies, TW has almost no impact, regardless the amount of query
budget. O and TW+O lead to the best improvement for AIOps and Huawei
datasets, respectively. This demonstrates the importance of our proposed offset
update (O) strategy. Finally, using our active learning approach, the required
query budget to reach the best improvement is small compared to [4]. Our app-
roach needs about 1% whereas [4] needs 25–50% of the training data.

In terms of computational complexity, our approach is about 14× and 6×
faster than [4] on AIOps and Huawei datasets. This confirms the utility of our
simple model update strategies, compared to the more complex ones used in [4].

6 Concluding Remarks

This paper proposed an efficient active learning based approach to systemati-
cally integrating the feedback and expert knowledge of network operators into
unsupervised anomaly detection pipeline. In particular, we proposed three effec-
tive query strategies to assist operator in labeling those KPI samples that lead
to alarms, including both true and false ones. A lightweight model update algo-
rithm, which consists of updating the weights of trees and the adjustment of
decision threshold in Isolation Forest model, has been also developed to improve
the performance and efficiency. The experiments with two datasets have vali-
dated the performance advantages over baseline Isolation Forest and existing
active learning based method in terms of detection performance and compu-
tational efficiency. Despite the claimed advantages, we believe sample query
strategy and model update algorithm, as well as their integration with other
unsupervised anomaly detection algorithms (e.g., RRCF), still have room to be
further improved.
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Abstract. Cloud systems are becoming increasingly complex and more
difficult for human operators to manage due to the scale and intercon-
nectedness of microservices. Increased observability and anomaly detec-
tion are able to alert when something has gone wrong, however a fault can
propagate throughout the cloud leading to a large number of alerts. It is
difficult for operators to manage these large number of alerts and to dif-
ferentiate between the symptoms that have propagated due to the fault
and the actual root cause. In this paper we present a MultiModal Root
Cause Analysis algorithm called MMRCA. This algorithm leverages data
from traces, topology, configurations and metrics to accurately predict
the root cause of the fault. Our approach consists of a three step pipeline
of topology reduction, metric causality and metric reduction. The exper-
imental results show that MMRCA can accurately detect the root cause
in a number of different data sets, while maintaining an efficient use of
resources and scaling to a large deployment.

Keywords: Root cause analysis · Cloud computing · Causality
analysis · Unsupervised learning · MultiModal data

1 Introduction

Artificial Intelligence for IT Operations (AIOps) is an increasingly popular field,
utilizing research in the areas of machine learning and big data for the man-
agement of IT operations [5]. There are a number of topics of interest in this
area e.g., anomaly detection, self-healing, self-adaptation, root cause analysis,
log analysis, predictive maintenance and many more [14]. This has lead to ded-
icated workshops such as AIOps@ICSOC, to bring together researchers focused
on these specific problems [3].

With the increasing popularity of AIOps and the scale of cloud systems, there
has been a large increase in the amount of instrumentation data being collected.
Accurate anomaly detection algorithms can be used to identify sudden changes
in metrics that indicate that a fault is about to happen [17]. However, when
a fault does happen a large amount of alerts can be generated, which makes
it difficult to identify what was the root cause of the fault. An automated root
cause analysis approach can take this list of anomalies and identify what was the
c© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 177–189, 2022.
https://doi.org/10.1007/978-3-031-14135-5_14
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actual root cause that led to the failure. We now summarize the challenges posed
in the construction of the desired industry-grade root cause analysis algorithm:

– Lack of labels: In production-level business scenarios, the systems often process
millions of metrics, traces and configurations. There is no easy way to label data
on this scale manually. Moreover, if the multimodal data is in a dynamic envi-
ronment where the distribution is constantly changing, then the model will need
to be retrained frequently on the new data. Labelling this data can introduce a
significant delay and cost with a need to continuously update the models. This
makes supervised models insufficient for the industrial scenario.

– Efficiency and accuracy: In production scenarios, a monitoring system must
process millions of data points in near real-time. This can lead to a large
number of alerts being generated and also a large amount of data to process
to identify the root cause. Furthermore, if the root cause analysis algorithm
is deployed on a production node, then it may not use a lot of computing
resources to respect the quota assigned for customers. Therefore, even though
models with large time complexity may achieve good accuracy, they are often
of little use in a production scenario, due to their overhead.

In this paper, we propose MMRCA, a multimodal root cause analysis algo-
rithm for the cloud. We also show how the algorithm can be deployed as part of
an event driven pipeline, in combination with anomaly detection and fault predic-
tion. MMRCA is a data-driven root cause analysis approach that does not assume
the shape of the distribution, requires very little parameter tuning and is able to
accurately detect the root cause. It leverages different modes of data, such as key-
value configurations, graph topologies and time series metric data. The algorithm
has three main steps. In the first step, the topology reduction algorithm uses topol-
ogy, trace and configuration data to identify the services and nodes that were most
likely to have been the root cause of the problem. The second step of the algorithm
uses this reduced topology to identify any causal relationships between the trig-
ger of the root cause analysis and the metrics that have been observed. The third
component of the algorithm is used to remove any static or random metrics and to
cluster the remaining metrics. These processed metrics are passed to the second
step, which greatly reduces amount of metrics that need to be analysed for causal-
ity, shortening the time to return the root cause, while maintaining accuracy.

The rest of the paper is organised as follows: Sect. 2 outlines the related work.
Section 3 presents our proposed MMRCA algorithm and the data streaming
pipeline used. Section 4 describes the experimental approach used to evaluate
our algorithm and Sect. 5 presents the results of those experiments. Finally,
Sect. 6 concludes the paper and outlines some future work.

2 Related Work

Existing root cause analysis approaches can be categorised based on the data
sources that they use. A number of the existing approaches have focused on the
use of a single or of a couple of data sources. In this section, we present a survey
of the related literature that has focused on the root cause analysis problem.
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2.1 Topology

Knowledge of up-to-date physical topology can be useful to help identify how
faults are propagating through the network and where the root cause may have
been introduced. Given the dynamic nature of modern networks this topology
information needs to be updated regularly in an automated way [1]. Topology
information allows for a data-driven approach for root cause analysis [12]. A
service dependency model can be built up using the topology information to
identify the root cause of the problem in an automated way [20].

2.2 Traces

Topology-based approaches assume that the adjacent services with abnormal invo-
cation are more likely to be the root cause. However, due to the complex depen-
dencies and fault propagation among microservices, anomaly invocations between
adjacent mircosevices are not sufficient to reflect the location of root causes [11].
Trace-based root cause analysis approaches overcome this limitation by correlat-
ing all the microservices involved in a trace instead of just the adjacent ones [23].

2.3 Metrics/Logs

The temporal nature of metrics allows for directional causality between the
metrics to be established [15]. A number of machine learning methods have
been developed, such as self-organising maps, local outlier factor and k-means,
which can easily be applied to establish the root cause using metric data [8].
Recent approaches have focused on the use of deep learning, such as stacked
bi-directional self-attention LSTM networks to identify the root cause in metric
data [22].

2.4 Configuration

Configuration issues cause the largest percentage (31%) of high-severity support
requests, based on an empirical study in commercial and open source systems
[21]. Therefore, it is very important to take into account configuration changes
in root cause analysis as they can often lead to failures. Cloud applications are
highly configurable so there are a lot of different options that can be specified.
Recent approaches have focused on automating analytics for these systems [18].

2.5 Multimodal

In various disciplines, information about the same phenomenon can be acquired
from different types of detectors [9]. There are a number of issues with combining
multimodal data, such as different resolutions, alignment and incompatible size
[9], but it also provides a great opportunity to leverage another view on how the
system is behaving [7]. Some RCA approaches have started to leverage multiple
sources of information, such as topology, traces and metrics in the root cause
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analysis system for Alibaba datacenters [4]. Other approaches have focused on
the fusion of metrics and topology data for root cause analysis [19].

A number of industry cloud providers, such as Google and Microsoft as well
as cloud instrumentation specialists, such as Dynatrace and AppDynamics have
been researching this space to deal with the growing complexity of cloud systems.
Table 1 shows a summary of the main features of the approaches and how they
compare to our MMRCA approach. We also add some academic approaches to
the table, such as Grano [19] and MLCloud [8], though MLCloud only focuses
on using metric data to identify the root cause. We can see that a lot of the
industry approaches take into account multiple data sources, such as topology,
traces and metrics. However, our MMRCA approach is the only one to take into
account topology, traces, metrics, configurations as well as being able to return
the root cause in under three minutes.

Table 1. State of the art root cause analysis approaches

Approach Topology Traces Metrics/Logs Configuration <3 min

Google [2] � � � ✗ ✗

Microsoft [10] � � � ✗ ✗

Alibaba [4] � � � ✗ ✗

Dynatrace [6] � � � � ✗

AppDynamics [13] � � � � ✗

MLCLoud [8] ✗ ✗ � ✗ ✗

Grano [19] � ✗ � ✗ ✗

MMRCA � � � � �

3 Multimodal Root Cause Analysis (MMRCA)

3.1 Terminology and Problem Statement

This section presents the terminology used in this paper for the root cause,
the problem statement and the algorithmic choices made when creating this
algorithm. As cloud data centers continue to grow in scale and complexity, errors
can propagate when a fault happens leading to a large cascade. It is difficult for
cloud operators to know which of these are symptoms of the root cause and
which are the actual root cause. The problem that we tackle in this paper is
given a fault trigger to identify what was the actual root cause of this fault by
leveraging topology, trace, metric and configuration data and to return the result
in under 3 min.

3.2 MMRCA Algorithm

Figure 1 shows an overview of the individual components of the MMRCA algo-
rithm and how they fit into the data streaming pipeline. The main steps of the



MMRCA: MultiModal Root Cause Analysis 181

algorithm, indicated by the blue boxes are Topology Reduction, Metric Causal-
ity and Metric Reduction. Topology reduction queries the Topology API, Traces
and Configuration store to build up the dynamic, directed and weighted graph
used to identify the services that have deviated from their past behaviour. Metric
reduction queries the metrics DB and removes the static and random metrics,
before clustering the remaining metrics which are then passed to metric causal-
ity. Metric causality then temporally aligns the metrics and identifies the root
cause using causality analysis between the metrics and additional weight for
recent configuration changes.

Fig. 1. Overview of the MMRCA data streaming pipeline

We now explain in more detail each step of MMRCA:

1. Topology Reduction
– Figure 2 shows the main stages of the topology reduction algorithm. We

first parse the trace data then conduct data analysis and feature extrac-
tion to identify the most important features.

– We then query the topology graph to identify how the services are linked
and the nodes they are deployed on. This topology information is then
combined with the trace weights to build up a dynamic, directed and
weighted graph.

– Once the graph has been created, deviation in response time, response
code and throughput are calculated over the previous time window.

– A weight is then added to services that have had a recent change in
configuration. This is combined with the weight for the services that have
deviated from their previous behaviour.

– The top-k services with the largest weight are then selected and passed to
the metric causality algorithm, with the node and instance metrics. This
greatly reduces the amount of metrics that need to be analysed.
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Fig. 2. Stages of topology reduction algorithm

2. Metric Causality
– There are four main stages in the metric causality algorithm as shown

in Fig. 3. The first stage is to parse the data received from the metric
reduction algorithm and to extract the most important features.

– The data is then analysed and temporally aligned, this is an important
step as different nodes can have different starting times and different sam-
pling rates. We temporally align the data using some rounding combined
with the common lowest factor between data sets.

– The temporally aligned data is then passed to the temporal causation
stage. We experimented with a number of approaches for temporal cau-
sation including transfer entropy, cosine distance and granger causality.
Granger causality was found to give the most accurate causal results,
while keeping the overhead low.

– The metrics are then ranked by P-value, with a low P-value indicating a
large casual relationship. A weight is also given for recent configuration
changes to the services that are being tracked by the metrics. The top 5
most likely root causes with their confidence are then given as output.

Fig. 3. Stages of metric causality algorithm

3. Metric Reduction
– In production systems there are a large number of metrics that can remain

static. These metrics will not be useful in identifying the root cause as
a static metric cannot have a causal relationship. The metrics are first
parsed and analysed, as shown in Fig. 4. The static and random metrics
are then removed as they cannot have a causal relationship with the fault.
The algorithm is run before a fault is triggered to build up the list static
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and random metrics. We use the standard deviation of the metric value
to evaluate whether a metric is static. To evaluate whether a metric is
random we use the KV test and auto-correlation.

– Once we have removed the static and random metrics we then cluster
the remaining metrics. These clusters allow us to group similar metrics.
We evaluated a number of algorithms for clustering and found the best
results using the gap statistic to identify the correct number of clusters
and k-means clustering to cluster the data.

– Once the data has been clustered, it can be sampled using a percentage
sampling of clusters. The time series causality algorithm uses the percent-
age sampling of clusters to identify which clusters are the most likely to
contain the root cause based on their P-values. This improves accuracy
as the most likely root cause metrics are analysed first.

Fig. 4. Stages of metric reduction algorithm

4 Experimental Setup

4.1 Data Set Characteristics

We provision an environment using Docker containers and Ansible playbooks
to allow for a repeatable and realistic experimentation environment. We use
Apache JMeter to load the services in the deployment and inject faults into the
system. We allow the fault to propagate through the system and use one of the
propagated faults as the input to root cause analysis. This allows us to evaluate
whether we can trace back the fault to a known ground truth root cause.

4.2 Evaluation Metrics

We use a combination of metrics to evaluate that our approach is accurate and
efficient. To evaluate the accuracy, we use the precision, recall, and F1 score of
the actual and identified root cause. We also calculate the mean average precision
@ k (mAP@k), with k = 5, using Formula 1:

mAP@k =
1
N

N∑

i=1

AP@ki (1)

To evaluate the resource cost we measure the memory usage and the scala-
bility of the algorithm with an increasing number of metrics and services.
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5 Results

This section presents the results that we have used to verify the accuracy and
scalability of our approach. We break down the individual components of the
algorithm including Topology Reduction in Sect. 5.1, Metric Causality in Sect.
5.2, Metric Reduction in Sect. 5.3 and finally the end-to-end results in Sect. 5.4.

5.1 Topology Reduction

We evaluated how to construct the data in a graph structure to allow us to
identify the nodes that have deviated from past behaviour. We can use the trace
data and the inductive causation (IC) or PC algorithm to infer the causality
between the connections in the service graph. Another approach that we evaluate
is to combine the trace, topology and config data to identify the services in the
call chain that have deviated from their usual behaviour after a config change.

Table 2. Topology reduction accuracy

Algorithm Precision Recall F1 MAP@5

IC algorithm 0.52 0.81 0.62 0.60

PC algorithm 0.66 0.82 0.73 0.68

Stan dev. 0.98 0.98 0.98 1

Config + Stan dev. 1 1 1 1

Fig. 5. Topology reduction scale

Table 2 shows that combining the topology and traces data and using the
standard deviation has led to improved precision, recall, F1 score and MAP@5
score compared to the IC and PC algorithm. We can also see from Fig. 5 that
the standard deviation algorithm is able to scale much better than using an
inductive causation-based approach. The standard deviation algorithm is able
to scale well, even with a large sliding window and a large number of connections.
This is important due to the large number of services and connections that can
be deployed in a cloud environment.

5.2 Metric Causality

One of the major issues with metric causality is to be able to deal with metrics
that have different sampling rates and starting times, which means that the
metrics are not aligned. Figure 6 shows the results of metric causality for three
different data alignments. We experimented with Dynamic Time warping (DTW)
[16], common lowest factor (CLF) and adding rounding to common lowest factor.
We can see from Fig. 6a that in the ideal case granger causality on its own will
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only work when the sampling rate is the same as it requires the same number
of observations in both data sets. We can see that CLF + Granger, Config +
Rounding + CLF + Granger and DTW + Granger all have similar performance
as the difference in sampling rate varies. Figure 6b shows how CLF + Granger
performs poorly when there is no direct overlap between the metrics because
they have a different starting time and the same sampling rate, so there is never
a common lowest factor. Adding some rounding to the metrics helps to solve
this issue as shown in Fig. 6b and Fig. 6c, where Rounding + CLF + Granger
is able to achieve the same accuracy as DTW + Granger, with configuration
information further improving performance.

Fig. 6. Impact of sampling rate and starting time on metric causality

Figure 7 shows the scalability of the different approaches. One of the problems
with the DTW approach is that it does not scale well, which means that we can
only pass through a limited number of metrics in the 3 min window. If we do
not have enough time to pass through all of the metrics before having to return
the root cause then this will impact the accuracy of the algorithm. We can see
how the CLF approaches to temporal alignment are able to scale much better
even when adding in configuration and rounding parameters.

5.3 Metric Reduction

Table 3 shows the impact of metric reduction on the number of metrics that
we have to process at runtime when running the actual root cause analysis
algorithm. Without metric reduction we have to process all of the 11,970 metrics,
with metric reduction we can remove 93.4% of the metrics and only have to
process 790 at runtime. This leads to a big saving in the amount of time that
we have to spend on metric causality to identify the casual relationship between
the fault and the metrics. We can also see from the results that there is no case
where the root cause is removed by using metric reduction.
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Fig. 7. Scale of metric causality algorithms

Table 3. Impact of metric reduction

Without metric reduction With metric reduction

Number of metrics 11970 790

% Reduction in metrics 0 93.4

% Root cause removed 0 0

5.4 End-to-End

Table 4 shows the end-to-end accuracy of the root cause analysis approach and
the impact of the different components of the algorithm. Metric causality on its
own is able to achieve an MAP@5 of 0.65. The reason for the lower MAP score
is that because of the lack of topology reduction and metric reduction so much
more metrics have to be processed to return the root cause within 3 min. The
next step, where we combine topology reduction with metric causality, improves
the accuracy and MAP@5 scores to 0.93. This reduces the amount of metrics that
have to be processed to only the services that have deviated from past behaviour
and the node and instance metrics. Finally, adding the Metric Reduction step
helps to further improve the accuracy by removing any of the random and static
metrics from being processed and clustering similar metrics together. Metric
causality can then sample these clusters and start with the metrics that have
the lowest P-value. This ensures that the most likely root cause candidates are
processed first helping to improve the MAP@5 accuracy within the 3 min window
to 0.96. We can see how this shows improvement against the current state of the
art Grano approach which achieved an MAP@5 accuracy of 0.9.

Table 5 shows the scalability of the algorithm as the deployment size
increases. We can see how the individual component decisions have allowed the
algorithm to scale very well and even as the number of services doubles in size
there is only a slight increase in the time taken and the topology space used.
The metric space remains constant as we select the same number of services that
have deviated from their previous behaviour using topology reduction.
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Table 4. End-to-end accuracy

Algorithm Precision Recall F1 score MAP@5

Metric causality 0.6 0.7 0.65 0.65

Grano [19] 0.88 0.9 0.89 0.9

Topology reduction + MC 0.9 0.9 0.9 0.93

TR + MC + Metric reduction 0.95 1 0.97 0.96

Table 5. End-to-end scale

Services Time (s) Metric space (MB) Topology space (MB)

12 10 4.4 81

16 12 4.4 81

32 14 4.4 83

6 Conclusion and Future Work

Our paper proposes MMRCA, a Multimodal Root Cause Analysis algorithm
that leverages data from traces, topology, metrics and configurations. Our app-
roach is designed from the ground up to be fast, accurate and resource efficient.
We locate the general area of the root cause of the problem using trace, topology
and configuration information. We preprocess the metrics to remove static and
random metrics and cluster the remaining metrics. We then temporally align the
metrics and evaluate the causal relationship between the trigger of the fault and
the metrics collected before the fault. The end-to-end results show the improve-
ment in MAP@5 as the mutimodal data is used and the improvement against the
state of the art Grano algorithm, while maintaining time and space complexity.

For future work, we aim to evaluate other additional signals and instrumenta-
tion that can be used as a signal for root cause analysis. We are also investigating
using the output of our root cause analysis algorithm as input to an automated
remediation system that would allow for remediation actions after identifying
the root cause.
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Abstract. Server virtualization in the form of virtual machines (VMs)
with the use of a hypervisor or a Virtual Machine Monitor (VMM) is an
essential part of cloud computing technology to provide infrastructure-
as-a-service (IaaS). A fault or an anomaly in the VMM can propagate to
the VMs hosted on it and ultimately affect the availability and reliabil-
ity of the applications running on those VMs. Therefore, identifying and
eventually resolving it quickly is highly important. However, anomalous
VMM detection is a challenge in the cloud environment since the user
does not have access to the VMM.

This paper addresses this challenge of anomalous VMM detection in
the cloud-based environment without having any knowledge or data from
VMM by introducing a novel machine learning-based algorithm called
IAD: Indirect Anomalous VMMs Detection. This algorithm solely uses
the VM’s resources utilization data hosted on those VMMs for the
anomalous VMMs detection. The developed algorithm’s accuracy was
tested on four datasets comprising the synthetic and real and compared
against four other popular algorithms, which can also be used to the
described problem. It was found that the proposed IAD algorithm has
an average F1-score of 83.7% averaged across four datasets, and also
outperforms other algorithms by an average F1-score of 11%.

Keywords: Anomaly detection · Cloud computing · VMM ·
Hypervisor

1 Introduction

Cloud computing enables industries to develop and deploy highly available and
scalable applications to provide affordable and on-demand access to compute and
storage resources. Server virtualization in the form of virtual machines (VMs)
is an essential part of cloud computing technology to provide infrastructure-
as-a-service (IaaS) with the use of a hypervisor or Virtual Machine Monitor
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Fig. 1. An example showcasing the propagation of anomalies in a Type-1 hypervisor
or VMM to the virtual machines (VMs) hosted on it.

(VMM) [12]. Users can then deploy their applications on these VMs with only
the required resources. This allows the efficient usage of the physical hardware
and reduces the overall cost. The virtualization layer, especially the hypervi-
sors, is prone to temporary hardware errors caused by manufacturing defects,
a sudden increase in CPU utilization caused by some task or disconnection of
externally mounted storage devices, etc. The VMs running on these VMMs are
then susceptible to errors from the underneath stack, as a result, can impact
the performance of the applications running on these VMs [7,8]. Figure 1 shows
an example propagation of anomalies in a virtualization stack using a type-1
hypervisor to the VM hosted on it. These anomalies may lead to the failure of
all VMs and, ultimately, the applications hosted on them.

In the development environment, these anomalous VMMs are relatively eas-
ily detectable by analyzing the logs from the hypervisor dumps. But in the
production environment running on the cloud, anomalous VMMs detection is a
challenge since a cloud user does not have access to the VMMs logs. Addition-
ally, many anomalous VMM detection techniques have been proposed [11,13,15].
However, these works either require the monitoring data of the hypervisor or
inject custom probes into the hypervisor. Therefore, the usage of such solutions
becomes infeasible. Furthermore, due to the low downtime requirements for the
applications running on the cloud, detecting such anomalous VMMs and their
resolutions is to be done as quickly as possible.

Therefore, this challenge is addressed in this paper for detecting anoma-
lous VMMs by solely using the VM’s resources utilization data hosted on those
VMMs by creating a novel algorithm called IAD: Indirect Anomalous VMMs
Detection. We call the algorithm indirect since the detection must be done with-
out any internal knowledge or data from the VMM; it should be solely based on
the virtual machine’s data hosted on it. The key contributions are:

– We present an online novel machine learning-based algorithm IAD for accu-
rate and efficient detection of anomalous VMMs by solely using the resource’s
utilization data of the VM’s hosted on them as the main metric (Sect. 3).

– We evaluate the performance of the IAD on two different aspects: 1) Anomalous
VMMs finding accuracy (Sect. 5.1), and 2) Anomalous VMMs finding efficiency
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Table 1. Symbols and definitions.

Symbol Interpretation

n Number of time ticks in data

d Number of virtual machines hosted on a VMM

Xt The percentage utilization of a resource (for example, CPU
or disk usage) by a VM at a time t

Xj
t The percentage utilization of a resource at a time t for jth VM

{c1t , c2t , ..., cmt } a set of m ≤ d VMs with change point at time tick t

w Window size

minPercentVMsFault Minimum % of total number of VMs on a VMM which must
have a change point for classifying the VMM anomalous

and scalability (Sect. 5.2), and compare it against five other popular algorithms
which can also be applied to some extent on the described problem.

– We evaluate the IAD algorithm and other five popular algorithms on synthetic
and two real datasets.

Paper Organization: Section 2 describes the overall problem statement add-
ressed in this paper along with an illustrative example. The design and details
of the proposed IAD algorithm are presented in Sect. 3. Section 4 provides
experimental configuration details along with the algorithms and the datasets
used in this work for evaluation. In Sect. 5, the evaluation results are presented.
Finally, Sect. 6 concludes the paper and presents an outlook.

2 Problem Definition

This section presents the overall problem definition of indirectly detecting
anomalous VMMs in a cloud-based environment. Table 1 shows the symbols
used in this paper.

We are given X = n × d dataset, with n representing the number of time
ticks and d the number of virtual machines hosted on a VMM. Xj

t denotes the
percentage utilization of a resource (for example, CPU or disk usage) at a time
t for jth VM. Our goal is to detect whether the VMM on which the d virtual
machines are hosted is anomalous or not. Formally:

Problem 1. (Indirect Anomalous VMM Detection)

– Given a multivariate dataset of n time ticks, with d virtual machines (Xj
t

for j = {1, · · · , d} and t = {1, · · · , n}) representing the CPU utilization
observations of VMs hosted on a VMM.

– Output a subset of time ticks or a time tick where the behavior of the VMM
is anomalous.

One of the significant challenges in this problem is the online detection, in
which we receive the data incrementally, one time tick for each VM at a time,
i.e., Xj

1 ,X
j
2 , · · · , for the jth VM. As we receive the data, the algorithm should
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Fig. 2. Examples showing CPU utilization of two virtual machines hosted on a VMM.
The left sub-figure shows an application running only on VM 2, while the right sub-
figure shows the application running on both VMs. We can see a significant decrement
in the CPU utilization of the two VMs when an anomaly (high-CPU load) is generated
on the VMM (shown by dotted red lines). (Color figure online)

output the time ticks where the behavior of the VMM is observed as anomalous.
However, without looking at the future few time ticks after time t, it would
be impractical to determine whether at time point t, the VMM is anomalous
or not since the time ticks t + 1, t + 2, · · ·, are essential in deciding whether an
apparent detection at time t was an actual or simply noise. Hence, we introduce
a window parameter w, upon receiving a time tick t+w, the algorithm outputs
whether at time t the VMM showcased anomalous behavior or not. Additionally,
as the change points for VMs hosted on VMM could be spread over a specific
duration due to the effect of the actual fault being propagating to the VMs and
the granularity of the collected monitoring data, therefore, using an appropriate
window size can provide a way for getting those change points.

2.1 Illustrative Example

Here we illustrate the problem with two examples in Fig. 2 showcasing the CPU
utilization of two virtual machines hosted on a VMM. In the left sub-figure,
an application is running only on VM 2, while in the right, an application is
running on both VMs. During the application run time, an anomaly, i.e., high
CPU load, was generated on the hypervisor for some time (shown by dotted red
lines). During this time, we can observe a significant drop in the CPU utilization
by the application (affecting the performance of the application) of the two VMs
(especially when an application is running on the VM). The load on a VMM
affects all or most of the VMs hosted on it, which ultimately can significantly
affect the performance of the applications running on the two VMs; therefore,
we call such a VMM anomalous when the load was generated on it.

3 Indirect Anomaly Detection (IAD) Algorithm

This section presents our proposed Indirect Anomaly Detection (IAD) algorithm
along with the implemented system for evaluating it. The overall system work-
flow diagram is shown in Fig. 4 and mainly consists of two parts: the main IAD
Algorithm, and the Test Module for evaluating the algorithm.
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Fig. 3. High-level system workflow of the implemented system for evaluating IAD
algorithm and the interaction between its components in a general use case.

3.1 IAD Algorithm

Our principal intuition behind the algorithm is that if a time tick t represents
a change point for some resource utilization (such as CPU utilization) in most
VMs hosted on a VMM; then the VMM is also anomalous at that time tick. This
is based on the fact that a fault in VMM will affect most of the VMs hosted
on it, and therefore those VMs would observe a change point at a similar point
of time (in the chosen window w (Table 1)) in their resource’s utilization. IAD
algorithm consists of two main parts, described below:

Change Points Detector: We first explain how the change point, i.e., time
tick where the time series changes significantly, is calculated. Recall from Sect.
2 that, we have introduced a window parameter w, upon receiving the time
tick t + w, the Change Points Detector outputs whether the time tick t is a
change point or not. Given a dataset Xj of size w for jth VM, this component
is responsible for finding the change points in that VM. This can be calculated
in two ways: Mean-based detector and Z-score-based detector.

– Mean-based Detector: In this detector, a windowed mean, i.e., the mean
of all the values in the window, and the global mean, i.e., the mean of all
the values until the current time tick is calculated. Since the IAD algorithm
is designed for running it in an online way, therefore not all the values can
be stored. Thus global mean is calculated using Knuth’s algorithm [5,9]. We
then calculate the absolute percentage difference between the two means:
windowed mean and global mean. If the percentage difference is more sig-
nificant than the specified threshold (by default is 5%), then the time tick t
for jth VM is regarded as the change point.

– Z-score-based Detector: This detector is based on the calculation of the Z-
scores [4,6]. Similar to the Mean-based detector, here also a windowed mean,
i.e., the mean of all the values in the window, and the global mean, i.e., the
mean of all the values until the current time tick is calculated. We addition-
ally calculate the global stand deviation, i.e., the standard deviation of all
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Fig. 4. Indirect Anomaly Detection (IAD) algorithm workflow sequence diagram

the values until the current time tick. Since the IAD algorithm is designed
for running it in an online way, global stand deviation is calculated using
Welford’s method [9]. These statistics are then used for the calculation of the
z-scores for all the data points in the window using Eq. 1.

z scores =
(windowed mean − global mean)

global stand deviation√
w

(1)

If the Z-scores of all windowed observations are greater than the defined
threshold (3 × global stand deviation) then the time tick t for jth VM is
regarded as the change point.

In the main algorithm, only Z-Ssore-based Detector is used as it provides
higher accuracy and has fewer false positives.

Anomaly Detector. This component receives the input resource utilization
data X of size n × d where d is the number VMs hosted on a VMM along with
the minPercentVMsFault (Table 1)) as the input parameter. We first check the
input timeseries of w length for 1) zero-length timeseries and 2) if the input
timeseries of all VMs are of the same length or not. If any of the two initial
checks are true, then we quit and don’t proceed ahead. We assume that all the
VM’s resources utilization data is of the same length only. After doing the initial
checks, each of the VM’s windowed timeseries belonging to the VMM is sent to
the Change Points Detector for the detection of whether the time tick t is a
change point or not. If the percentage number of VMs ({c1t , c2t , ..., cmt } out of d)
having the change point at time tick t is greater than the minPercentVMsFault
input parameter, then the VMM is reported as anomalous at time tick t. The
above procedure is repeated for all time ticks. Figure 4 shows the workflow
sequence diagram of the IAD algorithm. Furthermore, the developed approach
can be applied for multiple VMMs as well.
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3.2 Test Module

This component is responsible for generating the synthetic data and evaluating
the algorithm performance by calculating the F1-score on the results from the
algorithm. It consists of multiple sub-component described below:

– Synthetic Data Generator: It takes the number of VMMs, number of VMs
per VMM, percentage of the VMs with a fault; as the input for generating
synthetic timeseries data. This synthetic data follows a Gaussian distribution
based on the input parameters. This component also automatically divides
the generated data into true positive and true negative labels based on the
percentage of the VMs with a fault parameter.

– Algorithm Tester: It is responsible for invoking the algorithm with various
parameters on the synthetic data and tune the algorithm’s hyperparameters.

– Evaluation: The results from the algorithm are passed as the input to this
sub-component, where the results are compared with the actual labels, and
the overall algorithm score in terms of F1-score is reported.

4 Experimental Settings

We design our experiments to answer the following questions:

Q1. Indirect Anomaly Detection Accuracy: how accurate is IAD in the
detection of anomalous VMM when compared to other popular algorithms?
Q2. Anomalous VMMs Finding Efficiency and Scalability: How does
the algorithm scale with the increase in the data points and number of VMs?

4.1 Datasets

For evaluating the IAD algorithm, we considered four types of datasets listed in
Table 2 along with their information and are described below:

Synthetic: This is the artificially generated dataset using the Test Module com-
ponent described in Sect. 3.

Experimental-Synthetic Merged: This is a dataset with a combination of
experimental data and synthetic data. We created two nested virtual machines
on a VM in the Google Cloud Platform to collect the experimental dataset. The
underneath VM instance type is n1-standard-4 with four vCPUs and 15 GB of
memory, and Ubuntu 18.04 OS was installed on it. This VM instance acts as
a host for the above VMs. libvirt toolkit is used to manage and create nested
virtualization on top of the host machine. Kernel-based Virtual Machine (KVM)
is used as a VMM. The configuration of the two nested VMs are i) 2vCPU and
2 GB memory, ii) 1vCPU and 1 GB memory. Cloud-native web applications were
run on these two VMs. Monitoring data from the two VMs and underneath host
is exported using the Prometheus agent deployed on each of them to an external
virtual machine. stress-ng is used for generating the load on the VMM. Based
on this infrastructure, we collected a dataset for various scenarios and combined
it with the synthetic data.
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Table 2. Datasets used in this work for evaluating the algorithms.

Dataset
Name

Anomalous
VMMs

Non-anomalous
VMMs

VMs
Per VMM

TimeTicks
per VM

Synthetic 5 5 10 1000

Exp-Synthetic
merged

42 17 2 (experimental)
8 (synthetic)

5400

Azure† [1] 16 10 10 5400

Alibaba† [14] 10 10 10 5400
†These are modified for our usecase.

Fig. 5. An example profile of an anomalous VMM having 10 VMs in all the datasets
used in this work for evaluation.

Azure Dataset: This dataset is based on the publicly available cloud traces
data from Azure [1]. We used the VMs data from it and created random groups
of VMs, with each group representing the VMs hosted on a VMM. Afterward,
we feed these timeseries groups in our synthetic data generator for randomly
increasing or decreasing the CPU utilization of the VMs within a VMM based
on the input parameters to create anomalous and non-anomalous VMMs.

Alibaba Dataset: This dataset is based on the publicly available cloud traces
and metrics data from Alibaba cloud [14]. A similar method as the Azure Dataset
was also applied to form this dataset.

Figure 5 shows an example profile of an anomalous VMM for all the datasets.

4.2 Evaluated Algorithms

We compare IAD to the five other algorithms listed in Table 3 along with their
input dimension and parameters. ECP is a non-parametric-based change detec-
tion algorithm that uses the E-statistic, a non-parametric goodness-of-fit statis-
tic, with hierarchical division and dynamic programming for finding them [3].
BnB (Branch and Border) and its online version (BnBO) are also non-parametric
change detection methods that can detect multiple changes in multivariate data
by separating points before and after the change using an ensemble of random
partitions [2]. Lastly, we use the popular anomaly detection algorithm: isola-
tion forest for detecting anomalous VMM [10]. The primary isolation forest (IF)
works on the input data directly, while we also created a modified version of it
called the isolation forest features (IFF), which first calculates several features
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Table 3. The details of the algorithms used in this work for evaluation, along with
their input dimension and parameters.

Algorithm Input dimension Parameters

IAD n × d w, minPercentVMsFault

ECP [3] n × d Change points, Min. points b/w change points

BNB [2] n × d w, number of trees, threshold for change points

BNBOnline [2] n × d w, number of trees, threshold for change points

IF [10] n × d Contamination factor (requires training)

IFF [10] n × features Contamination factor (requires training)

such as mean, standard deviation, etc., for all values within a window on the
input dataset and then apply isolation forest on it. The downside of the IF and
IFF is that they require training.

4.3 Other Settings

We have used F1-Score (denoted as F1) to evaluate the performance of the
algorithm. Evaluation tests have been executed on 2.6 GHz 6-Core Intel Core i7
MacBook Pro, 32 GB RAM running macOS BigSur version 11. We implement
our method in Python. For our experiments, hyper-parameters are set as follows.
The window size w is set as 1 min (60 samples, with sampling done per second),
threshold k as 5%, and percentVMsFault f as 90%. However, we also show
experiments on parameter sensitivity in this section.

5 Results

Our Initial experiments showed that 1) CPU metric is the most affected and
visualized parameters in the VMs when some load is generated on the VMM; 2)
All or most VMs are affected when a load is introduced on the VMM.

5.1 Q1. Indirect Anomaly Detection Accuracy

Table 4 shows the best F1-score corresponding to each algorithm evaluated in
this work (Sect. 4.2) and on all the datasets (Sect. 4.1). We can observe that IAD
algorithm outperforms the others on two datasets, except for the Experiment-
Synthetic dataset (BNB performed best with F1-Score of 0.90) and Alibaba
dataset (IFF performed best with F1-Score of 0.66. However, if one wants to
find an algorithm that is performing well on all the datasets (Average F1-score
column in Table 4), in that case, IAD algorithm outperforms all the others with
an average F1-score of 0.837 across all datasets.

Furthermore, we present the detailed results of the algorithms on all four
datasets varying with the number of VMs and are shown in Fig. 6. One can
observe that IAD performs best across all the datasets, and its accuracy increases
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Table 4. F1-score corresponding to each algorithm evaluated in this work (Sect. 4.2)
and on all the datasets (Sect. 4.1)

Algorithm Synthetic Exp-Synthetic Azure Alibaba Average F1-score

IAD 0.96 0.86 0.96 0.57 0.837

ECP 0.67 – 0.76 0.51 0.64

BNB 0.62 0.90 0.8 0.33 0.662

BNBOnline 0.87 0.81 0.86 0.4 0.735

IF 0.76 0.83 0.76 0.2 0.637

IF Features (IFF) 0.76 0.83 0.76 0.66 0.75

Fig. 6. F1-score variation with the number of VMs corresponding to each algorithm
evaluated in this work (Sect. 4.2) and on all the datasets (Sect. 4.1)

with the increase in the number of VMs. Additionally, after a certain number of
VMs, the F1-score of IAD becomes stable. This shows that if, for example, we
have the synthetic dataset, then the best performance is possible with VMs ≥ 9.
Similarly, in the case of the Azure dataset, while for the Exp-Synthetic dataset,
one needs at least five VMs, and for the Alibaba dataset, seven VMs for the
algorithm to perform well.

5.2 Q2. Anomalous VMMs Finding Efficiency and Scalability

Next, we verify that our algorithm’s detection method scale linearly and com-
pare it against other algorithms. This experiment is performed with the syn-
thetic dataset, since we can increase the number of VMs per VMM in it. We
linearly increased the number of VMs from 1 to 100 and repeatedly duplicated
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Fig. 7. Algorithm’s detection method scalability with respect to different parameters.

our dataset in time ticks by adding Gaussian noise. Figure 7 shows various algo-
rithm’s detection method scalability for different parameters. One can observe
that IAD’s detection method scale linearly in terms of both the parameters.
However, when the number of VMs are scaled to 100, IAD takes a longer time
as compared to others, but it provides results under 2.5 s which if we see is not
that much considering the accuracy we get with that algorithm. However, on
the time ticks parameter, BNB, BNBOnline and IAD performed similar to each
other, while IF and IFF provides results under 1 s, but its accuracy is worse
as compared to the others on all the datasets, and it has the extra overhead of
training. ECP algorithm’s results are not shown, since it requires more than an
hour for performing the detection with 100 VMs and 100,000 time ticks.

6 Conclusion

We propose IAD algorithm for indirect detection of anomalous VMMs by solely
using the resource’s utilization data of the VM’s hosted on them as the primary
metric. We compared it against the popular change detection algorithms, which
could also be applied to the problem. We showcased that IAD algorithm outper-
forms all the others on an average across four datasets by 11% with an average
accuracy score of 83.7%. We further showcased that IAD algorithm scale’s linear
with the number of VMs hosted on a VMM and number of time ticks. It takes
less than 2.5 s for IAD algorithm to analyze 100 VMs hosted on a VMM for
detecting if that VMM is anomalous or not. This allows it to be easily usable
in the cloud environment where the fault-detection time requirement is low and
can quickly help DevOps to know the problem is of the hypervisor or not.

The future direction includes using other metrics like network and storage
utilization to enhance the algorithm’s accuracy further.
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Abstract. This paper presents an experimental study to compare anal-
ysis tools with management systems for querying and analysing graphs.
Our experiment compares classic graph navigational operations queries
where analytics tools and management systems adopt different execution
strategies. Then, our experiment addresses data science pipelines with
clustering and prediction models applied to graphs. In this kind of exper-
iment, we underline the interest of combining both approaches and the
interest of relying on a parallel execution platform for executing queries.

1 Introduction

Vast collections of heterogeneous data containing observations of phenomena
have become the backbone of scientific, analytic and forecasting processes for
addressing problems in domains like Connected Enterprise, Digital Mesh, and
Internet-connected things and Knowledge networks. Observations can be struc-
tured as networks that have interconnection rules determined by the variables
(i.e., attributes) characterising each observation.

The graph concept is a powerful mathematical concept with associated oper-
ations that can be implemented through efficient data structures and exploited
by applying different algorithms. Note that relations among observations and
interconnection rules are often not explicit, and it is the role of the analytics
process to deduce, discover and eventually predict them. Take, for example, a
graph-based representation of the plot of the famous Saga Game of Thrones. In
this graph, it is possible to (i) Ask simple queries like the number of characters of
the Saga?; (ii) build communities to know which are the build communities the
houses in which some characters are organised and how influential they are?; (iii)
compute the popularity of characters and observe its evolution; (iv) build maps
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of the GDR MADICS.

c© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 205–216, 2022.
https://doi.org/10.1007/978-3-031-14135-5_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14135-5_16&domain=pdf
https://doi.org/10.1007/978-3-031-14135-5_16


206 G. Vargas-Solar et al.

to describe the geographical distribution of the countries; (v) be more ambitious
and predict who can be the next final King or Queen?

If we group the querying techniques, we can do it across two families. The first
one concerns querying as we know it in comics and information research. Here the
principle is that pipelines explore and analyse the data to profile it quantitatively
and with the objective of either modelling, prediction or recommendation. In the
first case, the results have a notion of completeness and probabilistic approxi-
mation. While in the other family, the results have an associated degree of error,
and they may be data and queries or data samples. In this paper, we tackled
exploratory queries that tackle data collections that are expanding or where the
structure provides little knowledge about the data. These queries run step-by-
step like pipelines, and the tasks often apply statistical, probabilistic, or data
mining and artificial intelligence processing functions. Methodologies are still to
come to integrate data management with the execution of algorithms that are
often greedy. Of course, we are not the only ones interested in this type of query
in https://www.overleaf.com/project/6136432e28f08785fdc175bcits design and
execution.

Existing technology, including graph stores with different models and prop-
erties and querying facilities and analytics libraries with built-in graph analytics
algorithms, provide tools for exploring graphs. The question is, which conditions
the different solutions are better adapted to address different analytics queries.
This paper describes an experimental approach for profiling and identifying exist-
ing tools’ characteristics and how they are different and complementary.

This paper presents an experimental study to compare the graph analysis
approaches with the graph management and query approach. We show that the
purely analytical approach achieves better execution’s performance than the data
management system approach for relatively small datasets. Besides, we created
a model that predicts the future interactions of the characters from The Song of
Ice and Fire with learning tools.

Networkx allows graph processing rather than graph database management.
The graphs have a dictionary architecture, in particular, to store strings and
put attributes on the edges. Oriented and non-oriented graphs are two different
objects in this package. We used notebook environments to code in Python with
Networkx. Initially, the notebook was hosted in Kaggle. This comparison aims to
see the difference in performance on data analysis functions between a package
used to analyse graphical databases (Networkx) and software that allows the
management of these databases (Neo4j).

The remainder of the paper is organized as follows. Section 2 discusses related
work. Section 3 describes our study strategy including the experimental settings,
datasets and discusses the obtained results. Section 4 concludes the paper and
discusses future work.

https://www.overleaf.com/project/6136432e28f08785fdc175bcits
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2 Related Work

The most classic solutions are graph stores and systems that provide built-in
graph operations organised in two families as shown in Fig. 1. Those systems
implement well-known graph operations like community detection (shown in
number one in Fig. 1) centrality where we find, for example, page rank and
betweenness (number 2 in the Fig. 1), similarity (number 3 in the Fig. 1) and
pathfinding and search like standard networks.

Fig. 1. Graph management and processing systems

The second family is based on data mining and machine learning techniques
(shown in number 5 in Fig. 1) like heuristic link prediction and pattern discov-
ery. Stores provide persistence support. There are many prominent commercial
systems shown in number 1 in Fig. 1. They provide proprietary data structures
and more or less declarative query languages with built-in functions like the
ones presented before. Finally, analytics tools provide also solutions for pro-
cessing graphs. For example, Python Networkx showed in number 1 in Fig. 1,
Spark Graphix (number 2 in Fig. 1), deep learning models for node classification,
link prediction and graph clustering (number 3 in Fig. 1) and graph processing
systems like Pregel and Giraph.

3 Experimentally Comparing the Execution of Data
Science Operations on Graphs on DBMS or All-in-One
Programs

Our work aims to study the difference in performance on data analysis functions
between a package that is used to analyse graphical databases (Networkx) and
software that allows the management of these databases (Neo4j) when they are
used for defining data science pipelines.
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3.1 Graph and Experimental Setting

For the dataset, we have chosen the data of the five books of the saga The song of
ice and fire which has been extensively studied and represented in graph form. It
is an epic novel, and as such, the characters are organised in houses represented
by kings and queens who are lords or ladies of the regions. Knights engage in
battles in different places, and of course, there are deaths in these battles.

Characters of The Wise The song of Ice and Fire created by Andrew Bev-
eridge [1]. To create this dataset, he looked in the books to see which characters
appear within 15 words of each other to determine the degree of interaction.
By adapting it to our needs, we got a graph with about 800 nodes and 3000
relations. This adaptation allows for a graph that is not too big to keep the
calculation times decent (see Fig. 2).

Fig. 2. Game of Thrones graph

We selected five functions that are implemented on Neo4j and Networkx:

– Page rank measures the importance of each node within a graph, based on the
number of incoming relationships and the importance of the corresponding
source nodes. The underlying assumption is that a page is only as important
as the pages that link to it. We assumed Neo4j and Networkx used the same
implementation of these algorithms as in [2]. We configured the damping =
0.85 and max iterations = 20 in both environments.

– Betweenness centrality is a way of detecting the amount of influence of a
node over the flow of information in a graph. It is often used to find nodes
that serve as a bridge from a subgraph to another. The algorithm calculates
unweighted shortest paths between all pairs of nodes in a graph. Each node
receives a score based on the number of shortest paths that pass through the
node. Nodes that more frequently lie on shortest paths between other nodes
will have higher betweenness centrality scores.

– Label propagation finds communities in a graph using the graph structure
alone as its guide and does not require a pre-defined objective function or
prior information about the communities. The intuition behind the algorithm
is that a single label can quickly become dominant in a densely connected
group of nodes but will have trouble crossing a sparsely connected region.
Labels will get trapped inside a densely connected group of nodes, and those
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nodes that end up with the same label when the algorithms finish can be
considered part of the same community. Both environments implement the
same version of the algorithm1.

– Breadth-First Search is a graph traversal algorithm that, given a start node,
visits nodes in order of increasing distance. Multiple termination conditions
are supported for the traversal, based on either reaching one of several target
nodes, reaching a maximum depth, exhausting a given budget of traversed
relationship cost, or just traversing the whole graph. The output of the proce-
dure contains information about which nodes were visited and in what order.

– Minimum Spanning Tree is a kind of pathfinding algorithm. It starts from a
given node and finds all its reachable nodes and the relationships that connect
them with the minimum possible weight. Prim’s algorithm [3] is one of the
simplest and best-known minimum spanning tree algorithms.

The study focused on the execution times by minimizing the delays that do not
depend on the algorithm.

Since we were looking at the way the environments execute the pipelines
that analyse the graphs, it is important to compare both approaches from an
architectural point of view that determines execution conditions (see Fig. 3). In
the case of Python, when we use Jupyter notebooks. A client machine with a
browser has access to a file system that holds the data, and it has access to a
Jupyter server that has access to Python interpreters. At runtime, the data is
all loaded into RAM; this poses some resource management problems.

Fig. 3. Graph analytics execution environments

For the Networkx Python environment we built the following graph. The
specification of the graphh in Neo4J is given within the expression of the query.
1 https://neo4j.com/docs/graph-data-science/current/algorithms/label-propaga

tion/.

https://neo4j.com/docs/graph-data-science/current/algorithms/label-propagation/
https://neo4j.com/docs/graph-data-science/current/algorithms/label-propagation/
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import networkx as nx
G=nx.Graph(name="Game of Networks")
n=len(table['Source'])
for i in range(n):

G.add_edge(table['Source'][i],table['Target'][i],
weight=table['weight'][i])

The following expressions compare the code used in Python programs and
Cypher to express data science queries, exploring the graph and answering these
queries.

– Q-1: Which are the most influencial characters of the novel?
• Cypher expression:

CALL gds.alpha.betweenness.stream({
nodeQuery: 'MATCH (p) RETURN id(p) AS id',
relationshipQuery: 'MATCH (p1)-[]-(p2)
RETURN id(p1) AS source, id(p2) AS target'})

YIELD nodeId,centrality
return gds.util.asNode(nodeId).name

as user, centrality
order by centrality DESC limit 1

• Python program using Networkx method nx.betweenness centrality(G).
list=[]
for i in range(100):

a=time()
nx.betweenness\_centrality(G)
b=time()
liste.append(b-a)

Of course, Python promotes imperative query programming, assuming that the
underlying infrastructure provides enough main memory space to retrieve the
graph and process it. In the case of Neo4J, the preparation of main memory
allocation, the tuning of specific parameters of the algorithm like the number
of iterations, the precision objective to define a termination condition must be
executed before the code shown above. Neo4J also works with graphs in main
memory when applying data science functions. The graphs are views of persistent
graphs defined using Cypher. The view can provide a subset of nodes respecting
some restriction, and relations can be directed/labelled or not. It is up to the
programmer to store the view and results upon the termination of the process.

Results. In the case of Neo4J, the graphs are stored and can be queried declara-
tively, but when applying graph analysis functions, the system requires the user
to manage the memory and the routing of the graph pieces to the execution
space. So we compared their behaviour concerning execution time: particularly
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the time cost of the first iteration of the algorithms, and then calculating the
average execution time for the following iterations to look at the advantage of
having a cache in the case of Neo4J no-cache in the case of Python.

Fig. 4. Comparison of execution results

3.2 Graph Data Science Pipeline

We implemented data science queries as pipelines that combine graph matching
queries and aggregations (see Fig. 5). The first group of tasks includes resource
estimation (main memory) and data preparation. The second group of tasks
include exploratory, modelling and prediction operations and results assessment.
However, data preparation has not been considered in our performance compar-
ison since we are interested in comparing data science operations execution.
Using this pipeline, we could solve a set of analytics questions by implementing
notebooks in Python and Cypher queries.

– Q1 - Which are the houses that challenge the thrones and how influential are
they? This question was answered applying centrality algorithms namely page
rank and betweeness centrality.

– Q2 - Which are the most popular characters? This question was answered
applying centrality algorithms namely page rank and betweeness centrality.

– Q3 - Which are the houses that challenge the thrones? We used the commu-
nity detection family to answer this question.

– Q4 - Who are the leading characters in Game of Thrones? The notoriety of
characters was analysed with the breadth first search and minimum spanning
tree.

For Networkx, we performed many tests, so the uncertainty is low. There
are significant order-of-magnitude differences for specific algorithms, such as the
width path. Indeed, if we did not limit the maximum depth to 5, the algorithm
did not finish (or its execution was very long). Afterwards, it is expected that
there is a difference because Neo4j also manages the graph in real-time, whereas
for Networkx, we had to recreate the graph each time we launched the notebook.
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Fig. 5. Graph analytics general pipeline

3.3 Link Prediction

For the link prediction part integration of two platforms with a parallel program-
ming model with Spark2. So, for the prediction, we compared different strategies
by including properties of characters represented by the node to discover links
that would be hidden. Secret relations to beat a king or conquer a house. So
our pipeline developed different complementary branches with richer analysis to
discover as many new relations as possible. Figure 6 shows the general pipeline
implemented for discovering links among the novel characters according to dif-
ferent sets of attributes.

Data Preparation. The dataset is divided into 2 parts. The first contained about
60% of the data and served as a learning set. The second contains 40% of the
data, and it is used to test the model’s performance.

Each of the two sets comprises a certain number of pairs of nodes connected
by an edge and the same number of nodes not connected by an edge. Provided
that, in general, there are far fewer existing edges than possible edges, the number
of unconnected node pairs in each set had to be reduced beforehand.

Specifying Characteristics. We created characteristics for the nodes in the graph
to correctly classify the edges so that our forest of trees could correctly. The
choice of these characteristics is the tricky part of link prediction because the
suitable characteristics depend a lot on the graph’s topology. These character-
istics are often values calculated by a graph analysis algorithm such as Page
Rank but can also be more specific functions such as the number of neighbours
in common. A good feature is a value that allows the model to classify pairs of
vertices correctly.

Model 1: Predicting Links Using the Attribute Number of Neighbours. We started
by predicting links with the number of neighbours in common as the only char-
acteristic as a criterion. As seen in Fig. 7 characters with few neighbours in
2 https://github.com/gevargas/doing-graph-datascience-queries.

https://github.com/gevargas/doing-graph-datascience-queries
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Fig. 6. Link prediction pipeline

common are pretty unlikely to interact with each other, and characters with
many neighbours in common interact with each other. This observation gives a
good clue about the usefulness of this characteristic in differentiating between
interactions that will and will not exist. After training the model with just this
characteristic, the model is already much better than a random classifier.

Model 2: Predicting Links According to Several Characters Characteristics. We
added 8 characteristics looking for a model with better prediction performance:

1. The number of neighbours in common.
2. The number of neighbours.
3. The preferential link score which is a coefficient calculated by multiplying for

each pair of nodes the number of neighbours each one has.
4. The number of triangles in which the nodes are. More precisely, the maximum

number of triangles for a node and the minimum number of triangles.
5. The clustering coefficient. Here we also have the maximal and minimum

coefficient.
6. The community detection by Leuven and Label Propagation (same Louvain

and same Partition). This is simply a Boolean value that indicates whether
two nodes are in the same community calculated by Louvain or by Label
Propagation.

The Scikit learn package in Python provides a function to display the impor-
tance of the different features in the model. Accuracy and memorization have
been greatly improved, and the accuracy is still relatively high. The area under
the curve is now very close to 1.

Finally, we have a model that makes predictions with an acceptable success
rate. It does not perform as well as one would want to use it on a large scale.
(In any case, it is a model that predicts interactions in a series of books, so the
usefulness is quite limited). Nevertheless, it has the merit of having an acceptable
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performance for such a small data set. It also provides a method for finding good
features and improving a link prediction model.

Here, if we wanted a simpler model but still quite efficient, we could have
kept only the first model (see Fig. 7) characteristics.

Fig. 7. First model characteristics

Results. During training, we tested different characteristics, which seemed logical
considering that our graph is a graph of the relationships among people. For
example, two people who are not related but with a large number of neighbours.
The characters in common seem to be more likely to interact in the future.

Figure 8 summarises the different assessment results with the different exper-
imental settings tested for link prediction. These tasks correspond to the assess-
ment part of our data science pipeline. The link prediction query could be defined
in a general manner as a template since it was designed as an abstract pipeline.
Then, different pipeline instances adopting different strategies for defining the
graph view led to our experimental panel.
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Fig. 8. Link prediction models assessment

4 Conclusions and Future Work

This paper described and reported on an experimental comparative study to
compare the imperative and declarative paradigms for programming data sci-
ence pipelines on graphs. Imperative approaches rely on libraries and execu-
tion environments with no built-in options for managing graph views, resources
allocation and graph persistence. In contrast, declarative approaches relying on
underlying graph management systems profit from the manager’s strategies for
managing the graphs on disk and main memory. Our link prediction experiment
showed that using the graph management system for creating views can be very
elegant and sound; Then, given the cost of the algorithm, relying upon a parallel
execution framework as Spark provides a more natural way of dealing with main
memory allocation.

Based on these observations about graphs and other related work, our current
work addresses the efficient execution of pipelines applied to the analysis of
graphs. We are deploying data science pipelines on target architectures such
as the cloud and GPUs provide large-scale computing, memory and storage
resources to further develop our experiments. There is room for querying and
exploiting data through data science queries managed by the environment as
first-class citizens for future work.
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Abstract. Gamification is gaining in popularity and is increasingly showing
potential to benefit humans. Numerous applications have been developed but
more research is required on the key motivational factors responsible for user
adherence. The purpose of this research is to investigate strategies to encourage
people in adopting a healthy lifestyle using gamification and identifying the key
factors responsible for retaining users. The research will not be limited to certain
activities such as gym or sports but motivates people to emphasize on small activ-
ities, for example, doing household work, walking and many others. This research
endeavors to develop an application using Unity and C# which is a real-time plat-
form supported by iOS and Android. The research focuses on Behavior Change
Techniques and Self-Determination Theory to tackle the issue of user adherence.

Keywords: Gamification · User retention · Behavior change techniques · Game
application · Healthy lifestyle

1 Introduction

Nowadays, a sedentary lifestyle has become a major issue and is a worldwide problem.
According to World Health Organisation [1], 39 million children under age of 5 are
obese in 2020, more than 340 million of age group 5–19 are overweight and 39% of
adults are overweight and 13% are obese i.e. 650 million adopt unhealthy lifestyle in
2016. The main reason for this is owing to minimal mobility and exercise, causing an
adverse effect on human wellbeing and leading to incurable ailments such as diabetes,
obesity and cardiac issues. It has become a challenge to adopt a healthy lifestyle and
stay motivated in the longer term.

The contemporary lifestyle health risks are increasing due to the health behaviour
of the people’s individual behaviour. The change in behaviour can significantly improve
well-being. However, the behaviour such as physical activity, exercise and diet require
motivation and behaviour change. In the area of health and well-being, gamification
has been increasing in importance [2]. Gamification is defined as “use of game design
elements within non-game contexts” [3]. The advantage of using gamification is to
enhance user engagement and user experience. Gamification is used in various industries
such as the health sector [4], social media [3], education [5] and many more. Game-
based technology, also known as gamification, is used to promote intrinsic motivation.

© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 217–227, 2022.
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It increases the level of involvement and motivation. There are two types of motivation,
namely, the intrinsic motivation rises from doing things ‘for own sake’ while extrinsic
motivation rises from external factors [2]. Extrinsic motivation which includes feedback
such as money or vocals while intrinsic motivation includes group quests [6].

According toKasurinena andKnutas [7], Crowdsourcing andGame ofHealth is used
in the context of gamification. Crowdsourcing is an online task to socially interact where
a group of people participate in a task of different levels to gain a mutual advantage.
An Example of crowdsourcing is image labelling. On the other hand, Game for Health
is to enhance the fitness level of the user by motivating users for health-based activity.
It is designed to train the user to be physically active while playing games. It promotes
exercise gaming to improve the user’s way of living.

However, user adherence is a key factor in the domain of gamification. More insight
is required for the driving factors responsible for user retention [8]. The goal of this study
is to focus on user retention and encourage them to live a physically active life. The next
section provides a state of the art summary of relevantwork onuser adherence,we explain
which retention features we have considered and how we implemented them in the
current system. We finalize explaining the various mechanisms we used for continuous
assessment of the product and the embedded retention strategies.

2 Literature Review

This section focuses on the research closely related to user retention. The research
conducted by Rose et al. [9], designed a gamified mobile health application known as
‘MYSUGR’ to examine behavior of a group of diabetic patients over 12 weeks. The
outcome of this research was positive. Improvement in the blood result was observed.
However, the challenge faced by them was to keep users engaged. The retention rate of
the app users was 88% but dropped after 28 weeks to 70%. Hence, further investigation
is required on factors contributing to user retention.

Findings reported by Stinson et al. [8] suggest that the ‘mhealth’ pain assessment tool
has positive outcome on cancer patients. The quality of life and user participation was
improved in teenagers aged between 9–18 over 2-week observation. The tool helped
teenagers in pain management. Although the outcome was positive, it still has some
drawbacks. The limitation of this study was that more analysis was required for the
fundamental factors behind user’s engagement, for instance, rewarding systems.

Nathália et al. [10] research developed two types of an m-Health application for
hypertension monitoring, one with the game mechanics and other without it, 14 patients
with hypertension were categorized in the evaluation stage into four groups such as
no gamification with assistance, no gamification and no assistance, gamification with
assistance and gamification with no assistance to verify user engagement in health care.

The outcome of the result shows that gamification favoured the engagement and pro-
moted intrinsic motivation in the users. The group with gamification elements managed
to control their health in comparison to the group without gamification.
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2.1 Motivational Factors/Gamification Elements

Some of user adherence features used by other researchers are as follows:

Competition- Competition causedby leader-boards can create social pressure to increase
the player’s level of engagement and sense of not being alone [3].

Setting Goals- According toMunson et al. [11] research, setting primary and secondary
goals has a positive impact on the application users. If one goal becomes unattainable,
the other may still be a realistic goal. If app users are having a good week, they may
push themselves to achieve the goal.

Online trophies- Munson et al. [11] research came to the conclusion that Online trophies
and ribbons failed to engage most participants, which raises questions about how such
rewards can be designed to encourage users to stay active for a long term.

Liking- According toOzanne et al. [12], Liking behavior can be used for various reasons.
One of the reasons is bonding, it is used for congratulating or showing support to others
by liking.

2.2 Behavior Change Techniques

BCTs are techniques in which individuals change their behavior to adapt to a healthy
lifestyle. It’s a key factor for motivation. Michie et al. [13] listed 93 BCTs which are
categorized in 16 groups such as Reward, Feedback and Monitoring, Repetition and
substitution, Goals and Planning. Self-monitoring was the most effective group among
other groups. However, the combination of BCTs results in an increase in physical
activity. BCTs are useful and can be used for a long time [14].

2.3 Self-determination Theory

According to Sailer et al. [3] and Shi et al. [15], Self-Determination Theory (SDT)
is a theory in which individuals motivate themselves through intrinsic and extrinsic
motivation. It is self-engagement where a person feels motivated. In SDT, there are
three factors for motivation: 1) autonomy is freedom of taking decisions of your own
choice without any pressure, 2) competence is a feeling of success and achievement,
3) Relatedness is feeling connected to others. However, Bovermann et al. [16] discuss
four factors of SDT: a) Autonomy, b) Competency, c) Relatedness and d) Purpose which
means desire to make something meaningful. ‘Purpose’ is intrinsic motivation which
is to do activities willingly and retain them for a longer term. The SDT factors are
necessary to understand which give insight on how the gamification engagement and
motivation works. Therefore, this motivation is a key factor for user retention. The study
is conducted using SDT and BCT strategies to keep users engaged in physical activity
using the OnTheMove! App.

2.4 Problem Definition

Many applications such as MyFitnessPal, FitBit, Pokemon Go and Runkeeper [17] have
been developed to overcome this problem but still user retention is a major challenge
and needs more research. Pokemon Go failed to keep its users engaged for the long term.
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57% of users left the app due to boredom and 29% due to not being able to reach a high
goal [18].

Therefore, to overcome the problem of obesity and to keep user engagement for a
longer term, the application is designed for this research to have a user adherence feature
using techniques such as BCT and SDT.

3 Implementing Motivational Factors in OnTheMove!

The aim of this research is to overcome the problem of user retention and implement the
factors that keep users motivated and engaged for the long term.

3.1 Overview of OnTheMove! Application

The OnTheMove! application has been designed using BCTs and self -determination
theory. Some of the BCTs and SDT used in this app are Goal Settings, Habit Formation,
Self-Monitoring Behavior, Rewards and Competitions. The application mainly focuses
on user retention and encourages users to stay active using small physical activities. It
gets user’s steps and then converts it into virtual coins. (Fig. 1). The coins can be used to
buy avatars or real rewards. Some of the bonus rewards are daily, weekly, monthly and

Fig. 1. Application architecture



Gamification for Healthier Lifestyle – User Retention 221

“personal best” reward to keep users motivated. The users can also transfer their steps to
different goals or team competitions. There are different types of incentives, some are
increased rewards for more activity, but we also have the age factor to bring into account
where old age users get benefits for their efforts. One of the main tools used in the app
is QR code which is complementary to step counting and used to associate rewards to
user behaviors. It allow users to be rewarded for more than steps counting, for instance,
activities which cannot measure well with steps such as swimming or perhaps lifting
weights.

Some of the features of the application:

Goal Setting- Goal Setting is to self-regulate and monitor the behaviour. It also satisfies
the user’s need for autonomy and purpose. Users can set and change their daily and
weekly goals. (Fig. 2). The experiment conducted by Munson et al. [11] states that the
outcome of having primary and secondary goals was positive. If a user fails to achieve
one goal, they can still work on the second goal.

Fig. 2. Daily goal and change personal goal

Daily Streak- Daily Streak is used in the app to form new habits. This habit formation
which becomes a long term habit after repetition of behaviour. Daily Streak is when the
user is active and opens the app seven days regularly. They get some rewards. If the user
will miss one day of completing a daily goal or challenge, the streak will be broken,
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and the user will start over again. The 7-day streak should keep the user motivated to
complete any goal or challenge daily in order to collect bigger rewards once completing
the 7-day streak.

Weekly Reward- Theweekly reward is implemented to help users to develop a new habit
of staying active. This is for user retention where after a certain period of time users
get stuck to the routine due to behavior change. When the user is active throughout the
week and has more than 10000 steps in a week, the weekly reward window appears
on Monday and the user can claim their reward. This weekly reward will keep the user
motivated throughout the week. The reward given to users on the basis of fidelity and
effort.

Reward Effort- The main aim of this feature is to reward the effort of the users. This
is to reward fidelity or loyalty of the users. If a person is physically inactive and more
engaged in activities like watching TV or sitting and playing video games for a long
time, they are determined to change their lifestyle. This feature will encourage them by
rewarding the user for the effort and courage to change the lifestyle from sedentary to
active. However, the aim is to make people physically active not necessarily by running,
swimming or jogging. The user will get rewarded for changing their lifestyle. This is
done by using the concept “Personal Best”. The term Personal Best is used in athletics.
The algorithms are used to know the best time users have ever done the specific task
such as running, jogging etc. For example. for a beginner it could be 35’ for 5K, but
after running for a couple of years it could be 20’ (depending on age). If one day the
person does S steps and next time s/he increases her/his latest PB by I%, with a fixed
I%, this I coefficient will have to start big and diminish with time. For example, if a
person’s first walk is 100ms it should not be that difficult to walk another 100 ms (which
is a 100% increase!) however after a year or so if that person manages to walk 10K, a
100% increase will be 20K which is too big of a jump. To start with some minimum
distance D (easy but meaningful, can be 500ms) and first reward 100% improvement of
that initial PB, then reduce the expectation in a factor of a constant C, i.e., (100-C)%,
then (100-2C)%, then (100-3C)%, etc. Example if C= 10 we go 100%, 90%, 81%, 73%,
64%, and so on. This feature is used in this app to praise and encourage users which
satisfy the need of purpose and competence.

Real Rewards- Real rewards are provided by the stakeholders which includes hot meals,
Sandwich,Gymand swimming sessions. (Fig. 3). This reward raises extrinsicmotivation.
It gives a sense of achievement and appreciation.

Team Competition- In the OnTheMove! App users can create, join and view teams.
Also, they can create and join competition. The competitions can be between two or
more organizations. (Fig. 4). The Team Competition is used to give users the feeling of
competence and relatedness with other users.

Age Band- Users can add their age. Steps are incremented according to users age e.g. if
users age is 51 and steps walked is 112 then 112 * 5.1= 571.2 steps (Fig. 5). If the users
are above the age of 40, the steps are adjusted accordingly. This is for user adherence
and to make it achievable for older users. In addition, to reward them for their efforts.
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Fig. 3. Real reward Fig. 4. Team competition and like

Fig. 5. Screenshot of code from Age Band feature

Liking- To keep users motivated, a Like feature has been implemented. The users can
like the steps of other users to congratulate or show their support. (Fig. 4). This feature
has been implemented to give users a sense of social support and relatedness.

QR Code- The QR code feature is implemented to reward efforts of users, for instance,
PE teachers reward students with positive attitudes even if they have perhaps not been
the fastest in a race or reward people with more efforts to change and stick to a healthy
lifestyle (Fig. 7). Therefore, this feature is to reward people who have shown positive
behaviors such as trying the hardest, or being more cooperative with the rest of the team,
or the one that has improved themost. TheQR code helps in habit formation. This feature
not only helps in developing new habits but also rewards competence which helps in
user retention.
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Avatar Customization- The user can customize the avatar skin color, dress, glasses, hair
including other features. (Fig. 6). This feature gives a sense of personalization, autonomy
and relatedness. If the user has not walked, the avatar gets upset and to make it happy
the user has to walk 10% of the average of daily steps.

Fig. 6. Avatar customization Fig. 7. Main scene of the application

4 Research Design and Methodology

The methodology used to achieve the objectives of this research follows the User-
centered Intelligent Environments Development Process [19]. A state of the art analysis
through the technical literature has been used to get initial insights of the research area
and to update with new developments. Our project discusses the challenges faced by
other researchers to gain involvement of citizens and to keep users engaged for a longer
term. Intertwined with knowledge acquisition we performed several iterations of sys-
tem development with continuous improvement. The feedback has been gathered from
colleagues, users and stakeholders using questionnaires, surveys, validation exercises,
workshops and competitions to improve the application.

Workshop with Colleagues- At the start of this project the workshop was conducted
in Middlesex University with Colleagues from the Psychology Department, Manage-
ment Leadership and Organizations Department and London Sports Institute. The aim
of this workshop was to get understanding and feedback from colleagues by sharing
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knowledge in their area of expertise. The term ‘user adherence’ was introduced in this
workshop which is used interchangeably in this paper and is a part of the internal project
terminology, it does not affect game users.

Workshop with Stakeholders- A workshop was conducted with the stakeholders in
November 2019. This workshop took place in London with 8 participants including
GLLManager. The workshop started with the presentation of the app by Bene [20] who
was working mainly for a teenage group. Then it was followed by the discussion of how
to improve the app and make it available for all the users. A list of requirements was
set to work on. The aim of this workshop was to gather feedback and key requirements.
The feedback from stakeholders is taken continuously after implementing the features.
The requirement list is updated after each iteration which is every month. Currently,
we are tackling 77 requirements. Some of them are achieved and some are still under
development.

Pilot with Users- This work evolved from Bene [20], an MRes student who worked
on a thesis which mainly focuses on teenagers. However, this is now for all users,
regardless of their age. The data is collected from the users of different age groups such
as children, teenagers and adults. The Age Band feature is implemented for different age
groups which has been discussed in the previous section. The first pilot was conducted
in Unitas, London with 25 users participating in two weeks ‘Step Challenge’. The users
with more steps wins the competition. The first, second and third winners got a prize.
The purpose of this challenge was to gather feedback from users and to enhance the
functionality of the application. Most users enjoyed the real reward and avatar feature
of the application.

5 Conclusion

In conclusion, this study conducts a comprehensive analysis on the fundamental elements
that contribute to encouraging and retaining the users to become more physically active
and focus on their health. The strategy is to keep people engaged by using gamified
app and inspiring them to stay fit. The main factor in gamification is user adherence.
Hence, in this research we developed an application to focus on user retention. Based on
BCT and SDT, the key extrinsic and intrinsic motivational elements such as autonomy,
purpose, competence and relatedness have been implemented to boost motivation in
users to adapt to an active lifestyle for the long term.

The user retention features implemented in ‘OnTheMove!’ are Bonus Rewards, Real
Rewards, Like, Personal Best, Competitions between different teams, Goals and Age
Band. This app is for all age groups. An age band coefficient is used for people above the
age of 40. It gives a feeling of relatedness with younger users.Moreover, it aims to ensure
that the activities are achievable for them. Moreover, QR code is used for the activities
that cannot be counted. It is to ensure that the users are rewarded for behavior change.
It also emphasizes on the social interaction of application users to get a better result.
These system features have been considered after various activities to gather feedback
from various project stakeholders. Some of these activities are ongoing, for example, a
pilot conducted in the London Borough of Barnet.



226 S. Fatima et al.

Acknowledgements. This project has benefited from the input of many colleagues:M.Sc. Ondrej
Benes, Dr Nicola Payne (Psychology Department), Dr Anne Elliot (London Sports Institute), Dr
Simon Best (Management Leadership and Organisations Department),). We would like to thank
LaurenceOliver (GreenwichLeisure Ltd.), GillanKelly (GreenwichLeisure Ltd.), AndrewGilbert
(Greenwich Leisure Ltd.), Jalpa Assani (Greenwich Leisure Ltd.), Alesia Carrington (Barnet
Council) for their contribution.

References

1. World Health Organization. https://www.who.int/news-room/fact-sheets/detail/obesity-and-
overweight. Accessed 09 June 2021

2. Johnson, D., Deterding, S., Kuhn, K.A., Staneva, A., Stoyanov, S., Hides, L.: Gamification for
health and wellbeing: a systematic review of the literature. Internet Interv. 6, 89–106 (2016).
https://doi.org/10.1016/j.invent.2016.10.002

3. Sailer, M., Hense, J.U., Mayr, S.K., Mandl, H.: How gamification motivates: an experimental
study of the effects of specific game design elements on psychological need satisfaction.
Comput. Hum. Behav. 69, 371–380 (2017). https://doi.org/10.1016/j.chb.2016.12.033

4. Jones, B.A., Madden, G.J., Wengreen, H.J.: The FIT game: preliminary evaluation of a gam-
ification approach to increasing fruit and vegetable consumption in school. Prev. Med. 68,
76e79 (2014). https://doi.org/10.1016/j.ypmed

5. Landers, R.N., Landers, A.K.: An empirical test of the theory of gamified learning: the effect
of Leaderboards on time-on-task and academic performance. Simul. Gaming 45(6), 769e785
(2014). https://doi.org/10.1177/1046878114563662

6. Tóth, Á., Tóvölgyi, S.: The introduction of gamification: a review paper about the applied
gamification in the smartphone applications 000213–000218 (2016). https://doi.org/10.1109/
CogInfoCom.2016.7804551

7. Kasurinena, J., Knutas, A.: Publication trends in gamification: a systematic mapping study.
In: Computer Science Review, vol. 27, pp. 33–44, February 2018

8. Stinson, N.S., et al.: development and testing of a multidimensional iphone pain assessment
application for adolescents with cancer. J. Med. Internet Res. 15. e51 (2013). https://doi.org/
10.2196/jmir.2350

9. Rose, K.J., Koenig, M., Wiesbauer, F.: Evaluating success for behavioral change in diabetes
via mHealth and gamification: MySugr’s keys to retention and patient engagement. Diab.
Technol. Ther. 15, A114 (2013). https://doi.org/10.1089/dia.2012.1221

10. Cechetti, N.P., et al.: Developing and implementing a gamification method to improve
user engagement: a case study with an m-Health application for hypertension monitoring.
Telematics Inform. 41, 126–138 (2019)

11. Munson, S.A., Consolvo, S.: Exploring goal setting, rewards, self-monitoring, and sharing
to motivate physical activity. In: 2012 6th International Conference on Pervasive Computing
Technologies forHealthcare andWorkshops, PervasiveHealth 2012, pp. 25–32 (2012). https://
doi.org/10.4108/icst.pervasivehealth.2012.248691

12. Ozanne, M., Navas, A.C., Mattila, A.S., Van Hoof, H.B.: An investigation into Facebook
“liking” behavior an exploratory study. Soc. Media Soc. 3(2) (2017). https://doi.org/10.1177/
2056305117706785

13. Michie, S., et al.: The Behavior Change Technique Taxonomy (v1) of 93 hierarchically clus-
tered techniques: building an international consensus for the reporting of behavior change
interventions. Ann. Behav. Med. 46 (2013). https://doi.org/10.1007/s12160-013-9486-6. A
Publication of the Society of Behavioral Medicine

https://www.who.int/news-room/fact-sheets/detail/obesity-and-overweight
https://doi.org/10.1016/j.invent.2016.10.002
https://doi.org/10.1016/j.chb.2016.12.033
https://doi.org/10.1016/j.ypmed
https://doi.org/10.1177/1046878114563662
https://doi.org/10.1109/CogInfoCom.2016.7804551
https://doi.org/10.2196/jmir.2350
https://doi.org/10.1089/dia.2012.1221
https://doi.org/10.4108/icst.pervasivehealth.2012.248691
https://doi.org/10.1177/2056305117706785
https://doi.org/10.1007/s12160-013-9486-6


Gamification for Healthier Lifestyle – User Retention 227

14. Pickering, K., et al.: Gamification for physical activity behaviour change. Perspect. Public
Health 138(6), 309–310 (2018)

15. Shi, L., Cristea, A.I., Hadzidedic, S., Dervishalidovic, N.: Contextual gamification of social
interaction – towards increasingmotivation in social E-learning. In: Popescu, E., Lau, R.W.H.,
Pata,K., Leung,H., Laanpere,M. (eds.) ICWL2014. LNCS, vol. 8613, pp. 116–122. Springer,
Cham (2014). https://doi.org/10.1007/978-3-319-09635-3_12

16. Bovermann, K., Bastiaens, T.J.: Towards amotivational design? Connecting gamification user
types and online learning activities. Res. Pract. Technol. Enhanc. Learn. 15(1), 1–18 (2020).
https://doi.org/10.1186/s41039-019-0121-4

17. Souza-Júnior, M., Queiroz, L., Correia-Neto, J., Vilar, G.: Evaluating the use of gamification
in m-health lifestyle-related applications. In: Rocha, Á., Correia, A., Adeli, H., Reis, L.,
Mendonça Teixeira, M. (eds.) New Advances in Information Systems and Technologies.
AISC, vol. 445, pp. 63–72. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-313
07-8_7

18. Rasche, P., Schlomann, A., Mertens, A.: Who is still playing Pokémon Go? A Web-
Based Survey. JMIR Serious Games. 5(2), e7 (2017). https://doi.org/10.2196/games.7197.In:
Eysenbach, G., (ed.)

19. Augusto, J., Kramer, D., Alegre, U., Covaci, A., Santokhee, A.: The user-centred intelligent
environments development process as a guide to co-create smart technology for people with
special needs. Univ. Access Inf. Soc. 17(1), 115–130 (2017). https://doi.org/10.1007/s10209-
016-0514-8

20. Bene, O.: Gamification to Encourage Increase on Healthier Physical Activity in Younger
Users, M.Sc Thesis, Middlesex University, London (2019)

https://doi.org/10.1007/978-3-319-09635-3_12
https://doi.org/10.1186/s41039-019-0121-4
https://doi.org/10.1007/978-3-319-31307-8_7
https://doi.org/10.2196/games.7197.
https://doi.org/10.1007/s10209-016-0514-8


Streaming and Visualising Neuronal
Signals for Understanding Pain

Javier Alfonso Espinosa-Oviedo(B)

University Lumiere Lyon 2, ERIC, Lyon, France

javier.espinosa-oviedo@univ-lyon2.fr

Abstract. This paper presents our stream processing, and visualiza-
tion system adapted to the requirements of the neuroscience domain.
We propose to build a visual stream processing system for supporting
the analysis and exploration of data streams in real-time by exploit-
ing human’s natural ability for discovering patterns. Our work combines
stream processing and data storage techniques with data visualization
theory. We study strategies for visualizing different types of data consid-
ering constraints related to real-time and data volume.

1 Introduction

As with other experimental sciences, neuroscience supports refutes or validates
hypotheses by conducting experiments on living organisms. For instance, by
connecting electrical sensors to a cat’s spinal cord and monitoring its neurons
activities, neuroscientists can determine whether capsaicin (chilli pepper active
component) has the same effect as anaesthesia in the presence of pain [8]. In a
typical neuroscience experiment, a neuroscientist is responsible for:

– preparing the subject;
– connecting and calibrating sensors;
– collecting and storing the experiment data (e.g. file, database);
– applying algorithms and statistics for discovering meaningful patterns

Because of the resulting data volume and the complexity of the algorithms used
for finding patterns, the data analysis is usually done post-mortem. The com-
plexity of setting a neuroscience experiment is given by

– particular and expensive equipment, juridical protocols concerning experi-
ments using animals, gathering together field experts,

– its duration (e.g., 8 h), and uniqueness (e.g., every subject has its
characteristics),

Therefore, neuroscientists require novel tools for processing and exploring data
in real-time to better control the progress of an experiment.

This work was done in the Barcelona Supercomputing Centre in collaboration with the
CINVESTAV in Mexico.
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Although there has been a lot of progress in automatic knowledge discovery
(e.g., deep learning), we believe humans play a central role in the data analysis
task. Therefore, this paper proposes building a visual stream processing system
to support the analysis and exploration of data streams in real-time by exploiting
humans’ natural ability to discover patterns. Our work combines stream process-
ing and data storage techniques [9,16] with data visualization theory. We study
strategies for visualizing different types of data considering constraints related
to real-time and data volume. This paper presents our stream processing, and
visualization system adapted to the requirements of the neuroscience domain.

The remainder of the paper is organized as follows. Section 2 discusses
related work regarding stream processing systems and visualisation approaches.
Section 3 describes the visual neuronal Stream Processing System proposed to
implement a neuroscience data centred experiment. Section 4 concludes the paper
and discusses future work.

2 Related Work

Existing work related to our work concerns two domains: (i) stream processing
approaches and systems; and (ii) visualisation techniques related to streams.
The following gives a synthetic discussion on current trends and open issues
associated with these areas.

2.1 Stream Processing

Stream processing refers to data processing in motion or computing on data
directly as it is produced or received. In the early 2000s, academic and com-
mercial approaches proposed stream operators for defining continuous queries
(windows, joins, aggregation) that dealt with streams [6,10]. These operators
were integrated as extensions of database management systems. Streams were
stored in a database, a file system, or other forms of mass storage. Applica-
tions would query the data or compute over the data as needed. These solutions
evolved towards stream processors that receive and send the data streams and
execute the application or analytics logic. A stream processor ensures that data
flows efficiently and the computation scales and is fault-tolerant. Many stream
processors adopt stateful stream processing [1,4,5,11] that maintains contextual
state used to store information derived from the previously-seen events.

Apache Storm1 is a distributed stream processing computation framework
that is distributed, fault-tolerant and guarantees data processing. A Storm appli-
cation is designed as a “topology” in the shape of a directed acyclic graph (DAG)
with spouts and bolts acting as the graph vertices. Edges on the graph repre-
sent named streams flows and direct data from one node to another. Together,
the topology acts as a data transformation pipeline. Apache Flink is an open-
source stateful stream processing framework. Stateful stream processing inte-
grates the database and the event-driven/reactive application or analytics logic
1 https://storm.apache.org.

https://storm.apache.org
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into one tightly integrated entity. With Flink, streams from many sources can
be ingested, processed, and distributed across various nodes. Flink can handle
graph processing, machine learning, and other complex event processing. Apache
Kafka is an open-source publish and subscribe messaging solution. Services pub-
lishing (writing) events to Kafka topics are asynchronously connected to other
services consuming (reading) events from Kafka - all in real-time. Kafka Streams
lacks point-to-point queues and falls short in terms of analytics. Spring Cloud
Data Flow2 is a microservice-based streaming and batch processing platform. It
provides tools to create data pipelines for target use cases. Spring Cloud Data
Flows has an intuitive graphic editor that makes building data pipelines inter-
active for developers. Amazon Kinesis Streams3 is a service to collect, process,
and analyse streaming data in real-time, designed to get important information
needed to make decisions on time. Cloud Dataflow4 is a serverless processing
platform designed to execute data processing pipelines. It uses the Apache Beam
SDK for MapReduce operations and accuracy control for batch and stream-
ing data. Apache Pulsar is a cloud-native, distributed messaging and stream-
ing platform. Apache Pulsar5 is a high-performance cloud-native, distributed
messaging and streaming platform that provides server-to-server messaging and
geo-replication of messages across clusters. IBM Streams6 proposes a Streams
Processing Language (SPL). It powers a Stream Analytics service that allows
to ingest and analyse millions of events per second. Queries can be expressed
to retrieve specific data and create filters to refine the data on your dashboard
to dive deeper.Source7. Event stream query engines like Elasticsearch, Amazon
Athena, Amazon Redshift, Cassandra define queries to analyze and sequence
data for storage or use by other processors. They rely on “classic” ETL (extrac-
tion, transformation and loading) processes and use query engines to execute
online search and aggregation, for example, in social media contexts (e.g., Elas-
ticsearch) and SQL like queries on streams (e.g. Amazon Athena, Redshift and
Cassandra).

2.2 Data Visualisation

Current solutions for visualizing data depend on traditional DBMSs for storing
and retrieving raw data and the use of custom visualization tools to process and
render it [7]. For instance, ScalaR is a 3-layer based visualization system (GUI,
web server, database) that dynamically performs resolution reduction when the
expected result of a DBMS query is too significant to be effectively rendered on
a screen [3]. Instead of running the original query, ScalaR inserts aggregation,
sampling or filtering operations to reduce the size of the result before plotting it.

2 https://spring.io/projects/spring-cloud-dataflow.
3 http://aws.amazon.com/kinesis/data-streams/.
4 https://cloud.google.com/dataflow.
5 https://pulsar.apache.org/.
6 https://www.ibm.com/cloud/streaming-analytics.
7 https://deepsource.io.
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A similar example is ForeCache [2], a general-purpose tool for exploratory brows-
ing of large datasets based on a lightweight browser interface, and a DBMS run-
ning on a back-end server. For improving response times, ForeCache introduces
the use of a cache system for pre-fetching data as the user explores a dataset.
Finally, Tableau is an interactive interface to general OLAP queries.

As stated in [12,14], the decouple database-visualization tool has three main
drawbacks: (i) the database is unaware of related queries and may recompute
the same results (e.g., slightly panning a map will issue a query to recompute the
entire map, though most results are unchanged); (ii) visualization tools duplicate
basic database operations, such as filtering and aggregation; (iii) visualization
tools assume that all raw data and metadata fit entirely in memory, which is not
the case for large datasets.

2.3 Discussion

Stream processing systems have emerged to process (i.e., query) streams from
continuous data providers (e.g. sensors, things). These systems are designed to
address scalability, including (i) streams produced at a high pace and from mil-
lions of providers; (ii) computationally costly processing tasks (analytics opera-
tions); (iii) online consumption requirements.

Online analysis techniques must process streams on the fly and combine them
with historical data to provide past and current analytics of observed environ-
ments. Despite solid stream processing platforms and query engines, solutions
do not let programmers design their analytics pipelines without considering the
conditions in which streams are collected and eventually stored.

There are some initial results for building interactive real-time visualizations
over data streams [15]. Yet, these works focus mainly on visualizing time series.
We study the full spectrum of data types (temporal, tabular, geo-spatial) and
data visualization techniques and propose a general-purpose visualization pro-
cessing system adapted to the requirements of the neuroscience domain.

3 Visual Neuronal Stream Processing System

Like other experimental sciences, neuroscience supports refutes or validates
hypotheses by conducting experiments on living organisms. For instance, by
connecting electrical sensors to a cat’s spinal cord and monitoring its neurons
activities, neuroscientists can determine whether capsaicin (chilli pepper active
component) has the same effect as anaesthesia in the presence of pain [8].

We have conducted an experimental validation (see Fig. 1) using data from
studies regarding pain performed in the neuroscience group at the Mexican
research centre CINVESTAV8.

Therefore, we provided a solution for harvesting data produced during an
experiment and observing specific states of the vertebrae. Figure 2 gives an
8 Special thanks to Diogenes Chavez from CINVESTAV Department of Physiology,

Biophysics and Neuroscience for providing the datasets used in this work.
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Fig. 1. Neuroscience scenario.

overview of our approach. In the figure, data are collected during a neuroscience
experiment and continuously transmitted to our system. Data are processed in
real-time. Then, depending on the type of analysis that a neuroscientist wants to
conduct, she (i) defines queries using a set of operators and (ii) chooses the kind
of visual representation required. For instance, in our approach, a neuroscientist
can group the data into temporal windows of 1 h. Then, (for each window), she
can choose different visualizations (e.g., point chart, histogram, start plot) to
analyze the collected data’s correlation.

Fig. 2. Visual stream processing system for analyzing and visualizing data streams.
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In this experiment, there is one microservice for collecting the data from
an IoT environment (e.g. an a neuroscience experiment) and one for plotting
the data. The idea is that a consumer defines the sequence of microservices
for processing and then plotting the data she desires to observe (as shown in
Fig. 3). For example, Give me the evolution of pain intensity in L4ci or Give
me the evolution of the minimum, average, maximum and intensity of pain in
L4ci every 3 s. Figure 3 shows how these queries are implemented in terms of
microservices, including a window, aggregation, and plotting ones. With this
experiment, it was possible to observe online the execution of the neuroscience
experiment. Since streams were stored, it was possible to observe the data from
other experiments, compare them to make decisions and adjust the phases of
the experiment.

Fig. 3. Observing continuously the execution of the neuroscience experiment.

Our system is based on the notion of stream operators (e.g., fetch, sliding
window, average, etc.) [13]. Figure 4 shows the general architecture of a stream
operator. As shown in the figure, an operator communicates asynchronously
with other operators using a message-oriented middleware. As data is produced,
the operator fetches and copies the data to an internal buffer. Then, depending
on the operator’ logic, it applies an algorithm and sends the data to the next
operator. There is one operator for collecting the data from an experiment and
one for plotting the data in our approach. The idea is that a neuroscientist
defines the sequence of operators for processing and then plotting the data.

For deploying our experiment, we built an IoT farm using our Azure Grant9

and implemented a distributed version of the IoT environment to test a clustered
version of Rabbit MQ. Therefore, we address the scaling-up problem regarding
the number of data producers (things) for our microservices. Using Azure Vir-
tual Machines (VM), we implemented a realistic scenario for testing scalability
in terms of: (i) Initial MOM (RabbitMQ) installed in the VM2 (ii) Producers
(Things) installed in the VM1 (iii) microservices installed in the VM3

9 The MS Azure Grant was associated with a project to perform data analytics on
crowds flows in cities. It consisted of credits for using cloud resources for performing
high-performance data processing.
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Fig. 4. Architecture of a visual stream processing system for analyzing and visualizing
data streams.

In this experiment, microservices and testbeds were running on separate
VMs. This experiment leads to several cases scaling up to several machines
hosting until 800 things with a clustered version of Rabbit using several nodes
and queues that could consume millions of messages produced at rates in the
order of milliseconds. For our experiments, we varied the settings of the IoT
environment according to the properties characterising different scenarios. We
used fewer things and queues, and more nodes to achieve data processing in an
agile way. In this scenario, we assumed that there were few connected things
(just the number required for observing the sensors of the spinal cord) with a
high production rate.

4 Conclusions and Future Work

We have implemented the first version of data stream operators and conducted
an experimental validation using data from studies regarding pain. We high-
lighted the importance of having an environment both collecting and archiving
signals stemming from neuronal cells and visualizing them continuously during
the experiment and then post-mortem for looking for behaviour patterns. The
possibility of expressing observations as queries provide agility to the experiment
in vivo, making it possible to control it online.

We are currently evaluating the capacity of the system for addressing data
volume (with respect to online memory consumption) and data processing per-
formance, while visualizing time-series continuously.
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Abstract. This paper discusses our vision about multirole-capable
decision-making systems across a broad range of Data Science (DS) work-
flows working on graphs through disaggregated data centres. Our vision
is that an alternative is possible, to work on a disaggregated solution
for the provision of computational services under the notion of a disag-
gregated data centre. We define this alternative as a virtual entity that
dynamically provides resources crosscutting the layers of edge, fog and
data centre according to the workloads submitted by the workflows and
their Service Level Objectives.

1 Introduction

Data collections can be structured as networks that have interconnection rules
determined by the variables characterising each observation. The graph is a pow-
erful mathematical concept with associated operations that can be implemented
through efficient data structures and exploited by applying different algorithms.
Note that relations among observations and interconnection rules are often not
explicit, and it is the role of the analytics process to deduce, discover and even-
tually predict them.

When the graphs become large and even too large the algorithms used to pro-
cess, explore and analyse them become costly in execution time, even if several
cores are used. In this case, given the characteristics of the algorithms, communica-
tion is also likely to be costly. So workflows that exploit graphs become gluttonous

This work is funded by the project GALILEAN, LIRIS intergroup collaboration
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consumers of computing resources. Our work comes into the scene in this context;
we are interested in the execution conditions of graph processing workflows.

Data Science (DS) workflows pose unique challenges due to the growing com-
plexity of processing and querying methods for big-data applications increasingly
governed by analytics operations, machine learning-based workflows and models.

Considering DS workflows’ complexity, heterogeneity, and dynamic behaviour,
it is impossible to produce a timely computing system solution in response to
many dynamically arriving streaming applications and associated queries over
complex graphs with potentially millions of nodes. Meeting performance require-
ments of large-scale DS workflows with tasks applying greedy operations applied
on graphs across the entire dynamic system execution space is a daunting task
without a clear understanding of the dependencies from available data sources to
information extraction algorithms, from available information to decision algo-
rithms, from algorithms to performance requirements, and from heterogeneous
computing resources to performance capabilities.

Graph processing and analysis workflows consist of tasks that include:

– deploying or retrieving graphs which are often distributed over an execution
environment,

– applying algorithms of varying complexity in a distributed way, and
– retrieving the results and making them available to other processes or to the

end-users.

In terms of infrastructure, the execution takes place on often heterogeneous
architectures that provide computing services with different capacities to execute
them. From this point of view, it is possible to access computing solutions that
range from resource rich cloud based infrastructures all the way to the edge
based power and resource limited resources.

In the current context, workloads are typically greedily delegated to the cloud
or data centres. Still, the computing resources residing on these architectures
cannot be composed in an elastic and integrated way to build ad hoc execution
environments on the fly. Our work is in the context of approaches to designing
alternative architectures to provide computing, storage, and memory resources
that are more elastic and lightweight than greedy based approaches.

In addition to graph-based workflows, today’s environments favour high-
performance cloud-based platforms as a means to outsource their execution com-
pletely. These monolithically designed platforms provide various infrastructure
services with heterogeneous computing resources with different capabilities to
design, execute and maintain workflows.

Our vision is that it is possible to alternatively provide computational ser-
vices under the notion of a disaggregated data centre. So a virtual entity that
dynamically provides resources that touch the edge, fog and data centre accord-
ing to the workloads submitted by the workflows and their Service Level Objec-
tives (SLOs). Therefore, this paper discusses our vision about multirole-capable
decision-making systems across a broad range of DS workflows working on graphs
through an agile, autonomous, composable, and resilient “Just-in-Time Archi-
tecture” for DS Pipelines (JITA-4DS) [1].
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Accordingly, the remainder of the paper is organised as follows. Section 2
discusses related work regarding existing disaggregated data centres approaches
and data science workflow execution. Section 3 describes our vision and research
challenges about graph data science workflows and execution on disaggregated
data centres. Section 4 describes the general lines of how to build just in time
virtual data centres for executing data science workflows. Section 5 concludes
the paper and discusses future work.

2 Related Work

In general, querying techniques can be categorised across two families: (i) the
first concerns querying as we know it in databases and information retrieval;
(ii) the second, a family where workflows, namely Data Science (DS) workflows,
explore and analyse the data to profile them quantitatively either with mod-
elling, prediction, or recommendation purposes. The results of queries have an
associated degree of error, and they may not only be data but also queries or
data samples and models.

DS workflows need specialised architectures because of their size, dynamic
behaviour, and nonlinear scaling and relatively unpredictable growth with
respect to their inputs being processed. Existing IT architectures are not
designed to provide an agile infrastructure to keep up with the rapidly evolving
next-generation mobile, big data, and data science workflows demands. They
require continuous provisioning and re-provisioning of DC resources [4,5,10]
given their dynamic and unpredictable changes in the SLOs (e.g., availability
response time, reliability, energy).

Existing DS environments are “one-fits-all” cloud systems that can man-
age and query data with different structures through built-in or user-defined
operations integrated into imperative or SQL like solutions. They are provided
by major vendors like Google, Amazon, IBM and Microsoft. They address the
analytics and data management divide with integrated backends for efficient exe-
cution of analytics activities workflows, allocating the necessary infrastructure
(CPU, FPGA, GPU, TPU) and platform (Spark, Tensorflow) services. These
environments provide resources for executing DS tasks requiring storage and
computing resources. DS workflows evolve from in-house executions into deploy-
ment phases on the cloud. Therefore, they need underlying elastic architectures
that can provide resources at different scales. Disaggregated data centres solu-
tions seem promising for them. Our work addresses the challenges implied when
coupling disaggregated solutions with DS workflows.

3 Graph DS Workflows Execution on Disaggregated Data
Centres

The research we propose aims to study the execution of DS workflows addressing
graph analytics focusing on data processing, transmission and sharing across
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several resources. We identify research challenges to study the execution of graph
analysis workflows concerning the processing, transmission and sharing of data
and different resources. Our hypothesis is that it is possible to schedule its tasks
on a Virtual Data Science Centre (VDS) given a workflow. We organise our study
around three research questions:

R1 Is it possible to adopt a database approach and draw on query evaluation
to define the execution plan(s) of workflows taking into account the data
distribution/execution load?

R2 How and according to which metrics can we estimate the resource required
by each task depending on the algorithm it calls and the volume of data to
be processed?

R3 According to which strategies can we estimate and configure the VDS accord-
ing to a given workflow execution plan?

Given the difficulty of the problem, we propose to adopt a three step data man-
agement and processing methodology as summarised below.

Disaggregated Data Centre. We start from the abstract idea of a disaggregated
data centre as a possible configuration in the form of a virtual machine that
provides computing, storage and RAM resources available on a Data Centre
Building Block Pool. The needs of a workflow guide the configuration of VDS in
terms of execution, monitoring and maintenance throughout its lifecycle.

Executing Data Science Workflows. The execution of DS workflows on graphs
consists of data processing tasks to be scheduled on a disaggregated VDS. Our
approach is to define execution, configuration and deployment plans that can
guide the execution, to represent the strategies to allocate resources and cali-
brate a VDS according to the characteristics of a given data science workflow.
Therefore a first challenge to address is to rewrite DS workflows into these plans.
The objective is to define data dependencies among tasks and the control flow
to adopt for executing them considering the distribution of the data/execution
workloads.

Our study has started from pipelines using analytics graph algorithms to
answer community detection problems like page rank, Louvain, more mathemat-
ical models applied to matrices representing graphs (run in the LNS, Mexico)
according to previous work [2,3]. Our focus will be on the characterization of DS
workflows considering (i) the type of graph processing algorithms they address;
(ii) the characteristics of the graphs (data) processed and results through these
algorithms.

Designing and rewriting strategies for generating execution plans implies the
definition of metrics to estimate costs and SLOs in the different phases of the
workflow execution cycle. The execution must be guided by dynamic and elastic
provisioning of resources. The challenge to address is to estimate the resources
requirements associated with each task of the execution plan according to the
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algorithm it calls and the data injection function estimating the volume of data
to process. In this context, experiments are essential to guide and validate the
proposals.

We have focused on defining the right metrics for estimating the requirements
of target DS workflows as presented in our previous work [1]. We describe the
SLO objectives of given DS workflows on graphs that should be fulfilled at
execution time.

Estimating and Configuring Initial VDS Workflows. Our focus is in proposing a
DS workflow rewriting strategy that will generate an ad hoc execution specifica-
tion including (i) tasks to be executed by the workflow (classic execution plan);
(ii) the corresponding specification of the underlying VDS workflow architecture
(configuration plan) and (iii) the deployment plan defining the distribution of
the processes from the edge to the VDS workflow. DS workflows introduce other
challenges like weaving data preparation, fragmentation, and analytics opera-
tions where data dependencies and requirements across tasks must be fine-tuned
and modelled.

4 Towards Just in Time Virtual Data Centres for Data
Science Workflows

Our research investigates architectural support, system performance metrics,
resource management algorithms, and modelling techniques to enable the design
of composable (disaggregated) DCs. The goal is to design an innovative compos-
able “Just in Time Architecture” for configuring DCs for Data Science Pipelines
(JITA-4DS) and associated resource management techniques [1]. DCs utilize a
set of flexible building blocks that can be dynamically and automatically assem-
bled and re-assembled to meet the dynamic changes in workload’s SLOs of cur-
rent and future DC applications. DCs under our approach are composable based
on vertical integration of the application, middleware/operating system, and
hardware layers customized dynamically to meet application SLO (application-
aware management). Thus, DCs configured using JITA-4DS provide ad-hoc envi-
ronments efficiently and effectively meeting the continuous evolution of require-
ments of data-driven applications or workloads (e.g., data science pipelines).

A DC is based on a novel application-aware VDC Management system by
dynamically invoking the appropriate actions to change the current VDC config-
uration to meet its objectives at runtime. To assess disaggregated DC’s, we study
how to model and validate their performance in large-scale settings. We rely on
our novel model-driven resource management heuristics [6–8] based on metrics
that measure a service’s value for achieving a balance between competing goals
(e.g., completion time and energy consumption). Our focus is on defining new
system performance measures that combine objectives, such as execution time
and energy use, that dynamically change during the day.

Initially, we propose a hierarchical modelling approach that integrates sim-
ulation tools and models. Results can be used for developing benchmarks
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Fig. 1. Just in time architecture for data science pipelines - JITA-4DS.

that accurately characterize the requirements and SLOs of next-generation
DC applications.

The Just in Time Architecture for Data Science Pipelines (JITA-4DS), illus-
trated in Fig. 1, is a cross-layer management system that is aware of both the
application characteristics and the underlying infrastructures to break the bar-
riers between applications, middleware/operating system, and hardware layers.
Vertical integration of these layers is needed to build a customizable VDC to
meet the dynamically changing data science pipelines’ performance, availability,
and energy consumption requirements.

JITA-4DS can build a VDC that can meet the application SLO for execution
performance and energy consumption to execute data science pipelines. Then,
the selected VDC is mapped to a set of heterogeneous computing nodes such as
GPPs, GPUs, TPUs, special-purpose units (SPUs) such as ASICs and FPGAs,
along with memory and storage units.

5 Conclusions and Future Work

This paper introduced our vision and research position regarding the design of
just in time architectures for providing disaggregated resources for the execu-
tion of graph analytics workflows. The originality of our research program is
promoting the provision of resources holistic system through intelligent resource
management. This holistic system integrates three elements, graph processing
models, associated computational resources, autonomous execution of complex
and dynamic workflows.

From a more general point of view, three aspects characterise the approach.
Its pioneering and promising aspect tackles the design of disaggregated data
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centres to address execution environments’ design for data science workflows
applied to graphs.

We have described the general characteristics of our current results regarding
JITA-4DS. This virtualised architecture provides a disaggregated data centre
solution ad hoc for executing DS workflows requiring elastic access to resources.
DS workflows process graphs coordinating operators implemented by services
deployed on edge. Since operators can implement greedy tasks with computing
and storage requirements beyond those residing on edge, they interact with VDC
services. We have set the first simulation setting to study resources delivery in
JITA-4DS.

We are currently addressing challenges of VDCs management on simpler envi-
ronments, on cloud resource management heuristics, (e.g., [6–9]), big data analy-
sis, and data mining for performance prediction. To simulate, evaluate, analyze,
and compare different heuristics, we will build simulators for simpler environ-
ments and combine open-source simulators for different levels of the JITA-4DS
hierarchy.

Disaggregated approaches for providing data centres resources are emerging
as a promising topic discussed in panels at major conferences and by leading
scientists and companies. For the time being, approaches address the commu-
nication layers, but the wave is starting to touch computing and storage and
platform levels. We have a first proposal for including the edge because of the
characteristics of DS workflows.

To conclude, we believe that reasoning about the design and provision of
alternatives to data science execution environments under a disaggregated per-
spective is pioneering and promising. Supporting this kind of exploratory project
can encourage digital independence on the way data science experimentation is
enacted and can provide solutions beyond the lab walls.
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Abstract. This paper describes and discusses our vision to develop and
reason about best practices and novel ways of curating data-centric geo-
sciences knowledge (data, experiments, models, methods, conclusions,
and interpretations). This knowledge is produced from applying statis-
tical modelling, Machine Learning, and modern data analytics methods
on geo-data collections. The problems address open methodological ques-
tions in model building, models’ assessment, prediction, and forecasting
workflows.

1 Introduction

Massive data production is a critical aspect of experimental sciences. It has not
been different for geoscience. Examples of geoscientific data include any physical
observable related to the energy industry, mining, monitoring hazardous areas
(e.g. effects of salt mining in populated areas), etc. Nowadays, with the relative
facility and lowering the cost to collect data, the data processing to exploit their
value is a challenge. It requires expertise in data maintenance and processing,
data analysis, and the design of experiments of target domains for which data
will provide insight and knowledge.

This paper describes and discusses our vision to develop and reason about
best practices and novel ways of curating [12] data-centric geosciences knowl-
edge (data, experiments, models, methods, conclusions, and interpretations).
This knowledge is produced from applying statistical modelling, Machine Learn-
ing, and modern data analytics methods on geo-data collections. The problems
address open methodological questions in model building, models’ assessment,
prediction, and forecasting workflows.
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This paper is organised as follows. Section 2 discusses related work regard-
ing existing disaggregated data centres approaches and data science workflow
execution. Section 3 describes our vision and research challenges and oppor-
tunities of data centred smart geosciences. Section 4 describes examples of use
cases addressed through data centred strategies using mathematical and Machine
Learning or artificial intelligence algorithms. Section 5 concludes the paper and
discusses future work.

2 Related Work

In France, portals like SISMER1 and Form@Ter2 are initiatives willing to share
data about target observation in geosciences and then share analytics experi-
ments results. Data Terra3 is a research infrastructure dedicated to Earth Sys-
tem observation data. In general, the objective of these platforms and portals is
to facilitate access to satellite, airborne and in-situ data collected and managed
by research laboratories or federative structures, by national infrastructures, the
oceanographic fleet, aircraft, balloons, and by space missions (e.g., Data Terra).
They manage, archive, and share TB of data. For example, Data Terra repre-
sented 50,000 TB in 2017 and is estimated to reach 100,000 TB by 2022. Beyond
multi-source data, they also share products and services through a unified por-
tal. Data is curated with metadata, included under accepted standards like the
European standard INSPIRE. The challenge is to define common bases for all
data producers and make the data sets interoperable so that their resources are
consistent, shareable, exploitable, and, in a multidisciplinary approach, required
to study the Earth. In this sense, the ODATIS Ocean Cluster offers several
services for data producers similar to data labs for referencing, hosting, dissem-
ination and interoperability. They also provide access to computing services for
running experiments (models) that require important computing resources.

At the European level, actions adopting a data science perspective, for exam-
ple, the project EPOS4 and the Alan Turing Institute extend these initiatives to
European partners willing to take full advantage of the possibilities provided by
analytics and data science to run experiments and contribute to solving leading
problems addressed by the discipline. Indeed, with the advent of digital tech-
nologies, libraries proposing analytics models have been run on mainframes and
high-performance computing centres (HPC) to produce visualisation, modelling
and simulation systems to accelerate interpretation and planning.

Brazilian scientific agenda has widely installed and developed data centres
like https://www.eveo.com.br/en/ and https://baxtel.com/data-center/brazil-
brasil. These data centres aim to provide mainly large-scale computing resources
to run experiments, for example, those regarding geosciences, particularly those
key for the national economies in France and Brazil in oil and hydrocarbon
exploitation, extraction of minerals, and its interaction with populated areas.
1 https://data.ifremer.fr/SISMER/Missions.
2 https://www.poleterresolide.fr.
3 https://www.data-terra.org.
4 https://www.epos-ip.org.

https://www.eveo.com.br/en/
https://baxtel.com/data-center/brazil-brasil.
https://baxtel.com/data-center/brazil-brasil.
https://data.ifremer.fr/SISMER/Missions
https://www.poleterresolide.fr
https://www.data-terra.org
https://www.epos-ip.org


246 A. F. do Nascimento et al.

3 Towards Smart Data Centred Geosciences

Lately, geoscience researchers have been discovering the power of Machine Learn-
ing in solving problems in their field. Bergen et al. [2], for example, show that
random forests were used on continuous acoustic emission in a laboratory shear
experiment to model instantaneous friction and to predict time-to-failure [7,10]
surveyed the applications of Machine Learning in seismology and presented five
research areas in in which Machine Learning classification, regression, clustering
algorithms show promise: earthquake detection and phase picking, earthquake
early warning (EEW), ground-motion prediction, seismic tomography, and earth-
quake geodesy. In exploration geophysics, Machine Learning has been used in
seismic data processing and reservoir characterization [6,9]. Clustering methods
were used to identify key geophysical signatures and determine their relationship
to rock types for geological mapping in the Brazilian Amazon [4]. However, many
researchers in the area are still not prepared to take advantage of data-driven
approaches to their analyses at scale. In this context existing projects and actions
are emerging to provide specialized portals and systems that can encourage the
sharing of collected data (observations), experiments, and analytics results that
should even promote reproducibility.

In this context, we can see the emergence of multidisciplinary teams to col-
laborate in the search for computational solutions. These teams are formed by
experts in geology/geosciences, computer science, statistics and physics, among
others. The work of these teams usually relies on the use of mathematical/com-
putational tools to process large amounts of data. Big data analytical techniques
and Machine Learning has been used with success.

Many scientists and companies believe that they can generate fresh insight,
reduce decision cycle times and steal a march on their competition by automating
the search for patterns and relationships in their data. Therefore, geophysics and
data science, including algorithms, mathematical models and computing, must
converge for developing experiments for obtaining insight and foresight about the
observations contained in data collections. Experiments represent best practices
for addressing problems and questions on geophysics that must be treated as
data and knowledge to be shared and reused by scientists and practitioners.

Data collections issued in situ observations shared in pivot formats are vital
for developing experiments that can lead to relevant governmental, economic,
and social decision making. Information about how these data have been col-
lected, used, curated, and maintained, including the conditions in which analyses
are run and associated results and their use to lead to specific policies, should
be managed and shared.

Merging data-centric techniques with modelling and simulation to answer
questions in geoscience and make timely, clever, and disruptive decisions can
lead to a new geoscience perspective that will benefit from data curation and
analytics. In our vision, three important directions can be considered described
in the following lines.
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Collected Data, Models and Knowledge Integration. A wide variety of geophysi-
cal data (potential fields, electromagnetic data, seismic data, weather data, etc.)
has been acquired with extensive wavelength ranges from surface sensor arrays,
drilled wells, satellites and many other sources. These data sets are among the
most significant science data sets in use, comparable in size and complexity only
to those from astronomy and particle physics. Integrating access to data collec-
tions and their curated versions under a global knowledge graph can promote its
maintenance, analysis, and experimentation. It can also show the knowledge of
the discipline with its vocabulary, concepts, and relations in a synthetic manner.
Inspired by existing public data labs like Kaggle or CoLab of Google, it can
be essential to work to extend existing portals. These portals can be revisited
towards specialized data science labs on geosciences. Through these labs, scien-
tists and practitioners can share raw data, models, and experiments’ return of
experience and run and reproduce other experiments with almost no require-
ment of interacting with specialized engineering support for accessing CPU and
GPU clusters.

Curation, maintenance, exploration of data collections for bringing value to
petabytes of data produced from in situ observations and also from experiments.
Given that data act as a backbone in modelling phenomena for understanding
their behaviour, it is critical to developing good collection and maintenance:
which are available data collections? Are they complete? Which is their prove-
nance? In which conditions were they collected? have they been processed? In
which cases have they been used, and what are the associated results?

Data curation is a set of techniques to process (raw, distributed, heteroge-
neous) data to extract their value. It proposes methods to explore data collec-
tions using well-adapted data structures like graphs that can be explored and
enriched while new data and analytics results are produced. Data curation means
also keeping track of the type of experiments run on data, their results, and the
conditions in which they were performed.

Maintaining a catalogue of questions and experiments related to data can
help provide a new vision of data and the scientific community’s knowledge.
This catalogue can extend existing meta-data and associated data collections
information provided by actions like ODATIS and Data Terra.

Modelling and Simulating Experiments to Answer Questions in Geoscience and
Make Timely Decisions. Both data sources and models come with recognized
issues that existing methodologies have difficulties coping with but which novel
data science-based approaches can address. For example, features for which exact
physical models are unknown (e.g., subsurface geology, earthquakes) or models
that are difficult to reconcile (e.g., seismic measurements vs social media alerts).
This will imply:

– Designing ad hoc experiment programming languages for enabling friendly,
context-aware, and declarative construction of complex experiments in geo-
sciences.
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– Enabling the execution of experiments fusing different data collocations at
different scales to maintain data, prepare experiments, and manage associated
results.

– Programming experiments
• Applying statistical methods to investigate and unveil new patterns in

geophysical data, answering open problems, or leading to further research
questions.

• Building predictive models to describe better or approximate geophysical
phenomena, increasing the knowledge about our planet.

• Parallelizing algorithms for processing geophysical data, thus, allowing
for the processing of very large data sets in reasonable times.

Discussion. From the Geophysics point of view, proposing best practices and
ad-hoc strategies for developing data centred experiments to solve geosciences
problems will impact different vital areas of the economy. For example, oil com-
panies that ride this wave will significantly increase the current productivity of
their knowledge workers, optimize business processes, and reduce operational
costs in a way that is not possible through incremental change. Some compa-
nies now use algorithms to define optimal drilling locations, using automated or
semi-automated systems that deliver results on much shorter cycle times than
traditional methods.

From the Data Science/Data Processing perspective, this kind of multidisci-
plinary research can provide the ground to devise new data curation techniques,
to propose a domain-specific query language, or to define new methods for pro-
cessing heterogeneous data [11]. In addition, statistical knowledge is essential for
extracting information from the massive amount of data we will process. New
methods and models will be crucial to model data and make conclusions in a
timely fashion [13].

4 Use Cases

To illustrate the type of data analytics challenges introduced by geosciences prob-
lems, we describe in this section three examples. These use cases can be solved
with different techniques and can call for data science strategies for specifying
solutions and deploying them in target architectures.

Estimating the Approximate Earthquake Epicentres. The understanding of earth-
quake occurrence in intraplate areas has been one of the most challenging tasks
in Seismology [5]. Compared to border plate regions, interplate areas suffer less
attenuation of seismic waves. As a consequence, a significant hazard may rise
from moderate magnitude earthquakes. Understanding the earthquake generat-
ing mechanisms depends on assessing the stress field in the intraplate areas.

Seismic stations collect signals that can represent earthquakes produced in a
specific area. The challenge is to determine whether signals represent earthquakes
in such a case compute the epicentres. For addressing the challenge, it is possible
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to use mathematical, Machine Learning or artificial intelligence methods [8].
The first task to address this question is to compute the earthquake epicentre’s
direction using the sensor’s initial movement polarity when the waves P and S
are discovered. Then, compute the distance considering how the sensor moves
from North-South (it should be the same as the East-West), as shown in Fig. 1.

Fig. 1. Sensor movement.

Estimation of Stacking Velocity Using CDP Semblance. Semblance analysis is
a technique used in the study and refinement of seismic data. Along with other
methods, this technique enables the improvement of the resolution of data, even
in the presence of background noise. The data yielded by semblance analysis
tends to be easier to interpret when discovering the underground structure of an
area (see Fig. 2).

Estimating the stacking velocities is one of the essential steps in the CMP
(Common Mid Point) seismic processing. This is because the better the estima-
tion of the stacking velocities, the better the quality of the zero-offset section
obtained. Currently, the most convenient velocity analysis method consists of
manually picking the stacking velocities in the velocity spectrum, using the sem-
blance as a coherence measure. The semblance gives us a measure of multichan-
nel coherence. It is necessary to define an analytics workflow with the following
phases to perform this task: (i) transform the CDP or CMP gathered traces
from the offset and time coordinates into the coherence semblances in coordi-
nates of time and stacking velocities. (ii) Pick local maxima of these coherence
semblances and assign zero offset time and corresponding stacking velocities.
(iii) Correct the CDP or CMP gathers for normal moveout (NMO).

Denoising Data from Sensors. The Brazilian Seismographic Network (RSBR)
operates since 2011. Station installation began in 2011 in southeast (SE) Brazil
and finished in 2014 in the Amazon forest. The network integrates 84 stations (as
of December 2017) operated by four institutions in different regions of Brazil.
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Fig. 2. NMO correction after velocity picking on the semblance. Source: [1]

Seismic stations collect signals that can represent earthquakes produced in a
specific area. This data usually contains noise produced by the context where
the sensor is placed and by the technology of the sensor itself. The challenge is to
filter this data to make it ready to be analyzed. This consortium is responsible
for the Brazilian Seismic Bulletin [3].

5 Conclusions and Future Work

This paper proposes our vision about the multidisciplinary agenda for develop-
ing data centred solutions for geosciences problems. The amount of data col-
lected through observing the Earth and its geophysical phenomena call for agile
data and knowledge curation techniques to manage both data, experiments, and
results. The research agenda includes (i) integrating and describing data col-
lected with different technology, (ii) estimating its quality, and preparing it to
be used as input of different methods. Research on smart data centred geo-
science also calls for curation tasks, including data tracking the way data is
cleaned, the experiments that use it and the obtained results. Exploration meth-
ods and systems must be associated with curated data and knowledge to facilitate
an agile understanding of this content. Finally, execution environments provid-
ing computing resources necessary for setting and deploying experiments are
vital for promoting multidisciplinary global experimental sciences. The research
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performed within the project ADAGEO5 is willing to address these problems
through a Brazilian and French collaborative community.
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Abstract. Design patterns add quality to a system. The purpose of this research
was to identify that whether developers are familiar with the concepts of design
patterns in the software houses of Pakistan. As, it is really difficult to include all the
software houses in the survey. So, a random sample was taken from three different
software houses. This research also explores whether design patterns actually add
any value to a system. By value wemeanwhether they improve the internal quality
attributes of the system.

Keywords: ERP · Design patterns · Coupling · Cohesion · UML diagrams ·
Survey

1 Introduction

The research is based on survey that was held in multiple software houses located in
Lahore, Pakistan. The survey is about how different software houses are implementing
the design patterns in their daily work practices. Another important matter of concern
is that if people are actually familiar with these terms or are these techniques just in
practice because they help in creating a more reusable, extendable and flexible software.
These concepts are usually not taught in the universities and they are not compulsory as
well so it is also a point to ponder that whether the people dealing with these techniques
on daily basis are actually familiar with their names and cause and effects as well [1].

The research was performed in three different software houses one of them is dealing
with oracle based solutions, other one is working with SRP and the last one with SAP.
So, we can include the questions that can help us analyze that which software gets most
benefitted with the implementation of design pattern techniques. A comparison can be
perform that if people in all three software houses are familiar with these techniques and
what do they think about it. Are they implementing it on regular basis because it helps
creating a difference or are they not considering it because the things don’t really change
with or without implementing it? It will be easy to make them understand the concepts
and techniques because they are actually connected with this field and they deal with a
lot of UML diagrams on daily basis.

The survey form contains questions about the design patterns and some questions
about the ERP they are using. This way it can also be analyzed with which ERP people
are actually feeling more comfortable with and in which ERP the developers are using
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design patterns. The research survey shall enable us to identify if developers are familiar
with design pattern concepts or not [4].

Moreover, in order to measure the impact of design patterns on a system. A case
study is also performed in SAP environment. A metric of coupling and cohesion was
measured in an environment where design patterns were not implemented and later
metrics were calculated again so that it can be analyzed that whether adding design
patterns to a system increases its quality or not. The system is considered good if it have
high cohesion and low coupling. Coupling should not be zero because then it will mean
that all the system is implemented in a single class and that is the worst approach to
implement a system. High cohesion means the modules of system are not being effected
by the change occurring in one part of system. So, in order to calculate the final results
it is to be checked that whether the system with design patterns implemented has more
cohesion and less coupling then before or not. So, for this purpose two hypotheses were
formulated. One hypothesis identifies whether implementing design patterns actually
effects the quality of a system or not and second one to analyze if developers working in
the software houses are actually familiar with the design patterns or not. The survey is
performed in different software houses that are using different ERPs so that the difference
of ERPs can be identified and the number of employees in each software house varies.
This way it can be identified that if developers in small, medium and large software
houses have similar concepts about design patterns or if any of them are better than
others [7].

For this research and case study implementation a detailed literature review was
performed so that it can be identified that if this work is implemented before or not and
if there are any similar projects available then the results could be compared as well.

2 Hypothesis

In this research paper, we will do consider different kind of hypothesis and will evaluate
our questionnaire results on the basis of these hypothesis.

H0: The design patterns are not being implemented in most of the software houses in
Lahore
H1:The design patterns are being implemented inmost of the software houses of Lahore

After getting the results, our hypothesis might be approved or rejected. It solely
depends upon the results.

3 Scope

In this paper, we have some findings and limitations as well. As we are covering only
Lahore basedEnterprise resourceManagement systems. Butwewill be studying 4ERP’s
(GLUON, GERP, ORACLE and SAP) which are being used worldwide to improve the
resource management and a keen analysis of the results shall be performed wgetting
from these 4 ERP based Firms.
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A questionnaire shall be provided to check that either software developers have any
idea about Design patterns and its associated terms. Do they use these in their regular
work routine? and if yes, then do they feel any ease after implementing them? We do
have some UML Diagram based questions to check how software developers which are
working for different ERPs gave the solution for that scenario. The major focus of our
paper is how to improve ERP based system. There are various design patterns which we
can be applied to improve the quality. But design patterns are mostly not a priority of
professionals. There might be several reasons like lack of emphasis at academic level as
well as at professional level.

We will be evaluating Developers’ knowledge using UML Diagram for their
understanding of basic Design patterns.

4 Literature Review

Design patterns provide the ease to mold the software in such a way that it becomes
more flexible and less vulnerable [REF]. The major need of introducing design pattern
was felt when software becomes very vulnerable to any change happening in any part of
software. It is a genuine problem that is still being faced by the developers as they face
system crashing down just because of a few very small changes made to any module
of system. Design patterns are being used in every single field that is associated with
coding/programming. The field chosen for this research was association of design pat-
terns in ERP. Both of these are really vast fields however there is not much research
done in this specific area. So, for this purpose a detailed literature was studied so that the
potential design patterns have in ERP can be found. Design patterns are related to design
heuristics and refactoring [1]. Therefore, papers on these topics were also included in
the literature review.

Reusability of code is very important. Refactoring while developing a system and
design patterns have made it really easy to let developers use the same code but in a very
sophisticated way so that the system don’t come crashing down while developer make a
change in any part of code. Design patterns are being used in CAD and 3D work as well
according to Jing Bai and fellow researchers who worked on how to add design patterns
to CAD and how to detect specific patterns in a CAD modeling environment stated that
there are specific interfaces in the existing model that contain the key functionality of
the system however in order to ensure that completing the model would not make it
crash, design patterns are the only solution. However that is not the only use of design
patterns. Design patterns are also used to identify the similar structures so that if similar
designs are created before than it can help the developer to reuse the code and help
save some time and energy of rewriting everything from scratch. Common structures are
not difficult to find. In fact, there is an option where developers can find similar design
structures from all there designs so, even if the same structure is not in the same file the
developer can still copy the similar code from other project and update it accordingly.
Such things are performed using clustering. If a design pattern falls into the same cluster
then maybe the developer will find it easier and convenient to just update the code rather
than redoing everything [2].

Another similar research was performed by Ghulam Rasool and fellow researcher,
their research was based on recovery tools being used for design patterns. There are a lot
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of comparisons done on different design pattern recovery tools. Most of them are open
source so other developers can also access them and test the point of view provided by
the researchers. It is an important factor to be able to analyze and evaluate the design
patterns. The recovery tools just work in the reverse manner. Developers implement the
design patterns in the code. However, design pattern recovery tools enable people to
detect these design patterns in the code. These recovery tools can be used for multiple
purposes such as new developers can use these recovery tools to educate themselves
about when, where and which design pattern is to be used however, researchers can use
these tools and studies to analyze which tools and practices are providing best possible
results. Design patterns are not code or language specific. Design patterns are being used
in JAVA, OOP, C++ and python as well. There are all different paradigms and various
methods of using the design patters. All languages have specific results and benefits that
can be achieved by adding the design patterns to the code. The best possible benefit is
that it enables developers to edit a part of system without worrying about rest of the
system. Design patterns ensure that the effect of changing a module can be minimized
on rest of the system by adding cohesion and reducing coupling. There are different
design pattern recovery tools that enables the developer to compare different solutions
and patterns before application [3].

A research was performed to understand the importance of cohesion in a system.
Software have different metrics to express different aspects of a software. Coupling and
cohesionmetrics are a part of them and cohesionmetrics is really important as it declares
the quality of a software in terms of its flexibility and strength against being collapsed.
It is really important for a software to have a high cohesion. In this research researchers
performed a study where they explained why cohesion metrics is extremely important
and secondly they displayed a detailed example of how one can perform the method of
developing a cohesion metrics. However in order to perform a comparison on the quality
of a software the testing team is required to develop the metrics twice. This way one can
find the difference of the quality of software [4].

Saeed Jalili and his fellow researcher performed a research in which they explained
how hundreds of design patterns have been declared over the past years and how they
have been helpful in designing a more stable and suitable software solution. The most
of the part of this research was based on how one can decide between multiple design
patterns as it is really difficult to choose from those many design patterns and it is really
difficult to identify the need of a design patterns as well. So, in order to overcome this
problem a lot of solutions have been offered by multiple programmers as now we have
automated design pattern recommendation models. This is a very unique as there are
a lot of solution available already but the researchers emphasized on a specific model.
The research suggested a two tier strategy. In this strategy there are multiple benefits as
now there is no requirement of semi-formal explanation of the design pattern and most
importantly in this approach the system suggest the design pattern after analyzing the
design problem. So, it kind of works like a customized approach. Every design problem
is identified and analyzed before suggesting a valid and more suitable design pattern for
the problem [5].

In the recent past papers, several approaches have been indulged to bring an improve-
ment in the ERP System. We have analyzed different case studies and will discuss these
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papers in detail. In a recent case study, they are trying to highlight the design pattern
usage and how it brings the improvement in ERP System and they have tried to answer
two of the research questions by considering Dynamics AX ERP. One of them was that
how this ERP can get improve by using different design patterns and Are there any tech-
niques in place in existing ERP systems for implementing specialized processes? They
have conducted a survey and as a result, they found that improvements can be made
in some parts of the application by 17-fold but developers don’t use Design patterns
because maybe these developers don’t come from formal development education. It’s
entirely feasible that some software engineering principles are sliding under their radar
as side effects and secondly they got to know that existing techniques in ERP are mostly
not SOLID. For easy and fast maintenance, the SOLID mechanism should be provided
[6].

By using an abstract layer on the top of the database access layer through multiple
functions and Global methods, ERP Application’s structure has improved a lot. A lot
of difficulties can be encountered during the analysis of the problem due to the lack of
knowledge of abstract concepts of breaking down a major programming problem into
a component in the programming language. To bring the improvement, several patterns
are being shared, both in coerce and fine grain. Before developing software using ML in
a company a few factors needs to be considered like Programming education, Software
quality control, Acquiring domain knowledge, and design method. In most cases, the
Design of the systems is being started by adopting theMVC design pattern where model,
view, and controllers are being handled in a loop [7].

To control the cost of development hours, pattern-based design is an effective way
of doing it because through this, we can avoid reinventing, revalidating, and rewriting
agnostic software artifacts. It helps to provide reusable solutions to frequently occurring
problems. There are multiple composite patterns available for efficient integration of the
applications and services. DI design pattern can help to identify the solution for decou-
pling and integration. Because redevelopment is a costly affair, it is more efficacious to
incorporate the applications and services rather than reconstructing to obtain a high level
of application and service reusability. Design patterns make us capable to support high-
quality software development and reuse the combined design knowledge. DI Pattern
has helped to implement loose coupling, service modularity, reusability, and dynamic
discoverability of different functions. It helps to bring an abstraction layer between high
and low-level modules and that abstraction layer helps out to integration parts to be
developed, test and deployed independently [8].

IT Environments have become very complicated as a result of the heterogeneity of
existing platforms, making communication between different enterprises more difficult.
With the help of Service-oriented architecture,we can improve the interaction andmake it
simpler. ERP execution andflexibility can be improved by bringing the design patterns.A
Design pattern is a best practice or the foundation of a solution that has been documented
and is being applied for the problemswhich occur frequently in specific situations. It’s an
art to applying the design patterns as it requires a lot of experience so that a bigger picture
of the application can be seen rather than just implementing a specific design pattern for
the current situation. Developers can be mistaken into applying design patterns because
most cases they might rush to bring flexibility and maintainability and unconsciously
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they overdo it by overdesigning and over engineering. For performance, a singleton
design pattern is the better option for stateless services and this design pattern can save
CPU processing time as well. For modification, observer pattern and decorator pattern
can help out. Decorator design patterns can play a vital role in the major modification.
While the Observer design pattern used to synchronize the changes in products and align
the things between the customer and the vendor [9].

Literature on ERP systems in past years can be analyzed in 6 different categories
like optimization, implementation, deployment, ERP for supply chain, management via
ERP, and past research articles. It is being noticed that people started taking interest
in the post-deployment phase, customization of development, sociological aspects of
ERP, and the interoperation between different ERPs. Many recent case studies shed a
light on the poor adaptation and poor maintainability of an ERP while considering the
daily work of their users. Because the human factor is an important factor for the good
implementation of an ERP. Because every user is handling the ERP according to their
own company’s strategy and business logic [10].

5 Methodology

5.1 Survey

The link to the survey form is given in references.
The survey was divided into three sections. First section contained the demographics

like name of company, number of people working in the company, qualification of the
person and the work experience of person in specific field. Second part comprised the
questions about the ERP being used at the company so that it can be checked how
comfortable people are working in their specific ERP. This was also done to perform
a little comparison of different ERPs. Finally the last section contained eight different
UML diagrams and people were required to choose a UML out of three or four given
options so that it can be checked if they are used to the design patterns and they can
identify them in a UML diagram or not. This wasn’t totally about the design patterns. It
was also a small test to see which specific UML people found more suitable to be used in
their program. So, if developers thought it was good approach to include design patterns
or not. The data was collected in multiple software houses and as the major target were
the developers who are responsible for making and managing the ERPs. So, in total 60
survey forms were filled by three different companies and a few miscellaneous to keep
the survey sample well spread and totally generic. It was made sure that people fill in all
the questions after reading and understanding the situation so that any missing or wrong
values can be avoided.

5.2 Findings

It was found that most of the developers are graduates so, this establishes a fact that may
be they never came across the subject of design patterns in their student life however,
design patterns are really essential to be used in development so that the system can be
flexible and strong.
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Fig. 1. Educational background

While trying to ensure that people in the survey sample are well spread. Their experi-
ence in the development fieldwas asked so that it can be analyzed if increase in experience
also increases the knowledge and understanding about design patterns.
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Fig. 2. Development experience of developers in years

Even though the distribution of data is not evenly spread but still the sample covers
almost all different aspects of experience. In terms of ERP there are three major ERPs
GLUON, SAP, there are a lot of other ERPs as well but the one noticeable point is that
a few companies are using customized ERP for their organizations. There could be a lot
of possibilities to analyze the results of UML diagrams.

The final result of the UML diagrams are to be checked on three aspects. Firstly,
the number of employees who got more than four UML diagrams right out of all eight.
Work experience of people who got more than four UMLs right. Finally, the ERP of
people who got most UMLs right.

According to the results it is determined that it doesn’t necessarily depend on the
educational background or work experience of developers. Even though the data is
extremely spread but still a range can be specified in which most people chose correct
answers. Barely, 30%were able to get through theminimum criteria off being considered
passing. All people belonged to the work experience of 1 to 3 years so it can be said that
recent developers are more interested in implementing the programs while keeping the
design pattern under practice.
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Even though developers are mostly satisfied with the ERP they are working with
however a common problem identified in this research survey was that developers are
not very satisfied with the automated testing techniques being suggested by the ERP
they are using. Another important fact is that there are customized ERPs being used
in some companies. It could’ve been a problem for developers and people who are
managing those systems but people seem to be more comfortable while working in the
ERP designed especially for their organization rather than using any other commonly
available ERP (Fig. 3).

Fig. 3. ERP, experience and number of correct answers

Most people who got their answers right were using gluon as an ERP. So, it was
required to take a close look at the code from gluon so that the design patterns could
be identified. The code was being updated since 2015 so it was difficult to perform a
comparison on code with and without design patterns. However, a survey was performed
on the code as well to check if the code in the company using gluon. This was done
to verify if developers were also familiar and used to the design patterns in their daily
practice.

6 Design Pattern Identification

6.1 Design Patterns Familiarity

As per our Survey results, Most of the developers don’t have the required knowledge
of design patterns. Most of the developers are undergraduates and design pattern is
mostly studied during this graduation period but as the companies don’t give that much
importance during the coding level so considering design patterns during coding is not
a priority in most of the cases.
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During conversation with different developers in GLUON ERP, we got to know
that they were implementing a separate interface or creating an abstract class but these
were their coding practices, they didn’t know that they are specifically implementing the
design patterns at all.

Design patterns are quite important for the clarity and modularity of the code. But
unfortunately small companies are not giving that much importance to that side. It helps
to enhance the reusability concept that provide a proven solutions to repetitive problems
that may arise in specific context. A pattern-based approach helps to avoid costly cycles
of revalidation and rediscovery of repetitive software solutions.

6.2 The ERP System

Design pattern applications have long existed in computer science field. It is not possible
for ERP System that they don’t have a good maintenance score. But there is always a
room for an improvement in any application and in this research paper we have tried to
examine that which design patterns made an improvement in this application. For this
purpose a comparative survey is being conducted and multiple questions are being asked
like ERP Support for automation testing for maintenance and the results that around
70% records are average or above average for multiple ERP’s like GLUON, SAP B1,
ORACLE Dynamics which is used in different companies like Softbeats, ABACUS
CONSULTING, AZEEMI TECHNOLOGIES, DIAMOND FABRIC LIMITED, HCC
Labs Pvt limited, TekHQ etc. So that ‘why we consider to pick one ERP GLUON and
bring the improvements using different design patterns.

This section discusses how the ERP System works and how it gets updated without
interpreting any run-time working.

6.2.1 ERP System Architecture

For ERP based systems,MVC compound design pattern is mostly used for maintaining
the structure of it but it’s more like an architectural pattern. It is related to user interaction
layer of ERP System. It can handle large data and provide support in the improvement of
ERP. But the code methodology should be good and it should be bad smell free. Testing
of a feature is getting easier with the use of MVC unit testing feature. But it is not
enough for creating an ERP Program, there is still need to use some data access layer,
contracts layer, helper layer, service layer. It enables logical functionalities and actions
on a controller (Fig. 4).

In ERP System, the ERP system was decomposed into three components (MODEL,
VIEW, and CONTROLLER). The figure attached is the MVC architecture for GLUON
ERP Software. It gave the margin to developers to work simultaneously on the model,
controller and views of ERP. Actually, it works like a loop wherein view is connected
with the controller and further controller is connected with the model and it is connected
to the view. MVC pattern was first generate for desktop Applications but later on it was
used for web apps too. It’s more like a modular design having modules, controllers and
views rather than a layered structure. Layered structures are best for web applications.
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Fig. 4. MVC architecture of GLUON ERP

6.3 Model

This component consists of the classes which will create by considering the data model.
In GLUON ERP, it is named as SBModel. Data is being stored in a relational database
system as SQL SERVER. For storing the data, data access layer (data logic layer) is
being createdwhich named asSBDAL.SBDAL is being utilized formaking a connection
between data and model. All the data which is being kept in data access layer is being
transmitted to model through this layer. It’s actually a two way process, we can shift the
data from database to model as well as vice versa. We can insert, delete and update the
data in SQL using the model by building up a relationship between table from database
and class for that table in the code. It contains all the tables, stored procedures, and
column names. It holds the business logic of the application. In model, all the master
and detail table data are being connected via objects and child classes, so that’s how we
can create a model for every table.

6.4 View

In this part, the view shows us what a client wants to see. Basically model and controller
works together to show the results in view component. Its main purpose is to display data
using model class object. It contains the functional requirements of an ERP. For each
method, there is a different view, that’ why, we keep a sub-folder with the same name,
under the view. The view updates itself via the observer pattern. The view is mostly
concerned with visual impacts so you can see the strategy pattern in this part. It contains
multiple forms to view for user.

6.5 Controller

In the Fig. 1, SchemaUpdaterV4 and SBUtility lies under this section. It contains all
the methods, functions, variables behind an ERP. A set of methods and functions are
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being called in this level to perform a specific action according to the user request. It’s
more like business logic layer because it will decide how to play with data or manipulate
it. The required function is being called from the main interface of the application and
perform the functions like get the request and analyze it then call the respective function,
then generate a view and verify it and return to the user. It acts as a middleware between
the view and the model to control the information exchange. All the logics that are going
to be used are being written in this component to play around with the data get from
view.

7 Analysis of Existing Patterns in GLUON ERP

In this section, we will discuss the design patterns which already existed in GLUON
ERP. We will discuss the definition of those design patterns, implementation and its
structure.

7.1 Factory Pattern

7.1.1 Purpose

In this we create the objects without exposing it to the client and create a separate
common interface to refer the newly objects.

7.2 Application in GLUON ERP

In the initial stages, the developers have made some functions, methods, Sub Procedures
in each class for some common actions just like save, update, delete, new, edit, Refresh
and load all. But later on for smooth working, by considering the factory pattern they
made an interface with the name of IGeneral, which kept all the common functions
which are mostly used. So for further development they don’t need to write the whole
code of function everywhere. They just need to call the function for enhancing the
reusability and overall improving the performance of an ERP (Fig. 5).

Just like SetNavigationButtons and GetAllRecords are the Sub Procedure which
can be seen in figure attached. They used to set the navigation button as per mode and
show all of the records in master according to the screen respectively. This screen often
contain a few functions as well (Fig. 6).

Isvalidate and Update are the functions in IGeneral interface for GLUON ERP
Which have the purpose of first end validation and update the record by clicking on
update function respectively.

They do have made some Global Variables as well figure attached so that they don’t
have to initialize repeatedly and assign the value whenever they want and improve the
reusability of variables andmake the codemore readable and professional and by keeping
the access specifier of these variable, public, make it easy for coder to use it in code
anywhere (Fig. 7).

TheAlgorithm for theGlobal functions are beingwritten in thismodel figure attached
so that we may reuse them later on in the controller section to build a logic (Fig. 8).
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Fig. 5. General functions in GLUON ERP

Fig. 6. General functions in Gluon ERP 2

7.3 Strategy Pattern

7.3.1 Purpose

In this technique, an algorithm can be changed at runtime and we create context objects
which can varies according to the required strategy. This design pattern lies under the
Behavior Category. The objects create in this phase shows the various strategies which
can be implemented.

7.4 Application in GLUON ERP

In GLUON ERP, Strategy pattern is being implemented to get the lastpurchaseprice.
Sometimes the requirements get vary from user to user just like a user want to get the
last purchase price through batch no and the other one wants to get it by last production
order against that item so to handle this scenario, a separate interface of strategy is being
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Fig. 7. Global variables in GLUON

Fig. 8. Function of GLUON ERP

created where different runtime functions are being written to get the last purchase price
and the one which is required being called.

7.5 Iterator Pattern

7.5.1 Purpose

This pattern is commonly used in coding practice because it is a way to access to
elements of a collection in a sequential manner without knowing the primary depiction.
It lies under the behavioral category.

7.6 Application in GLUON ERP

In this ERP, The COLLECTION of chart of accounts, is being worked under this pattern
because a container of string is being created to get all of the values and an iterator class
is being created in this manner that it will work according to the no of rows of the table
and an iterator interface have some methods like count and it will just get the data from
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the string by using a loop or method which is being created in iterator. It doesn’t have
any concern with the object but it will just loop through all the data until the count of
rows.

Same as in Gluon ERP, for getting the information in separate string like inventory
items or vendor names or customer name, so for that reason Iterator method is the best
by creating a separate class of iterator where different methods can be called without
concerning that which object is going to refer. After calling that method, a loop will be
executed for n no of terms where n is mostly the no of rows of that specific local table.

There is another example of iterator in this ERP and this one is about security rights.
To implement the security rights, first of all, get all the accounts, locations, cost center
at once and then start implementing the rights where it is being needed by considering
the client requirements. If we have got all the accounts at once then the developer don’t
need to get the accounts, locations, cost center for each time a new security is being
added.

7.7 Template Pattern

7.7.1 Purpose

Template method lies under the Behavioral Design pattern. This method have a super-
class, mostly named as abstract superclass, and in this number of steps and a skeleton
of operations are being defined.

7.8 Application in GLUON ERP

In Aging Receivable report, there is an option of template for showing the data according
to the user where the user/client set the template but it will only change the range of data
shown but the other columns will remain same.so there is a template setting is being
done in the backend which doesn’t change the remaining column even the client change
the whole structure.

The Fig. 1 is showing that the default layout have 30_60, 60–90, 90+ days range
while in Fig. 2 the template1 have 90_120, 120_150 and 150+. Both templates have
different layouts but the remaining data remains still same.
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Same as we do have some templates screen where a list of operations are being
performed and a skeleton is being created against that record and whenever a customer
needs that he will simply load that template and reuse it. The template design pattern is
the logic behind this whole scenario to make an ease for the client.

8 Class Diagrams of Design Patterns in ERP

There are certain ways to represent the relationship between different classes and objects
in ERP just like UML diagrams, Class diagrams, Sequence Diagrams. A class diagram
is being considered a good approach for representing the design pattern as it will cover
all the relationships like inheritance, association, aggregation and composition between
different classes. Just like in Fig. 1, an Observer design pattern is being observed in Sales
module of ERP. Whenever the sales update (observer) updates the sales voucher, it will
update that voucher in stock table, ledger table and its local table to which we named as
DailySalesBook.

In another example of ERP, a composite pattern is being observer. For reports, there
are two ways to run the reports. One is about to get the report directly which have rpt
extension from reports folder and there is another way to get that which is, the reports
contain the customized reports folder, and it contains the reports with the same name as
well. So according to Fig. 10, the reports folder contain the reports which can directly
run, and the customized reports is the folder which lies in reports folder having the same
name reports (Fig. 9).

Fig. 9. Observer pattern can be added
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Fig. 10. Composite design pattern in gluon ERP

9 Results/Software Matrics

At initial level around 2005, they didn’t consider the design patterns when the start
making the different screens of ERP but gradually the code become more professional
and the modularity of code getting increase. At initially, they have to write all the basic
methods again and again like update or save buttons for each screen then by using design
patterns the problem get resolved. At current state, 75% of the code is based on Design
pattern consciously and unconsciously as well Because they have made it into their
practice to do code in such a way that reusability becomes the main priority. Due to this
higher percentage, the application is getting more stable.

10 Conclusion

The survey’s results proved that the null hypotheses were correct. Developers are mostly
unaware of the design patterns and they are not using it in their daily life practice as
much. The study showed that most of the old employees and senior developers are
used to the old programming ways. However, the people who are recently graduated
and working in software houses are aware of design patterns. It means that either they
have studied design pattern in universities. Another important factor is the increase of
social communication these days. As people are getting socially aware and they can
find suitable solutions for every problem. It can be counted as a factor that developers
are trying to implement design patterns in their daily coding practices because it adds
cohesion and reduces coupling in the code. This makes the code more flexible, solid and
less vulnerable to bugs and crashes.
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Abstract. Most blockchains are known for transparency since all on-
chain records are open and immutable. However, due to the particularity
of the blockchain data structure, users cannot perform semantic searches
in the blockchain as in traditional search engines, resulting in inefficient
access to blockchain data. To solve this problem, we proposed approaches
for semantic search in the blockchain. In particular, we focused on the
extraction of semantic information and related data for smart contracts.
In this paper, we describe the road map, challenges, and preliminary
results of our research.

Keywords: Blockchain · Smart contract · Information search

1 Introduction

A blockchain can be considered as a decentralized database that stores encrypted
blocks of data. Some blockchains, such as Ethereum, support programmable smart
contracts for better scalability. Smart contracts have been applied in many busi-
ness areas beyond crypto-currencies, such as supply chain management, smart
grid, and IoT applications, for trustable transactions. By July 2021, the number of
smart contracts created by developers has exceeded two million on Ethereum. The
explosive growth of smart contracts has spawned a demand for related data search
services. However, mainstream blockchains can merely retrieve a smart contract
by transaction ID or contract address. For users, it is inefficient to obtain desired
information from complex blockchain data. Thus, it is essential to explore seman-
tic search, such as searching by natural languages. The semantic search engine is
to a blockchain network what Google is to the Internet.

Semantic search is a cross-field technology, which mainly relates to Natural
Language Processing (NLP), information retrieval, and knowledge graphs. Tra-
ditional semantic search is mainly used in web search or database search, and
relevant text data is easy to access. However, semantic search in blockchain poses
additional challenges:
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– Smart contracts that implement business logic are written in programming
languages, compiled into bytecode, and deployed in the decentralized nodes
without any metadata or description. Except for the contract owner, other
parties can only treat this contract as meaningless bytecode. How to identify
semantic information from smart contract bytecode?

– The format of transaction data related to smart contracts is heterogeneous
and has no semantic significance. How to provides these blockchain elements
with semantic labels?

– In addition to on-chain data, smart contracts also include vital off-chain data
such as source codes, API documentations, and official home pages. How to
implement aggregated semantic search across on-chain and off-chain networks?

Therefore, our long-term research objective is to develop a semantic search
engine for not only on-chain but also off-chain smart contract data. We can imag-
ine the application scenario: after the user enters the natural language descrip-
tion of a smart contract, the search engine returns the on-chain data (bytecode,
hexadecimal address, transaction history, etc.) and the corresponding source
code stored off-chain, ranked by similarity. To address the above challenge, we
proposed approaches for bytecode-based smart contract classification that can
identify semantic features from on-chain bytecodes. We also proposed a semantic
search method for off-chain smart contract source code. In this paper, we present
these milestones and future works to be completed. We focus on Ethereum since
it is the most widely used blockchain platform supporting smart contracts, but
the concept of our approaches is applicable to other Turing Complete blockchains
as well.

2 Contributions

In this section, we describe our contributions to the semantic search engine for
smart contracts. We explain our classification approaches for on-chain contracts
and semantic extraction approaches for off-chain contracts, and the corpus col-
lected for experiments.

2.1 Classification Approach for On-Chain Smart Contracts

As the first step to address the semantic identification challenge for on-chain
contracts, we need to classify and label smart contracts for further index. Thus,
we proposed a novel bytecode-based classification approach [10] to effectively
classify smart contracts on Ethereum. Smart contract bytecode is stored as a
string of hexadecimal numbers in a Merkle Patricia tree. The numbers and can
be translated into equivalent opcodes defined in Ethereum virtual machine via
disassemblers such as evmdis1. We adopted opcode as a feature because it reflects
the logic of the smart contract at the stack operation level.

1 https://github.com/Arachnid/evmdis.

https://github.com/Arachnid/evmdis
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According to our statistics, smart contract categories on Ethereum are dis-
tributed unevenly—gaming and gambling contracts account for almost 40%
among dozens of categories. Therefore, the smart contract classification can
be regarded as a multi-classification problem on an imbalanced data set. The
objective of the classification is as follows:

The dataset is defined as {Di, yj}, where Di refers to a smart contract; yj
belongs to Y which is a predefined collection of k categories, Y = {y1, y2, . . . , yk}.
The objective is to learn a mapping function h which maps the input Di to the
category yj which it belongs to.

Given the poor performance of traditional classifiers on imbalanced datasets,
we proposed a novel BPSO-Adaboost algorithm to solve this problem. The algo-
rithm implements Binary particle swarm optimization [3] as the feature selection
method to reduce the noise in the sample space, thereby improving the classifi-
cation performance of minority classes. We also integrated Adaboost.M1 as the
ensemble learning scheme to achieve better accuracy than individual classifiers.
Comparative experiments have proved the superiority of each element in our
algorithm. Compared with state-of-the-art NLP-based approaches, our bytecode-
based approach has two key advantages. First, the bytecode-based approach can
classify smart contracts stored as bytecode on Ethereum, thus supporting tag-
based search and range query of on-chain smart contracts. Second, our approach
can better resist adversarial attacks. Further improvements, experiments, and a
comprehensive evaluation of our model will be implemented in the short run.

2.2 Semantic Search for Off-Chain Smart Contract Source Code

As mentioned in Sect. 1, a smart contract search engine is supposed to search
for vital off-chain data. Thus, we explore semantic search techniques for smart
contract source codes written in Solidity, the most widely used programming
language in Ethereum Dapps. Our approach enables users to search Solidity
source codes stored in off-chain repositories via natural language, even if there
are no shared words between source codes and queries.

To achieve this objective, we mapped source codes and searched queries
into a shared vector space where (code, query) pairs with similar semantics
are neighbors. Cosine distance is regarded as the metric: The shorter the dis-
tance between the code and the query statement means higher the likelihood of
returning the code. Since blockchain terms are different from daily usage words
in English, we fine-tuned the pre-trained ALBERT model [4] to make our search
engine understand the blockchain context and map queries and code comments
to 768-dimensional vectors. To extract semantic information from the source
code, we proposed Code2doc and Code2vec models, where Code2doc model is
the upstream work of Code2vec model. As Fig. 1 shows, Code2doc model is
designed to automatically generate summarization from the original source code
via Transformer [12]. After training, the encoder of the Code2doc model acquired
the mapping method from the source code to the intermediate representation of
natural language. In the Code2vec model, we kept the encoder of the Code2vec
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Fig. 1. The frameworks of the Code2doc model and Code2vec model

model and replaced the decoder with LSTM and Dense layers to generate vec-
tors with fixed dimensions. Then we trained this model with (code, comment
vector) pairs. Finally, the Code2vec model outputted 768-dimensional vector
representations of codes in the shared vector space.

With the trained Code2vec model, we collected and inserted all the code
vectors into the off-chain repository. Our search engine can convert the arrived
query to the corresponding vector representation and conduct the nearest neigh-
bor search with Hierarchical Navigable Small World (HNSW) graphs [5]. We
have developed a prototype and plan to use Precision@k and Mean Reciprocal
Rank (MMR) as metrics to evaluate the effectiveness of our approach.

2.3 Datasets and Corpus

Since there are no available public datasets for our training and validation yet,
we need to build the required datasets and parallel corpus by ourselves. With our
bytecode-based smart contract classification approach, we collected 4,000 smart
contracts bytecodes from the top 100 Ethereum Dapps ranked by user activities
and manually labeled their categories to train our supervised learning model. For
our source code search engine, we collected about 37,000 smart contract code
snippets from Etherscan2 via web crawlers. To build a parallel training corpus, we
extracted comments from source codes by regular expressions and then divided
the corpus into training and test sets with the 10-fold cross-validation method.
In addition, Solidity is a language that involves many reserved terms, specifically
designed for blockchain operations. We summarized the blockchain terms and

2 https://etherscan.io/.

https://etherscan.io/
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special APIs related to blockchain behaviors, such as token transfer functions,
which conduces to the fine-tuning process of ALBERT model and Code2doc
model capture attention of word embedding. We will release our datasets and
corpus to facilitate future research in this area.

3 Related Work

Researches on information search related to smart contract are still in its infancy,
and there is no systematic study yet. In this section, we present a review of state-
of-the-art techniques for on-chain information search and off-chain code search.

On-Chain Information Search: Peng et al. [7] proposed a verifiable query
layer. Transactions are stored in the underlying blockchain system and extracted
by the middleware layer, which regroups them into databases to provide block
query and transaction query services for everyone. Pratama et al. [11] designed
blockchain data retrieval that supports more than one search parameter and
leverages multiple criteria to make searching for data easier. Additionally, some
system query functionalities with analytic functions were proposed to effec-
tively improve the overall capability of the query layer system. However, unlike
our bytecode-based approach, these approaches can only provide keywords or
parameter-based search without the ability to identify semantics and categories
of on-chain data.

Off-Chain Semantic Code Search: There have been multiple deep learn-
ing proposals on semantic code search. The common point is the use of vec-
tor distance to measure the semantic correlation between codes and queries.
NCS [9] is an unsupervised semantic code search model which uses word and
document embeddings only. UNIF [1], an extension to NCS with supervised
learning, replaces the sequence-of-words-based networks used in NCS with a less
complex bag-of-words-based network. CODEnn [2] is also a supervised neural
code search approach that integrates multiple Seq2seq networks. These tech-
niques have difficulty capturing dependencies between long-range word tokens,
leading to low accuracy when searching long code snippets. Thus, we use the
Transformer to solve the long-range dependency problem. Our customized cor-
pus of blockchain terms and APIs can also make the fine-tuned model more
applicable for contexts related to smart contracts.

4 Conclusion and Future Work

In this paper, we have introduced the significance of semantic search for smart
contracts and major challenges for on-chain and off-chain search. So far, our
contributions include a bytecode-based classification approach for on-chain con-
tracts, a semantic search approach for off-chain contract source codes, and
related datasets and corpus.
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Our current contributions allow us to generate simple semantic labels for on-
chain contracts. In the following work, we will consider the further use of seman-
tic labels to address the challenge of search content heterogeneous mentioned in
Sect. 1. Specifically, we can treat the information in blockchain as graph infor-
mation such as Resource Description Framework (RDF) [6]. Metadata related
to smart contracts will be added to the body of the blockchain, just like the
current web 3.0 semantic network does. After that, we can obtain the attributes
of each element in blockchain and the relationship between the elements in a
graph. This RDF information can be stored in a dedicated graph database or
registered as assets on the chain for further search. In this way, we can search
and analyze the functions of any service deployed to the blockchain and may
expose them to the off-chain world for interoperability.

If some data can be modeled in RDF, searches would not be a severe challenge
since there is a naturally adaptive query language SPARQL [8]. Natural language
can be translated into SPARQL through NLP tools such as NL2Query3 to realize
the semantic search on the blockchain indirectly.
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1 Introduction

The primary financial market has a large size, including both the debt market and equity
market. According to Economics of Bloomberg, global debt issuing is 24 trillion US
dollars in 2020 [1]. McKinsey Global Private Market Annual Review 2021 [2] reports
that the total global private equity market transactions in 2020 have plateaued at 1.1
trillion USD.

However, the ecosystem of the primary financial market is fragmented, and its infras-
tructure is not as well established as the second financial market. The main reasons for
hindering the primary market are: high cost on the discovery of each other correctly,
(a) high cost on discovery of each other properly; (b) asymmetric information; (c) high
cost and complex process of trading stages; and (d) poor financial derivatives in primary
market. Most activities in the traditional financial market are done through centralized
intermediatory institutions, i.e., banks, trust, exchanges, etc.

The above issues are mainly caused by the characteristics of the infrastructure of
the centralized system. As long as the centralized system is adopted, the above chal-
lenges cannot be eliminated. Due to its distributed characteristics, Blockchain technol-
ogy can be considered a potential solution for the primary market. The object of this
PhD-Project is to research and develop a blockchain-based autonomous system for the
primary financial market to reform the existing centralized infrastructure of the primary
financial market. This revolution will not only improve business automation status but
also enhance organizational and ecological autonomy.

2 Solutions and Contributions

The essence of the blockchain is a distributed ledger system. The core technology of the
blockchain is mainly to ensure the complete security of the data in the distributed ledger
system and the trustworthiness of the entire transaction process. The characteristics
of blockchain have different expressions and differences in various papers. However,
the following aspects have reached a consensus: decentralization, high transparency,
enhanced security, and immutability of information [3].
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This project takes the traditional challenges of the primary financial market as the
research object and embeds blockchain technology as a practical path for infrastructure
optimization. Based on the current related theoretical research results, this project uses
the new institutional economics theory as a logical starting point to analyze the financial
market infrastructure with organizational evolution as a clue and the practical constraints
and problems it faces. On the other hand, this research takes blockchain technology as a
software architecture solution by interpreting the “blockchain+ securities” characteris-
tics of the blockchain and the institutional economics of blockchain digital governance,
paving the way for the application of blockchain in the financial market.

Furthermore, this project combines the “technology logic” of blockchain digital
governance with the “system logic” of financial products and analyses the governance
mechanism under the dual logic of “technology+ system.” The proposed infrastructure
of the primary financial market will be constructed based on the blockchain architecture.
Under this functional framework, the primary governance mechanisms, such as trust,
reputation, contracts, etc., on the chain are further discussed. In terms of empirical
research, this project will establish a primary bond issuance, regulation, trading system
based on blockchain technology to contribute to the autonomy of the primary market in
practice.

3 State-of-Art

Many scholars have researched the application of blockchain technology in the financial
field. They mainly focus on four scenarios: payment and settlement, asset digitization,
innovative securities, and customer identification and credit reporting systems. [4] tries
to combine the idea of blockchain into bill market transactions. [5] explains the reason
to adopt blockchain into inter-bank payment theoretically. [6] uses a blockchain-based
system in practice for three months and concludes with positive results. [7] discusses
from the development logic of blockchain, as the underlying technology of payment
and clearing, and the basic technology of financial technology. [8–10] from traditional
commercial banks process, credit system, and financial risk control aspects, respectively,
have concluded that the blockchain is helpful to improve the current systems.

4 Findings and State of Work

Comprehensive literature research, named “Applying Blockchain for Primary Financial
Market: A Survey,” has been published. According to this survey from academics, we
found that the scholars are concentrated on the issue of securities, andmost of the research
is carried out around technical aspects. Few scholars researched from the perspective of
applying technology into the primary financial market.

In addition, there are still challenges of applying blockchain for solving the issues
in the financial market: a) regulation and compliance of governments are challenging to
build into blockchain; b) technology development and application of blockchain is still
at an early stage; c) privacy preservation of blockchain applications is hard to satisfy
each party’s requirements in such a financial market.
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After the direction from the literature review, a requirement collection survey paper
from the industry was conducted. A combining method of qualitative and quantitative
analysis has been adopted in the research.We interviewed 15 domain experts and handed
out 54 questionaries to industry participants. As a result, we figured out that the most
concerning issues in the primary financial market are complex due diligence, mismatch,
and rugged monitor. The experimental study has been completed, and the outcome is
about to submit as another journal paper.

5 Methodology

The primary financial market has a complex mechanism (i.e., involving multi-parties,
different organizational governance models, and multiple factors that affect organiza-
tional governance models, etc.). The adoption of blockchain to optimize the primary
market infrastructure requires the integration of the digital technology theory repre-
sented by the blockchain with the economic theory of the primary market and empirical
analysis. Therefore, this project will adopt various methods such as interdisciplinary
research, literature, typical case analysis, qualitative, game theory, and other methods to
research and discuss the related topics.

More specifically, there are five components in my research and categorized into
two layers. The first layer is for requirement collection to determine the next layer. The
first layer contains two projects: a survey paper from academics and a survey paper
from the industry. The second layer has three projects: system designs focusing on 1)
bond issuance in the primary market, 2) post-issuance fund monitor, and 3) bond trading
system. It is a standard order of managing a bond’s lifecycle.

6 Evaluation

In terms of evaluation, I plan to evaluate it from three perspectives. 1) Performance
evaluation: it is designed from the perspective of system performance. I will compare
it with the corresponding benchmark ratio to test the performance of the system. 2)
Usability test: it is one of the evaluation methods of traditional software engineering.
It is used to test the usability and experience of the system. 3) Mathematical modeling:
it is from a business perspective. I will build a cost model for the proposed blockchain
infrastructure system and compare it with the cost of the current central system to
perform cost optimization calculations to evaluate whether the system is significant at
the business level.

7 Related Work

Scholars have studied a lot around the combination of blockchain and primary mar-
ket. In terms of securitization issuance, [11] claims that substituting third parties in
the primary market with a blockchain-based system can monitor process details more
accurately, reduce costs, enhance issuance speed, increase transparency, and therefore
increase liquidity. [12] thinks that blockchain technology can help decrease the risk of
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fraud caused by knowledge asymmetry. [13] presents a Linked Data-based approach
that provides both verification and tamper-proof characteristics to avoid collision and
efficiently enhance confidence in the financial sector.

Researchers are also debating how blockchain technology might help cut expenses
and enhance efficiency. [14] explains how the use of blockchain under solid governance
and legal frameworks may enhance corporate transparency and efficiency when the
record is generated. explained how blockchain technology has increased automation.
[15] shows that by incorporating smart contract terms into an automated programming
language, stock transactions may be performed automatically when specific criteria are
satisfied. More specifically, it employs machine learning to assess the desire and ability
of borrowers and use a blockchain-based database, and it can predict the borrower’s
future willingness in real-time.

Furthermore, several articles are based on a regulatory perspective, believing that
apps are beneficial to departmental oversight. [16] describes the history of employing
blockchain in the primary market early and argues why blockchain technology can
replace financial institutions. [17] describes the supervision department, which registers
nodes on the chain and receives the public key to oversee basic information in real-time.
At the same time, the blockchain’s immutability ensures the information’s validity and
traceability. [18] demonstrates that auditing and supervision will no longer be limited
to sampling but will acquire and process all information through a database maintained
and shared on the blockchain. In contrast to the conventional paradigm, [19] believes
that the auditor may validate the data through an internal BCs ecosystem before going
external. Once the report is completed, the auditor will place it in the external eco to
prevent external institutions and customers from altering the data regularly. It prevents
data tampering and leakage during transmission and enhances data authenticity.
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Abstract. Edge cloud computing has become a fundamental computa-
tion infrastructure supporting the resource-limited devices of Internet of
Things (IoT). An important problem in edge cloud computing is how to
allocate tasks to the servers while minimizing various costs and satisfying
task requirements. Studies to date usually assume a self-interested setting
where each edge/cloud server is owned by one user who tries to maximize
own interests. However, with the strong development of smart communi-
ties like smart factory, the servers are usually owned by an organization
like an IT corporation. This triggers the necessity for edge/cloud server
cooperation to maximize team interests. Thus, in this paper, we consider
a new problem called cooperative edge cloud computing where edge/cloud
servers cooperate with each other to perform tasks to optimize the inter-
ests of the whole system. This problem is difficult due to some features
such as 1) the tasks usually have high workloads which cannot be well
performed by only one server; 2) the tasks usually have a dependency rela-
tionship; 3) edge servers are usually distributed where each server only has
a partial observation. Our idea is to formulate the problem as a multiagent
system, where each server is regarded as an agent who can learn to exe-
cute decision-making for task allocation based on its observation (e.g., cur-
rent server status and arriving task). Then, we employee multiagent rein-
forcement learning methods to make agents learn from the environment by
themselves without previously designed rules. Our expected impact is that
our algorithm can offer significantly better attributes such as low latency
and low energy consumption in the cooperative edge cloud computing.

Keywords: Internet of Things (IoT) · Edge cloud computing · Task
allocation · Multiagent systems · Reinforcement learning

1 Introduction

Since the number of Internet of Things (IoT) devices such as smart watches,
smart phones is exponentially increasing, an enormous volume of data will be
generated and need to be processed [18]. However, IoT devices usually have
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constrained computation resources, which creates reliance on external comput-
ing resources [3]. Cloud computing is a classical solution that can provide abun-
dant customizable computation resources, its effectiveness has been verified and
many cloud computing providers such as AWS, Google and Azure have pro-
posed various cloud computing services. Edge computing, as a supplement to
cloud computing, can offer computing services with lower latency and lower
energy than cloud computing as its servers are closer to the users. However, the
computation resources of edge servers are not as rich as those of cloud servers.
Therefore, edge cloud computing, which combines the advantages of edge and
cloud computing is seen as the desirable computing platform for IoT [4].

A fundamental problem with edge cloud computing is how to allocate tasks to
the various servers so as to minimize various costs while satisfying the task require-
ments. Although many studies have tackled this problem, they most often assume
a self-interested edge cloud computing environment, where each edge/cloud server
tries to maximize its own interests. Accordingly, they usually formulate the prob-
lem as a game and apply the Nash equilibrium strategy at each server so each
server develops its best response given the other server strategies.

However, with the strong development of IoT devices and services, more and
more companies are starting to provide smart communities like Aliyun’s city
brain. In those scenarios, edge servers are usually owned by an organization
rather than a single user [11,17]. The goal is to optimize the overall perfor-
mance of the edge cloud computing systems rather than each edge server’s own
interests. Thus, how to make edge and cloud servers cooperate with each other
to perform tasks well requires to be studied. In this paper, we consider coop-
erative edge cloud computing, a new edge cloud computing framework where
each edge/cloud server tries to maximize team rewards like total delay costs.
Although the methods proposed in a self-interested setting can be applied to
this problem, they may not achieve good performance since optimization of each
server may not achieve an optimization of the team.

2 Motivating Example

Along with the strong development of information and communication tech-
nology, technologies such as object detection algorithms, recommendation algo-
rithms, and virtual reality (VR)/augmented reality (AR) can be used to allow
IoT to supply various applications to users. For instance, people in widely sepa-
rated areas can use VR/AR equipment to realize a remote collaboration by shar-
ing one common virtual space. However, this generates large volumes of data that
must be processed efficiently with attributes such as low latency and low energy
consumption. This emphasizes the necessity of edge cloud computing, since the
devices themselves are usually too resource-constrained to handle the loads.

Let us take the scenario in Fig. 1 as an example; users are distributed in
various areas and each area is called a local environment. In each local environ-
ment, various devices such as temperature sensors and cameras exist to capture
user/environment data. Also, an edge server cluster consisting of several hetero-
geneous edge servers like RaspberryPi exists. It performs the tasks generated
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Fig. 1. Three major features of the edge cloud computing system needed to ensure
cooperation. (1) High-workload: in order to generate a shared virtual space for user 1, a
VR 360◦ video must be created from based on the camera data collected from the other
users (approximately 3.75 GB data must be processed per second). (2) Dependency: in
order to provide a service that user 2 may now need, three dependent tasks are needed:
VR 360◦ video generation task, object detection task and service recommendation
task. (3) Distributed: all the edge servers spread out over various areas and share one
common cloud server cluster. The goal is to optimize the overall performance of the
edge cloud computing system rather than a single server.

from the IoT devices to support the various IoT applications offered to the local
users. Moreover, all edge server clusters share one cloud server cluster and can
choose to offload tasks to it if necessary.

Several features of edge cloud computing require cooperation among the
servers. Let us consider the example of remote collaboration by VR equipment
shown in Fig. 1. In order to generate a shared virtual environment for users
located in different areas, the cameras in each local environment collect the user
data and send it to the respective edge server cluster. Consider the instance of
user 1 in the left part of Fig. 1, its local edge cluster can generate a VR 360◦ video
of the shared virtual space based on the camera data collected from the users in
the other areas. In order to achieve an immersive feeling, high quality real-time
videos with low latency are necessary. For instance, a 4K video frame usually
has 8 MB data, which demands at least 1.875 Gbps to display the video given
the refresh rate 240 Hz. Since VR has two displays and each display requires one
4K video, 3.75 GB of data must be transferred per second. This high-workload
feature means that just one server is insufficient, which incurs the necessity of
cooperation among edge servers.
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Moreover, in the virtual shared space, tasks other than VR video generation
exist and might have a dependence relationship. As for user n shown on right
side of Fig. 1, it might be recommended a service based on the current virtual
environment. Achieving this recommendation requires three dependent tasks to
be performed sequentially. The first task is to generate the current virtual envi-
ronment. Then, based on the virtual environment, the second task is to execute
an object detection algorithm to collect the major elements around the user.
Finally, a service recommendation task is invoked to recommend services like
Google translation that the user may need.

Although all edge servers are distributed across various areas, they can
belong to one organization and share one common cloud server cluster, as shown
in Fig. 1. Thus, the goal is to optimize the performance of the overall edge cloud
computing system rather than a single server. For instance, if many edge servers
upload tasks at the same time, network congestion may occur which would hurt
overall system quality. Considering the above three major features, this paper
considers cooperative edge cloud computing.

3 Research Challenges

As stated in the above section, cooperative edge cloud computing is required to
support the truly effective IoT environment. In this section, we first define the
problem of cooperative edge cloud computing as follows: “Given an edge cloud
computing system with several edge and cloud servers and a certain period such
as one day or one month, the goal is to maximize the overall team interest (the
whole system) in that period, such as minimizing the total delay/energy cost
of all servers.” Then, we indicate its three major challenges which are stated as
follows.

First, high-workload tasks usually cannot be performed well by just one
server; adequate performance is assured only if the task can be cooperatively
performed by several servers.

Second, the tasks are inter-dependent [20] where some tasks can only be per-
formed after the other tasks have been completed; it corresponds to a depen-
dence feature. Then, one server needs to know the situation of its own tasks’
dependent tasks allocated to other servers, which corresponds to a cooperation
among servers.

Third, the edge servers are usually distributed across various areas and
share one cloud server cluster [13]. Thus they must cooperate with each other,
since one server’s performance does not depend on just its own actions, but can
be influenced by the other servers’ actions.

4 Proposal

The research challenges elucidated above require that task allocation in edge
cloud computing be well modeled. Since each server can observe its own status
and conduct decision-making for task allocation, it can be regarded as an agent,
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an intelligent entity that can make decisions based on its observations. Moreover,
many servers exist and they will influence each other. Thus, we model the edge
cloud computing system as a multi-agent system, which is a classical model to
solve agent interaction problems, especially where the multiple agents interact
with each other to achieve some goals.

Reinforcement learning (RL) is an efficient method to train agents in an
environment without any previously designed rules, and has been applied in
many studies on edge cloud computing. However, they usually focus on a single
RL method without considering the interaction of agents. In this paper, we
desire to make multiple agents learn cooperation by multiagent reinforcement
learning (MARL). As shown in Fig. 2, our proposed MARL framework using RL,
game theory and other approaches solves the problems of cooperative edge cloud
computing. The aim of this paper is to provide a MARL framework to support
task allocation in cooperative edge cloud computing. We describe in detail below
how to cope with each challenge.

4.1 Reinforcement Learning Based Dynamic Coalition Formation
for High-Workload Task Allocation

Objectives and Issues. As for challenge 1, existing studies tackling high-
workloads usually employ static distributed computing methods. For instance,
MapReduce, a classical distributed algorithm, can divide a high-workload task
into several low-workload tasks and then distribute them among several servers
[7]. However, they consider just the information of tasks that are independent
of the current status of servers. This may incur bad performance in edge cloud
computing since the cost of performing the tasks significantly depends on server
status; it is dynamically altered by the popping/pushing of tasks. For instance,
edge server status in each local environment in Fig. 1, dynamically changes as
it performs tasks like VR video generation task. Moreover, with the users com-
ing/leaving the current local environment, some tasks would be invoked/deleted.

Thus, we study the high-workload task allocation problem in edge cloud
computing with consideration of the dynamic features. The goal is to identify an
optimal policy that can make edge servers perform high-workload tasks cooper-
atively where the task’s workload can be infinitely divided among the various
servers. To sum up, solving the high-workload problem has two major problems:
1) it is difficult to divide a high-workload task into several low-workload tasks
given the dynamic features. 2) it is difficult to handle the large solution space
incurred by infinite task division.

Proposal. To cope with the first issue, we formulate the problem as a Markov
decision process (MDP), since MDP is a classical model for modeling discrete-
time decision problems. Specifically, the statuses of arriving tasks and servers
are regarded as states, and the dynamics can be regarded as state-transitions
in MDP. To cope with the second issue, we consider the dividing task workload
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Fig. 2. We propose a MARL framework to guide the servers to cooperate in allocating
the tasks. Each server is regarded as an agent which has its own observation such as
server status and arriving tasks and can take an action (task allocation) based on the
observations. Then, a joint action consisting of the actions from all agents effects to
the edge cloud computing system and each agent can obtain a reward. Then, based on
the rewards obtained, the agents can learn cooperation by our framework.

problem from the perspective of servers. Specifically, we make the servers form
several coalitions, each of which can take a task to perform. The task can be
divided among the servers of the same coalition and executed in a distributed
manner. Specifically, we propose a dynamic coalition formation algorithm called
coalitional R-learning (CR-learning) to guide edge servers in performing tasks
by forming coalitions.

Our proposed method can be divided into two phases as shown in Fig. 3. In
the first phase, the edge servers can form several coalitions {c1, c2, ...} where each
edge server can join just one coalition ci. As shown in Fig. 3, at the current step
server 1 and server n form a coalition c1, and server 2 forms a coalition c2 with
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the other servers. Each coalition formation way is called a coalition structure cs
and each coalition ci corresponds to an action space defined as Aci where the
action is defined as choosing a task in this paper. Then, in the second phase, each
coalition can choose an action from Aci . As shown in Fig. 3, coalition c1 chooses
task 1 to perform and coalition c2 chooses task 4 to perform. Then, a high-
workload task can be divided among a coalition according to the current server
statuses. In the next step, the server statuses are altered by task performance
and the task queue is refreshed, which corresponds to a new state. The new state
requires the servers to form a new coalition structure that accords the current
state.

Fig. 3. Illustration of our proposed coalitional R-learning algorithm.

Evaluation. To show the effectiveness of our proposed method, we compare
the performance attained by our coalitional-R learning algorithm to those of
the baselines of R-learning and a linear programming (LP) algorithm [25]. The
results are shown in Fig. 4. Since the LP method yields a deterministic optimal
solution of the current step rather considering long-term rewards, its perfor-
mance is inadequate. Its performance does not improve regardless of iteration
number due to its deterministic feature without learning. However, R-learning,
as a classical RL algorithm, can well cope with the dynamic feature. It can
achieve better performance than the LP method, since it copes with dynamic
changes well. However, its performance is inferior to that of our proposed CR-
learning algorithm. This is because CR-learning considers both dynamic feature
and cooperation feature (coalition formation). We confirmed this by conduct-
ing comprehensive experiments with different parameter settings such as task
workload, task storage and task number in [9]. Then, that paper identified the
problem that the cost of changing coalition structure must be considered in some
cases. Thus, we solved this problem by proposing a new theoretical model in [8].
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Fig. 4. Performance comparison of our coalitional R-learning algorithm, R-learning
algorithm and approximate LP method.

4.2 Graph Convolutional Reinforcement Learning for Dependent
Task Allocation

Objectives and Issues. In the challenge 1, we consider the feature of high-
workload of tasks and assume each task is independent with other tasks. Besides
of that, there usually exists a dependency relationship among the tasks, which
is shown in Fig. 1: the service recommendation task can only be performed after
finishing the object detection task. Thus, it is necessary to consider the depen-
dency relationship while do a dependent task allocation. Solving this problem
has two major issues: 1) how to cope with dependency information for decision-
making of task allocation and 2) how to cope with the dynamics whereby server
status and arriving tasks change dynamically.

Proposal. To solve these issues, we propose a novel algorithm of graph convolu-
tional reinforcement learning (GCRL) for dependent task allocation: it can deal
with the dependency and dynamic issues of the problem effectively. It consists
of two parts that tackle the above issues separately: encoding part and decision-
making part, as shown in Fig. 5. In the encoding part, we call several dependent
tasks as a job where each task is related to at least one another task. Then, we
represent a job as directed acyclic graphs (DAG): each task of a job is a node and
dependency relationships are represented by directed edges. DAG is handled by
a graph convolutional network (GCN), which is an effective tool for dealing with
graphical data and can well abstract high dimensional information. Specifically,
we can obtain an adjacency matrix and feature matrix for each job based on
DAG. We input those matrixes to GCN which outputs the embedding result of
the dependency information of tasks. In the decision-making part, we formulate
the task allocation problem as a MDP and use the deep reinforcement learning
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algorithm called deep Q-network (DQN) to cope with the dynamics. The embed-
ding result obtained from GCN is used as a part of the input for decision-making
in task allocation. Finally, DQN outputs the state-action value Q(s, a), which is
the evaluation for each action (choosing a server for a job allocation). We use
the cost generated by task allocation in training the GCRL network.

Fig. 5. Illustration of our proposed GCRL algorithm.

Evaluation. To show the effectiveness of our proposed method, we compare the
performance of our GCRL algorithm with those of the baselines of Q-learning
(QL) algorithm [22] and DQN algorithm [5]. The results are shown in Fig. 6.
Since large edge server status incurs a huge state space, QL must maintain a
large Q-table to record each Q-value for each state-action pair, which degrades
learning effectiveness. Thus, QL has a poor performance which can even learn
nothing during iterations. DQN consists of a neural network that can learn the
generalization of similar states, and so can handle the large state space well.
However, its performance is not better than that of our proposed GCRL algo-
rithm. This is because GCRL well cope both large state space features and
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dependency features. We performed more comprehensive experiments under dif-
ferent parameter settings such as task workload, task storage and task number
in [10].

Fig. 6. Performance comparison of our GCRL algorithm, QL algorithm and DQN
method.

4.3 Multi-agent Reinforcement Learning for Cooperative Task
Offloading in Distributed Edge Cloud Computing

Objectives and Issues. In the above challenges, we focus on a centralized edge
cloud computing system. However, the edge servers can be allocated to various
areas. Each edge server can only observe its own status and offload its tasks to
remote cloud servers. However, most existing studies assume each edge server
cluster belongs to one user and they compete for the limited resources like net-
work bandwidth; it corresponds to the self-interested setting. This setting does
not suit with the case of all edge cloud servers being owned by one organization.
We tackle this cooperation problem by considering this distributed character-
istic where each edge server. The goal is to optimize the interest of the whole
system rather than a single server. To sum up, solving this problem has two
major issues: 1) how to cope with the dynamics whereby server status and arriv-
ing tasks change dynamically and 2) how to cope with the partial observation
problem since each edge server can only know its own status.

Proposal. As stated in the above section, the problem has two major fea-
tures: dynamic attributes and partial observation. Thus, we formulate it as a
decentralized partially observable Markov decision process (Dec-POMDP) which
is a classical model for discrete-time decision problems under partial observa-
tion. Although traditional algorithms like DQN can also be applied to solve
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Dec-POMDP by making each agent maintain a DQN, it is difficult to achieve
a cooperation. Thus, based on the cooperative MARL algorithm called value
decomposition network (VDN) [19], we propose a cooperative task offloading
algorithm called VDN based task offloading (VDN-TO). As shown in Fig. 7, in
VDN-TO there are two types of Q-values: total Q-value and individual Q-value.
The total Q-value is used to evaluate the team interests which is trained using
team rewards (in this paper, we define team rewards as the total summation of
all individual rewards). Then, each individual Q-value is updated to the direction
that can maximize the total Q-value rather than its own Q-value.

Fig. 7. Illustration of our proposed VDN-TO algorithm.

Evaluation. In this section, we apply the algorithm in [15] called IDQL-TO and
random policy as the baseline algorithms, and compare their performance with
that of our VDN-TO algorithm. Since the tasks include some random elements
which make them different at each episode, we take 5 episodes as one round
and use the average reward values in one round in the performance comparison.
We ran the experiments for 500 episodes, which corresponds to 100 rounds,
and the results are shown in Fig. 8. Although IDQL-TO can sometimes match
the performance of VDN-TO, its performance is unstable. This is because each
edge server considers just its own interests and they can conflict if they aim to
maximize its own interests at the same time. On the other hand, our proposed
VDN- TO algorithm utilizes a total Q and each edge server tries to optimize it
in a cooperation way, which yields good and stable performance.
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Fig. 8. Performance comparison of our VDN-TO algorithm, IDQL-TO algorithm and
random policy.

5 Related Work

Task allocation in edge cloud computing with the aim of optimizing costs such
as offloading cost [21], data transfer cost [14] and deployment cost [12], is a
fundamental problem and has been studied often. These studies can be divided
into two main types: non-cooperative setting and cooperative setting. In the
non-cooperative setting, it is assumed that each server is self-interested and
they only care about own interests in decision-making for task allocation. This
kind of problem is usually formulated as a game whose solution usually involves
a Nash equilibrium. In the cooperative setting, it is assumed that each server
has a common team interest called social welfare to optimize rather than merely
considering its own interest. We review here the studies that consider the non-
cooperative and cooperative settings.

Non-cooperative Task Allocation. In the non-cooperative setting, each edge
server is self-interested and might trigger a competitive relationship with other
edge servers since the common resources might be limited. Chen et al. [6] stud-
ied a multi-user task offloading problem in edge cloud computing in the self-
interested setting. Specifically, since the channel resources are limited, each edge
server tries to compete for access, which corresponds to a competition relation-
ship. The problem is formulated as a game theoretic model and the goal is to
solve a Nash equilibrium strategy for task offloading. Liu et al. [16] studied
an edge cloud computing network involving of cloud layer, edge layer and user
layer, where the users choose to offload tasks to edge or cloud layers. The users
are divided into different groups by a clustering method. Then, each group is
assigned a task offloading priority and whether tasks are offloaded depends in
part on the priority. Chen et al. [5] also considered a non-cooperative environ-
ment in the distributed setting. Specifically, each end user can observe its local
environment and make a decision on the use of either local computing or edge
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computing. The problem is formulated as a stochastic game and each end user
is regarded as an agent. Then, each agent has its independent policy and tries
to optimize its own interest.

Cooperative Task Allocation. Although some studies tackle the task alloca-
tion in the cooperative setting, they usually take static cooperation approaches.
Yu et al. [23] considered a joint computation and communication user cooperation
problem in edge computing, where one user can share its computation resources
with the others to improve overall user performance. Barbarossa et al. [1] pro-
posed a cooperative task offloading algorithm. It divides edge servers into two
groups according to the amount of data that they need to offload. The edge servers
in the first group are allowed to access the cloud server, while the second group
can process tasks only locally. Cao et al. [2] considered mobile edge computing
systems with the aim of improving the energy efficiency while satisfying latency-
constraints. They proposed a joint computation and communication cooperation
method by setting a server as a helper and allowing other edge servers to offload
computation tasks to the helper which cooperatively computes these tasks. Yuan
et al. [24] considered a cooperative edge computing platform shared by differ-
ent stakeholders. Due to the constrained computing resources of edge servers, it
requires them to cooperate in a distrusted environment. Since the edge servers
belong to different stakeholders, the key is how to resolve trust and incentive
issues. Their solution is a blockchain based method. Each edge server can pub-
lish its own tasks for other candidate edge servers to contend for. Then, a winner
is selected from candidate edge servers based on their reputations and a consensus
is reached by using blockchain to record the performance of task execution.

The above studies do not consider dynamic cooperation so server status
remains unchanged and the cooperation is usually based on a static approach.
This setting is unlikely to satisfy the dynamic attributes of edge cloud computing
and so we studied dynamic cooperation methods in this paper.

6 Conclusion and Future Work

In a departure from most existing research into edge cloud computing with the
emphasis on the self-interested setting, this paper introduced a new framework
called cooperative edge cloud computing wherein each edge/cloud server tries
to optimize a team reward. We considered three major challenges raised by
cooperative edge cloud computing as three research topics: high-workloads, task
dependency and distributed features. To resolve these challenges, we formulated
the problem as a multiagent system and applied multiagent reinforcement learn-
ing methods to solve. Extensive experiments confirmed the effectiveness of our
proposed methods by comparison with existing methods. However, there remain
some gaps from real-world deployment. Thus, in future work, we intend to run
the proposed algorithms on real physical edge and cloud servers. We will improve
our algorithms based on the feedback from the real deployment.
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Abstract. We propose a non-intrusive, and privacy-preserving occu-
pancy estimation system for smart environments. The proposed scheme
uses thermal images to detect the number of people in a given area. The
occupancy estimation model is designed using the concepts of intensity-
based and motion-based human segmentation. The notion of difference
catcher, connected component labeling, noise filter, and memory prop-
agation are utilized to estimate the occupancy number. We use a real
dataset to demonstrate the effectiveness of the proposed system.

Keywords: Smart home · Occupancy estimation · Thermal sensor ·
Human segmentation · K-means algorithm · Connected component
labeling

1 Introduction

The emergence of intelligent technologies enables smart services in the home envi-
ronment to provide the residents with convenience and efficiency in our daily life
[5]. Many research are based on a single occupant environment [3]. In reality, mul-
tiple occupants live in a dwelling. Therefore, a new functional model is needed to
determine the number of people in a space, referred to as occupancy estimation.
In application, it can help with heating, ventilation, and air conditioning systems
control and even security monitoring in the smart buildings [5].

This demo focuses on occupancy estimation using thermal images. Thermal
imaging cameras are chosen because they offer advantages over intrusive sen-
sors (such as RGB cameras) in terms of privacy protection and better than
non-intrusive sensors (such as passive infrared (PIR) sensors) in terms of esti-
mation results [1]. There are many challenges in this task. One challenge is that
many objects, such as the CPU of a computer, are similar in temperature to a
human [2]. Another challenge is that indoor environments may have excessive
illustrations and far too much thermal noise [5]. We propose a computationally
efficient, non-intrusive, and privacy-preserving occupancy estimation system for
c© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 301–305, 2022.
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the smart environment. Our proposed model predicts the number of occupants
with an average accuracy of 71.6% in six experiments by combining intensity-
based and motion-based human segmentation.

Fig. 1. The architecture of occupancy estimation system

2 System Architecture

The architecture of the system is shown in Fig. 1. The system has three major
components: Data Acquisition, Occupancy Estimation Model, and Labeled Video
Generation. Thermal videos from an overhead view can be used as an input to
our system. To guarantee the quality of the estimation results, the resolution of
the video should be at least 200 * 100. Furthermore, people should not wear too
thick clothes under the camera. In the second component, human segmentation
and classification are performed in the occupancy estimation model. Filters are
used to determine the classes for the segments, and the number of selected classes
determines the occupancy number. As output of our system, a labeled video is
generated with predicted values indicating the number of people in the scene.
From the video, each frame can be visually inspected by the user.

3 Occupancy Estimation Model

The proposed estimation model consists of two phases: Preliminary Parame-
ter Configuration and Occupancy Estimation. A process flow that describes the
process from the parameter configuration through the occupancy estimation is
shown in Fig. 2. We discuss each phase in the following subsections:

3.1 Preliminary Parameter Configuration

In this phase, the main focus is to test the domain-specific parameters used in
the estimation model via a binary search to get the suitable parameter combina-
tion. Several parameters include the mask updating frequency, lighting threshold,
lower and upper bounds for the noise filter, and the memory preserving number.

3.2 Occupancy Estimation

This phase aims to use an efficient strategy to separate humans from other
objects and then to calculate how many classes remain in the human layer
through a classification algorithm. The main challenges include a large volume
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Fig. 2. Process flow diagram of the occupancy estimation model

of thermal noises, either caused by the potential over-lighting or by other objects
in a room with a similar temperature to humans. We perform the following steps
to deal with these challenges for the occupancy estimation.

Pre-processing of the Input Video: We divide the video into a sequence
of images with an interval of two seconds for subsequent operations. Then, all
pictures are cropped into a uniform resolution of 200 * 100 for faster runtime
while maintaining important information. The first frame in the image sequence
is stored into the model as an initialization mask, and this mask is updated
according to the update frequency. The mask is used to reduce the effect of
lighting variations between frames on the estimation results.

Thresholding K-Means: K-means allocates each point to the cluster with
the nearest mean. This step first applies K-means to two consecutive frames
to obtain two approximate segmentation results, respectively. Isolated thermal
noises from over-segmentation are removed based on a lighting threshold from
the preliminary configuration, followed by a Gaussian filter to blur the results.
This reduces the side effects of hard thresholding. Then, we apply the mask from
the previous step to eliminate the lighting issue in every two consecutive frames.

Difference Catcher: This step considers the motion between two consecutive
frames. The difference is taken between two images generated from the prior
step into a difference map. It is used to represent the dynamic change in the two
consecutive frames which is caused by the movement of people.

Connected Component Labeling: Connected component labeling is a com-
monly used method to detect connected regions in binary images [4]. We apply
this on the difference graph we get from the last step. Thus, we get a simulation
of the dynamic differences in the actual movement of people in the room.
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Table 1. Experimental result

Experiment 1 2 3 4 5 6 Average

Accuracy (%) 66.7 71.4 66.7 74.3 80.0 70.6 71.6

Confidence 0.833 1.258 0.918 0.863 1.000 1.118 0.998

Environment OL OL MP LL, TN OL TN

OL: Over Lighting MP: Multiple People LL: Local Lighting TN:
Thermal Noises

Noise Filter: The output from the connected component may contain many
small connected components, which are likely to be caused by thermal noises or
over-illumination. That’s why we need this step to eliminate the thermal noises.
We use the thresholds from the parameter configuration phase to eliminate these
small parts. Usually, we would not have a person occupying a large part of the
overhead vision frame. In general, the low threshold is set relatively high when
there are more other objects in the scene with similar temperatures to the human
body. The more significant the lighting changes between these two images in the
scene, the higher the high threshold will be.

Memory Propagation: This step prevents some outrageous predictions due
to external factors. For example, the proposed model may over-segment when
a person wears thicker clothes in the picture. The more complicated the indoor
environment is, the smaller this memory propagation number will be.

4 Demo Setup

We use the Flir FB-Series thermal camera in our experimental setup, which has
a relatively high resolution. The experiments have been conducted on a Mac
operating system with a Core i3 processor and an 8 GB RAM. Six experiments
under different scenarios are done to test the effectiveness of our system, shown
in Table 1. The output is a video of all frames of size 200 * 400, marked with
the corresponding predicted occupancy, actual occupancy, and confidence scores
calculated by confidencei = 1−

(
estimationi−reali

reali

)
. We estimate the occupancy

every two seconds, and the predicted occupancy number is shown in the display’s
top left corner. A video demonstrating the system can be found in the following
link: https://youtu.be/Av9BkB ZZJc.
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Abstract. Drones are becoming a novel means for delivery services. We
present a demonstration of drone delivery services in a skyway network
that uses the service paradigm. A set of experiments is conducted using
Crazyflie drones to collect the data on various positions of drones, wind
speed, wind direction, and battery consumption. We run the experiments
for a range of flight patterns including linear, rectangular, and triangular
shapes. Demo: https://youtu.be/tlXnUSIrRp0.

Keywords: Drone delivery · Delivery service · Flight trajectory ·
Intrinsic and extrinsic constraints

1 Introduction

Drones are autonomous aircraft that offer potential benefits for a multitude of
civilian applications [8]. Drones enable new services in various domains such as
surveillance, agriculture, and delivery of goods [3]. Companies such as Ama-
zon and Google are investing in the use of drones for delivery services [4]. The
targeted beneficiaries of drone delivery services include consumers, transport
companies, and suppliers of goods (e.g., medical suppliers, retailers, etc.) [5].

Current research focuses on developing techniques for fast and cost-efficient
deliveries using drones [6]. However, existing works rely on simulation analysis
of the proposed techniques using synthetic datasets. There is a paucity of real
datasets especially those that include intrinsic and extrinsic factors affecting the
drone services [1]. Examples of intrinsic factors include flight range, battery, and
payload capacity of a drone [2]. Examples of extrinsic factors include number of
recharging stations and weather conditions (e.g., wind speed and direction).

We leverage the service paradigm to abstract a drone’s capabilities as drone
services. Drone services usually operate in a skyway network taking into account
no-flight and restricted zones [7]. A skyway network is a set of predefined line-
of-sight skyway segments. A skyway segment is a straight line between two par-
ticular nodes. Each segment represents a service that is served by a drone.

This demonstration focuses on drone delivery services in a skyway network
to collect a real dataset that records the impact of different payloads and wind
c© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 306–310, 2022.
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Fig. 1. 3D model of Sydney
CBD

Fig. 2. Fan for wind speed
control

Fig. 3. Crazyflie carrying
payload

conditions over a set of trajectory patterns. We measure the battery consumption
of a drone while carrying different payloads under varying wind conditions. We
autonomously fly a drone through various flight patterns including triangular,
rectangular, linear, and hovering. The collected dataset includes the drone’s XY
positions, altitude, battery consumption, and wind for each flight. Finally, we
plot the data collected on each flight to visualize and assess the impact of varying
payloads and wind conditions on the battery consumption rate of the drone.

2 Trajectory Tracking and Data Collection

We gather data on various drone parameters under the considered intrinsic and
extrinsic factors with a focus on measuring battery consumption rate. The exper-
iments were performed to empirically measure the energy use of small drones. To
run the experiment, the Crazyflie 2.1 drone by Bitcraze was used as it provides
a modular setup with a python API. We setup a 3D model of Sydney CBD as an
indoor testbed to mimic a skyway network (Fig. 1). The drone locates its precise
position during its flight with the aid of HTC Vive base stations, fitted at the
corners of the lab. A fan with different speed settings is used to simulate extrinsic
constraints (Fig. 2). The drone is fitted with a payload to simulate intrinsic con-
straints (Fig. 3). Two main sets of trajectories were collected including hovering
flights and predefined flight paths trajectories.

2.1 Hovering Flight with Different Conditions

Hovering with Extended Flight Time. This test measures how the battery
voltage changes over time. The drone hovered in a fixed position 50cm off the
ground with no payload and no wind. The drone maintained its position for 5
min as various drone parameters were logged in 100ms intervals.

Hovering with Different Wind Speeds. This test measures how the battery
voltage changes over time under different wind speeds. The drone hovered in a
fixed position 60 cm off the ground and 3 m away from a fan with the same
height. The drone would hover for 2 min while parameters were logged in 50
ms intervals. To procure a robust set of data, 4 different wind speeds (1.8 km/h,
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2.2 km/h, 2.9 km/h, and 3.6 km/h) were used, with each speed being tested twice.
Greater speeds weren’t used as the drone’s stability was greatly compromised
above 4 km/h when hovering.

Hovering with Different Payload Weights. This test measures how the
battery voltage changes over time with varying payload weights. The drone hov-
ered in a fixed position 50 cm off the ground while carrying different payload
weights. The drone would hover for 2 min while parameters were logged in 50
ms intervals. Four different payload weights (2 g, 4 g, 6 g, and 8 g) were used to
procure a robust set of data, with each payload being tested 4 times.

(a) Rectangular Flight Path (b) Triangular Flight Path (c) Linear Flight Path

Fig. 4. Flight paths with fan placement and direction

Fig. 5. Battery consump-
tion when hovering

Fig. 6. Battery consump-
tion in hovering state

Fig. 7. Battery consump-
tion in rectangular flight

2.2 Fixed Flight Paths with Different Conditions

In addition to the hovering tests, the drone parameters were also logged during
the drone flights over predefined paths. The selected paths include a rectangle,
triangle, and line which allow the drone to fly forwards, backwards, side to side,
and diagonally. These directions are the typical directions that drones follow
traversing the nodes in a skyway network. Figure 4 illustrates different flight
paths collected in the dataset. Throughout the flights, the drone travelled at
a fixed speed of 0.3 m/s at 0.5 m height and hovered for 5 s at each endpoint
along the path. To generate control data points with drone only settings, the
paths were flown without any payload or wind. We again run the tests with the
same payloads as used for the hovering tests. We used a fan to generate artificial
wind. For the rectangle and line paths, the fan was placed 1m away from point
B facing back at point A while the fan was placed 1m away from point B facing
the midpoint between points A and C for the triangle path.
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3 Data

We performed 72 flights under a number of operational parameters (payloads,
wind speeds). In addition, 34 recordings were performed to assess the drone’s
ancillary power and hover conditions. The data collected from the experiments
are organized in CSV files where each sheet contains a log under different set-
tings.

4 Results

In what follows, we present an analysis of the collected dataset in terms of bat-
tery consumption with different payloads under various wind conditions. Figure 5
shows the battery consumption trend over time without payload in the hovering
state until the battery was drained. We observe that the battery consumption of
a drone increases as the payload weight increases (Fig. 6 and 7). In addition, we
observe that the battery consumption behaviour shows a fluctuating behaviour
under different wind conditions (Fig. 8 and 9). This fluctuation is due to the
changing wind directions during the drone flight. Flying a drone with a head-
wind is more energy-efficient [9]. Therefore, when the drone flies in a headwind
direction, it consumes less battery compared to the tailwind direction. Figure 10
presents the battery consumption behaviour while flying in a rectangular path

Fig. 8. Battery consump-
tion in hovering state

Fig. 9. Battery consump-
tion in triangular

Fig. 10. Battery consump-
tion in rectangular

Fig. 11. Stability in rectan-
gular path

Fig. 12. Stability in trian-
gular path

Fig. 13. Stability in linear
path
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in clockwise and anti-clockwise directions. Figure 11, 12, and 13 shows the sta-
bility of the drone under various wind conditions in different flight patterns. The
drone’s stability is highly affected when flying under strong wind conditions.
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LE180100158 grants from the Australian Research Council. The statements made
herein are solely the responsibility of the authors.
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Abstract. Collaborative web services, which allow multiple people to
work together on the same data, are becoming increasingly popular.
However, current state-of-the-art frameworks for interactive client-side
replication cannot handle network disruptions well, or suffer from large
metadata overhead when clients are short-lived. This demonstration
will show OWebSync, a generic web middleware for data synchroniza-
tion in browser-based applications and interactive groupware. It offers a
fine-grained data synchronization model, using state-based Conflict-free
Replicated Data Types, and leverages Merkle-trees in the data model for
efficient synchronization. We provide an interactive demonstration of a
drawing application that workshop attendees can experiment with. We
will also demonstrate the robustness in disconnected and offline settings.

Keywords: CRDTs · Online collaboration · Eventual consistency

1 Introduction and Motivation

The use of online software services to collaborate remotely has been increasing
in the last decade, especially in the last year due to the COVID-19 pandemic.
Collaborative groupware applications, such as Google Docs or Microsoft White-
board, allow people to work together on the same document, without them
being present in the same geographic location. People can work from anywhere
they want, even in unstable network conditions, or while being offline. When a
connection is available, changes should be replicated to all other client replicas
within 1–2 s to keep the user experience interactive. Five seconds is the absolute
maximum before users are becoming annoyed [9]. When offline, the user should
be able to work further on the local copy of the data. Once the user comes back
online, any changes should be replicated as fast as possible. This is especially
important in unstable network conditions, where there is a limited time frame
available to replicate all updates. The requirement for offline support implies
the evolution to a more client-centric architecture, in which the different clients
all become the authoritative data replicas [2]. This is in contrast to the classical
client-server model, where the server is responsible for both data and business
logic, typically organized in a data-tier and a business-tier. While this gives rea-
sonable good performance when online, it comes at a cost of higher latency for
clients located geographically far from the main server.
c© Springer Nature Switzerland AG 2022
H. Hacid et al. (Eds.): ICSOC 2021 Workshops, LNCS 13236, pp. 311–314, 2022.
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The most used client-server technology for collaborative groupware is Oper-
ational Transformation (OT) [1]. OT is used in Google Docs. It uses a central
server that transforms the conflicting operations for each replica to allow them
to be applied in a different order on the other replicas. However, these trans-
formations are rather complex and resource-intensive on the server, limiting the
scalability of this technique. Moreover, OT only works for short-time disconnec-
tions and cannot be used when the client is offline for a longer time.

Several client-centric frameworks exist for collaborative web services. They
rely on Conflict-free Replicated Data Types (CRDTs) [10] to automatically
resolve any conflicts that would arise from multiple people editing the same
data. There are several kinds of CRDTs. Operation-based CRDTs (CmRDTs)
must still send all operations between the replicas using a reliable, exactly-once,
message channel, similar to OT. However, no central component to transform
these operations is required, as all operations are commutative. CmRDTs are
used in Yjs [8] and Automerge [4,5]. State-based CRDTs (CvRDTs) do not use
operations, but instead, they send the full state to other replicas, who will merge
that state with their local state. CvRDTs are not suitable for client-centric inter-
active applications, as the full state is too expensive to send every time. It can
however be used to replicate data between backend servers. Delta-state-based
CRDTs [7] use vector clocks to calculate which part of the data needs to be sent
to other replicas. They require much less of the message channel compared to
operation-based CRDTs, however, the total size of the metadata will grow with
every client that makes an edit. Especially in a web-based environment, where
clients are often short-lived, the metadata will become larger over time, reducing
the interactive performance. Delta-state-based CRDTs are used in Legion [6].

This demonstration shows OWebSync1 [3], a generic web middleware for data
synchronization in the context of web-based services and interactive groupware.
OWebSync leverages nested state-based CRDTs and Merkle-trees to efficiently
replicate changes. Compared to state-of-the-art frameworks, OWebSync offers:

– continuous and interactive synchronization of online web clients,
– prompt resynchronization of offline clients when they come back online,
– no meta-data explosion.

Application developers can leverage OWebSync to create collaborative services
that are resilient against network failures. OWebSync offers a flexible data model,
with fine-grained synchronization and automatic conflict resolution. Online web
clients achieve interactive synchronization, making it possible for several peo-
ple to work fluently on the same document. However, if no internet connection
is available, such as in a tunnel or an airplane, clients can continue on their
local copy. OWebSync is especially robust against these offline periods, and is
able to quickly replicate all missed updates, and achieve the same interactive
performance as before within seconds. This robustness also makes OWebSync
interesting for the field-services industry, where technicians are often on the road
going from customer to customer for technical interventions. A stable internet

1 https://distrinet.cs.kuleuven.be/software/owebsync/.

https://distrinet.cs.kuleuven.be/software/owebsync/
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connection is not always available on their location, however, writing off all used
materials is important for correct billing and inventory. Using OWebSync, those
offline reports will be synchronized quickly when an internet connection is avail-
able again, even when multiple technicians are working on the same job.

2 Overview of the OWebSync Framework

OWebSync is a JavaScript framework for application developers to synchronize
data between browser-clients. OWebSync provides Strong Eventual Consistency
out-of-the-box, without letting the developer worry about it. Conflicts are solved
automatically by the framework.

Data Model. OWebSync can be used to replicate JSON data structures con-
taining strings, numbers, booleans, and objects; the latter can include any of
those recursively. OWebSync uses this tree-structure of the JSON data to create
a Merkle-tree internally, which is used for efficient synchronization. State-based
CRDTs are used to resolve conflicts under-the-hood. Application developers do
not need to concern themselves with these internals. However, they need to be
aware that data is only eventually consistent. Since we are using state-based
CRDTs, there is little required from the message channel, compared to existing
operation-based approaches. There is also no need to keep track of clients or
client-specific metadata such as vector clocks.

Architecture and API. The deployment architecture of OWebSync is depicted in
Fig. 1. OWebSync provides a JavaScript API for web applications to read and
modify the tree-structured data. All data is stored locally in the browser using
the IndexedDB key-value store, which is built-in in every modern browser. Data
is replicated to a server running on NodeJS using a direct WebSocket connection.
This WebSocket connection and the server are also used as a signaling channel to
set up peer-to-peer WebRTC connections between the other browser instances.
Once a WebRTC connection is initialized, the different OWebSync replicas can
replicate the changes directly with each other. This reduces the latency to repli-
cate changes to other browser instances, and also improves the scalability, as the
central server is no longer a bottleneck. Figure 2 shows an example code snip-
pet using the public API of OWebSync. It connects to the WebSocket endpoint
of the NodeJS server. Developers can then use the CRUD operations get, set
and del, and the path in the tree, to retrieve and modify data. The full data is
immediately stored locally, and in the background OWebSync will replicate the
changes to the server and to any other connected browser clients.

Internal Synchronization Protocol. Internally, the synchronization protocol
always runs directly between two different replicas, either browser-to-browser
or browser-to-server. The protocol uses the Merkle-tree to find out which part
of the tree needs to be sent to the other replica. If the local hash does not match
the hash on the remote replica, then the corresponding state-based CRDT will
be used to merge the remote state with the local state. We refer to Jannes et
al. [3] for a detailed specification of this CRDT merge operation.
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Fig. 1. Deployment architecture

<script src="owebsync-browser.js"></script>
<script>
OWebSync("ws://localhost:8080").then(

async (owebsync) => {
await owebsync.set("obj11.color", "#f00");

}
)
</script>

Fig. 2. Public API example

3 Interactive Demonstration

We demonstrate OWebSync with an interactive web-based drawing application
for all the demo attendees world-wide. The drawing can be edited by multiple
users simultaneously, and any conflicts that might arise will be solved automat-
ically by the underlying CRDTs. We will demonstrates the interactive latency
with worldwide collaboration when everyone is online. OWebSync is especially
robust against network failures, and we demonstrate this with two scenario’s.
First, the server is stopped, yet, all browser clients can continue to work together
by using the peer-to-peer network between them. Second, one browser instance
loses its internet connection temporarily. We also demonstrate that both the
online clients, as well as the offline client, can continue to work on their copies
of the data. When the internet connection is restored, we demonstrate that the
changes are merged quickly, and interactive performance is resumed.
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Abstract. Machine learning-based approaches have greatly accelerated
the progresses in the field of micro-expression detection and recogni-
tion. However, many models, especially those based on deep learning
require very large databases of hand labeled data for training. Exist-
ing micro-expression data collection processes usually cost a lot and are
time-consuming. The labeling of very large datasets is becoming a bot-
tleneck of building robust models for micro-expression detection and
recognition. With the wide success of crowdsourcing platforms in creat-
ing large datasets like ImageNet, in this paper, we present Crowd4ME.
Crowd4ME is a crowdsourcing-based platform for collecting large scale
micro-expression data. We demonstrate that using Crowd4ME can help
collect and manage micro expression samples more easily and efficiently.

Keywords: Datasets · Crowdsourcing · Micro expression

1 Introduction

Micro expressions are brief and subtle facial expressions revealed when people
try to hide their true emotions. The detect and recognition of micro-expressions
has wide applications in fields such as polygraph detection, mental health, and
national security. However, due to the lack of large scale micro-expression data
sets, the current supervised learning methods, especially those based on deep
neural networks cannot fully exert its due power on micro-expression problems.

Table 1. Available datasets containing micro-facial expressions

Polikovsky’s USF-HD SMIC CASME CASME II SAMM

Samples 42 100 164 195 247 159

Participants 10 N/A 16 35 35 32

Spontaneous/Posed Posed Posed Spon. Spon. Spon. Spon.

Emotion classes 6 6 3 7 5 7

Environment Laboratory Laboratory Laboratory Laboratory Laboratory Laboratory

c© Springer Nature Switzerland AG 2022
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Currently, most existing micro-expression datasets in Table 1 are collected in
a controlled laboratory environment. Thus, the number of participants is often
limited and it is often impossible to collect large scale samples required for deep
neural networks training. Besides, the administration process might result in
extra cost and bring in human errors. More importantly, data collected in a
controlled environment might differ from those collected in the wild.

Many data sets in other fields (non-micro expression field) have been collected
by crowdsourcing methods and have achieved great success [1]. Crowdsourcing
has many advantages like open innovation, scalability, and cost-efficiency [2].
In this demo, we present a crowdsourcing-based platform Crowd4ME for the
collection of micro-expression data. By using a crowdsourcing-based platform,
we will be able to collect large scale samples from different sources. The entire
micro-expression collection process is shown in Fig. 1.

Fig. 1. The workflow of the crowdsourcing-based micro-expression.

2 Crowd4ME Collection and Processing Flow

2.1 Preliminary Micro-expression Samples Collection

We use a variety of ways to initially collect data samples that may contain
micro-expressions. As shown in Fig. 2, we collect posed and spontaneous micro-
expression data in various ways from the Internet:

Collecting micro expression animation through the Internet. In this
way, we collect micro-expression samples from existing “wild” environments on
the Internet, which increases the diversity of our data.

Collecting from existing facial reaction video databases. Since micro
expressions exist in different scenes, we may find facial micro expressions in those
face databases that are not specifically designed for micro expressions.

Collecting using micro-expression collection system. The system gives
the participant seven categories of micro-expressions to imitate.

Collecting by WeChat mini program. The WeChat mini program con-
tains two modules. In the imitating micro-expression module, the participant
will be given seven categories micro-expressions to imitate. In the second mod-
ule, we use emotional videos to induce micro-expressions. We select videos that
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can cause mood swings for the participants and ask the participants to maintain
a neutral expression (no expression) when watching the video, not showing their
true emotions. Using the WeChat mini program, we can obtain both posed and
naturally induced micro-expression samples.

2.2 Data Processing

Through the preliminary micro-expression samples collection, we can obtain var-
ious micro expression samples as shown in Fig. 2. Among them, short videos refer
to those with micro expressions that can be marked directly. For the long videos,
we spot micro-expression clips using two methods: manual detection and machine
detection. The manual detection method is to put a long video containing micro-
expression into the micro-expression collection system. Participants will watch
the video and annotate short video clips containing micro-expression. Machine
inspection is by employing the method of Main Directional Maximal Difference
Analysis (MDMD) [3]. For the short videos, we put them into micro expression
collection system for manual labeling. Through data processing, the various pre-
liminary micro-expression samples are processed into short videos that can be
directly annotated.

2.3 Data Aggregation

In order to obtain accurate labeling results with maximum benefit, we calculate
the information entropy to make labeling judgments. The calculation formula
of the information entropy H(X) is given below: H(X) = −∑n

i=1 Pi log(Pi).
Pi is the probability that the true label of the current video clip is the i-th
micro-expression. We have 5 taggers for each video segment. If H(X) is less than
some threshold t, the majority voting algorithm will be used to tag the micro-
expression video; otherwise, the video segment is considered to be one that is
difficult to tag.

3 Data Samples

Using the above crowdsourcing-based micro-expression collection and processing
flow, we can obtain three types of micro expression samples. We have deployed
the crowdsourcing-based platform to collect large scale micro-expression data.
Figure 3 shows some micro-expression samples we have collected so far. We have
gathered 1062 facial reaction animation through the Internet. After went through
the micro expression system and aggregating process, we gathered 483 micro
expression. In addition, we have collected 42 posed and 23 spontaneous data by
WeChat mini program and micro expression collection system web, among which
there are 30 valid micro expression samples. Our system is actively running and
we expect more data come in the near future.
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Fig. 2. Preliminary micro-expression
samples collection

Fig. 3. The micro-expression collection
samples

4 Conclusion and Expected Contributions

In this demo, we present Crowd4ME, a crowdsourcing-based platform for col-
lecting large scale micro-expression data. Compared with other methods, our
platform allows us to collect both posed and spontaneous micro expressions
in a large scale while at the same time saving labor and administration cost.
The URL linking to demonstration video is https://youtu.be/jfyuDOXTtZo.
We believe data collection through crowdsourcing will attract more researchers
in the near future considering all these benefits and our work provide one good
example. The micro expression data collected through our platform will also
benefit researchers in this field.
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Abstract. Business processes, i.e., a set of coordinated tasks and activities car-
ried out manually/automatically to achieve a business objective or goal, are cen-
tral to the operation of public and private enterprises. Modern processes are often
highly complex, data-driven, and knowledge-intensive. In such processes, it is not
sufficient to focus on data storage/analysis; and the knowledge workers will need
to collect, understand, and relate the big data (from open, private, social, and IoT
data islands) to process analysis. Today, the advancement in Artificial Intelligence
(AI) and Data Science can transform business processes in fundamental ways; by
assisting knowledge workers in communicating analysis findings, supporting evi-
dence, and making decisions. This tutorial gives an overview of services in orga-
nizations, businesses, and society. We introduce notions of Data Lake as a Service
and Knowledge Lake as a Service and discuss their role in analyzing data-centric
and knowledge-intensive processes in the age of Artificial Intelligence and Big
Data. We introduce the novel notion of AI-enabled Processes and discuss meth-
ods for building intelligent Data Lakes and Knowledge Lakes as the foundation
for Process Automation and Cognitive Augmentation in Business Process Man-
agement. The tutorial also points out challenges and research opportunities.

Keywords: Business process management · Process data science · AI-enabled
processes · Artificial intelligence

1 Introduction

Information processing using knowledge-, service-, and cloud-based systems have
become the foundation of 21th century [14]. These systems run and support processes
in our governments, industries, transportation, hospital, and even our social life. In this
context, business processes (BPs) and their continuous improvements are critical to
the operation of any system supporting our lives and enterprises. A typical example
of BPs supported by systems includes those that automate the process of commercial
c© Springer Nature Switzerland AG 2022
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enterprises, such as banking and financial transaction processing systems. Over the last
decade, many BPs across and beyond the enterprise boundaries have been integrated.
Process data is stored across different systems, applications, and services in the enter-
prise and sometimes shared between different enterprises to provide the foundation
for business collaborations [3]. These systems are distributed over various networks,
but when viewed at a macro level, multiple organizations and systems are components
of a more extensive, logically-coherent system. To understand businesses, one needs
to perform analytics over extensive hybrid collections of heterogeneous and partially
unstructured process-related execution data [14]. This data increasingly come to show
all typical properties of the big data: wide physical distribution, diversity of formats,
non-standard data models, independently-managed and heterogeneous semantics.

With data science continuing to emerge as a powerful differentiator across indus-
tries, almost every organization is now focused on understanding their business and
transforming data into actionable insights [9]. For example, governments derive insights
from vastly growing private, open, and social data for improving government services,
such as personalizing the advertisements in elections, improving government services,
predicting intelligence activities, and improving national security and public health.
In this context, organizing a vast amount of data gathered from various private/open
data islands, i.e., Data Lake, will facilitate dealing with a collection of independently-
managed datasets (from relational to NoSQL), diverse formats, and non-standard data
models. The notion of a Data Lake was coined to address this challenge and convey the
concept of a centralized repository containing limitless amounts of raw (or minimally
curated) data stored in various data islands. In our previous work, we introduced the
notion of Data Lake as a Service [5] which offers researchers and developers a single
REST API to organize, index and query their data and metadata in a range of database
management systems, from relational to NoSQL, in an easy way.

The rationale behind a Data Lake is to store raw data and let the data analyst decide
how to cook/curate them later. While Data Lakes do a great job organizing big data
and providing answers to general questions, the main challenges are understanding the
potentially interconnected data stored in various data islands and preparing them for
analytics. To address this challenge, previously, we presented the notion of Knowl-
edge Lake [6], i.e., a contextualized Data Lake. The term Knowledge refers to a set of
facts, information, and insights extracted from the raw data using data curation [8,16]
techniques such as extraction, linking, summarization, annotation, enrichment, classi-
fication, and more. The Knowledge Lake will provide the foundation for process data
analytics by automatically curating the Data Lake’s raw process data and preparing
them for deriving insights.

This tutorial gives an overview of Services in Organizations, Business, and Soci-
ety (Sect. 2). We present novel techniques for organizing process data (Sect. 3) as well
as contextualizing process data (Sect. 4). We present the novel notion of AI-enabled
Processes (Sect. 5) and discuss methods for building intelligent Data Lakes and Knowl-
edge Lakes as the foundation for Process Automation and Cognitive Augmentation in
Processes. The tutorial also points out challenges and research opportunities (Sect. 7).
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2 Overview: Services in Organizations, Business, and Society

Web services play an essential role in service-oriented architectures (SOA) in the mod-
ern world. For example, when an enterprise wishes to controllably share data (e.g.,
structured data such as relational tables, semi-structured information such as XML doc-
uments, and unstructured information such as commercial data from online business
sources) with its business partners, via the Internet, it can use data services to provide
mechanisms to find out which data can be accessed, what are the semantics of the data,
and how the data can be integrated from multiple enterprises. In particular, a service is
a software component that provides rich metadata, expressive languages, and APIs for
service consumers to facilitate outsourcing the processes [2].

A Web service, i.e., a method of communication between two electronic devices
over the Web [2], can be specialized for each tier1 of an application: from the functional
process logic, data access, to computer data storage and user interface. For example,
a data service can encapsulate a wide range of data-centric operations, where these
operations need to offer a semantically richer view of their underlying data to use or
integrate entities returned by different data services [2]. Web services can be leveraged
to reduce the effort required to set up an integration system and to improve the system
in a ‘pay-as-you-go’ fashion as it is used. In this context, composition and integration
approaches require semantic techniques before any services can be used. It is crucial
as business processes are scattered across several systems and sources, and there is no
single schema to which all the process-related data conforms. To address this challenge,
Process Spaces [20] proposed to overcome some of the problems encountered in the
process integration system and to promote awareness of the processes.

Besides the need to extend decision support in process analysis scenarios, the other
challenge is the need for scalable analysis techniques. Similar to scalable data pro-
cessing platforms [13], such analysis and querying methods should offer automatic
parallelization and distribution of large-scale computations, combined with techniques
that achieve high performance on large clusters, e.g., cloud-based infrastructure, and be
designed to meet the challenges of process representation. In particular, there is a need
for new scalable and process-aware methods for querying, exploration, and analysis
of processes and their data in the enterprise because [4]: (i) process analysis methods
should be capable of processing and querying a large amount of data effectively and
efficiently, and therefore have to be able to scale well with the infrastructure’s scale;
and (ii) the querying methods need to enable users to express their data analysis and
querying needs using process-aware abstractions rather than other lower-level abstrac-
tions. Recently some vendors provided BPM in the Cloud solutions to offer visibility
and management of business processes, low start-up costs, and fast return on invest-
ment. These solutions can drive new growth opportunities, increase profit margins for
the private sector, and achieve more efficient and effective missions for organizations.

1 Three-tier architecture is a well-established software application architecture that organizes
applications into three logical and physical computing tiers: the presentation tier, or user inter-
face; the application tier, where data is processed; and the data tier, where the data associated
with the application is stored and managed.
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3 Data Lake as a Service: Organizing Process Data

Improving business processes is critical to any corporation. Process improvement
requires analysis as its first primary step. Before analyzing the process data, there is
a need to capture and organize the process data. This is important as executions of pro-
cess steps in modern enterprises leave temporary/permanent traces in various systems
and organizations. To analyze process data, it is possible to collect the data into a data
warehouse, using extract, transform, load (ETL) tools, and then leverage an OLAP tool
to slice and dice data along different dimensions [14].

In this context, the process data warehousing presents interesting challenges [14]:
(i) outsourcing: developing ad-hoc and process-specific solutions for warehousing and
reporting on process data is not a sustainable model; (ii) process data abstraction:
the typical process executed in the IT system is very detailed and consists of dozens
of steps, including manual operations (e.g., scanning invoices), database transactions,
and application invocations; and (iii) data evolution: the business process automa-
tion/analysis application are co-developed, which means that, during development,
changes to the data sources and even to the reporting requirements are relatively fre-
quent.

Considering the above-mentioned challenges, and in the domain of business pro-
cesses, it is essential to devise a method for minimizing the impact of changes and be
able to quickly modify and re-test the ETL (extract, transform, and load) procedures,
the warehouse model, and the reports. For example, consider an analyst interested in
analyzing the Government Budget through engaging the public’s thoughts and opinions
on social networks. To achieve this, the analyst may need to deal with a wealth of digital
information generated through social networks, blogs, online communities, and mobile
applications, which forms a complex data lake [5,8]: a collection of datasets that holds
a vast amount of data gathered from various private/open data islands. Organizing and
indexing the growing volume of internal data and metadata in the data lake is challeng-
ing. It requires a vast amount of knowledge to deal with dozens of new databases and
indexing technologies. To address these challenges, in our recent work [5], we intro-
duced the notion of Data Lake as a Service, which offers researchers/developers a single
RESTAPI to organize, index and query their data and metadata. The Data Lake as a Ser-
vice manages multiple database technologies (from Relational to NoSQL databases),
exposes the power of Elasticsearch2 and weave them together at the application layer.
The Data Lake as a Service offers a built-in design to support: (i) Security and Access
Control: to provide a database security threat including authentication, access control,
and data encryption; and (ii) Tracing and Provenance: to collect and aggregate trac-
ing metadata, including descriptive, administrative, and temporal metadata, and build a
provenance graph. Provenance refers to the documentation of an object’s lifecycle [15].
This documentation (often represented as a graph) should include all the information
necessary to reproduce a particular piece of data or the process that led to it. Figure 1
illustrates the architecture and the main components of the proposed Data Lake as a
Service, called CoreDB.

2 https://www.elastic.co/elasticsearch/.

https://www.elastic.co/elasticsearch/
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Fig. 1. Data Lake as a service architecture [5].

4 Knowledge Lake as a Service: Contextualizing Process Data

To understand available data (events, business artifacts, data records in databases, etc.)
in the context of process execution, we need to contextualize the raw data stored in
the data lake, understand the relationships among the information items, and enable
the analysis of those relationships from the process execution perspective. It is pos-
sible to represent process-related data as entities and any relationships among them
(e.g., events relationships in process logs with artifacts, etc.) in an entity-relationship
graph. In this context, business analytics can facilitate the analysis of process graphs
straightforwardly and intelligently through describing the applications of analysis, data,
and systematic reasoning [11,13]. Consequently, an analyst can gather more complete
insights using modeling, summarizing, and filtering techniques.

Applications of business analytics extend to nearly all managerial functions in
organizations. For example, considering financial services, applying business analyt-
ics on customer dossiers, and financial reports can specify the company’s performance
over periods. As another example, consider the collaborative relationship between
researchers, affiliated with various organizations, in the process of writing scientific
papers, where it would be interesting to analyze the collaboration-patterns [13] (e.g.,
frequency of collaboration, degree of collaboration, mutual impact, and degree of con-
tribution) among authors or analyze the reputation of a book, an author, or a publisher
in a specific year. Such operations require supporting n-dimensional computations on
process graphs, providing multiple views at different granularities, and analyzing set of
dimensions coming from the entities and the relationship among them.

While existing analytics solutions, e.g., OLAP techniques and tools, do a great job in
contextualizing the process-related data and providing answers to known questions, key
business insights remain hidden in the interactions among objects and data: most objects
and data in the process graphs are interconnected, forming complex, heterogeneous
but often semi-structured networks. Traditional OLAP technologies were conceived to
support multidimensional analysis. However, they cannot turn the raw data (stored in
Data Lakes) into contextualized data and knowledge. To address these challenges, in
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Fig. 2. Knowledge Lake architecture [6].

our recent work [6], we introduced the notion of Knowledge Lake, i.e., a contextualized
Data Lake. The term Knowledge here refers to a set of facts, information, and insights
extracted from the raw data using data curation techniques such as extraction, linking,
summarization, annotation, enrichment, classification, and more.

In particular, a Knowledge Lake is a centralized repository containing virtually inex-
haustible amounts of both raw data and contextualized data that is readily made avail-
able anytime to anyone authorized to perform analytical activities. The Knowledge Lake
has the potential to provide the foundation for process analytics, process automation,
and process augmentation (see Sect. 5). For the basic information items stored in the
Knowledge Lake, we provide services to automatically [16]: (a) Extract features such
as keyword, part of speech, and named entities such as Persons, Locations, Organiza-
tions, Companies, Products, and more; (b) Enrich the extracted features by providing
synonyms and stems leveraging lexical knowledge bases for the English language such
as WordNet; (c) Link the extracted enriched features to external knowledge bases (such
as Google Knowledge Graph3 andWikidata4) as well as the contextualized data islands;
and (d) Annotate the items in a data island by information about the similarity among
the extracted information items, classifying and categorizing items into various types,
forms or any other distinct class.

To transform the Data Lake into a Knowledge Lake (i.e., a contextualized Data
Lake), we propose a framework for data curation feature engineering: characterizing
variables that grasp and encode information from raw or curated data, thereby enabling
to derive meaningful inferences from data. To facilitate the data curation process and
enhance the productivity of researchers and developers, we implemented the above set
of basic data curation APIs and made them available as services to researchers and
developers to assist them in transforming their raw data into curated data [16]. Figure 2
illustrates the architecture and the main components of the proposed Knowledge Lake,
called CoreKG.

3 https://developers.google.com/knowledge-graph/.
4 https://www.wikidata.org/.

https://developers.google.com/knowledge-graph/
https://www.wikidata.org/
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5 AI-Enabled Processes

Today, the advancement in Artificial Intelligence (AI) and Data Science has the poten-
tial to transform business processes in fundamental ways; by assisting knowledge work-
ers in communicating analysis findings, supporting evidence, and making decisions. In
particular, intelligence is the ability to learn from experience and use domain experts’
knowledge to adapt to new situations [10]. In this context, intelligent processes should
be able to learn from domain experts’ knowledge and experience. Understanding, ana-
lyzing, and ultimately improving business processes is a goal of enterprises today. Most
related work in analyzing business process execution assumes well-defined processes;
however, the business world is getting increasingly dynamic. There are cases where
the process execution path can change dynamically and ad-hoc manner. Understanding
business processes and analyzing BP execution data is difficult due to the lack of doc-
umentation, significantly as the process scope and how to process events across these
systems are correlated into process instances are subjective: depending on the perspec-
tive of the process analyst.

Consequently, there is a need for Artificial Intelligence-enabled (AI-enabled)
approaches that enable analysts to analyze the process events from their perspectives,
for the specific goal they have in mind, and in an explorative manner. Understanding
modern business processes entails identifying the relationships among entities in pro-
cess graphs. Viewing process logs as a network, process graphs, and studying systemat-
ically the methods for mining such networks, of events, actors, and process artifacts is
a promising frontier in database and data mining research: process mining provides an
important bridge between data mining and business process modeling and analysis [1].
Applications of AI-enabled processes can be extended to nearly all organizational, man-
agerial functions. For example, considering financial services, applying analytics on
customer dossiers, and financial reports can specify the company’s performance over
periods. Such operations require various open source and commercial software for pro-
cess analytics.

5.1 Data-Centric Processes

The problem of understanding the behavior of information systems and the processes
and services they support has become a priority in medium and large enterprises. This
is demonstrated by the proliferation of tools for the analysis of process executions, sys-
tem interactions, and system dependencies and by recent research work in process data
warehousing, discovery, and mining [1]. Accordingly, identifying business needs and
determining solutions to business problems requires the analysis of business process
data, which will help discover helpful information and support decision-making for
enterprises.

The state-of-the-art in process data analytics discussed in our recent book [14], that
focus on various topics such as Warehousing Business Process Data, Data Services
and DataSpaces, Supporting Big Data Analytics Over Process Execution Data, Pro-
cess Spaces, Process Mining and Analyzing Cross-cutting Aspects (e.g., provenance)
in Processes’ Data. This book provides defrayals on: (i) technologies, applications, and
practices used to provide process analytics from querying to analyzing process data;
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(ii) a broad spectrum of business process paradigms that have been presented in the lit-
erature from structured to unstructured processes; (iii) the state-of-the-art technologies
and the concepts, abstractions and methods in structured and unstructured BPM includ-
ing activity-based, rule-based, artifact-based, and case-based processes; and (iv) the
emerging trend in the business process management area such as process spaces, big-
data for processes, crowdsourcing, social BPM, and process management on the cloud.

5.2 Knowledge-Intensive Processes and Cognitive Assistants

Knowledge-Intensive Processes involve operations that are heavily reliant on profes-
sional knowledge. For these reasons, it is considered that human knowledge workers are
responsible for driving the process, which cannot otherwise be automated as in work-
flow systems [3]. Knowledge-intensive processes almost always involve collecting and
presenting a diverse set of artifacts and capturing the human activities around artifacts.
This emphasizes the artifact-centric nature of such processes. In our previous work [7],
we introduced Intelligent Knowledge Lakes to facilitate linking Artificial Intelligence
(AI) and Data Analytics. The goal is to enable AI applications to learn from contextu-
alized data, automate business processes, and develop cognitive assistance to facilitate
knowledge-intensive processes or generate new rules for future business analytics.

Case-managed processes are primarily referred to as semistructured processes since
they often require the ongoing intervention of skilled and knowledgeable workers [14].
Such Knowledge-Intensive processes involve operations that are heavily reliant on pro-
fessional knowledge. For these reasons, it is considered that human knowledge work-
ers are responsible for driving the process, which cannot otherwise be automated as in
workflow systems [3]. Knowledge-intensive processes almost always involve collecting
and presenting a diverse set of artifacts and capturing the human activities around arti-
facts. This emphasizes the artifact-centric nature of such processes. Many approaches
used business artifacts that combine data and process in a holistic manner and as the
basic building block [12,14]. An important fact is the evolution of process artifacts over
time as they are touched by different people in the context of a knowledge-intensive pro-
cess. This highlights the need for tracking process artifacts in order to find out their his-
tory (artifact versioning) and also provenance (where they come from, and who touched
and did what on them) [12].

Cognitive Assistants. Intelligent Knowledge Lakes provide the knowledge and expe-
rience of domain experts in a specific field, e.g., Banking or Education. This source of
knowledge can be used as the core of AI-enabled Processes, for example, to facilitate
understanding the intentions of end-users better (e.g., understanding customer journey
in a banking scenario), or providing a comprehensive method to retrieve useful infor-
mation from the enterprise platform (e.g., assisting a police investigator in investigation
processes, to identify important facts/evidence and choosing the best next step). Natural
Language Processing systems based on deep learning can be used to translate the con-
versations between the analyst and the Intelligent Knowledge Lakes. In Sect. 6, we will
present a motivating scenario in Policing, where police investigators can use a cognitive
assistant to analyze the process data and link that to process analysis in an intelligent
way.
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5.3 Goal-Oriented BPM

There is a growing realization of the need for flexible process management. Real-life
processes rarely follow a fixed pre-defined schema. Human operators often leverage
their own insights to create variants of the mandated process design to suit the exigen-
cies of individual cases. This raises important questions about what qualifies a given
instance to be described as a variant of a process design. The capability to gener-
ate context-sensitive variants on the fly is also fundamental to any attempt to achieve
true process automation (for very similar reasons - humans are good at doing this but
present-day automated processes can only follow pre-defined process schemas).

The notion of a goal sits at the heart of any attempt to solve these problems. A
goal as a useful abstraction to understand user requirements has been well-recognized
for the past several decades. A goal is a statement of intent, representing an aspiration
to achieve a given state of affairs (or a set of states of affairs. A number of influen-
tial approaches to reasoning with goals have been proposed (mainly in the context of
requirements engineering), including KAOS [19], i* [29], and TROPOS [17].

The emerging field of goal-oriented BPM seeks to place goals as the centerpiece in
any account of flexible process management. Goals provide an answer [23] to the ques-
tion: what qualifies a process instance to be described as a variant of a process design?
The simple answer is that the achievement of the same goals as the original process
enables us to describe a process instance as a variant of the original process. Variants
are thus alternative means of achieving the same goals. Goals have been used as first-
class process modeling constructs in goal orchestrations [24]. In a goal orchestration, a
process task is replaced by a goal. While process tasks admit very little variation in how
they are executed, the use of a goal permits us to explore a range of possible realizations.

Goal-oriented processes are data-driven constructs. Recent work has shown how
post-condition annotations of process tasks (a post-condition can be viewed as an
answer to the question: what will have happened if the process executes upto this point?)
can be mined from a combination of process (activity) logs and event logs [25]. The
final set of post-conditions achieved by a process can then form the basis for goal fulfill-
ment analysis [24]. Looking to the future, goal-oriented BPM will help solve important
classes of problems associated with knowledge-intensive processes and the design of
intuitive process dashboards.

5.4 Process Intelligence

Process intelligence generically refers to the inference of insights from process execu-
tions in order to then optimize the process. There are several kinds of problem process
intelligence can solve. The first is to get visibility into what happens in a process, at
the appropriate level of abstraction. For example, in a customer support process, we
ideally want to be able to understand the user journey, from the time they begin search-
ing for a solution to their problem to when they interact with a chatbot or file a support
request, supported by an agent. Analysts want to make sense of what is happening and
to do so at the appropriate level of abstractions that is useful for their analysis goals.
We can do so for example by correlating search data, chatbot logs, and customer sup-
port interaction logs, selecting or abstracting (aggregating) events of interest from these
logs [20].
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Once we have visibility into what happens, we can achieve more goals thanks to
AI. A common need is that of explaining outcomes, especially undesirable ones. In
our support process, sometimes the process lasts too long, or the customer gives a neg-
ative feedback. In these cases, process owners often want to understand why processes
have undesirable outcomes. Common ways to do this are root cause analysis or cluster-
ing algorithm that identify process patterns correlated (or causally related) to such out-
comes. A second need is that of predicting outcomes, to then take corrective actions.
This is relatively simple, especially when it reduces to a classification problem, and the
success of this depends on the predictive information available in the abstracted process
as well as on the ability of the ML algorithm to capture and represent the signals in the
process that are predictive of the outcome.

Finally, process intelligence deals with recommending next-best actions. This is
often considered the ideal outcome from a process intelligence effort, but in many enter-
prise context this can be very hard to achieve reliably, especially in contexts where
errors are costly. Very often a next-best action approach has to be use-case specific and
consider the nuances of each use case. For example, recommending the next-best agent
to route a support request to is very different than recommending how an agent is sup-
posed to advise customers. Ideally, the underlying process representation can support
predictability for both such cases and includes the proper abstractions, but very often
this is hard to achieve.

For example, learning recommendations for how to solve a problemmay be tricky as
the proper solution may change over time (for example, a company may have changed
the procedures to reset a password), or because learning to recommend requires the
ability to read and comprehend a conversation and “distill” the notion of successful
problem resolution, or because support requests may be often inherently ambiguous
and require clarifications. An interesting point here is that if and when we are successful
in automating a process via a next-best action approach, then we really do not have a
process any more, or at least we do not have a designed process (or at least, not a process
designed by humans), but just AI acting based on experience (and some constraints,
often rule-based). We would “just” have an observed process, constantly evolving as AI
continues to learn from user feedback, along with possibly the ability of AI to describe
its learned logic in process form.

5.5 Document Intelligence

Data is central to the operation of enterprise business processes. While workflow sys-
tems and business process management (BPM) systems deal with structured data as
primary form of data, there is a great amount of process data in unstructured and semi-
structured forms. This data often lives outside of the BPM systems and at times is
attached to the process records, e.g., in form of document attachments or human con-
versation payload over emails, chats or other channels in workflow and process man-
agement systems. Additionally, a large number of business processes are not supported
by a workflow system or a BPM system. For these processes, their data is captured in a
mix of structured information as database records as well as documents in file systems
and information in data and knowledge lakes.



AI-Enabled Processes: The Age of Artificial Intelligence and Big Data 331

An important class of data for business processes are business documents, as
a representative of semi-structured and unstructured process information. Business
documents play many roles in business processes. Documents contain information
exchanged in the context of process execution (e.g., purchase orders, proof of delivery,
invoices that are produced and exchanged in the context of a procure-to-pay process), as
well as they can be used to describe processes and process flows (e.g., business process
definition documents and process guides that are produced by process owners detail-
ing the tasks, actions and different conditions/rules for tasks triggering and execution).
We define Document Intelligence as the ability to read, understand and interpret busi-
ness documents using artificial intelligence. Document Intelligence goes hand-in-hand
with Process Intelligence. Document Intelligence provides abstractions, methods and
tools for extracting process-related information, understanding business documents in
the context of a process and interpreting the document content w.r.t. processes execu-
tion and process stakeholders, therefore enabling Process Intelligence in tasks such as
next best action and outcome prediction over all process information space.

While the interest in Document Intelligence topic from AI researchers in academia
and industry5 has grown substantially, the work in Document Intelligence for business
processes is still at a very early stage. There are many open topics such process instance
discovery over business documents, process discovery and mining from business doc-
uments, process-aware understanding and interpretation of business document content,
and understanding process flow charts and other visuals in business documents, process-
aware question answering over documents, and many more.

Given the textual nature of the content of business documents, the work on Docu-
ment Intelligence require advanced natural language processing and natural language
understanding. Business documents are also not all alike. There are fully textual (also
referred as unstructured business documents), to semi-structured (those with form-like
content and tabular-like data such as invoices and tax forms) to those that have structure
but lack semantics such as spreadsheets. Due to the difference in content types, more
specialized AI techniques have been devised in the literature to extract information
and understand the content of each type. Academic contests such as Document Visual
Question Answering6 focus on encouraging and measuring our progress towards differ-
ent aspects of Document Intelligence. The state of the art in semi-structure document
understanding systems include transformer-based models (e.g., LayoutLM [28]) and
earlier pioneer work in document reading and understanding (e.g., DICR [27]).

On the other front, for process understanding from textual and document content,
there has been pioneer work for action identification from textual sources (e.g., [21]),
and early work focused on automated process discovery from textual sources and docu-
ments [18,22]. Beyond these lines of work, process-level understanding of the content
of business documents and unstructured information require a more holistic approach
that would need to turn process data into process knowledge, which can be represented
and become available, actionable and query-able in knowledge graphs and knowledge
lakes.

5 https://sites.google.com/view/di2019.
6 https://rrc.cvc.uab.es/?ch=17.

https://sites.google.com/view/di2019
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6 Motivating Scenario: AI-enabled Police Investigation Processes

In this tutorial, we focus on the police investigation processes around Missing Per-
sons. Between 2008 and 2015, over 305,000 people were reported missing in Australia
(aic.gov.au/), an average of 38,159 reports each year. In the USA (nij.gov/), there are
as many as 100,000 active missing person’s cases on any given day. The first few hours
following a person’s disappearance are the most crucial. The sooner police can put
together the sequence of events and actions right before the person’s disappearance,
the higher the chance of finding the person. This entails gathering information about
the person, including physical appearance and activities on social media in the phys-
ical/social environments of the person, person’s activity data such as phone calls and
emails, and information on the person detected by sensors (e.g., CCTVs).

The investigation process is a data-driven, knowledge-intensive and collaborative
process. The information associated with an investigation (case process) is usually com-
plex, entailing to collect and present many different types of documents and records. It
is also expected that separate investigations may impact other investigation processes,
and the more evidence (knowledge and facts extracted from the data in the data lake [5])
collected, the better-related cases can be linked explicitly. Although law enforcement
agencies use data analysis, crime prevention, surveillance, communication, and data
sharing technologies to improve their operations and performance, many challenges
remain in sophisticated and data-intensive cases such as missing persons. For example,
fast and accurate information collection and analysis are vital in law enforcement appli-
cations [26]. From the policymakers’ perspective, this trend calls for adopting inno-
vations and technologically advanced business processes that can help law enforcers
detect and prevent criminal acts. AI-enabled Processes in law enforcement processes
have the potential to help investigators to understand a potential pool of data evidence.
A set of intelligent services can be used to facilitate this process, prepare the big pro-
cess data for analytics, summarize the big process data, construct narratives, and enable
analysts to link narratives and easily dig for facts.

There are several tasks and activities, during and investigation process, that can
benefit from an AI-enabled approach. For example, a cognitive assistant in a form of a
smart phone application, can facilitate data collection from the scene, or extract impor-
tant insight from the images taken from the crime scene. This in turn can assist inves-
tigators in decision making and choosing the best nest steps. In our previous work,
we presented iCOP [26], a system composed of a framework and a set of techniques
to assist knowledge workers (e.g., a criminal investigator) in knowledge-intensive pro-
cesses (e.g., criminal investigation) to benefit from AI-enabled processes, collect large
amounts of pieces of evidence and easily dig for the facts. The system will facilitate
augmenting police officers with Internet-enabled smart devices (e.g., phones/watches)
to assist them in the process of collecting evidence, access to location-based services to
identify and locate resources (CCTVs, cameras on officers on duty, police cars, drones
and more), organize all these islands of data in a Knowledge Lake and feed them into a
scalable and extensible Process Data Analytics Pipeline. In this tutorial, We focus on a
motivating scenario where a criminal investigator will be augmented by smart devices to
collect data and to identify devices around the investigation location and communicate
with them to understand and analyze evidences.
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7 Conclusion and Future Directions

The continuous demand for business process improvement and excellence has prompted
the need for intelligently understanding/analyzing the process-related data to facilitate
decision-making. In this context, AI-enabled Processes are considered a new direc-
tion in business process management, especially as process-related data increasingly
come to show all typical properties of big data. In this context, intelligent processes
could be able to learn from domain experts’ knowledge and experience. This tutorial
focused on a motivating scenario in a police investigation, an example of data-centric
and knowledge-driven processes, and introduced intelligent Data Lakes and Knowledge
Lakes as the back-end for AI-enabled Processes. AI-enabled approaches may involve
from process modeling to process execution and monitoring. Future directions in the
field of AI-enabled Processes will focus on organizing, curating, analyzing, and visual-
izing processes-related data using AI-enabled approaches. This may include: (i) data-
Centric AI-enabled techniques to systematically engineering the process-related data;
and (ii) intelligent approaches to learn from knowledge worker’s experience and use
this knowledge to adapt to new situations and facilitate decision-making.
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Abstract. The continuous testing of small changes to systems has proven
to be useful and is widely adopted in the development of software systems.
For this, software is tested in environments that are as close as possible to
the production environments. When testing IoT systems, this approach
is met with unique challenges that stem from the typically large scale of
the deployments, heterogeneity of nodes, challenging network character-
istics, and tight integration with the environment among others. IoT test
environments present a possible solution to these challenges by emulat-
ing the nodes, networks, and possibly domain environments in which IoT
applications can be executed. This paper gives an overview of the state of
the art in IoT testing. We derive desirable characteristics of IoT test envi-
ronments, compare 18 tools that can be used in this respect, and give a
research outlook of future trends in this area.

Keywords: Internet of Things · Cyber-physical systems · Fog
computing · Edge computing · Testing · Iterative software development

1 Introduction

The Internet of Things (IoT) has the potential to transform our lives by con-
necting everyday objects to the Internet for smarter cities, factories, houses, and
more. To realize this vision, distributed software systems will need to integrate
IoT devices – usually equipped with sensors and actuators – allowing them to
continuously monitor and interact with their environments. These distributed
software systems of the IoT will span from devices to clouds and, in many
cases, also include intermediate resources at the edge or fog level [7]. Exam-
ples of distributed IoT systems include those that control and manage traffic
and transportation [19,36], those that enable telemedicine and remote patient
c© Springer Nature Switzerland AG 2022
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https://doi.org/10.1007/978-3-031-14135-5_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14135-5_30&domain=pdf
https://doi.org/10.1007/978-3-031-14135-5_30


Continuously Testing Distributed IoT Systems 337

monitoring [10,18], and those that detect and predict failures as well as optimize
processes in urban infrastructures and manufacturing [9,13,22].

A major remaining challenge to practically developing and deploying dis-
tributed IoT systems is the difficulty of adequately testing them [15]. This is
complicated due to a number of factors, including the large number of devices,
the heterogeneity of devices, mobile nodes resulting in dynamic topologies, net-
work disconnections and node failures, as well as a tight integration of systems
with their respective environments. At the same time, properly testing IoT sys-
tems in application domains such as traffic and transportation management,
patient monitoring, and factory processes is absolutely critical. Consequently,
the need for adequate testing of distributed IoT systems has been widely recog-
nized and many solutions have been put forward. Prominent examples include
hardware testbeds like StarBED [21] and FIT-IoT [1], hybrid approaches such
as Chameleon [14], as well as simulators like IoTSim [34] and iFogSim [11].

Hardware testbeds allow to execute actual application code in realistic set-
tings, yet can be limited in terms of scalability and flexibility. Hybrid test envi-
ronments address these limitations by incorporating both actual hardware and
virtual nodes. Simulations on the other hand enable to flexibly assess the behav-
ior of distributed applications over various scales and possible infrastructures.
However, they usually lack the ability to evaluate the non-functional properties
of actual application code.

All these approaches have in common that it is typically hard to test distributed
IoT systems within their actual environment. Field testing regularly requires a
large and coordinated effort, so distributed IoT systems cannot be tested contin-
uously, while lab testing routinely resorts to merely replaying sensor data, so that
the distributed IoT systems, despite being equipped to interactwith environments,
cannot actually influence their domains. This runs contrary to generally under-
stood and widely adopted principles and best practices of iterative software devel-
opment,where continuous testing of small changes to systems in environments that
mirror production environments as closely as possible is a key mechanism for fast
feedback and trust in changes. We, therefore, argue that there is a significant lack
of approaches and tools for continuously testing IoT systems.

In this paper, we compare currently available IoT test environments to pro-
vide an overview over the current state of the art and expose the perceived
research gap. For our comparison, we selected test environments that

1. focus on testing software systems on geo-distributed, heterogeneous comput-
ing infrastructures such as IoT and edge/fog architectures,

2. allow to run actual system code (i.e., not merely simulating communication),
3. and have the ability to include virtual nodes, allowing tests at large and

various scales (i.e., no hardware-only testbeds).

We only discuss general-purpose test environments of which details have
been published (i.e., no proprietary offers such as IoTIFY1 or AWS IoT Device
Simulator2).
1 https://iotify.io/.
2 https://aws.amazon.com/solutions/implementations/iot-device-simulator/.

https://iotify.io/
https://aws.amazon.com/solutions/implementations/iot-device-simulator/
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We report the following aspects of IoT test environments in our compari-
son: how and with which capabilities the tools provide nodes, how the network
between nodes is realized, whether domain environments are integrated, as well
as general aspects such as project maturity and ongoing development.

The main contributions of this paper are:

– A description of key characteristics of IoT test environments, which can be
used to distinguish proposed solutions.

– A point-by-point comparison of state-of-the-art IoT test environments that
meet the outlined selection criteria.

– A discussion of current trends and considerable gaps in the state of the art
of IoT testing.

– An outlook on future work to close these gaps and an overview of our work
in this area.

The remainder of this paper is structured as follows: Sect. 2 describes central
characteristics of test environments. These are used in Sect. 3 to evaluate and
compare concrete test environments. Section 4 discusses the results of our com-
parison. Section 5 presents the research outlook. Section 6 covers related work.
Lastly, Sect. 7 concludes this paper.

2 Characteristics of Test Environments

Continuously testing IoT systems and applications requires a test environment
that reproduces reality as close as possible. To classify and compare existing
test environments we derive several quantifiable characteristics from generally
desirable properties of test environments.

To be able to continuously develop and test distributed IoT systems in itera-
tive software development processes, we need to be able to deploy and run actual
code in flexible, yet realistic environments. To facilitate large-scale deployments
while also allowing the realistic testing of system behavior, we believe the sup-
port for both virtualized nodes as well as hardware nodes in test environments is
crucial. The testing of large-scale deployments further requires the distributabil-
ity of not only the nodes, but also the network representation and the simulation
of the domain environment. Another important aspect relating to the three fea-
ture dimensions here—nodes, networks, and the domain environments—is the
meaningful testing of fault tolerance of IoT systems by precisely injecting faults.
Lastly, because IoT systems are inherently integrated tightly with their specific
environment through sensors and actuators, we believe that the simulation of
the domain environment is a key characteristic for test environments.

The remainder of this section discusses the characteristics that will be used
in the following comparison of test environments in Sect. 3. We identified 16 dif-
ferent attributes, which are organized into four overarching categories, regarding
general features, the nodes, the network and the domain environment.
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2.1 General

First, we describe general attributes of test environments. We present the initial
year of publication along with the information if the project is actively main-
tained, which is assessed based on whether there has been a new release or active
collaboration (e.g., commits to the repository) in 2021.

As the maturity of a project is subjective, we try to formalize it as follows.
An empty circle ( ) denotes the lowest maturity, meaning that the specific test
environment only exists as a concept in form of a publication, but no actual tool
is available. We did not assess whether such concepts are actively maintained,
as this cannot be sensibly judged. The second degree of maturity ( ) is reported
if the tool is available only as a prototype without good documentation. If there
is a full system available with detailed documentation, we denote it as the third
degree of maturity ( ).

Next, we classify if a test environment is offered as a service. This indicates
whether there is a service where the test environment can be used without man-
ually deploying and operating it.

Lastly, we asses the property scriptable scenarios, which is fulfilled if the
execution of experiments can be controlled via a script. With the capability to
predefine schemes to alter parameters and characteristics of a simulation at run-
time, much more complex scenarios can be implemented. This is highly impor-
tant when systematically approaching an investigation with a test environment.

These general information about a test environment can serve as an indicator
for the applicability to current challenges, but they are also used to identify
recent trends in test environments in Sect. 4.

2.2 Nodes

An essential aspect of test environments is which type of nodes can be used. The
attributes investigated here determine if a scenario or application of interest can
at all be properly implemented or analyzed with a given test environment.

The first attribute, hardware integration, classifies the test environments
according to their capability to integrate physical hardware nodes. The avail-
ability of hardware integration enables the inclusion of embedded systems and
facilitates testing of applications in realistic environments.

The virtualization type describes how virtual nodes are represented, namely
via virtual machines (V), containerized nodes (C), or a combination of the two
(VC). Depending on the application under test, the differentiation between con-
tainerized and virtualized nodes can be crucial. Virtual machines enable a more
realistic execution environment for the application under test, while container-
ization is a more light-weight approach.

For the energy consumption characteristic, we investigate if a test environ-
ment facilitates modeling (or, in the case of hardware nodes, monitoring) the
power consumption of nodes and network. In any use case where energy is a
scarce resource, for example for battery-constrained IoT devices, this feature
allows testing the effect of software changes to a node’s power usage.
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The distributability describes whether virtual nodes of the test environment
can be spread across multiple physical host nodes, enabling large-scale scenarios.

Finally, we investigate the possibility of fault injection. For individual nodes,
examples include the purposeful shutdown or internal failure of a given node
at a given time. By simulating such faults, the robustness of an application
or network setup towards faults can be tested. We analyze the characteristics
of distributability and fault injection as well for the network and the domain
environment categories.

2.3 Network

Regarding network, we first analyze the network type, namely how network
is emulated within the test environment. Traffic shaping (TS) allows users to
change network parameters, like delay or bandwidth. Examples of this are the
Linux Traffic Control (tc) or the more advanced NetEm. Tools based on software-
defined networks (SDN) use a virtualized network such as provided by Mininet
or MaxiNet. Lastly, network simulators (NS) can be used to model the under-
lying network. In our understanding, network simulators can simulate different
kinds of networks, also future ones, without having them physically available.
Common network simulators are ns-3 or OMNet++ with INET.

Network distributability regards the possibility of the test environment to
span the network across multiple physical hosts, leveraging more complex routing
schemes in a physical network. For traffic shaping-based approaches this comes
naturally if nodes are distributed, for network simulation-based approaches also
the simulation has to run in a distributed manner.

Fault injection entails active support of the tool to purposefully alter network
connections at runtime, e.g., the increase of latency or the loss of packets. Such
capabilities are important when comparing fault tolerance of network setups and
in general testing of network robustness.

2.4 Domain Environment

As IoT applications run in embedded, real-life settings like traffic control, water
management or smart homes, simulating the domain environment is of high
importance. First, we asses the general domain environment support of a tool,
meaning whether there is an API for connecting domain-specific simulators that
can interact with the test environment at runtime. Examples include a traffic
simulation, such as SUMO, that can send the coordinates of mobile nodes to the
test environment for it to adapt its networking parameterizations.

Similar to the node and network categories, we also asses the distributability
of the domain environment to see if the execution of the environment can be
spread across multiple hosts.

Last, we report the capability of fault injection inside the domain environ-
ment. We define this functionality to be present when the test environment sup-
ports to alter the domain environment during runtime in a way that is expected
to introduce faults in the application running on the nodes.
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Table 1. An overview of test environments for IoT systems. A gray background marks
works where code is not openly available. All characteristics are described in Sect. 2.
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EMU-IoT [27] 2019 C - - - -

ELIoT [23] 2017 C - - - -

IOTier [24] 2021 - C TS - -

Fogify [30] 2020 C TS - -

MockFog [12] 2019 V TS - -

Blockade [33] 2014 C TS - -

Distem [28] 2013 C TS - -

Fogbed [6] 2018 C SDN - -

EmuFog [20] 2017 C SDN - -

Dockemu [26] 2015 C NS - -

EmuEdge [35] 2019 VC TS - -

Héctor [2] 2019 V TS - -

Sendorek et al. [29] 2018 - V SDN - -

Chameleon [14] 2015 V SDN - -

StarBED [21] 2002 V SDN - -

UiTiOt [16] 2017 - C NS - -

WHYNET [38] 2006 - V NS - -

MobiNet [17] 2005 - V NS - -

3 Comparison of Test Environments

Based on the selection criteria defined in Sect. 1, we selected 18 environments for
testing IoT applications and evaluated them on the characteristics described in
Sect. 2. Table 1 provides an overview of all evaluated tools. We clustered the test
environments (1) by their ability to integrate real IoT devices in their experi-
ments and (2) by the type of network modeling approach they use.

3.1 Test Environments Without Hardware Integration

First, we cover test environments that emulate IoT environments without the
possibility to integrate real IoT devices in experiments. These test environments
are further categorized based on whether they use network simulation, SDN-
based solutions, or simple traffic shaping to emulate realistic network traffic.
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Using No Network Model. EMU-IoT [27] is a container-based test envi-
ronment with a focus on defining, orchestrating and monitoring reproducible
experiments. Although the authors describe the many challenges faced by devel-
oping IoT test environments, their implementation does not consider any kind
of network emulation and has no mechanism for injecting faults into the system.

ELIoT [23] is based on Docker containers and supports the IoT protocols
CoAP and LWM2M by using the open-source projects Leshan and coap-node.
While ELIoT includes the interaction with the environment for the use case
described in the paper, this interaction is only modeled within the nodes (i.e.,
they implemented a simple calculation of an illuminance sensor value based on
the time of day). It does not integrate an environment emulation that would
allow for two-way interaction between IoT systems and the environment.

Using Traffic Shaping. IOTier [24] is a virtual testbed for tiered IoT envi-
ronments that is unfortunately not openly available. Nodes are represented via
resource-constrained containers while networking is based on NetEm. A special
focus is grouping emulated components into tiers with comparable capabilities,
and enabling inter-tier as well as intra-tier communication. It features a testbed
controller in which operators can define desired runtime states over time. How-
ever, there is no API for integrating simulators of domain environments. Its
simulation engine uses fixed-increment time progression and can modify experi-
ments via scheduled and conditional events.

Fogify [30] appears to be one of the most capable tools according to our cri-
teria. It uses Infrastructure-as-Code descriptions for containerized deployments
to define experiment settings (i.e., Docker Compose) and features the possibility
to adapt configurations at runtime (e.g., for injecting faults). Fogify uses Vir-
tual eXtensible LAN (VXLAN) for overlay networks and is distributable across
multiple physical hosts. We classified this tool as being able to model energy
consumption as this feature is described in the paper. However, this is currently
not implemented in code. Although Fogify has an API for interacting with exper-
iments during runtime, there is not yet a uniform way to integrate simulations
of domain environments.

MockFog [12] is a tool for automated execution of fog application experi-
ments. It consists of three modules: one for infrastructure setup, one for appli-
cation management, and one for experiment orchestration, which enables the
scripting of scenarios. The experiment infrastructures are set up automatically
in public cloud environments via dockerized application containers. Hence, appli-
cations must support running inside Docker and must be available as container
image. Experiment descriptions can be used to generate events, such as traffic
scenarios and network or machine failures.

Blockade [33] is a test environment based on Docker containers and traffic
shaping. The user creates a setup similar to a Docker Compose file and Blockade
manages the set-up as well as tear-down processes. Each node is implemented
as a separate Docker container. Blockade offers basic networking capabilities by
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using the Docker network and integrates the manipulation of network parameters
via, e.g., NetEm settings.

Distem [28] is a virtual testbed using Linux Containers (LXC) that can be
executed on multiple physical hosts. One focus of Distem is resource allocation
and assignment to achieve realistic setups for special devices (like IoT devices).
Network parameters can be adapted using NetEm. Distem can be used via the
command line and allows scriptable scenarios via its Ruby library.

Using Software-Defined Networking. Fogbed [6], as described by the origi-
nal paper, uses Mininet for networking and is hence bound to a single host. The
latest prototype additionally extends MaxiNet, which enables emulating envi-
ronments that span several physical machines. Fogbed furthermore enables the
testing of third-party systems such as resource management, virtualization, and
service orchestration through standard interfaces.

EmuFog [20] is a fog computing emulation framework based on the dis-
tributable network emulator MaxiNet. The framework does not resort to simula-
tions but is able to span an emulated network of thousands of virtual devices over
multiple physical machines. EmuFog focuses on the networking components of
fog computing by embedding a network topology generator, enhancer, and node
placement algorithm. Applications have to be deployed as Docker containers.

Using Network Simulation. Dockemu [26] is the only tool without hardware
integration that uses network simulation. It utilizes the network simulator ns-3
to model the communication between nodes, which in turn are represented by
Docker containers. The paper recognizes the importance of providing realistic
conditions and environmental factors for the applications under test. The tool
itself, however, is restricted to controlling properties of nodes and the network
but does not include mechanisms to provide a domain environment in which the
application operates.

3.2 Test Environments with Hardware Integration

Next, we describe hybrid tools that offer the possibility to integrate real IoT
devices in otherwise emulated environments to make experiments more realistic.

Using Traffic Shaping. EmuEdge [35] is an openly available, hybrid simu-
lator that can represent nodes using containers, virtual machines, and physical
devices. It supports OS-level as well as system-level virtualization and can inter-
face simulators and real testbeds. Networking is based on networking namespaces
(netns) and can replay real-world network traces.

Héctor [2] is an IoT testing framework with the main goal of representing
devices realistically. Devices are emulated with QEMU in system mode, allow-
ing fine grained performance moderation of individual devices and testing on the
target platform, including its corresponding microarchitecture. Specifically, this
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allows testing of devices that are not able to run Docker containers (e.g., micro-
controllers). Physical as well as emulated devices can be part of the network,
which itself can have emulated properties such as added delay and packet loss.

Using Software-Defined Networking. Sendorek et al. [29] describe an elab-
orated concept for a software-defined virtual test environment for IoT systems.
Their system supports three so called “immersion levels” that range from fully
virtualized environments for low-cost, scalable experiments to environments with
real devices and sensors for testing under realistic conditions. The authors do
not cover distributability or fault injection in their concept.

Chameleon [14] builds upon OpenStack to deliver a testbed that can be used
like a cloud. Chameleon is both a concept with an open-source implementation
and a platform service supported by hardware at University of Chicago and
at the Texas Advanced Computing Center that includes different nodes and
setups including GPUs, FPGAs as well as ARM and x86 cores. In addition
to bare metal nodes, nodes virtualized with KVM can be used. Besides the
concept of an OpenStack-based testbed, the Chameleon project has some insights
regarding the operational side of such a testbed, like user management, fair
resource allocation with leases and lease reapers, security attacks etc.

StarBED [21] is a large-scale general purpose network testbed based on co-
located physical nodes which uses SpringOS to build experiment topologies and
drives experiments. Its updated fourth version implements additional features,
such as wireless network emulation and a background traffic generator. Although
StarBED aims to enable Internet-scale experiments, it apparently lacks the pos-
sibility to emulate IoT characteristics (e.g., resource constraints, heterogeneous
network capacities) and mainly acts as a resource management system.

Using Network Simulation. UiTiOt [16], meanwhile in its third version,
is a test environment for large-scale wireless IoT applications. Instances of the
application under test are executed using Docker Swarm on top of an OpenStack
instance. The network connections between the application instance (e.g., IEEE
802.11a/b/g, ZigBee) are emulated using the wireless emulator QOMET. Apart
from the virtual resources, UiTiOt can integrate physical nodes into the network.
The authors also introduce a web interface for users of the testbed and a load-
balanced database for receiving and storing logs from the application under test.

WHYNET [38] is a hybrid testbed that focuses on mobile communication and
applications, using a combination of simulation, emulation, as well as physical
nodes and connections. It simulates the network via the QualNet simulator and
the sensor network simulation framework sQualNet, which is one of the few tools
that model energy consumption. Using the TWINE framework [37], it emulates
the network stack and the execution of applications to provide a scalable but
realistic test environment. WHYNET includes a basic concept of mobility but
does not allow the integration of domain-specific simulators for this purpose.

MobiNet [17] focuses on the evaluation of applications and network setup in
ad hoc wireless networks. The tool allows the testing of different deployment
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schemes for applications and includes the simulation of movement of nodes. The
core of MobiNet takes care of emulating the physical, data link, and network
layers. Edge nodes can be distributed across machines and can host multiple
virtual nodes for large-scale environments. Unfortunately, the code for MobiNet
is not publicly available.

4 Discussion

We identified themes that emerged in our comparison of test environments in
each of our categories of characteristics: general characteristics, and those that
relate to representation of nodes, network and domain environment.

4.1 General

Testing of IoT systems is an active research area and many solutions try to help
the developers of IoT systems in this regard. In our comparison, most systems
were initially published within the last five years. These works include mature
and widely adopted projects, but also ideas and research prototypes. Only two
of the examined test environments are offered as a service.

4.2 Nodes

In our comparison we investigated the ability of test environments to use virtual
and hardware nodes for the testing of IoT systems. For the virtual nodes, both
containers and virtual machines are used, with recent works showing a tendency
to use more lightweight container virtualization. This choice of virtualization
type correlates with the integration of hardware nodes: Systems that include
hardware nodes mostly use virtual machines, while the others mostly use con-
tainers. The ability to execute some nodes on actual hardware is missing from
more than half of the test environments, even though this is especially impor-
tant in many IoT use cases because often highly customized hardware is used.
While energy consumption modeling is crucial to test the behavior of battery-
constrained IoT devices, this is barely considered in the tools covered. A better
integration of power models, for example using simulators built for this purpose
[32], would be an important next step for virtual test environments.

4.3 Network

The environments included in our comparison contain a mix of different methods
to model the network. This includes two systems that do not even include the
ability to specify a network topology, seven systems that support traffic shaping
(usually via tc and NetEm), as well as full network simulation (four systems)
and software defined networking (five systems). The scalability to large networks
that need to be realized on multiple execution nodes is possible in almost all test
environments that can distribute nodes. Network distributability only seems to
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still be a challenge when network simulators are used. Fault injection is an impor-
tant feature for IoT testing, but dedicated support for defining and executing
specific failure scenarios is missing from many IoT test environments.

4.4 Domain Environment

Despite the tight integration of distributed IoT systems with their environment,
support for the simulation of domain environments is missing from all testing
tools included in our comparison. Accordingly, system developers have to resort
to expensive and time-consuming field testing, when they want to test the inter-
action of IoT systems with their environment. While some environmental factors
can be integrated in the testing by feeding applications recorded streams of sen-
sor data, this integration is naturally limited and cannot model the manipulation
of the environment by IoT systems.

5 Research Outlook

While many tools exist that tackle the problem of testing distributed IoT sys-
tems, there are still important open challenges.

Research Gap. Currently, there is limited support for assessing key system
requirements such as high resilience and low energy consumption. However, the
biggest gap in our view is the missing integration with domain environment sim-
ulations. This integration is particularly important for IoT systems, because the
tight coupling and interaction with the environment is a fundamental property of
the Internet of Things. The integration of domain environment simulations like
traffic or infrastructure simulations would allow for meaningful and continuous
testing of these interactions.

An Ideal IoT Test Environment. As we have derived the characteristics
described in Sect. 2 from our understanding of the needs of a test environment
for continuous testing, an ideal IoT test environment would fulfill all these char-
acteristics. Specifically, an ideal test environment would:

– support testing on virtual and hardware nodes,
– model and monitor the energy consumption,
– include a network representation that allows complex network topologies and

dynamic changes thereof,
– integrate domain environment simulations,
– enable the distribution of nodes, networks, and domain environments across

multiple physical nodes to allow the testing of large-scale deployments,
– and also support fault injection on these three dimensions to evaluate the

fault tolerance of the system under test.

The Marvis Testing Framework. We are working on a framework towards
our vision of an ideal IoT test environment, called Marvis [3]. By combining
virtual nodes (containers) with hardware nodes, Marvis offers capabilities for
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hybrid setups to combine the advantages of scalability and realism. Nodes can
communicate via a simulated network realized by the network simulator ns-3.

A focus of our work is the integration of domain environment simulators to
enable the continuous testing of the often intricate interactions between the IoT
system and the environment. Currently, Marvis integrates the traffic simulator
SUMO to demonstrate this, allowing the testing of interactions between the real
software systems that run on the nodes and the movement of road users in the
traffic simulation. This integration is bidirectional, meaning both, the change of
the movement of road users by the applications under test, and the change of
connectivity in the network simulation by the traffic simulation is possible.

Besides this, Marvis also offers fault injection in the three feature dimensions:
It is possible to inject faults in the nodes (e.g., start and stop nodes, or execute
commands), the network simulation (e.g., connect or disconnect nodes, change
network parameters like delay), or the domain-specific simulation (e.g., changing
speed of vehicles).

6 Related Work

Testing has been recognized as an important topic in IoT systems research since
its beginning. Consequently, several related works provide an overview of testing
research, environments and frameworks.

Tonneau et al. [31] presented an extensive work focusing on the question of
choosing the right wireless sensor network testing platform for specific environ-
ment characteristics in 2015. It is the only related work in which all presented
testbeds consist of devices carrying real sensors – no platforms were presented
that only simulate or emulate devices under test. Tonneau et al. considered seven
platform features: experimentation, scale, repeatability, mobility, virtualization,
federation, and heterogeneity.

Dias et al. [8] identified the motivation and challenges of testing planetary-
scale, heterogeneous IoT applications and devices. Surveyed testing tools were
chosen with no specific properties in mind, making 16 IoT testing platforms that
were available in 2018 part of the survey. Tools were compared based on ten prop-
erties, including supported IoT layers, test level, test method, supported plat-
forms, and scope (market/academic). The authors conclude that further research
and development in the area of IoT testing is necessary, given the criticality of
many IoT systems and the challenges of testing them.

A journal article from the same year by Chernyshev et al. [5] discusses the
state of IoT research, simulators and testbeds. They defined a set of relevant
research topics, including eight goals for the IoT. Furthermore, they performed
a comparative study of nine simulation tools, categorized by the scope of coverage
of the IoT architecture layers, as well as a comparison of three large-scale IoT
hardware testbeds. They identified three open challenges concerning IoT testing:
A lack of support for common IoT communication standards, a lack of end-to-
end service simulation across all IoT layers, and a large discrepancy between
simulator and real-world test results.
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Patel et al. [25] compared a total of 26 simulators, emulators, and physical
testbeds for the IoT. The authors discussed these groups of test environments
independently from each other on characteristics such as scope, scale, and secu-
rity measures. While there is no specific survey system or selection method given,
the comparison is followed by a short analysis of the usage of simulators, emu-
lators, and physical testbeds in the different stages of software development.

Bures et al. [4] performed a systematic mapping study on interoperability and
integration testing of IoT systems. Rather than comparing specific tools, they
analyzed 115 out of 803 identified papers in the general area of IoT. The liter-
ature study was guided by seven research questions regarding research trends,
researchers, publication media, topics, challenges, and limitations mentioned in
the surveyed works. They conclude that there is a need for more specific testing
methods for IoT systems.

7 Summary

This paper presented the current state of the art in continuous testing of dis-
tributed IoT systems. Specifically, we described desirable characteristics for test
environments in this context and compared IoT test environments that allow
to run system code on virtual nodes. Many solutions have been put forward,
implementing various approaches to providing execution hosts and realizing net-
work conditions. However, no currently available solution provides support for
domain simulations, even though IoT systems form cyber-physical systems that
make sense of and interact with their surroundings.

We believe that systems that monitor and affect the real world should be
tested comprehensively, especially in critical application domains such as traffic
management, patient monitoring, and manufacturing. Future work should there-
fore focus on providing comprehensive test environments, including simulation
of domains and modeling of system characteristics such as energy consumption.
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Abstract. In recent years, blockchain applications beyond cryptocur-
rency has received tremendous attention due to its salient features which
includes distributed management, security, anonymity, and immutabil-
ity. However, conventional blockchains suffer from lack of scalability,
high complexity, privacy, and governance. In this paper, we study the
existing solutions introduced to address these limitations. We catego-
rize these solutions into four groups which are: i) grouping nodes where
the participating nodes are formed into smaller groups, ii) side channels
where selected nodes form a child ledger attached to the main ledger
to communicate privately, iii) optimized consensus algorithms that aim
to reduce the overheads associated with committing new blocks, and
iv) Blockchain-as-a-Service (BaaS) that employ service computing con-
cepts and offload the blockchain management overheads to the cloud.
A detailed discussion on BaaS is proposed along with a study of the
existing cloud architectures. We elaborate on the advantages of employ-
ing blockchain to address challenges in service computing such as service
recommendation. Finally, we discuss future research directions.

Keywords: Blockchain · Service computing · Scalability

1 Introduction

Blockchain technology has received tremendous attention due to its salient fea-
tures which includes distributed management, trust, anonymity, and immutabil-
ity. Blockchain can be perceived as a distributed tamper-resistant database that
is jointly managed by all the participating nodes. The database stores the com-
munications between the participating nodes that is known as transactions. The
distributed nature of the blockchain allows any participating node to store data
by forming a block. Such nodes are known as validators. To ensure consistency
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and increase the network security, the validators must follow a consensus algo-
rithm. Consensus algorithms are distributed leader selection algorithms that
randomly selects one validator as the leader whose block is committed in the
blockchain. The security of the blockchain is largely tied to the randomness and
unpredictability of the leader selection of the consensus algorithm.

Blockchain initially was introduced in Bitcoin [20] and since then has been
widely applied in various other cryptocurrencies. In recent years, blockchain
attracted attention beyond monetary applications such as the Internet of Things
(IoT) [21]. IoT is the collection of millions of sensors/actuators that sense the
environment, process the captured data, and act accordingly. The current IoT
ecosystem employs a centralized brokered communication model where all com-
munication, authentication, and authorization is happening through the central
controllers which suffers from single-point-of-failure. IoT devices collect a huge
volume of privacy-sensitive information which are stored and processed by cen-
tral controllers which in turn risks the privacy of the users. IoT devices come from
various manufacturers with low or no security configurations which raises secu-
rity concerns. The distributed nature of the blockchain along with its anonymity
and transparency features make it a plausible solution to address the outlined
limitations in IoT [13].

Despite significant advantages applying blockchain in IoT is not straightfor-
ward and involves the following challenges: i) scale and overheads: in conventional
blockchains transactions are broadcast to and verified by all participants which
incurs significant bandwidth and processing overhead. Additionally, the con-
ventional consensus algorithms require the validator to solve a computationally
demanding puzzle. These features increase the blockchain management over-
head and thus reduce its scalability, ii) complexity: in monetary applications
blockchain is employed only for coin exchange, however, IoT demands various
services, e.g., access control or smart contracts which increases the complexity
in developing IoT-based blockchains, iii) privacy: blockchain is an append-only
database where data is anonymized by using a Public Key (PK) as the identity of
the transaction generator. In IoT-based blockchain, a huge volume of personal-
ized information about the user is permanently stored in the blockchain. Apply-
ing machine learning algorithms to deanonymize a user will risk user privacy
[16], and iv) Governance: blockchain aims to establish trust among participants
without reliance on trusted third parties (TTPs) that makes governance chal-
lenging. However, IoT involves many applications that require the government
oversight, e.g., supply chain.

In recent years multiple solutions have been introduced to address the afore-
mentioned limitations which includes sharding, hierarchical blockchain, and opti-
mized consensus algorithms (see Sect. 3 for more details). Cloud service providers
also started offering Blockchain-as-a-solution (BaaS) services [9,23]. In BaaS the
cloud provider manages the blockchain infrastructure where the end-users con-
nect and utilize the service as in conventional services, such as Software-as-a-
Service (SaaS) or Plateform-as-a-Service (PaaS).



Towards Scalable Blockchains Using Service-Oriented Architectures 353

Fig. 1. A high-level view of blockchain structure.

This paper studies the existing solutions to address the blockchain limita-
tions in IoT with a special focus on service computing-based solutions. We first
explore the existing solutions introduced to address limitations of blockchain
in IoT. Next, we discuss solutions that employ service computing and outline
their limitations. Finally, we conclude the paper by outlining future research
directions.

The rest of the paper is organized as follows: Sect. 2 provides a background
discussion on blockchain. Section 3 outlines the existing solutions to increase the
blockchain scalability in IoT. Section 4 explores the intersection of blockchain and
service computing, while Sect. 5 outlines the future research directions. Finally,
Sect. 6 concludes the paper and outlines the key findings.

2 Blockchain Technology: An Overview

This section outlines the fundamental concepts of the blockchain technology.
Blockchain is a distributed database that stores data in the form of blocks.

Unlike conventional databases where a central node manages writes to the
database, in blockchain all participating nodes jointly manage the database and
decide on the data to be stored, i.e., committed on the ledger. Each node in
the network, known as validator, may choose to commit new blocks into the
blockchain that involves following a consensus algorithm. The consensus algo-
rithm ensures randomness and unpredictability in selecting the validator of the
blocks that protects against malicious activities and ensures consistency of the
database among all participants.

Figure 1 shows the two core fields of a block in blockchain, namely the header
and transactions, noting that blocks can include additional fields depending on
implementation requirements. The header includes a timestamp which is the
time when the current block was generated. hash(b) is the hash of the content
of the current block. hash(pre) is the hash of the previous block that creates
a chained ledger of blocks and ensures blockchain immutability. Modifying the
content of a block alters its corresponding hash which will not match with the
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hash stored in the next block in the ledger. consensus field includes information
about the consensus algorithm (detailed later in this section). Finally, PK and
Sign are the PK and signature of the validator that generated the block.

In blockchain, communications between the participating nodes are known
as transactions, which are stored in the transactions part. The transactions are
essentially the main data that are committed in the blockchain. Each transaction
includes timestamp, T ID that is the hash of the transaction content, P T ID
that is the hash of the previous transaction generated by the same node (or in
the same ledger), metadata which is additional data included in the transaction,
e.g., hash of the data exchanged between IoT devices, and PK and Sign are the
PK and signature of the transaction generator.

Blockchain achieves distributed trust, transparency, and immutability.
Blockchain establishes a trusted network over untrusted participants benefit-
ing from the consensus algorithm where the nodes achieve agreement over the
data on the ledger without relying on central controllers. The participating nodes
have full visibility on the data stored on the ledger which is essential for verifying
the transactions and thus ensuring blockchain security. This in turn introduces
high level of transparency.

In 2014 Ethereum blockchain [24] introduced the concept of distributed appli-
cations (DApp) and smart contracts that is a program run distributively on
blockchain. To compensate the computational resources spent by the blockchain
nodes, the contract generator shall pay a fee, known as gas, that is paid for
running the contract. The immutability of the blockchain makes it impossible to
modify the content of the smart contract, thus the code written in a contract is
the law which is enforced by blockchain. This features enables smart contracts
to replace the third parties.

Blockchain is categorized in two main groups based on the read/write per-
missions of the underlying nodes: i) permissionless: where any node may join
the blockchain and participate as a validator by verifying and committing new
transactions and blocks, and ii) permissioned: where only authorized nodes
may join the blockchain. Nodes may have different read/write permissions, thus
only selected nodes are permitted to function as validator. In a permissioned
blockchain, there is a degree of trust among the participating nodes given that
authorized nodes join the blockchain.

Having discussed the fundamental concepts of the blockchain, we next study
the limitations of blockchain in IoT.

3 Blockchain Limitations in Enterprise IoT

Blockchain has received tremendous attention in non-monetary applications
including the Internet of Things (IoT) due to its salient features. In [6] the
authors introduced a blockchain solution to secure communications in smart
cities. The authors in [19] employed blockchain to address the trust and pri-
vacy limitations in supply chain and introduce traceability. In [15] the authors
employed blockchain to facilitate trading energy among participating nodes in



Towards Scalable Blockchains Using Service-Oriented Architectures 355

the smart grid. Utilizing blockchain, trusted third parties can be eliminated that
increases the benefit of the end users.

Despite its significant advantages, applying blockchain in IoT is not straight-
forward and involves challenges which includes scale and overheads, complexity,
privacy, and governance (see Sect. 1). Various works in the literature are intro-
duced to optimized the blockchain for IoT. The existing methods that aim to
address the outlined limitations can be categorized as solutions to reduce over-
head by grouping the nodes, side channels, optimized consensus algorithm, and
Blockchain-as-a-Service (BaaS) solutions which are discussed in greater detail in
the rest of this section.

Grouping Nodes: Blockchain broadcasts all transactions which then needs to be
verified by the participating nodes. However, this incurs significant bandwidth
and computational overhead. To address this challenge, most of the existing
works move from a purely distributed system to a decentralized blockchain where
selected nodes only participate in managing the ledger. We categorize these
solutions into three main groups and detailed below:

– Hierarchical: Most of the existing works propose to divide the blockchain
in different layers, i.e. hierarchies. The nodes in each hierarchy manage a
unique blockchain by broadcasting transactions and committing blocks. To
connect blockchains in different hierarchies, hash of each blockchain is stored
in the upper layer blockchain. This protects immutability of the blockchains
in hierarchies. In [7] the authors introduced a hierarchical method to share
and analyze data of smart vehicles. Federated learning is employed to analyze
the data in the edge of the network which is then processed in the blockchain.

– Sharding: Sharding refers to dividing the network into smaller groups, i.e.
shards, where the transactions of the participating nodes in each shard is
managed within the shard. Intra-shard transactions are very limited and
involve a long delay. Sharding increases the blockchain scalability linearly,
i.e., if n shards are introduced, the scalability of the blockchain improves n
times. In [10] the authors employed sharding to improve blockchain scalabil-
ity. Optimized Byzantine consensus algorithm is introduced to improve the
throughput in each shard. An efficient shard formation algorithm based on
Intel SGX hardware is proposed to improve the performance while allocating
a node to a particular shard.

– Clustering: The participating nodes are grouped into clusters and for each
cluster a node is selected as Cluster Head (CH). The cluster members only
communicate with the CH, while the CHs jointly manage the blockchain.
In [14] the authors introduced a cluster-based optimization method for
blockchain. CHs manage access control lists to manage access to the clus-
ter members.

The reduced number of transactions broadcast among all participating nodes
in hierarchical and sharding methods enhances the user privacy as fewer infor-
mation about the user is publicly available to the nodes. Although the out-
lined methods improve scalability and privacy to some degree, complexity is not
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improved and even these methods may add extra complexity. Sharding methods
make intra-shard communication complicated. In hierarchical methods, creating
the hierarchies and connecting them creates further complication.

Side Chains: A side chain, also known as side channel, is a deviation from the
main blockchain that is established between a group of small nodes, usually two
nodes. Let us explain side chains using an example scenario. Assume node A
is buying energy from node B in a peer-to-peer energy market. Node A wishes
to pay the energy price to node B as they receive energy which involves micro-
payments, i.e., paying small amount of money. In blockchain, the transaction
generator has to pay a small fee, known as transaction fee, to the validator that
commits their transaction to the blockchain. This makes micro-payments chal-
lenging in blockchain as the total transaction fee will be expensive. To address
this challenge, A and B create a side chain. Initially, A locks a particular amount
of money say x in the main blockchain and then generates the side chain that
includes A and B. Inside the side channel, A transfers the small amounts of
money to B. The total amount of payments shall not exceed x. At the end of
the energy trading, a transaction is generated that reflects the total amount of
money paid to B and the money left for A. Using the outlined steps, the volume
of transactions in the blockchain is reduced. The privacy of the users is also
increased to some degree as details of the transaction exchanges are hidden from
the main blockchain nodes. However, side chains do not reduce the complexity
of the blockchain.

Optimized Consensus Algorithm: Consensus algorithms are core to blockchain
security. Proof of Work (PoW), that is the underlying consensus algorithm of
Bitcoin, is the most widely applied consensus algorithm. In PoW, the validators
must find a nonce value in a way that the hash of the nonce value along with
the block content starts with a particular number of leading zeros. The latter is
defined based on the blockchain difficulty and ensures that roughly one block is
generated per 10 min. PoW demands significant computational power from the
underlying nodes which in turn consumes significant energy. Additionally, PoW
throughput, i.e., the total number of transactions that can be committed to the
blockchain per second, is very limited (about 7 transactions) while IoT consists
of millions of devices that generate huge volume of transactions [4,22].

In recent years, various optimized consensus algorithms have been intro-
duced. Generally, the consensus algorithms for permissioned blockchains achieve
less overhead and higher throughput as compared with the permissionless
blockchain due to the level of trust among the participants. Proof of Elapsed
Time (POET) is a consensus algorithm that introduces time based consensus
algorithm [8]. All validators are assumed to be equipped with Intel CPUs with
Trusted Execution Environment (TEE). Before committing a new block, each
validator has to sleep for a random period of time defined by the TEE. Although
POET significantly reduces the overhead associated with generating new blocks,
it relies on Intel CPUs and TEE. In [14] the authors introduced a Distributed
Time-based Consensus (DTC) algorithm which conceptually is similar to POET,
yet is hardware-agnostic. DTC employs neighbor monitoring to ensure each node
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has waited for a random period of time before committing a new block. Addi-
tionally, DTC limits the number of blocks each validator can generate per a
particular time-period to protect against malicious nodes flooding the network
with new blocks.

Ethereum [24] introduced Proof of Stake (PoS) blockchain where the chance
of a potential validator to be selected as the validator of the next block is pro-
portional to the amount of assets they lock in the blockchain. Similarly, Proof of
Authority (PoA) [11] uses the reputation of a validator as a factor to determine
the chance of the node to be selected as the validator of the next block.

In [12] the authors introduced Tree-chain a novel consensus algorithm that
bases the validator selection on hash function output. Tree-chain moves away
from a single ledger by introducing multiple parallel ledgers where each valida-
tor is allocated and commits transactions to a single ledger. The transactions
in each ledger have the same pattern, known as consensus code range (CCR),
which is the most significant characters of the hash function output. Two level
of randomization is introduced which are: i) the validators are randomly allo-
cated to CCRs based on the hash of their PK, and ii) transactions are randomly
allocated to a validator based on the hash of the transaction.

Despite various efforts, the existing consensus algorithms suffer from: i) lack
of throughput management where the blockchain throughput can be adjusted
based on the load in the network, ii) resource consumption, and iii) delay in
committing transactions into the ledger.

Having discussed three fundamental methods to optimize blockchain in IoT,
we next dig deeper into blockchain optimization using service computing and
BaaS.

4 When Service Computing Meets Blockchain

Service computing, also referred to as cloud computing in the rest of this paper,
has grown significantly in recent years. Traditionally, an organization must main-
tain physical servers on-premises to offer services that significantly increases cost
and complexity. To address these challenges, cloud services emerged where the
service provider maintains the physical servers that allows the organizations to
focus only on the functions that is important to them [5]. Depending on the
level of abstraction, cloud services are categorized in three groups as shown in
Fig. 2: i) Infrastructure-as-a-service (IaaS): where the cloud provider manages
the hardware, network communications between different nodes, and the virtu-
alization of the Operating System (OS) while customer manages the rest of the
tasks, ii) Platform-as-a-service (PaaS): where in addition to what is managed in
IaaS, the cloud manages the OS and the runtimes, and iii) Software-as-a-Service
(SaaS): where the cloud provider manages applications and data as well as OS
and hardware.

In recent years convergence of blockchain and cloud computing has received
significant attention. The existing works mainly focus on two aspects: blockchain
for service computing and service computing for blockchain.
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Fig. 2. A summary of cloud architectures.

4.1 Blockchain for Service Computing

Blockchain has been employed by some researchers as a tool to address the
challenges in service computing. The main challenges are discussed below.

Security and Privacy: Security and privacy in cloud computing are critical
given that huge volume of privacy-sensitive information is captured and mon-
itored. Unauthorized access to the data compromises the privacy of the users.
Blockchain anonymity and auditability facilitate addressing the outlined chal-
lenges. Blockchain-based access control mechanisms can be employed that allow
decentralized management of data access. Any access to the data is recorded
in the blockchain which in turn introduces higher security and auditability.
Blockchain participants are known by changeable PKs which introduces a level
of anonymity.

Service Discovery and Recommendation: Various service providers offer different
services with various conditions which makes it challenging for the customers to
identify a proper service. Blockchain can be employed as a distributed database
where services offered by all service providers are recorded. This enables the
clients to query only one place to find a proper service. Blockchain users can
rate each service which will be permanently stored in the ledger thanks to the
blockchain immutability and transparency. The recommendation given to a par-
ticular service can be employed as a metric by other users to decide on which
service to opt.

4.2 Service Computing for Blockchain Scalability

By allowing a cloud service provider to manage the blockchain, service computing
can reduce the cost and complexity in offering blockchain applications. This lead
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to the introduction of Blockchain-as-a-Service (BaaS). In [18] the authors defined
four layers for BaaS architectures which are:

– Blockchain Infrastructure Layer: This layer facilities the communications with
the computational resources that can be physical machines, virtual machines,
or Docker containers. Peer-to-peer machines are established to facilitate com-
munications.

– Blockchain Framework Layer: This layer is the core blockchain layer where one
of the existing blockchain solutions, such as Ethereum, Hyperledger, Corda,
etc., is employed.

– Middleware Layer: This layer consists of a variety of tools that facilitate the
management and monitoring of the ledger that includes monitoring, resource
scheduling, data analysis, and access control.

– Application Layer: This layer deploys applications on top of the existing
blockchain infrastructure. Blockchain has received significant attention to be
applied in various application domains including smart home, smart grid,
health data sharing, etc.

BaaS builds on top of the outlined four-layered architecture to shift the com-
plexity and overhead in managing the ledger from the end-users to the cloud
service providers. This enables the end users to employ blockchain as a software
or platform without being concerned about the management of the ledger. Vari-
ous cloud service providers offer BaaS. We discuss some of the most well-known
BaaS providers below.

Microsoft has released Azure Blockchain Workbench [2] that facilitates easy
development and benchmarking of blockchain platforms. The blockchain work-
bench can be integrated with other Microsoft services that facilities management
of the ledger, e.g., Active Directory can be employed to manage user accounts
and logins. Azure blockchain enables businesses to integrate their business with
blockchain using REST-based and message-based API for client development and
system-to-system integration. IoT devices and data flow can be integrated with
Azure using the provided APIs [3] which in turn facilities developing blockchain-
based IoT.

The IBM blockchain platform [17] facilitates development of enterprise
blockchain solutions. IBM manages the hyper ledger fabric blockchain which
is part of the Hyperledger project that moves toward open-sourced blockchains.
IBM blockchain supports multi-cloud environment that allows users from any
third party cloud provider to join the blockchain. IBM employes Hedera
Hashgraph consensus mechanism along with Hyperledger fabric to facilitate
blockchain interoperability that allows multiple public and private blockchains to
communicate and exchange information. IBM built a wide range of applications
using their cloud service which includes supply chian, oil and gas, healthcare,
retail and consumer goods, manufacturing, and media and entertainment.

Amazon Web Services (AWS) offers centralized and decentralized BaaS solu-
tions [1]. In a centralized setting, known as Amazon Quantum Ledger Database
(QLDB), a central read-only database is managed that offers immutability
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and cryptographically verifiable transactions. The decentralized setting allows
untrusted participants to communicate in a peer-to-peer maner using conven-
tional blockchains. AWS manages 25% of all Ethereum workloads and also sup-
ports integration with Hyperledger.

BaaS solutions address the limitations of the conventional blockchains which
includes scale and overhead, governance, and complexity. The cloud service
provider manages the blockchain with powerful devices which address the scala-
bility problem. The cloud providers also enable authorized nodes to monitor the
blockchain through various tools that introduces governance. Finally, the cloud
providers manage the underlying blockchain network, while the end users only
utilize the blockchain similar to conventional cloud services which in turn reduces
complexity. Blockchain designers benefit from huge support and documentation
provided by cloud providers. Cloud providers also offer learning resources that
facilitates developing blockchain-based solutions on top of their BaaS.

Having discussed the benefits of BaaS, we next discuss the limitations of such
solutions and outline future research directions.

5 Future Research Directions

BaaS solutions offer greater flexibility and facilitate adaption of blockchain tech-
nology in large scale networks. However, in BaaS the cloud provider remains
a central point of trust, i.e., the participating nodes shall trust to the cloud
provider. The cloud provider essentially has full control over the blockchain net-
work. This deviates from the core blockchain concept, i.e., distributed manage-
ment. A truly distributed blockchain shall run by different users without any
assumption about the trust between participating nodes. In BaaS, on the other
hand, a central cloud provider manages the blockchain nodes. Although nodes
might be located in different geographical locations, they are managed and owned
by the same entity. This also makes protecting the user privacy challenging as
the cloud provider will have oversight over the blockchain.

As a future research direction, one can consider developing a modular
blockchain architecture that allows various services to be plugged into the
blockchain core tasks, i.e., transaction/block generation and verification. Decou-
pling application-specific tasks from blockchain and pushing those to services,
reduces the number of transactions need to be committed in the main ledger
and thus increases blockchain scalability. The modular blockchain management
allows any node to define a service to be plugged into other applications, or
define an application using the already existing services in the blockchain.

Another interesting future research direction is to employ service computing
to address interoperability challenges in conventional blockchain. Blockchains
in different applications or developed by different organizations have their own
transaction format which in turn makes it challenging for the transactions from
one blockchain to be transferred to the another ledger. Service computing can
be employed to facilitate transferring transactions between ledgers.

Blockchain can also be employed to address service computing challenges.
One interesting future research direction is to enable blockchain-based service
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marketplaces where service providers index services and users can query to locate
the proper service. This also allows various services to be combined and offered
in the form of a single service.

6 Conclusion

Applying blockchain for non-monetary applications has received tremendous
attention due to its salient features which includes, security, privacy, auditability,
and distributed management. However, adopting blockchain in large scale net-
works, such as the Internet of Things (IoT), is not straightforward and involves
various challenges including scalability, complexity, privacy, and governance.
In this paper, we studied the existing solutions to address these limitations
which includes grouping nodes, side chains, optimized consensus algorithms, and
Blockchain-as-a-service (BaaS). We focus on the integration of service computing
with blockchain. We first discussed the advantages of using blockchain in service
computing, e.g., for service recommendation. Then, we studied BaaS and the
existing cloud providers.
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Abstract. A service (social) robot is defined as the Internet of Things (IoT) con-
sisting of a physical robot body that connects to one or more Cloud services
to facilitate human-machine interaction activities to enhance the functionality of
a traditional robot. Many studies found that anthropomorphic designs in robots
resulted in greater user engagement. Humanoid service robots usually behave like
natural social interaction partners for human users, with emotional features such
as speech, gestures, and eye-gaze, referring to the users’ cultural and social back-
ground. During the COVID-19 pandemic, service robots play amuchmore critical
role in helping to safeguard people in many countries nowadays. This paper gives
an overview of the research issues from technical and social-technical perspec-
tives, especially in Human-Robot Interaction (HRI), emotional expression, and
cybersecurity issues, with a case study of gamification and service robots.

1 Introduction

A service (social) robot consists of a physical robot hardware component to interact
with humans, connected through a network infrastructure as a cyber-physical system
supported with Cloud services, such as Softbank Robotics Pepper and Amazon Astro
Robot. In tandemwith the increasing sophistication of Artificial Intelligence (AI), social
robots behave in some ways like humans by using their sensors and actuators, with
features such as speech, gestures, movements, and eye-gaze. For example, a robot could
use gesture, motion, color, and sound to express emotion (e.g., happy, calm, sad, angry,
etc.). The research found that users are more open to anthropomorphic design due to
the Uncanny Valley theory (Mori et al. 2012). The Uncanny Valley theory describes the
disturbing effect of imperfect human likenesses that have dominated human-robot social
interaction (Mathur and Reichling 2009). For example, Herse et al. (2018) show that it is
much easier for an embodied humanoid robot with emotional expression to gain users’
trust to release personal information than a disembodied interactive kiosk. Human-Robot
Interaction (HRI) is a research area of understanding, designing, and evaluating robots
for use by or with humans, respectively. The HRI interactions can bemodeled in bilateral
or multilateral relations by a top-down design approach as follows (Kanda et al. 2004):

(1) Develop situated modules for various scenarios;
(2) Define the necessary execution order of the situated modules with episode rules

for sequential transition;
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(3) Add episode rules for reactive changes; and
(4) Modify implemented episode rules, and specify episode rules of negation to

suppress execution of the situated modules for a particular long-term context.

A developer can program social robots using a high-level programming language
such as Python and Java, an emulator application with blocky coding, or a choreograph-
based tool with drag-and-drop features (Miller et al. 2018). In general, there are three
types of automation in social robots:

(1) Hard Automation: Do a specific, highly repetitive task like iRobot vacuum;
(2) Programmable Automation: Do a variety of tasks above hard automation; and
(3) Autonomous (Independent): Make decisions based on the use of sensors and

recognize faults to take corrective actions by the robot itself.

Table 1. Sample social robots and their operating systems

Vendor Social robot Operating system Sources

ASUS Zenbo Android 10.0 https://zenbo.asus.com

Softbank Pepper Android NAOqi https://pepper.generationrobots.com

Ubtech Lynx Robot Android 5.0 https://www.ubtrobot.com

Blue Frog
robotics

Buddy Android https://buddytherobot.com

Ubtech Walker Android, ROS https://assets-new.ubtrobot.com

Sanbot Sanbot Robot Operating
System (ROS)

http://en.sanbot.com

Softbank
robotics

Nao Linux NAOqi https://www.softbankrobotics.com

Sony Aibo Linux https://www.sony.com

Hanson
robotics

Sofia Ubuntu Linux https://www.hansonrobotics.com

Mayfield
robotics

Kuri ROS https://www.crunchbase.com/organizat
ion/mayfield-robotics

Mji robotics Tapia Android https://mjirobotics.co.jp/tapia-en/

Aeolus Aeolus Aeolus ROS https://robots.nu/en/robot/aeolus-robot

PAL robotics Reem Ubuntu Linux https://pal-robotics.com

Sharp RoBoHon Android https://robohon.com

Slamtec Athena Linux, ROS http://www.slamtec.com

RobotElf
technologies

Robelf Android https://www.robelf.com

(continued)
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Table 1. (continued)

Vendor Social robot Operating system Sources

LuxAI QTrobot Ubuntu, ROS https://luxai.com/

Ingen
dynamics

Aido Robot Android, Linux https://aidorobot.com

Robot Temi Temi Android https://www.robotemi.com

Emotions are an essential component of human cognition and behavior caused by an
identifiable source, such as an event or seeing emotions in other people. Emotions are
necessary to either promote or threaten the survival of different situations that people
encounter. They prepare the body for behavioral responses, help in decision-making,
and facilitate interpersonal interaction. A social robot may mimic how people display
emotions as an interaction strategy to recognize emotion in the human and then reflect
the emotion in response using computer vision (Bartneck et al. 2020). Developers and
designers often use different ways to convey emotions through facial expressions or
the robot’s body language, such as body movements and prosody. Some social robots
may also have an avatar with animated faces as Graphical User Interface (GUI) on the
tablet face (screen), such as Misty Robotics Misty II and ASUS Zenbo. For example,
Zenbo represents a type of social robot in terms of mid-size (height, length, and depth),
features (e.g., facial expression, emotion detection, voice recognition, color expression,
etc.), movement (e.g., head degree of freedom, etc.), and sensors (e.g., touch sensor,
passive infrared sensor, sonar, gyroscope, etc.). Zenbo can also be controlled or interacted
with voice commands and a virtual keyboard. Extant research has programmed robotic
emotion and behavior in a completely autonomous mode or a semi-autonomous mode,
in which the robot follows a predefined script by a human behind (Homburg 2018).

Robot Operating System (ROS) is a set of software libraries and tools for developing
robot applications (ROS 2021). In addition to ROS, Linux and Android are still the most
common Operating Systems (OS) the social robots adopted in the market. Referring to
Table 1, we surveyed 44 social robots in the current market. While public documentation
on OS versions is limited for many social robots on the market, our survey found that 19
are based on Linux and Android. Thus, most identified robot apps rely on the user-based
permissionsmodel (discretionary access control) according to the Linux Security kernel.

This paper gives an overview of the research issues from technical and social-
technical perspectives, especially inHRI, emotional expression, and cybersecurity issues
with case studies. The paper is organized as follows: we discuss emotional expression in
social robots in Sect. 2; the cybersecurity issues of a social robot in Sect. 3; a case study
in gamification is discussed in Sect. 4, and we give the conclusions and future works in
Sect. 5.

2 Literature Review of Emotional Expressions

Building on this, “Emotional design” studies customers’ personal hidden needs into
specific products. For example, Kansei engineering is a tool that translates customers’

https://luxai.com/
https://aidorobot.com
https://www.robotemi.com
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feelings into concrete product parameters in the robotic engineering field and supports
future product design (Schütte et al. 2004). Emotions can motivate and modulate user
behaviors in interaction as a necessary component of human cognition and behavior.
Emotions are an essential component of human cognition and behavior caused by an
identifiable source, such as an event or seeing emotions in other people. Emotions are
necessary to either promote or threaten the survival of different situations that people
encounter. They prepare the body for behavioral responses, help in decision-making, and
facilitate interpersonal interaction. Anger, sadness, and happiness are always classified
as a set of core emotions. Emotion-aware (affective) computing aims to recognize, inter-
pret, process, and simulate the emotional states of humans and respond with appropriate
reactions (Lee et al. 2014; Liu et al. 2017). Prior research found that people’s decisions
might be influenced differently according to the emotional expressions by computing
systems. For example, people may formmore positive impressions of avatars when com-
pared to human agents. Affective computing is an interface of interpreting the emotional
state of humans and behaving appropriately in response to those emotions (Bartneck
et al. 2020).

For social robots, emotion is one of the most critical design features because it needs
to understand and express feelings to make them friendly and companionable. Many
social robots have an avatar with animated faces on the tablet face (screen), such as
Misty Robotics and Zenbo. For example, Zenbo has 24 emotional facial expressions.
A social robot may mimic how people display emotions as an interaction strategy to
recognize emotion in the human and then reflect the emotion in response by computer
vision (Bartneck et al. 2020). Social robots are often designed to interpret and express
human emotions driving their behavior. Developers and designers usually use different
ways to convey emotions through facial expressions or the robot’s body language, such
as body movements and prosody. Altering the appearance, tone, and movement of a
robot and user makes it easy to express emotions because it is simple to tell code what to
do. Emotion models capture the user’s emotional state, represent the robot’s emotional
state, and drive the robot’s behavior. For example, the Ortony, Clore, and Collins (OCC)
model specify 22 emotion categories based on balanced reactions to situations. Russel’s
two-dimensional (2D) space of arousal and valence captures a wide range of emotions
on a 2D plane that still has sufficient expressive power for HRI. A three-dimensional
(3D) continuous space consisting of pleasure, arousal, and dominance has been used
on many social robots to model the emotional state, including Kismet (Bartneck et al.
2020).

Researchers have been activelyworking on a robot’s emotional state to interact with a
human. For example, Park et al. (2007) present an emotion expression system to support
five emotion expression types (face, emoticon, sound, text, and gestures). A plurality of
different sensors senses information about internal/external stimuli. Next, Kwon et al.
(2007) present an emotion interaction system composed of the emotion recognition,
generation, and expression components by facial expression, voice, language, gesture,
and physiological signals. Read and Belpaeme (2012) explore non-linguistic utterances’
potential and interpolate between 9 prototypical facial expressions with the dimensions
that represent pleasure, arousal, and dominance. Then, Cohen et al. (2011) use a “facial
robot” called iCat to show emotional expressions with dynamic body postures. Shih et al.
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(2017) design a robot that ex-tracts the face and computes the facial image feature using
Support Vector Machine (SVM) to classify the facial expression into different emotional
states.

Further, Chew and Chua (2020) present a robot using its emotion recognition and
body language automated to demonstrate the Chinese words, to increase learners’ under-
standing and enhance theirmemory of the terms learned.Kita andMita (2015) useKinect
for face tracking and the color of face changes representing the temperature environment
to detect the emotion in a sympathetic, parasympathetic nervous system. Thus, Tielman
et al. (2014) present a study of the role of the adaptive expression of gestures and emotion
in robot-child interaction through voice, posture, whole-body poses, eye color, and ges-
tures. Arora and Chaspari (2018) present two hybrid architectures for privacy-preserving
emotion recognition from speech based on a Siamese neural network to retain emotion-
dependent content and sup-press information related to a speaker’s identity based on a
publicly available Interactive Emotional Dyadic Motion Capture (IEMOCAP) dataset.
Finally, Latif et al. (2020) discuss federated learning for speech emotion recognition
using a publicly available dataset considering privacy concerns by involving multiple
participants to learn a shared model without revealing their local data collaboratively.
Due to the limited computing resources in a social robot, an emotion-aware social robot
often transmits complex computation tasks to Cloud services with sensitive information.

3 Cybersecurity Issues in Robots

Cyber-physical systems integrate cyber and physical components that introduce new
security threats beyond what a regular computing system may tackle. Thus, traditional
access control policies andmechanisms are inadequate for cyber-physical systems.Most
of the cybersecurity problems in robotics are due to the lack of awareness among software
developers for robots (Apa and Cerrudo 2017). The software controlling robots need to
be secured, which means that the methodologies, tools, and development frameworks
used must be secured. For example, Vilches et al. (2018) present a Robot Security
Framework (RSF) to perform systematic security assessments in robots from four main
layers: physical, network, firmware, and application, but the RSF does not consider the
cyber-physical spaces. First, the interaction of subjects and objects in the physical- and
cyber spaces should be coordinated, constrained, and secured simultaneously. Secondly,
subjects and objects may roam among different domains and types in the physical- and
cyber-spaces. Thus, a convergent access control model is needed to react to the state
changes of the cyber-physical spaces (Akhuseyinoglu and Joshi 2020). For example,
Security-Enhanced Linux (SELinux) is an example of a convergent access control model
for Linux built by the United States National Security Agency (NSA).

The International Organization for Standardization (ISO) specifies requirements and
guidelines for the inherently safe design and protectivemeasures for personal care robots.
However, it only covers human-robot types of physical contact applications, but not on
the data security and privacy perspective (ISO 2014). However, while social robots
attract much new research, security and privacy issues are still thoroughly investigated.
In this regard, Lee et al. (2011) reveal the importance of privacy-sensitive designs to
foster better adoption of service robots, stressing the new privacy risks they bring to
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users. Next, Krupp et al. (2017) adopt an experimental approach to identify the different
privacy categories and propose respective privacy enhancements. On the other hand,
Portugal et al. (2017) analyze the potential security issues in the ROS concerning the
different layers pertinent to the robotic network architecture andpropose newhierarchical
mechanisms for improved security. Lastly, Yousef et al. (2017) further present a security
risk assessment and analysis of the specific PeopleBot mobile robot platform.

Security vulnerabilities in robots thus raise significant concerns, not only for man-
ufacturers and programmers but also for those who interact with them. These social
robots interact with their surroundings and acquire large amounts of data. This increases
concerns for data security and privacy issues due to the wealth of data collected, stored,
and processed. Obtaining sensitive information from social robots comes inmany forms,
such as personalized, location-specific, or user-centric information (MacDermott et al.
2020). Surveillance enabled by social robots enables greater observation and profiling of
individuals via a collection of personal information or feelings through social bonding
(Calo 2012). If this data is intercepted or redirected to a malicious user/system, this
data could be used in a myriad of malicious means. Calo (2012) posits the question:
‘privacy-friendly robots, an ethical responsibility of engineers?’ They suggest taking a
middle ground, where engineers and regulators come together, and their rationalities are
reconciled will help with future deployments. For example, Secure by Design, Default,
and in Deployment (Doddson et al. 2020) is envisioned to formalize cyber security
design, automate security controls, and streamline auditing to have more apparent trans-
parency on data collection and usage, Robotic issues are not limited to one but to many
aspects that could exploit any vulnerability/security gap to target robotic systems and
applications (Yaacoub et al. 2021). Social robots are connected to a local network or the
Internet throughWi-Fi or Ethernet to provide remote access and control. Security threats
may result in completely preventing the access and control of the robot (Yousef et al.
2017; Fosch-Villaronga et al. 2021). Lack of secure networking renders the communi-
cation between robots/machines and humans insecure and prone to various attacks, such
as Man-in-the-middle (MITM) attacks, eavesdropping, sniffing, and replay. The more
functions are performed across interconnected systems and devices, the more opportu-
nities for weaknesses in those systems to arise, and the higher the risk of system failures
or malicious attacks (Michels and Walden 2018). Attackers can compromise the control
of robots; such an attack on a social robot may affect the safety and well-being of people.

When worrying over the interception of data, it is important to consider and map all
the potential avenues of data traversal. At the lowest level, we would consider the data on
the device itself, and thenwewouldmap if it interactedwith any gateway devices, Cloud-
based storage, or Enterprise access. These security issues, coupled with the continued
growth of the Internet of Things (IoT), present a much larger attack surface for attackers
to exploit in their attempts to disrupt or gain unauthorized access to networks, systems,
and data. Potential threats to the data include data interruption (deletion), exposure in the
network, modification of data at rest and in transit, all of which would cause a privacy
breach. A further issue is that data may be transmitted without encryption.

Further, Yousef et al. (2018) analyzes vulnerabilities discovered in social robots and
the software used to interact with these platforms. Notably, with many social robots, if
the robot server requires login credentials, the username information is sent in plain text
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without being encrypted over the network to the server. Thus, if there are any connection
issues or delays, this connection would be vulnerable to a Man-in-the-Middle (MITM)
attack. For example, suppose an attacker interrupts the connection between the server
(robot) and the client for some time. In this case, it might look like a bad network
connection without anything noticed or any action taken from the server and the client.

One additional security issue for robots is that they are often created and hardcoded
with default user credentials. By default, the remote server is not configured to require the
user (or client) to specify a username or password to connect to it. As a result, an attacker
could potentially log in and connect to the robot when accessing the robot network and
providing the robot’s Internet Protocol (IP) address. In addition, most of the information
sent from the server-side to the client is sent in plain text in many social robots. This
would cause a lack of integrity due to the use of weak message authentication protocols
that can be easily compromised, leading to the alteration of sensitive robotic data stored
or in transit (Yaacoub et al. 2021).

Since robots rely on running software programs and applications to perform tasks,
these programs are vulnerable to application attacks, such asDenial of Service (DoS) and
Distributed Denial of Service (DDoS) attacks, along with the code execution and rootkit
attacks. Also, physically, attackers could gain access by physically stealing the robot
or accessing the data if there are insufficient authentication measures on the physical
device. For example, they access the screen lock via pin code, pattern, or biometrics.

Humanoid service robots can be a rich source of sensitive data about individuals
and environments. This data may assist in digital investigations, delivering additional
information during a crime scene investigation. In digital forensics, digital evidence is
collected from a digital crime scene and preserved for further analysis and examination
by standards allowing it to be accepted and presented in law courts. While digital foren-
sics consists of different areas, including mobile forensics, network forensics, cloud
forensics, memory forensics, etc., we suspect that robot forensic analysis will require a
robust and multifaceted approach due to the advanced capabilities of such devices.

Worryingly, the capabilities of digital forensics tools are increasingly becoming
obsolete. A dramatic improvement in the efficiency of both tools and research processes
are mandatory to cope with the newer technologies and diverse OS. Robots comprise
different technological ecosystems, including hardware, firmware, and OS. Robot data
can reside onmultiple platforms and often across different locations. Recovering awhole
data trail requires piecing elements from various devices and locations. The limited time
for which forensically important data is available is also an issue with cloud-based
systems. Because said systems are continuously running data, it can be overwritten
at any time. Time of acquisition has also proved a challenging task concerning cloud
forensics.

The growing development of humanoid robotics and human interaction has allowed
us to develop applications that can adapt to the diverse demands ofmodern society. Using
non-invasive sensors, social robots allow collecting and using the extracted information
to generate a wealth of useful data. Examples of data include specific robot information
and artifacts, including call logs, calendar entries, friends and family listings, voice
commands, and different modes of operation (these differ depending upon the social
robot role). Other data of interest include the OS version and the last security patch
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installed on the device.Knowing the robot’s running time and the amount of time spent on
the processing can provide valuable information to forensic cases in terms of confirming
certain events and providing timelines. In addition, log files (such as system event logs,
diagnostic logs, kernel logs, server debugging logs) can identify actions performed by
the robot and what specific time they occurred. This can help draw an accurate timeline
of events during a particular period for post-event analysis.

New technologies bring in a new dimension beyond the personal and individual
sphere: the possibility of making large-scale attacks at no cost in real-time (Fosch-
Villaronga 2021). Cybersecurity for social robots requires a holistic approach that
addresses technology, people, skills and processes, and governance. Robots are data-
driven technologies, and a cyber-attack may compromise the adequacy of the robot’s
operation and the users’ safety.

4 Case Study: Gamification and Service Robots

Service robots need to be efficient in achieving the task at hand, and at the same time,
maintain user attention and engagement on a long-term basis, beyond the novelty period.
Many researchers highlight the main challenge to maintaining user engagement beyond
the novelty period in service robots (Pu et al. 2018). To address the challenge of lack
of long-term interaction, the application of gamification principles can be an option.
The gamification principles can be utilized to achieve long-term interaction and user
engagement in service robots. Gamification means the “application of game mechanics
into non-game context” (Deterding et al. 2011). It has been explored and implemented
in various contexts, such as education, marketing campaigns, and health care programs
(Baptista and Oliveria 2019). It also seems promising regarding service robots’ user’
engagement and motivation for adopting specific behaviour for the long term. The gam-
ification principles in service robots can be used as tools for behaviour driving and
learning for its user.

Gamification principles include the Mechanics, Dynamics and Emotions (MDE)
framework (Robson et al. 2015). The first principle of mechanics is related to defining
outcomes and goals in a gamified scenario.

• The first step in determining mechanics is understanding the target audience and the
context of a service robot’s user’s situation. This step aligns with the principles of
relevance to the learner’s environment theory proposed by Knowles (1996), which is
considered an important factor for the adult learning process.

• The second step in mechanics is defining the learning objectives, which will target
the expected outcomes in a specific context. The second principle of gamification is
dynamics that examine the user’s involvement during the gamification process and
its impact on their strategies. This principle lets the user actively engage and solve
the problem independently for rewards implanted into the process. It will also help
drive the knowledge transfer using engagement and motivations (Sogunro 2015). The
second principle of dynamically formed steps three and four of gamification design
(Huang and Soman 2013).
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• The third step involves structuring experience by breaking it down into stages to
achieve a specific target for learning. It also ensures that learners achieve the target
with a more manageable scope. This step allows a learner to select its path to reach
the target or complete the task and eliminate the perception of a bad experience
(Marache-Fransciso and Brangire 2013).

• The fourth step includes identifying resources that involve reviewing all stages that
can be gamified. The stages have clear rules and feedback. In this step, the user has
all components of the scenario, including the goals that need to be achieved. The
third principle of gamification Emotions invokes the user’s emotional state during the
gamification process. It is based not only on the pragmatism but also on the fun factor
that the gamification process tries to achieve. It is a product of the first two principles,
i.e., how a user utilizes game mechanics and creates dynamics. This principle helps
define the final step of the gamification design process (Huang and Soman 2013).

• The fifth step is about applying gamification elements. Different gaming elements can
be used in different contexts (Dicheva et al. 2015;Mekler et al. 2017). For example, the
game elements in the service robot’s context can be points, badges, levels, feedback,
the progress of activity, reward points, avatars, and leaderboards.

The MDE framework helps the designer and the user define the gamified experience
in service robots. The service robot designers can use gamification principles to select
the appropriate mechanics and dynamics to retain control of the user’s engagement. The
user’s emotions will then follow it. For long-term interaction, the principle of emotions
is considered very important. In an optimized long-term experience, the user’s responses
and dynamics during service robots help define the mechanics. Thus, understanding the
MDE principles and their relation to each other is important for successfully imple-
menting gamification in service robots (Robson et al. 2015). Several studies reported
that gamification results in more user engagement (Looyestyn et al. 2017). The main
impact of gamification can motivate the user to use the social robot. It also highlights
that goals and context should be considered important during the gamification process
for service robots.

However, very little work is reported in the literature about using gamification prin-
ciples in social robots to increase users’ motivation, interaction, and engagement. Don-
nermann et al. (2021) perform the empirical investigation for social robots and gamifi-
cation for technology-supported learning. They reported no increase in motivation and
engagement in the learning process. Therefore, they are not sure that it may be due to
gamification or social robots in learning environments. Some studies reported no effect
(Schroeder and Adesope 2014) or no impact of service robot presence in the learning
environment context (Li 2015). Another study reported by Fiengold-Polak et al. (2021)
use the gamified system for long-term stroke rehabilitation using a socially assistive
robot. Their studies showed that the level of acceptance of social robots among patients
was high.

One of the main challenges of using gamification in service robots is its poor imple-
mentation. The lack of planning and strategy for the gamification process can result
in its poor implementation. In service robots, the definition of specific behaviour that
encourages users to achieve the target goal is very important. The gamemechanicmust be
designed by keeping the targeted audience inmind. The difference in users’ personalities
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should be considered while designing gamification. The bad process and gamification
design will result in poor engagement of the user. The unrealistic expectations can also
be the reason for poor engagement in gamified service robots. The importance of gamifi-
cation in social robots for picking processes can enable users to avoid poor performance
symptoms, such as cognitive disengagement, boredom, haste-induced error and fatigue.
Thus, more attention and investigation are required from the research community to
facilitate the more extended interaction with service robots beyond the novelty period
by utilizing the gamification design process.

5 Future Research Works

Recently AI technologies have been applied to robotic and toy computing. Robotic
computing is one branch of AI technologies, and their synergistic interactions enable
and are enabled by robots. Social robots can now easily capture a user’s physical activity
state (e.g., walking, standing, running, etc.) and store personalized information (e.g.,
face, voice, location, activity pattern, etc.) through the camera, microphone, and sensors
AI technologies. Social robots comprise a physical humanoid robot component that
connects through a network infrastructure to Cloud services that enhance traditional
robot functionalities. Humanoid robots often behave like natural partners for social
interaction for human users, with features such as speech, gestures, and eye-gaze when
referring to users’ data and social context. In addition, social robots can interact with
humans by performing tasks that adhere to specific social cues and rules. Emotional
expressions are one of the most critical components in HRI and the research challenges
are clearly explained in the literature. The foundations of this article will set the baseline
for understanding how HRI is likely to influence and change our new practices and
lifestyle.

To our best knowledge, there is not much focus on a convergent access control model
for social robots with emotional expression in a cyber-physical environment in the lit-
erature. For example, Cao et al. (2019) present a topology-aware cyber-physical access
control (TA-CPAC)model based on the topology configuration and related attributes. The
TA-CPACmodel can adjust permissions to subjects dynamicallywith role hierarchy, role
mapping, and separation of duty. Shah and Nagaraja (2019) present an information flow
model derived from lattice-based access control that includesmultiple levels of confiden-
tiality and integrity and the need for compartmentation arising from conflicts of interest.
Further, Zhang et al. (2019) present an access control policy in the emotion-aware inter-
active robot environment in the edge Cloud environment. Gupta et al. (2020) present
an Attribute-and Role-Centric Google Cloud Platform Access Control (GCPAC) model
based on the dynamic roles approaches that consider User Attributes (UA) to determine
the roles of a user. Lastly, Akhusey-inoglu and Joshi (2020) present an attribute-based
Cyber-Physical Access Control model (CPAC) and a Generalized Action Generation
Model (GAGM) with cyber-physical components and cyber-physical interactions. As
the next generation of social robots will become more complex and autonomous, mak-
ing decisions independently, humans will become less aware of the robots’ intent and
internal processes (Nesset et al. 2021). Thus, it is essential to develop a robust access
control management for social robots in this context (Zhang et al. 2019).
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Based on the research works of cyber-security systems by Akhuseyinoglu and Joshi
(2020), here are the recommendations for a future convergent access control model for
social robots shown below.

1. Inclusion of Context Information: An access control model for social robots should
include the social-environmental factors and other types of context information
related to users and objects in cyber and physical spaces.

2. Dynamicity: An access control framework should consider the dynamic characters
of social robots in cyber and physical spaces.

3. Mixed-Criticality: An access control framework for social robots should simulta-
neously handle emergency and non-emergency cases and facilitate the transition
between them in cyber and physical spaces.

4. Proactivity and Adaptability: An access control mechanism for social robots should
handle exceptions that occur in cyber and physical spaces.

5. Strong Coupling: An access control framework for social robots should capture both
cyber elements and physical processes and strong coupling or interactions between
them.

The role of emotions in decision-making is another important perspective (Hieida
et al. 2018). The social robot’s decision-making process is performed computa-
tionally during HRI (Unhelkar et al. 2020). We also elaborate on how emotional
expressionsmay affect the decision-making in access control for social robots shown
below.

6. Emotional Expression: The decision-making process in access control for social
robots should not be influenced by the emotional state of the robot. The decision-
making process should be transparent for autonomy for both functional and ethical
reasons (Nesset et al. 2021).
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