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9Meta-Analysis

Marco Ceresoli, Fikri M. Abu-Zidan, and Federico Coccolini

9.1  Introduction

Meta-analysis is one of the cornerstones of evidence-based medicine. A meta- 
analysis is a statistical method allowing to combine the results of two or more stud-
ies, giving a pooled estimate result as much closer as possible to the truth, trying to 
minimize errors. Moreover, the meta-analysis allows to identify differences among 
the results of the included studies [1].

The rationale to perform meta-analysis is the possibility to collect the results of 
all the existing studies on a topic and to combine them in a more precise and power-
ful statistical analysis, based on a higher sample size.

Several types of research data can be analyzed using meta-analysis like compar-
ing an intervention versus another intervention or multiple interventions (random-
ized controlled studies or case–control studies), results of diagnostic studies, and 
prognostic data.

Generally meta-analysis is used to combine results of randomized controlled tri-
als, giving the highest level of evidence available, according to the principles of the 
evidence-based medicine; however, since meta-analysis is only a statistical method, 
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it can also be used to combine results of non-randomized studies: in that case the 
level of evidence of the obtained results is lower. The present chapter describes the 
fundamental steps needed to (1) perform a meta-analysis and to (2) critically 
appraise a meta-analysis study.

9.2  The Question

The first step is the definition of the question: This is the fundamental node. The 
question should follow the PICO model, according to the principles of evidence- 
based medicine [2]: This stands for (1) P: patients/population, who are the patients 
or population that you will study? (2) I: intervention: what is the intervention that 
you are studying? (3) C: control: what is your control? (4) O: outcomes, what are 
your outcome variables?. This acronym reassumes the fundamental characteristics 
that a good question should have: a clear definition of the patients/population (the 
disease, for example) in which the investigated intervention is compared with a 
defined control for a specific outcome.

Once the question is well defined, then the further steps will be a systematic 
search of the literature with retrieval of all eligible studies, the evaluation of the 
quality of the studies, and data extraction from each included study. The results of 
the studies can be pooled and the result of the meta-analysis can be demonstrated by 
a forest plot.

In this chapter we will use a hypothetical meta-analysis and we will follow it 
through all the steps. Data are completely invented. Our question is the comparison 
of laparoscopic appendectomy (intervention) versus open appendectomy (control) 
in adult patients with acute appendicitis (patients) in postoperative complications 
and operative time (outcomes). The first step will be the systematic review of the 
literature.

9.3  Systematic Review of the Literature

A systematic review of the literature is an essential prerequisite before performing 
the meta-analysis. Once the PICO question is clear, a fundamental step is to define 
which databases and resources to systematically search and the inclusion and exclu-
sion criteria of these studies. Defining the search protocol with the help of a search 
methodologist (expert librarian) before starting the systematic review helps to be 
able to reproduce the results. An inaccurate literature review, without a clear proto-
col that finds all available relevant data, will lead to biased results. This could hap-
pen as a result of an inaccurate review or for the inclusion of “cherry-picked” studies 
to support a personal viewpoint. For example, if we exclude (accidentally or delib-
erately) some large sample studies with negative results, we may have a pooled 
estimate effect influenced by our selection bias. The search, exclusion, and selection 
process should be described in detail and shown in a flow chart diagram, as recom-
mended by the PRISMA guidelines [3] (Fig. 9.1).
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Records identified from:
   Databases (n=248)
   Registers (n=2)

Records screened (n=240) Records excluded (n=215)

Reports not retrieved (n=2)Reports sought for retrieval
(n=25)

Reports assessed for eligibility
(n=23)

Studies included in review
(n=10)

Records removed before screening:
Duplicate records removed (n = 5)
Records marked as ineligible by
automation tools (n=1)
Records removed for other
reasons (n=4)

Reports excluded:
Different outcome (n=5)
Different patient population (n=3)
High risk of bias (n=5)

Identification of studies via databases and registers

Identification

Screening

Included

Fig. 9.1 An example of the PRISMA flow diagram

Let us look at our hypothetical example. The flow diagram describes our review-
ing process.

The first level contains information about the identifications of studies address-
ing our topic, based on the criteria adopted and described in the methods section.

The first box describes the number of retrieved records, and the right lateral box 
contains the number of excluded articles before the screening: we retrieved a total 
of 250 studies and 10 were initially excluded because duplicate records or other 
reasons (for example, a study written not in English).

The second level contains information about the screening process and its steps.
The first box describes the first screening (generally made with title and abstract 

analysis: Titles are first screened and then those of interest have their abstracts 
screened) with the indication of the number of excluded studies and reports indi-
cated in the lateral box: among the remaining 240 studies after a screening of title 
and abstract 215 were excluded. Two more records were not available giving a total 
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of 23 studies. The final step of the screening process consists of the assessment for 
eligibility of the retrieved studies: this process needs an accurate evaluation of the 
full text of each study; if a study is excluded, we must indicate the reasons for the 
exclusion. Among the remaining 23 studies we excluded another 13 studies accord-
ing to the chosen criteria and we indicated the reasons for the exclusion in the lateral 
box (and in the results section of the meta-analysis). Finally, we have the remaining 
10 studies that will be included in the analysis.

9.4  Meta-analysis Appropriateness: Study Inclusion

Another important requirement for a meta-analysis is the absence of considerable 
clinical or methodological heterogeneity among the selected studies, i.e. the simi-
larity of study design, treatments, and outcomes. Ideally all included studies must 
have the same design, the same treatment investigated in the same patient’s popula-
tion, and the same endpoint.

There are no statistical tests that could assess and measure clinical heterogene-
ity and great attention should be given to its description: too precise and narrow 
inclusion criteria will reduce heterogeneity to the minimum but at the same time 
they may lead to exclusion of some important studies; conversely, too permissive 
inclusion criteria will lead to a greater number of included studies but also to a 
higher clinical or methodological heterogeneity with possible biased results. In 
case of great clinical heterogeneity, a meta-analysis will not be appropriate. 
Inclusion and exclusion criteria (on which heterogeneity depends) should be accu-
rately described; You should give great attention to this section when reading a 
meta-analysis!

Here are some examples of clinical heterogeneity not appropriate for study 
inclusion:

• the inclusion of a study comparing laparoscopic appendectomy (intervention) 
versus robotic appendectomy in patients with acute appendicitis when other 
studies have open appendectomy as the control group.

• the inclusion of a study comparing laparoscopic appendectomy (intervention) 
versus open appendectomy (control) in only pediatric patients with acute appen-
dicitis (different population) when the other studies evaluate adults.

• the inclusion of a retrospective study comparing laparoscopic appendectomy 
(intervention) versus open appendectomy (control) in patients with acute appen-
dicitis (population) when the other studies are randomized trials.

9.5  Study Quality Assessment and the Risk of Bias

During the process of studies’ evaluation and inclusion in the meta-analysis, it is 
very important to assess the study quality and the possible risk of bias (see Chap. 4). 
The presence of bias may under- or overestimate the value of the outcome. Since 
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the conclusions and the interpretation of the results of a meta-analysis depend on 
the results of the included studies, the presence of biased results of a single 
included study especially with large sample may lead to misleading conclusions. 
Therefore, for each included study, the possible presence of biases should be care-
fully assessed and described. Several tools and scales have been developed for this 
purpose.

For randomized trials, the Cochrane collaboration developed a specific tool for 
bias risk assessment [1]. This tool evaluates six specific domains containing all pos-
sible sources of biases and evaluates the risk of bias in three levels: low risk, some 
concerns, and high risk.

The six domains are:

• Bias arising from the randomization process: This domain evaluates if the alloca-
tion sequence is random and adequately concealed and if there are differences 
between the characteristics of the randomized groups.

• Bias due to deviations from intended interventions: This domain evaluates if 
participants are aware of their assigned intervention during the trial and if inves-
tigators are aware of participants’ assigned intervention (study blinding).

• Bias due to missing outcome data: This domain evaluates if data for this outcome 
were available for all, or nearly all, participants who were randomized.

• Bias in measurement of the outcome: This domain evaluates the appropriate-
ness of the method of measuring the outcome in the study and between 
the groups.

• Bias in selection of the reported result: This domain evaluates if the trial was 
analyzed in accordance with a pre-specified plan and there is no evidence of 
selection of the results.

• Overall risk of bias: This domain contains a summary of the risk of bias given by 
the review’s authors (at least two different) on the base of the risk assessed in the 
previous five domains.

The risk of bias should also be graphically depicted with the dedicated Cochrane 
tool (Fig. 9.2).

For non-randomized studies other qualitative scales have been developed to 
assess the potential risk of bias. For surgical non-randomized studies one of the 
proposed scales is the MINORS (Methodological Index for NOn-Randomized 
Studies) which evaluates 12 items assessing all domains and possible source of 
biases [4].

Among all the possible biases the publication bias can be graphically depicted 
and evaluated with a specific graph: the funnel plot. The funnel plot is a scatter plot 
in which each dot represents a study, and it is allocated in the plot based on the study 
results (effect size on x axis) and the study precision (the inverse standard error or 
the number of cases, on y axis). If there is no publication bias the graph will repre-
sent an inverse funnel; in case a publication bias is present, the distribution of the 
dots will be skewed and asymmetric (Fig. 9.3).
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Fig. 9.3 Two example of funnel plots: on the left the distribution of studies is symmetrical (no 
publication bias); on the right the distribution of the studies is skewed (possible publication bias)

9.6  Results: Effect Measure

The main result of a meta-analysis is expressed with the effect measure. The effect 
measure is a statistical construct that compares outcome data between two interven-
tion groups (intervention vs. control). The effect measure depends mostly on the 
type of data analyzed. Two general groups of effect measures exist: the ratio mea-
sures (for dichotomous outcomes) and the difference measures (for continuous 
outcomes).

According to the type of the data these are the most commonly adopted effect 
measures.

9.6.1  Binary Outcomes/Dichotomous Data

• Risk ratio (RR): It is the ratio between the risk of an event in the two different 
groups X and Y (see Chap. 8); it can be a number between 0 and infinite where 1 
is the no effect value (same risk in the two different groups). When the risk of the 
event complication is higher in the laparoscopic appendectomy group than open 
appendectomy group, the RR will have value >1; on the contrary when the risk 
of the event is higher open appendectomy group than laparoscopic appendec-
tomy group, the OR will have a value between 0 and 0.99. This is the preferred 
measure for randomized studies’ outcomes. A RR = 1.56 should be interpreted as 
56% higher risk of complications in laparoscopic appendectomy group com-
pared with open appendectomy; RR = 0.56 should be interpreted as a 44% reduc-
tion of complication in laparoscopic appendectomy group.

• Odds ratio (OR): Similarly, to the RR this measure is the ratio between the 
odds of the event in the two compared groups (see Chap. 8). The measure is a 
number between 0 and infinity, where the value 1 corresponds to no effect 
(same odds in the two groups). When the probability of complication is higher 
in the laparoscopic appendectomy group than open appendectomy group, the 
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OR will have value >1; on the contrary when the probability of the event is 
higher in open appendectomy group, the OR will have a value between 0 and 
0.99. Odds ratio should be adopted in meta-analysis of case–control studies. 
Differently from RR an OR = 1.56 does not correspond to a 56% increase in 
the risk! Its value could approximate the RR only when the frequency of the 
event is less than 10%.

9.6.2  Continuous Data (Also Scale Data or Counts of Events)

• Mean difference (MD): It measures the absolute difference between the mean 
values of two compared group, giving a numeric value that represents the pooled 
difference. The effect size provides information expressed as a clinical unit (for 
example, the mean difference of operating time, in minutes; Fig. 9.5). It is appro-
priate when all study results are expressed in the same measurement’s unit.

• Standardized mean difference (SMD): When study results are available in differ-
ent measurement units, continuous results can be meta-analyzed through the 
standardized mean difference that provides information expressed as statistical 
units. The standardized mean difference measures the effect on the base of data 
dispersion and it represents the effect expressed in number of standard deviations 
(SD) (differently from mean difference that is expressed in clinical unit as min-
utes, days, or milliliters of blood loss). A SMD of 1.1 represents a variation of 1.1 
SD. Generally, the value 0.2 is considered as a small effect, 0.5 as medium, and 
0.8 as large effect. This measure is not easy to be interpreted and it is useful in 
limited cases of surgical studies.

9.7  Results: The Forest Plot

Forest plots are the preferred graphs for reporting the results of meta-analysis. They 
contain several information about the meta-analysis. In this section we will show 
the forest plot created by the Cochrane RevMan software, the open-source tool pro-
vided by the Cochrane organization for making meta-analysis. Figure 9.4 shows the 
forest plot containing the results of our hypothetical meta-analysis with the com-
parison of a dichotomous outcome, morbidity rate, between laparoscopic and open 
appendectomy.

The forest plot is built as a combination of a table and a graph. On the left side 
are shown the results of each included study: the first line shows data about “Study 
A” with the number of events in the experimental and control treatment groups and 
the respective number of patients in each group. Each study has a “relative” weight 
in the meta-analysis: this weight is based on the study precision: the narrower is the 
95% confidence interval (more precise data, small variance), the higher will be the 
weight; on the contrary, a study with a wide 95% confidence interval (CI) will have 
a lower weight. Finally, for each study is represented the effect estimate (the result 
of the study is represented with the chosen effect measure, along with its 95% CI). 
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Study or Subgroup
Experimental
Events Total Events

Control
Total Weight

Odds Ratio
M-H, Random, 95% Cl

Odds Ratio

0.56 [0.37, 0.85]Total (95% Cl)
Total events 40 80
Heterogeneity: Tau2 = 0.00; Chi2 = 7.07. df = 9 (P = 0.63); I2 = 0%

631 707 100.0%

0.02 0.1 1
Favours [experimental]  Favours [control]

10 50

Effect
Measure

Test for overall effect: Z = 2.75 (P = 0.006)

Overall Effect
Estimate with

95% Cl

Statistical Significance Heterogeneity

M-H, Random, 95% Cl

Study A    2 30 1     32        2.9%   2.21 [0.19, 25.77]
Study B    4 78 6     81      10.2%     0.68 [0.18, 2.49]
Study C  15      140       21   137      34.7%     0.66 [0.33, 1.35]
Study D    4        71 5     70        9.5%     0.78 [0.20, 3.02]
Study E    2        45 7     47        6.6%     0.27 [0.05, 1.36]
Study F    1 52 6     50        3.8%     0.14 [0.02, 1.24]
Study G    3 71      19    140      11.1%    0.28 [0.08, 0.98]
Study H    4 63 7     67       10.7%    0.58 [0.16, 2.09]
Study I       4 32 3     29         6.9%    1.24 [0.25, 6.07]
Study L    1 49 5     54         3.7%    0.20 [0.02, 1.81]

Fig. 9.4 A forest plot showing a comparison of a dichotomous outcome (complications following 
experimental treatment compared with control)

Study A           120      18    30     118    35       32     4.7%     2.00 [−11.73, 15.73]  
Study B           131      17       78     140    19       81   12.9%   −9.00 [−14.60, −3.40]
Study C                      121      27     140     130    28     137   11.5%   −9.00 [−15.48, −2.52] 
Study D           121        7       71     131      9       70   17.5% −10.00 [−12.66, −7.34]
Study E           115      27       45     121    24       47     6.9%   −6.00 [−16.46,   4.46] 
Study F           124      37    52     137    28       50     5.3% −13.00 [−25.70, −0.30]
Study G           119      27       71     120    31     140     9.3%     −1.00 [−9.11,   7.11]
Study H           117      31      63     121    30       67     6.9%   −4.00 [−14.50,   6.50]
Study I           124        9    42     121    14       29   12.6%       3.00 [−2.78,   8.78] 
Study L           131      16    49     137    15       54   12.2%     −6.00 [−12.01, 0.01] 

Total (95% Cl)
Heterogeneity: Tau2 = 15.64; Chi2 = 22.24, df = 9 (P = 0.008); I

2
 = 60%

Test for overall effect: Z = 3.25 (P = 0.001)

641

−20
Favours [experimental] Favours [control]

−10 0 10 20

707 100.0% −5.69 [−9.12, −2.26]

Study or Subgroup
Experimental

Mean Mean Weight IV, Random, 95% ClSD SDTotal Total
Control Mean Difference

IV, Random, 95% Cl
Mean Difference

Fig. 9.5 A forest plot showing a comparison of a continuous outcome (operative time in minutes 
between two groups)

The effect measure is also depicted in the right part of the plot: the effect estimate is 
shown as a box and its dimension varies according to the study’s weight (higher 
weight has bigger dimensions); the line represents the 95% CI.

The last line of the forest plot shows the results of the meta-analysis: the overall 
number of events and patients in experimental and control groups and the overall 
effect estimate. The effect estimate is a pooled estimation of the effect of all included 
studies, adjusted according to each study’s weight. On the right it is shown as a 
diamond, having a width which represents the 95% CI.

On the right side, where effects are graphically shown, there is a vertical line: this 
line represents the line of “no effect.” This line corresponds to the value “1” when 
the effect measure is a ratio (odd ratio, risk ratio) and the value “0” when the effect 
measure is a difference (risk difference, mean difference, standardized mean differ-
ence, see Fig. 9.5). The position of the diamond gives a graphical representation of 
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the meta-analysis results: when the diamond lies entirely to one side of the line, 
there is a significant difference between the groups (the “no effect” value is not 
contained in the 95% CI). If the diamond is on the left of the line, the effect measure 
shows a lower frequency of events in the experimental group (a result favoring the 
experimental group in case of bad outcome, as complications or deaths, or favoring 
control group in case of good outcomes as cure, success of the therapy). On the 
contrary, if the diamond lies in the right of the line the result should be interpreted 
as favoring control group in case of bad outcomes.

On the bottom line there are information about the statistical heterogeneity (I2) 
and the statistical significance of the analysis (test of overall effect Z).

In our hypothetical example, in which we analyzed the effect of laparoscopic 
appendectomy (experimental) compared with open appendectomy (control) on the 
complications rate, we included all the ten studies retrieved (from A to L). The over-
all effect showed a significant reduction of complications with laparoscopic appen-
dectomy with an effect measure expressed as odds ratio of 0.56. This means that 
laparoscopic appendectomy reduced the complications by approximately 44% com-
pared with open appendectomy. The confidence interval for the point estimates was 
0.87–0.85.

Figure 9.5 shows the comparison of a continuous outcome (operative time) 
between our two chosen surgical interventions. The mean and the standard devia-
tion for experimental and control groups are represented for each study; the weight 
of each study is calculated based on the data dispersion: higher SD corresponds to a 
lower weight. The chosen effect measure was the mean difference. The meta- 
analysis resulted in a significant reduction of operative time of −5.69 min (95% 
confidence interval −9.12; −2.26). We must notice that, despite statistical signifi-
cance, the difference between the two treatments is clinically irrelevant (only 5 min 
difference).

9.8  Results: Heterogeneity

Heterogeneity is a fundamental aspect to be aware of when reading and performing 
a meta-analysis. It is defined as the presence of differences among studies. There are 
several kinds of heterogeneity:

• Clinical heterogeneity: A difference in the clinical setting or intervention of the 
included studies. This should be carefully described. If there was serious hetero-
geneity, then the meta-analysis may not be appropriate. An example, performing 
the same interventions (open versus laparoscopic appendectomy) but in different 
patients’ populations (adult patients versus pediatric patients).

• Methodological heterogeneity: A difference in the study design. When present, 
the meta-analysis could be inappropriate. However, occasionally methodological 
heterogeneity can be overcome by using the subgroup analysis. An example for 
that is the presence of randomized and non-randomized studies in the same 
meta-analysis.
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• Statistical heterogeneity: This indicates a difference in the results of the included 
studies. This may occur because the confidence intervals are not overlapping or 
because of differences in the direction and the magnitude of the effect of differ-
ent studies. Statistical heterogeneity of the direction of the effect indicates that 
the beneficial or harmful effect of the treatment is not similar across the included 
studies. For example, in Fig. 9.4, in studies A and I the experimental treatment 
resulted in a harmful effect while in all the other studies had a beneficial effect: 
this represents a statistical heterogeneity.

Statistical heterogeneity is evaluated using the Chi squared test for heterogeneity 
with its p-value, indicated in the bottom line of the forest plot. A further evaluation 
is the inconsistency (the measure of incoherence among results), indicated by the I2. 
I2 represents the variation across studies due to heterogeneity. Generally, an I2 value 
of less than 40% can be considered as not important, 40–75% as moderate, while 
more than 75% as substantial.

Heterogeneity conditions the calculation of the meta-analysis results. There are 
two statistical models for the calculation of the overall estimated effect: the fixed 
model and the random model. The fixed model is more accurate (narrower CI) but 
requires an absence of heterogeneity; the random model takes into account statisti-
cal heterogeneity and gives more solid results which avoid misinterpretations.

9.9  Interpretation of the Results

A meta-analysis is the result of a very complex and tedious work. The forest plot, 
that contains all the essential results, should be considered as “the tip of the iceberg” 
and the interpretation of the results should be a very accurate and cautious. When 
reading a meta-analysis, we must be familiar with the concept of certainty of the 
results, defined as the confidence that the true effect is within a particular range or 
threshold. In other words, certainty is the confidence that the pooled result is true 
and does not depend on heterogeneity and bias.

The point estimate of the measured effect gives us the direction and the magni-
tude of the effect. In Fig. 9.4 for example, the experimental treatment leads to a 
reduction of the outcome (complications) with a measured effect expressed as odd 
ratio of 0.56. This measure does not alone give us all the information we need to 
know. One of the most important information is the width of the confidence interval, 
in which we are 95% confident that the measured effect lies. In our example the 
confidence interval is between 0.37 and 0.85 giving us a reasonable certainty.

Great attention should be directed towards the difference between clinical and 
statistical significance: often, a statistically significant result (with a 95% confi-
dence interval that does not contain the “no effect” value or a p-value <0.05) is not 
clinically significant. Figure 9.5 shows that the experimental treatment resulted in a 
lower operative time with a mean difference of −5.69 min (95% CI −9.12; −2.26). 
Although statistically significant, 5 min mean difference is clinically not important. 
Being expert in the studied area is very important to differentiate between clinical 
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and statistical findings. We should not simply look through the narrow hole of the 
p-value.

The interpretation of the results when there is no significant difference between 
the two groups raises more difficulties. The absence of significant difference does 
not allow us to automatically conclude that the two compared treatments are equiva-
lent. In this case, it is very important to differentiate between “true” no effect and 
uncertainty of the results, based on the evaluation of the width of the CIs.

9.10  Sensitivity Analysis

Since a meta-analysis is mainly a systematic review of the literature, there are sev-
eral decisions that the researcher must take. Some of these decisions could be arbi-
trary and not objective. For example, the decision to adopt a numerical value as a 
cut-off for age, the decision to consider patients who were lost at follow-up as dead, 
or the decision to include or exclude a study for different reasons. All these elements 
could influence the results of the meta-analysis. Therefore, they should be analyzed 
with a sensitivity analysis, to evaluate their role as a possible source of variability. 
Sensitivity analysis is defined as a repetition of the analysis by changing the included 
elements or changing the arbitrary or unclear decision criteria. Sensitivity analysis 
evaluates the robustness of the results of the meta-analysis. The main factors that 
may implicate a sensitivity analysis are:

• the inclusion and exclusion criteria,
• the clinical or methodological design of studies (source of heterogeneity),
• the model adopted for the analysis,
• the effect measure chosen (for example, fixed effect vs. random effect, odd ratio 

vs. risk ratio).

Another example of a sensitivity analysis is the repetition of the analysis exclud-
ing studies by dimension (generally the exclusion of small studies) or by the pres-
ence of heterogeneity.

9.11  Common Mistakes Encountered in Submitted 
Systematic Review Manuscripts

These are some of the common mistakes we have encountered as reviewers in sys-
tematic review articles submitted to surgical journals that may lead to rejection of 
these papers. Highlighting these errors may help young researchers to avoid them. 
These errors include:

 1. Mixing between a systematic review, scooping review, and a narrative review: 
A narrative review, although searches the literature, has a broad scope and does 
not follow the strict rules of systematic reviews which have a precise protocol 

M. Ceresoli et al.



121

and search methods. It is subjective, affected by personal opinion and selection 
bias [5]. A scoping review, similar to systematic review should have a clear 
methodological protocol to reproduce the results [6]. It differs from a system-
atic review in two aspects: (1) including a minimum of one search engine, (2) 
having a broad research question [7], otherwise the methodology is the same.

 2. Unclear or unimportant research question: It is very important to define an 
important focused research question. Systematic reviews may take up to 
18–24 months of continuous work to be properly performed. Systematic reviews 
answering the same question will usually give the same answer if they follow 
the same methodology. Accordingly, it is important to check whether there are 
similar systematic reviews in the literature that answered the same question so 
this major effort can be utilized in the proper direction.

 3. Lack of a clear structured protocol: This protocol should be written to be 
detailed so as to be followed when performing the study. It should define the 
search strategy, terms, outcome variables, and methods of statistical analysis.

 4. Lack of search experience: Systematic reviews depend entirely on the search 
process. The literature search needs both a subject expert and a search method-
ologist to be useful. It should have enough technical details that can reproduce 
the study if done by others. This includes using appropriate truncations like (*) 
and using synonyms to assure retrieving and covering all core keyword varia-
tions and locating all possible evidence. For example, putting words between 
brackets will only search the exact sequence of the words and spaces and not 
individual words.

 5. Not properly following the protocol and inclusion exclusion criteria: Systematic 
reviews by definition are original articles that have detailed methodology that 
can be reproduced by any researcher if methods were followed. The subjects of 
the study are the included articles. The authors should follow exactly the proto-
col of the study.

 6. Not documenting the search procedure: This is a common mistake. The authors 
may really do a systematic review in a specific time using specific search 
engines and specific terms but do not document them. If not fully documented, 
the authors will not be able to reproduce the results. It is very important to docu-
ment each step when doing the search so the PRISMA graph can be accurate 
and reproducible.

 7. Being too narrow in the search: Some authors narrow the search without a jus-
tification to reduce the effort needed in performing a systematic review. They 
may narrow the period of the studies, the geographical location, or the search 
engines. A systematic review needs a minimum of two databases (we recom-
mend at least PUBMED and EMBASE). The more databases are searched, the 
better the systematic review will be.

 8. Lack of critical appraisal and improper evaluation of the quality of the selected 
papers: The authors should evaluate the quality of the studies even if the studies 
were retrospective. It is advised to have a minimum of two research methodolo-
gists who independently critically appraise the selected papers. This is very 
important to exclude papers being published twice either by increasing sample 
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size (in which the first should be excluded) or finding dual publication of the 
same data.

 9. Overusing statistics: It is very important to know when not to do a meta- 
analysis. Just to clarify this issue, you cannot mix apples and oranges and count 
them together. Furthermore, adding combing weak studies or heterogenous 
studies does not increase the quality of the evidence.

 10. Not acknowledging biases: The authors should recognize all relevant biases of 
a study including geographical bias, language bias, search bias, etc. This indi-
cates that the authors were aware of the limitations of their study. It is advised 
to include this in detail in the limitations section [8].

9.12  Conclusions

Meta-analysis is a statistical technique that allows to combine the results of two or 
more studies. Meta-analysis cannot exist without a systematic review of the litera-
ture. Reading and understanding a meta-analysis is much more complex than look-
ing at the forest plot. A “check-list” for a correct reading and interpretation of these 
complex studies includes:

• Accurate and precise literature review.
• Precise definition of inclusion and exclusion criteria.
• Description of retrieved studies with reasons for inclusion and/or exclusion.
• Assessment of the study quality and the potential risk of bias.
• Description of heterogeneity (clinical, methodological, and statistical).
• Evaluation of the correct effect measure.
• Assessment of statistical significance vs. clinical significance.

One of the commonest errors for the reader is to concentrate and give attention 
only to the forest plot drawing conclusions without critically reading the whole 
study. The robustness of the results should be accurately evaluated (with sensitivity 
analysis, for example). Even in case of statistically significant results (the diamond 
in the forest plot does not cross the no effect line), the presence of important hetero-
geneity could question the certainty of the results, and no definite conclusion can be 
reached. More specific and detailed description of the meta-analysis methodology 
can be found in the Cochrane handbook for systematic reviews and meta- analysis [1].
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