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1 Introduction

Corona viruses are a large group of viruses; they cause various illnesses, ranging
from the normal cold to more complicated diseases like Middle-East-Respiratory-
Syndrome (MERS) and Severe-Acute-Respiratory-Syndrome (SARS). In 2019, a
new virus was found that had never been seen in humans before [1]. It has been
proven to be a communicable airborne infectious disease transmitted not only
through human droplets, but also through the air. An accurate diagnosis remains
the main challenge to alleviate this pandemic situation. The Covid-19 spread
conferred a major problem to the diagnostic community; however, the courageous
efforts of medical professionals have created an incredible effect on improving the
identification and management of infected people as well as lowering the disease
spread [2].

This paper discusses the techniques and the tests available to diagnose corona
virus, like RT-PCR, swab test, and antigen test, with their challenges and compar-
atively analyze how CT scan image provides good result in diagnosis or screening
of Covid pneumonia from common pneumonia with the help of references from
numerous articles. Final study shows how DMIL and Mask R-CNN techniques can
screen the Covid accurately. In addition, it needs to spotlight the fast improvement
and implementations of diagnostic assays are vital to save you the spread of destiny
novel infectious diseases.

D. Suganya (<) - R. Kalpana
Puducherry Technological University, Puducherry, India
e-mail: suganyajagathguru@pec.edu; rkalpana@pec.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 49
S. Awasthi et al. (eds.), Sustainable Computing,
https://doi.org/10.1007/978-3-031-13577-4_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-13577-4_3&domain=pdf

 885
56845 a 885 56845 a
 
mailto:suganyajagathguru@pec.edu

 12233 56845 a 12233
56845 a
 
mailto:rkalpana@pec.edu

 -2016
61494 a -2016 61494 a
 
https://doi.org/10.1007/978-3-031-13577-4_3

50 D. Suganya and R. Kalpana

The remainder of the paper is organized in this way. Section 2 discusses several
methods of diagnosis with its challenges. Section 3 addresses a summary of key
publications for screening of Covid-19 with CT scan images. Section 4 gives the
experimental findings and analyses of various datasets, whereas Sect. 5 presents the
conclusions.

2 Related Studies

Several techniques have been used for rapid screening of Covid-19 accurately. Here
we discuss the preeminent testing methods along with their merits and demerits.

2.1 Molecular RT-PCR Test

Molecular test is a majorly used testing method to diagnose sequences of DNA
and RNA. Various molecular detection methods were used such as PCR, RT-PCR,
gPCR, and RT-qPCR. Polymerase chain reaction (PCR) is a highly sensitive method
for detection of sequences of DNA. RT-PCR is a method of reverse transcription-
polymerase chain reaction used to find the presence of specific genetic material
in pathogens [3]. Quantitative polymerase chain reaction (QPCR) and reverse
transcription-polymerase chain reaction (RT-qPCR) are to identify, categorize, and
quantify the nucleic acids for clinical relevant target.

Challenges RT-PCR testing for Covid-19 detection is accurate when the sample has
active viral infection. But if the test is taken later, i.e., at the abortion stage of corona
virus (day 11-14), it fails to predict whether you have been infected with the virus
in the past [2].

2.2 RAT Tests

Antigen test is popularly known as RAT (Rapid Antigen Test). A sample from
respiratory track is taken to detect the viral proteins and identifies the antigen
connected with corona virus. Antigen test is used for speedy screening of Covid-
19, which is comparatively faster than all other testing methods [4].

Challenges RAT is used for direct detection of viral (SARS-CoV-2) protein, i.e.,
antigen from the respiratory track, where the result is accurate and rapid with
active corona viruses. But it fails to provide accurate results for negative cases. The
negative result needs to be validated by some other tests.
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2.3 Serological Tests

The test which is used to detect or identify the antibodies against the corona viruses
is diagnosed with the help of serum or blood test is known as serological test. It is
also known as serum test or antibody test. This test clearly tells how your immune
system reacted to the virus in the past.

Challenges The serum blood test can determine whether your body has an antibody
against the virus. But it fails to reveal about the active corona virus present in your
body.

3 ML Algorithm Focused on Diagnosis Using CT Scan
Images

ML algorithm focuses on applications that learn from experience and improve
the accuracy of decisions and prediction accuracy time [5]. As shown in Fig. 1,
algorithms in ML are very well trained to identify patterns and huge amounts of
various features of data is being extracted to get more effective output from medical
images for accurate prediction or diagnosis. The accuracy of output in a machine
learning algorithm is entirely dependent on the amount of data that is trained; as we
train or process more data, the accuracy increases.

Artificial
Intelligence

Natural Language

DATA
— .
o O OUTPUT Processing

CT-SCAN
images

Machine GENERATE
Learning Clinical Activities: INPUT
Screening, Diagnosis,
OUTPUT Treatment, etc.,

Fig. 1 Working of machine learning technique for clinical activities
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3.1 Multiple Instance Learning (MIL)

MIL is a supervised ML algorithm. In general, each item is labeled individually
whereas in Multiple Instance Learning, it receives a collection of multiple items in
labeled bags. The bags can be labeled with positive and negative. If all the instances
from the segmented image are negative the bag is marked as negative. If the sample
with any one instance in a sample is positive, the bag is marked as positive. This
algorithm effectively labels the individual object from a set of tagged bags.

A study has been recently published for Covid detection using chest CT
images by Zhongyi Han et al. [6]. It impulsively detects the corona virus with
attenuation-based multiple-instance learning algorithm. This algorithm facilitates
large screening of corona virus effectively with labeled instances. It uses binary
classification to classify whether the sample is labeled or tagged with positive or
negative.

3.2 Why Deep Learning over Machine Learning

Machine Learning focuses on applications that learn through experiences, thereby
improving prediction and making a right decision [7]. Several traditional ML
algorithms are used for analysis and detection of Covid-19, but mainly focused in
two ways, i.e., feature reduction techniques and model validation techniques.

Figure 2 depicts the relationship between Al, conventional ML techniques,
and DL models [8]. Deep learning significantly reduces process time and human
intervention [9]. The DL algorithm itself preprocesses, trains, and tests the datasets.
Finally, it produces an accuracy based on the algorithm. Table 1 explains why we
switch from machine learning to deep learning for detection when we have an image
as mput.
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Table 1 shows how DL differs from traditional ML

Machine learning Deep learning

In the problem-solving approach, the problem | It will not break the problem; instead, it will
statement is first divided into several parts, attempt to solve the problem from start to the
then each part is solved, and finally, all of the | end

parts are combined to yield a result

Multiple object detection problem

In ML, we first use a support vector machine | We use an image as input directly in DL

as an object detection algorithm to identify all | techniques, such as Yolo net, which directly

objects, and then we use a histogram of detect and provide the location as output. It
oriented gradients as input for recognizing solves problems directly with less amount of
relevant objects. It takes a long time to time

complete the process

4 DL Algorithm Focused on Diagnosis Using CT Scan
Images

The two most important sub-divisions of Al are ML and DL. Deep learning is
necessarily a more progressive model compared to the traditional machine learning
models. In ML algorithm, we take raw data as input and extract features from the
preprocessed data. Then apply an algorithm to train the models for obtaining an
accurate output or results. Deep Neural Learning or Deep Neural Network or Deep
Learning algorithm, combine the process of feature extraction as well as training
models or algorithms to achieve high accuracy of results effectively, as shown in Fig.
2. Several COVID cases can be detected accurately using chest CT scan than through
RT-PCR tests. M. Chung et al. [10] recently published the features of individuals
affected by novel corona virus detected using CT scan images. This method uses
CT images effectively to find the how harm the virus is infected in the lungs. This
paper also shows the high accuracy for prognosis of lung problems from the chest
CT images.

4.1 Deep Neural Network (DNN)

DNN will create new patterns which contain multiple hidden layers. They have
several types, where multiple neurons are processed like how our human brain
neurons work. As shown in Fig. 3, the entire process took place in the hidden layer
between an input and output layers. For example, if a DNN is trained to recognize a
chest CT image, it will go over the image and calculate the likelihood that the virus
is present [11, 12]. The user can examine the results and select the probabilities with
which the network should display and return the tags [13, 14].

Hybrid 3D Deep Neural Network (H3DNN) paper explores the detection of novel
corona virus from chest 3D CT scan images using a hybrid deep learning model
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Fig. 3 Deep neural network with multiple hidden layers

which was recently published by Abdullah Aman Khan et al. [15]. It uses various
datasets like CTC19 and COVIDCT, with ensemble of several transfer learning
models like ResNet, DenseNet, and GoogleNet. This hybrid model works well in the
diagnosis of Covid-19 with 3D-based deep learning models and acts as an effective
tool in assisting the medical practitioner for large screening of novel corona virus.

4.2 Convolutional Neural Network

Convolutional Neural Network (CNN) generally analyzes, identifies, and catego-
rizes the object in an image. ConvNet is composed of multiple layers of artificial
neurons. It contains two basic operations such as convolution and pooling. CNN
is a class of DNN; it contains one input layer, which combines convolution non-
linearity with pooling layers. The features are then extracted using vectors in the
fully connected layers and normalization layers, as shown in Fig. 4.

O. Gozes et al. [16] recently published the corona virus detection and analysis
using deep learning model with the help of chest CT. Several studies have focused
on Covid-19 analysis and detection using ConvNet and medical images such as
chest X-rays, computed tomographic scans, and so on. It can classify the process
into distinct groups, such as Covid-19 or normal and viral pneumonia or common
pneumonia or else normal/negative. With the help of various image dimensionalities
and different ConvNet architecture, the output or result with minimized fully
connected layers can identify Covid-19 from various medical images.
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Fig. 4 Convolutional neural network working process

4.3 Deep Convolutional Neural Network (DCNN)

DCNN plays an essential role in image segmentation and classification. It is
very effective in minimizing the number of frameworks without compromising
the quality of models [17, 18]. It has the highest accuracy and is the more
powerful among all the DNN algorithms such as ANN and RNN for predicting the
images. Easy implementations and understand process which uses transfer learning
techniques focus on gathering information for solving one problem and solve many
problems related to that from the gained knowledge to get accurate output rapidly
with less efforts [19-21].

Longxi Zhou et al. [22] discussed how to train the model using an accurate,
rapid, and machine-agnostic segmentation and quantification method effectively. A
new simulation model was created to dynamically represent the changes made for
the Covid-19 infected area, and the dynamic model was used to expand additional
data, which can improve the outstanding accomplishment of our segmentation
model using DCNN. Through the development of a unified learning platform and
heterogeneous data collection and development of preprocessing methods, the size
of the data set is still limited.

Figure 5 here shows how DCNN preprocesses, extracts, and classifies the images
[23, 24]. Initially, we take several chest CT images as input, then preprocess
those raw input images and send for feature extraction. Here parallel deep feature
extractors are used to extract the images using ResNet50V2 network and Xpection
network which is much faster than the inception or GoogleNet. From the extracted
features, Softmax classifier is added to classify the images into three different forms,
whether it is normal or it has coon pneumonia or Covid pneumonia [25, 26].

Zhao Wang, Qi Dou, et al. [27] recently discussed about the correlative learning
of redesigned Net such as COVID-Net for classification of corona viruses using CT
images. It explains about the systematic study of various transfer learning models
used for the classification of Covid-19. It creates a framework to work with various
datasets for providing higher accuracy.

Chest CT images are used from screening and detecting Covid-19 based on Deep
Learning networks and were discussed by Talha anwar et al. [28]. It clarifies the key
differences between the normal CT image and viral CT image. To solve complex
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Fig. 5 Working of deep CNN to predict Covid-19

problems, various rates of learning strategies such as reducing plateau, recurring
rate of learning, etc., have been used.

4.4 Transfer Learning Techniques in Deep Learning

Transfer Learning Techniques are widely used in DL for automatic detection.
TL is a technique that focuses on gaining information (pre-trained models) by
solving a specific problem and can be applied to a variety of related problems.
The most commonly used Transfer Learning techniques for image segmentation
and classification are (i) Fast R-CNN generate regions of interest with the help of
selective search. (ii) Faster R-CNN is a variant of Fast R-CNN that employs the
“Region Proposal Network” (iii) Mask R-CNN, a Faster R-CNN extension used
for object detection and instance segmentation that is simple to train and adds little
overhead to FR-CNN.

In general, CNN is used for the classifications and recognition of images, because
of its high accuracy. VGG-16, ResNet50, and Inceptionv3 are a few examples of
pre-trained image classification models. The process of classifying each pixel in
an image as belonging to a specific category is known as image segmentation.
Though there are several types of image segmentation methods, the two most
commonly used are Semantic Segmentation and Instance Segmentation. Some of
the Pre-Trained Models for Image Segmentation are U-Net, VB-Net, Inf-Net, or
Semi Inf-Net, etc.

The related studies of Deep Learning methods used for Covid-19 diagnosis using
chest CT images, as well as the datasets, transfer learning or pre-trained classifiers
used by each technique, as well as its challenges and performance criteria, as shown
in Table 2.
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Table 3 Comparison of Models
various existing work for
Covid-19 detection

Accuracy | Fl-Score | Specificity
Shallow CNN | 95.9% 90.52% | 92.9%
COVIDX-Net |93.4% 89.5% 94.3%
DenseNet-121 | 94.8% 92.3% 93.5%

VGG-19 95.5% 91.1% 97.5%
Mask R-CNN | 96.98% 85% 98.36%
DMIL 97 % 91.3% 96.5%

100.00% -

W Accuracy
N F1-Score

m Specificity

Fig. 6 Performance chart of various DL models

The performance parameters of all the six models were calculated, and the results
of the parameter are given in Table 3. From this table, we came to know that
among the six models, DMIL and mask R-CNN show an eminent performance
for Covid-19 detection. Here, the parameters evaluated and compared are accuracy,
specificity, and F1-score. By comparing these parameters with various algorithms,
DMIL achieves maximum accuracy of 97%, Fl-score of 91.3% and Mask R-
CNN achieves the maximum specificity of 97.36%. The below chart shows the
performance of various deep learning models as shown in (Fig. 6), which clearly
exhibits the accuracy, specificity, and F1-score.

Table 4 shows the comparative analysis of various ensemble models with the
proposed work. The performance parameters were calculated, and Mask R-CNN
with DMIL technique shows an excellent performance with an accuracy of 98.96%,
specificity of 97.83% and F1-score of 91.3%. These parameters are also explained
clearly in the chart shown in (Fig. 7). By comparing all other existing ensemble
models, the proposed DMIL with Mask R-CNN gives better accuracy for predicting
Covid-19 using CT scan images.
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Table 4 Comparison of various ensemble methods

Ensemble methods Accuracy Specificity F1-Score
Xception65+VGG16 96.77% 97.48% 91.2%
DenseNet+ResNet-50 95.6% 97.5% 90.4%
MobileNetV2+4CapsNet50 95.87% 96.13% 89%
MaskR-CNN+DMIL 98.96 % 97.83% 91.3%
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Fig. 7 Performance chart of various ensemble methods

5 Conclusion

An extensive review of research on diagnosis and prognosis using ML and DL
networks was presented. A comparison of automated screening of Covid-19 from
CT scanned images using various DL algorithms, including profound differential
models such as MIL, DNN, Deep CNN, and Transfer Learning techniques, was
discussed. Several tests were investigated for the detection of Covid-19 with its
challenges, whereas the specialist can detect accurately using CT images. Various
datasets were analyzed using pre-trained DNN, classifiers, performance metrics, and
challenges. Transfer learning is only applicable to data that is similar in nature. The
proposed ensemble models of DMIL with Mask R-CNN show a better accuracy
of 98.96%. In the future, we will improve and expand the capability of transfer
learning into multi-site settings as well as from other large-scale datasets to improve
prognosis accuracy.
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