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Abstract. The advent of deep learning has brought in disruptive tech-
niques with unprecedented accuracy rates in so many fields and sce-
narios. Tasks such as the detection of regions of interest and semantic
features out of images and video sequences are quite effectively tackled
because of the availability of publicly available and adequately annotated
datasets. This paper describes a use case scenario with a deep learn-
ing models’ stack being used for crowd behaviour analysis. It consists
of two main modules preceded by a pre-processing step. The first deep
learning module relies on the integration of YOLOv5 and DeepSORT to
detect and track down pedestrians from CCTV cameras’ video sequences.
The second module ingests each pedestrian’s spatial coordinates, veloc-
ity, and trajectories to cluster groups of people using the Coherent
Neighbor Invariance technique. The method envisages the acquisition
of video sequences from cameras overlooking pedestrian areas, such as
public parks or squares, in order to check out any possible unusualness
in crowd behaviour. Due to its design, the system first checks whether
some anomalies are underway at the microscale level. Secondly, It returns
clusters of people at the mesoscale level depending on velocity and tra-
jectories. This work is part of the physical behaviour detection module
developed for the S4AllCities H2020 project.

Keywords: Crowd behaviour · Computer Vision · Artificial
Intelligence · Deep Learning

1 Introduction

Over the last decade, the scientific community observed a lot of progress
in Artificial Intelligence and Computer Vision. Consequently, several applica-
tion domains spanning object modelling, detection, segmentation, healthcare,
crowd dynamics are addressed using computer vision approaches [5,6,20,22].
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The advent of Deep Learning [16] prompted both academics and industry to
push the bar on the proposed solutions for several scenarios and use-cases. Since
the introduction of AlexNet in 2012 [15], much attention has been focused on
Deep Neural Networks to achieve increasingly higher accuracy rates on the topics
above and tasks. Some architectures represent milestones in the deep learning
literature, namely GoogleNet [24], Inception-V4 and ResNet [23], GANs [10],
YOLO [18]. As the literature review shows, AI allowed achieving unprecedented
accuracy rates in so many research fields, albeit some paradigms exhibit draw-
backs [29]. For instance, supervised learning relies on the availability of a great
deal of manually annotated data. Big-sized datasets such as ImageNet [8] come
along with millions of images and the corresponding annotations, making super-
vised learning a suitable paradigm to perform different tasks. Generally speak-
ing, the hand-labelling of images and video sequences is labour intensive and
time-consuming. That especially applies to all those domains such as biomedical
imaging, behaviour understanding, visual perception, where in-depth knowledge
and expertise are required. Some object detection and segmentation tasks are
easily extended to video sequences by optimising the image-related version.

Research interest in crowd behaviour analysis has grown remarkably over
the last decades. As a result, crowd behaviour analysis has become a multidis-
ciplinary topic involving psychology, computer science, physics. A crowd can be
thought of as a collection of individuals showing movements that might be tem-
porarily coordinated upon a common goal or focus of attention [2]. That could
apply to both spectators and moving people. Consequently, there are three main
levels at which crowds can be described: microscale, mesoscale, macroscale. At
the microscale level, pedestrians are identified individually. The state of each
of such individuals is delivered by position and velocity. At the mesoscale level,
the description of pedestrians is still identified by position and velocity, but it is
represented statistically through a distribution function. At the macroscale level,
The crowd is considered as a continuum body. Furthermore, it is described with
average and observable quantities such as spatial density, momentum, kinetic
energy and collectiveness. This paper describes a use case scenario for crowd
behaviour analysis and provides an integrated solution. The proposed solution
relies on both supervised and unsupervised learning paradigms depending on
the task to work out. The proposed solution has been developed within the
research activities for the European Research Project S4AllCities [1]. The exper-
iments have been carried out on the publicly available UCSD Anomaly Detection
Dataset [27].

2 Related Work

One of the main goals of crowd behaviour analysis is to predict whether some
unusual phenomenon takes place to ensure peaceful event organizations and
minimize the number of casualties in public areas. This section summarises the
scientific literature on the topic by looking into approaches relying on different
principles and methodologies. The more traditional methods of crowd behaviour
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analysis build on the extraction of handcrafted features either to set up expert
systems or to feed neural networks and classification systems. For instance, tex-
ture analysis tackles the detection of regular and near regular patterns in images
[3]. Saqib et al. [21] carried out crowd density estimation using texture descrip-
tors while conversely, some methods address crowd analytics using physics con-
cepts and fluid dynamics as in [9]. However, images and videos in real scenarios
contain nonlinearities that have to be faced efficiently for gaining accuracies
in the results. [25] Some computer vision-based methods face the challenging
topic by checking groups of people exhibiting coherent movements [27]. Other
techniques focus on path analysis using mathematical approaches while psychol-
ogists highlighted some aspects regarding emergency and situational awareness
[19]. A shared line in the methods above is the increase in demand for security
measures and monitoring of crowded environments. Therefore, by zooming in on
the topic, one can unearth several applications that are closely related to crowd
analysis: person tracking [19], anomaly detection [28], behaviour pattern analysis
[7], and context-aware crowd counting [17]. As briefly mentioned in the previous
section, despite the introduction of deep learning solutions being with high accu-
racy rates, some open issues related to density variation, irregular distribution of
objects, occlusions, pose estimation remain open in the topic of crowd analysis
[14]. The following section introduces the integrated solution developed for the
S4AllCities project [1].

3 Proposed Method

In this section, the proposed method is thoroughly described by highlighting the
role played by each module. The overall architecture for the integrated solution
is depicted in Fig. 1 with three main blocks: homographic projection, supervised
deep learning models, unsupervised learning module. The following subsections
focus on each of the steps mentioned above.

3.1 Pre-processing

The first step of the proposed integrated solution consists of planar homogra-
phy to project head-plane points onto the ground-plane. As widely described
by Hartley and Zisserman [11], planar homography relates the transformation
between two planes (up to a scale factor). The homography matrix H has 8
degrees of freedom. That means that four matches are enough to calculate the
transformation. The main goal here is to remove or correct the perspective of the
given view of the pedestrian-area-overlooking camera. In the use-case scenario,
at least four coordinates of pedestrians are needed. They can be easily fetched by
enacting YOLOv5 until the four pedestrians are detected. Then, the approach
will generate an approximation on the plane-to-plane projection depending on
the average height of pedestrians in the given camera’s field of view.
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Fig. 1. Deep Learning Stack is depicted in the figure.

3.2 Supervised Deep Learning Module

Inspired by Hou et al.’s method [12] on vehicle tracking, the first of two deep
learning modules sees the integration of two popular models such as YOLOv5
[13] and DeepSORT [26]. The former is one of the most accurate models for
object detection. At the same time, the latter tracks down human crowd move-
ments over video sequences, which is the extension of the popular YOLOv4 by
Bochkovskiy et al. [4]. For a given frame having N pedestrians, P (x, y)i=1,,N

represents the ith pedestrian’ spatial coordinates. YOLOv5 is quite accurate in
detecting pedestrians (see Fig. 2; it does not perform re-identification though.
That is why it has been necessary to integrate DeepSORT, which is responsible
for tracking down the pedestrians in a video sequence by assigning them a spe-
cific reference number. DeepSORT keeps trace of P (x, y)i=1,,N across different
times (t0, t1, · · · , tn). In Figs. 3 and 4 an example referring to ID 1 pedestrian
is shown. YOLOv5 returns all spatial coordinates of the pedestrians detected
as a sequence of bounding boxes. They will be then ingested by DeepSORT,
which runs measurement-to-track associations using nearest neighbour queries
in visual appearance space (see Fig. 5). On top of both modules, the system is
capable of retrieving the spatial coordinates, and the reference number of the
pedestrians tracked across the area overlooked by a CCTV camera. The extrac-
tion of the details mentioned above is taken every second. Having timestamps,
spatial coordinates and reference number allows extracting velocity and storing
trajectories. A time frame Δt is taken as a reference to work out the detection
of anomalies in the crowd behaviour at the microscale level. Being t0 the initial-
isation time of the system, t0 + Δt is the earliest time where it is possible to
detect any anomalies in crowds. Gaussian distributions are considered to analyse
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pedestrian velocity within the Δt time range. An example of trajectories out of
video sequences is given in Fig. 6. The system evaluates anomalies as the samples
that deviate from the normal distribution. The more a sample is distant from
the distribution, the more likely an anomaly is within the crowd behaviour.

Fig. 2. An example of pedestrian detection from video frames is given above.

Fig. 3. Pedestrian detection at time t0 Fig. 4. Pedestrian detection at time t1
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Fig. 5. The first deep learning module consists of the integration of DeepSORT and
YOLOv5

Fig. 6. The first deep learning module consists of the integration of DeepSORT and
YOLOv5
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3.3 Unsupervised Learning for Trajectory Clustering

Due to the advances in detection and tracking techniques, the ability to extract
high-quality features of moving objects such as trajectories and velocities is now
possible. These features can be critical in understanding and detecting coherent
motions in various physical and biological systems. Furthermore, the extrac-
tion of these motions enables a deeper understanding of self-organized biologi-
cal systems. For instance, in surveillance videos, capturing coherent movements
exhibited by moving pedestrians permits acquiring a high-level representation of
crowd dynamics. These representations can be utilized for a plethora of applica-
tions such as object counting, crowd segmentation, action recognition and scene
understanding, etc. (Fig. 8).

Fig. 7. An exhibition of coherent neighbour invariance. The green dots are viewed as
invariant neighbors of the centered black dot (for K = 4). (Color figure online)

Fig. 8. Coherent motion detection in action

Whilst coherent motions are regarded as macroscopic observations of pedes-
trians’ congregational activities, these motions can be distinguished through the
interaction among individuals in local neighbourhoods. Inspired from Zhou [30],
the Coherent Neighbor Invariance technique is deployed to capture the coherent
motion of crowd clutters. The key characteristics that establish the difference
between cohesive and arbitrary movements are listed below:

– Neighborship Invariance: the spatial-temporal relationship among indi-
viduals is inclined to prevail overtime.
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– Velocity Correlations Invariance: neighboring individuals exhibiting
coherent movement showcase high velocity correlations.

Conversely, incoherent individuals that showcase relative independence tend
to lack the mentioned properties. To illustrate the Neighborship Invariance prop-
erty, Fig. 7 displays the use of K nearest neighbour to highlight the emergence
of global coherence in local neighborships. The equation below quantifies the
velocity correlations between neighbouring individuals, which allows discerning
coherent motions.

g =
1

d + 1

t+d∑

λ=t

vi
λ · vik

λ

‖vi
λ‖2 · ‖vik

λ ‖2 (1)

where:

– g : velocity correlation between i and ik
– vi

λ : velocity of individual i at time λ
– vik

λ : velocity of individual ik at time λ
– d : duration of the experiment

4 Experimental Results

An experimental campaign has been carried out over the publicly available
UCSD Anomaly Detection Dataset [27]. The dataset consists of video sequences
acquired with a stationary camera overlooking pedestrian areas. The dataset
offers videos with variable conditions of crowd density, and cameras’ field of
view. Most of videos contains only pedestrians, still anomalies are represented
by bikers, skaters, small carts, pedestrian entities crossing a walkway or walking
in the grass that surrounds it.

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

The experiments were run on five video sequences from UCSD. Two of which
do not contain any anomalies, while the remaining three do. A quantitative
analysis of results is conducted over the first deep learning module, which is
responsible for the microscale analysis. In Tables 1 and 2 precision and recall
(see Eqs. 2 and 3) for YOLOv5 and DeepSORT are reported. The second deep
learning module is still currently being developed. Only qualitative results can
be shown 7 to give the big picture of the consistency of clusters of people. As it
can be noticed in Table 1, YOLOv5 reaches high precision rates on all tests up to
0.98 while recall is penalised by some false negatives. Occlusion and overlapping
cause a drop of performances on pedestrian detection. DeepSORT also achieves
good precision rates even though sometimes the tracking shows some mismatch.
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Recall values drop by 10% on average if compared to precision. Nevertheless, the
combination of the two supervised learning modules gains decent performances.
As described in Sect. 3.2, the supervised deep learning module allows the extrac-
tion of high-level features such as spatial coordinates, velocity and trajectories.
On top of that, some parameters are to be fine-tuned, respectively, Δt and the
distance from the normal distribution. The latter has a sample evaluated as
anomaly, trigger a sort of alert to the crowd behaviour analysis system. Some
fine-tuning has been necessary in order to find the right trade-off performances
and computational load. δt has been set to 5 s, while 5 pixel/second has been
selected as the distance threshold from the normal distribution of velocities.

The experiments on the automatic optimisation of the given advertisement
layouts and images have been carried out on a 13-in. Mac-book Pro with
16 GB of RAM, 2.4 GHz Quad-Core Intel Core i5, Intel Iris Plus Graphics
655 1536 MB.

Table 1. YOLOv5 Precision and Recall in 5 tests over UCSD

No. of test Precision Recall

Test 1 0.98 0.75

Test 2 0.93 0.72

Test 3 0.95 0.71

Test 4 0.94 0.78

Test 5 0.92 0.70

Table 2. DeepSORT Precision and Recall in 5 tests over UCSD

No. of test Precision Recall

Test 1 0.85 0.74

Test 2 0.89 0.72

Test 3 0.83 0.69

Test 4 0.86 0.68

Test 5 0.87 0.72

5 Conclusions

This paper showcases the effectiveness of an integrated solution consisting of
three main modules: pre-processing, supervised learning, unsupervised learning.
The main goal is to perform crowd behaviour analysis by considering several
variables such as velocity, spatial coordinates and trajectories. The first two
have been used to detect anomalies in the test set at the microscale level. Suc-
cessively, the unsupervised learning module ingests velocities and trajectories
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to initialise clusters of people according to cohesive movements. The microscale
analysis task has been entirely carried out with supervised deep learning models
such as YOLOv5 and DeepSORT. Cohesive movement-based clustering has been
tackled by the Coherent Neighbour Invariance technique. Further experiments
are underway to improve precision and recall rates, especially on the pedes-
trian tracking task. Furthermore, some other alternatives are in consideration to
detect anomalies by combining physical properties like velocity and trajectories
and semantic features such as objects whose only presence might represent a
danger within a given environment. Furthermore, some work is to be done to
adapt the method to different datasets and environments.
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