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Abstract. This review article about Few-Shot Learning techniques is
focused on Computer Vision Applications based on Deep Convolutional
Neural Networks. A general discussion about Few-Shot Learning is given,
featuring a context-constrained description, a short list of applications,
a description of a couple of commonly used techniques and a discussion
of the most used benchmarks for FSL computer vision applications. In
addition, the paper features a few examples of recent publications in
which FSL techniques are used for training models in the context of
Human Behaviour Analysis and Smart City Environment Safety. These
examples give some insight about the performance of state-of-the-art
FSL algorithms, what metrics do they achieve, and how many samples
are needed for accomplishing that.
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1 Introduction

In September 2012 the Convolutional Neural Networks (CNNs) were in the
spotlight of the Computer Vision community when a model developed by Alex
Krizhevsky, Ilya Sutskever and Geoffrey Hinton [18] had an outstanding per-
formance at the ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
[33]. This CNN model started the so-called “Deep Learning revolution”, which
is still booming as of today. During this period, novel computer vision appli-
cations have arisen, allowing practitioners and researchers to tackle previously
unsolvable problems and to create new out-of-the-box solutions. Although pow-
erful, Deep Learning (DL) techniques have their own set of problems, being data
and computer power their most limiting requirements. Since they are Machine
Learning (ML) algorithms, they need large amounts of data for training, which
in turn require high computational power to process.

Many researchers have focused their work on mitigating these problems, cre-
ating a variety of techniques that softens the workload needed to create labelled
datasets for supervised training. Some of them consist of using low-complexity
labels for training models for high-complexity tasks [49]; others try to augment
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datasets by generating synthetic data [27,28], and others try to reuse previously
learnt features [50]. Please note that there are other approaches beside the afore-
mentioned three. Among the last of the three highlighted strategies there is a
family of techniques called “Few-Shot Learning” (FSL), which includes “One-
Shot Learning” and “Zero-Shot Learning”.

For image classification tasks, supervised training of ML models require large
amounts of annotated data for each of the classes or categories. Few-Shot Learn-
ing comprises those techniques designed for enabling a trained model to learn
a new category from few examples. Thus, “One-Shot” would ideally need a sin-
gle example of the new category to be able to learn how to classify it, whereas
“Zero-Shot” would only need its description. Although those techniques are fea-
sible for some tasks and data-types (see [38] for One-Shot and [32] for Zero-Shot),
most applications require more samples to perform accurately. For example, a
previous work from the author shows how a model trained for classifying dif-
ferent plant species needed 80 samples to classify at 90% accuracy a new-learnt
class [3]. The true potential of Few-Shot Learning is its power to provide neu-
ral networks with adaptability and agility, which are features where CNNs do
not traditionally shine on. This “learning speed” comes at a cost on accuracy
and overall performance, although in many cases it is an acceptable trade-off.
Also, while under regular conditions data scarcity hinders ML algorithms’ per-
formance, potentially down to unacceptable levels, the application of FSL can
enable the use of ML algorithms when data is scarce.

This review article discusses the latest developments in Few-Shot Learn-
ing techniques applied to Computer Vision models, focusing in the contexts of
Human Behaviour Analysis and Smart City Environment Safety applications. In
it, there are answers to some questions related to the number of samples needed
for training accurate networks using FSL, the trade-off between number of sam-
ples and performance in this context, and others. This document is divided in
5 sections. The first one is the introduction. The second, called “Description of
Few-Shot Learning”, discusses about Few-Shot Learning as a whole, and has 3
subsections titled “Applications of FSL”, “FSL Techniques” and “FSL Bench-
marks for Computer Vision”. The third, “FSL for Human Behaviour Analysis
applications”, discusses two recent papers featuring FSL in this thematic. The
fourth is called “Few-Shot for Smart City Environment Safety applications”
and, similarly to the third, includes the discussion of three recent papers on that
matter. The fifth and last section is a brief conclusion.

2 Description of Few-Shot Learning

In its broader sense, Few-Shot Learning is a category of Machine Learning tech-
niques where the training dataset contains a limited number of supervised sam-
ples.

Since this is a broad description, common ML techniques such as data aug-
mentation would be considered FSL as well, since this method enables accurate
training with a limited sampling of annotated data. Nevertheless, in the context
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of this article the definition of Few-Shot Learning is constrained to the follow-
ing: a family of Machine Learning methods that reuse previous knowledge for
training accurate models using very limited training samples.

It is noteworthy to say that in the context of Computer Vision FSL is usually
referred to image classification tasks, although it can be used also for object
detection, semantic segmentation and hybrid tasks such as image description
with text, among others.

2.1 Applications of FSL

Few-Shot Learning allows to train models with limited training datasets, thus
reducing the amount of samples needed for supervised learning processes. There
are several scenarios where reduced datasets are needed, and consequently FSL
techniques can be applied:

– Extreme data. Data is called “extreme” when it has at least one of these
characteristics: great volume, great variations in values, great complexity or
sparsity. Few-Shot Learning can be applied in those situations where acquiring
sufficient amounts of labelled data is hard or impossible. It is the case of
analyzing ancient Chinese documents [22] and hieroglyphs (oracle characters)
[14]; or new drug discovery problems as discussed by Altae-Tran et al. [1] for
example.

– Cut costs. Annotating large amounts of data is a time-consuming process.
Also, processing large datasets costs more computational power than smaller
ones. Since FSL can be used to reduce the amount of data needed for training,
it can be applied to reduce costs in both dataset generation and computer
utilization expenses.

– Improve learning processes. In some cases, Few-Shot can be applied to parts
of datasets to increase the quality of training rounds. This is the case of
imbalanced datasets where some classes are underrepresented in relation to
others within the same dataset. It also can be used for weakly-supervised
learning when the dataset contains mixtures of annotated and non-annotated
data. In addition, FSL is capable of boosting some transfer learning methods
such as domain adaptation.

Also, beside the general applications mentioned above, there are many pos-
sible fields of application. This document focuses on Computer Vision, but it is
noteworthy to mention that FSL is widely applied in all sorts of Machine Learn-
ing related methods: Natural Language Processing (NLP), language translation,
regression, reinforcement learning, data classification, sound recognition [8], sen-
sor calibration [43], smart city insight transfer [39], etc.

2.2 FSL Techniques

Some techniques use the knowledge for reducing the complexity of the Neural
Networks graphs themselves, while others use it for optimizing the weights and
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parameters of the artificial neurons and the gradients. In this section the two
most used FSL techniques are presented. Both intend to reuse prior knowledge
to reduce the amount of data needed for successful learning.

Different taxonomies have been proposed for FSL techniques in several sur-
veys and review articles, offering formal descriptions for transfer learning, meta
learning, distance learning, embedding learning, etc. [2,16,25,41]. It is notewor-
thy to say that many of these techniques share common traits and, depending on
the context of application, some of them do not present sufficient unique char-
acteristics to be distinguished from one another. For that reason, at this point
in time it cannot be assumed that the categories themselves are standardized
and fixed. In this regard, what it is called “multi-task learning” in one paper
can be part of the “meta-learning” family in another. In this document there
are short discussions about a couple of techniques but the category names are
not intended to be taken as fixed, immutable references.

Metric Learning. In some papers it is also referred as “embedding learning”
[41]. This technique consists on transforming the input data (the samples) into a
lower-dimensional embedding located in a space where distances represent simi-
larity between the different encoded samples. In the embedding space, two sim-
ilar samples would lay at small distances whereas dissimilar samples will be far
from each other. This sample discrimination can be applied to effectively reuse
prior knowledge about the samples themselves, and thus drastically reduce the
training samples needed for learning. This is possible mainly because the embed-
ding space allows for fast an simple comparisons of samples, whereas in other
approaches complex operations are needed to effectively process the embeddings
into predictions. In this case the encoding functions are already pre-trained, and
can be fine-tuned with few examples by applying a specific loss function that
forces the neural network’s parameters to encode the samples in a given space in
where the distances are related to the samples’ similarity. In this sense, metric
learning can be used for other applications besides Few-Shot Learning [15]. It has
proven to be effective for learning tasks that involve comparison like signature
verification [6], product design [4] or face recognition [26], among others.

In distance metric learning, the main feature is the training loss function,
as it is responsible for setting the characteristics of the embedding space. The
most used loss functions in metric learning are contrastive loss [7], triplet loss
[34,42] and multi-class N-pair loss [36]. Recent research works explore novel loss
functions for specific tasks, like Additive Angular Margin Loss (ArcLoss) for face
recognition [10]. Other approaches use ensemble loss functions for better gener-
alization of metric learning models [45]. The encoding space is usually Euclidean
for simplicity reasons, but there are other research lines were both known and
novel geometries are explored.

Multi-task Learning. In some research articles it is also called “meta-learning”
[2], because “multi-task learning” is part of the that family of ML algorithms.
This approach uses learning procedures where different learning tasks are trained
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simultaneously, thus achieving to share parameters between them which gradu-
ally increases the generalization capabilities of the model. In order to learn dif-
ferent tasks, the model needs to make abstractions and learn more generic infor-
mation. In multi-task learning there are two types of knowledge: task-agnostic
and task-specific information. The first of them refers to all the preprocessing
steps needed to aggregate and interpret features into embeddings. The second is
about how to interpret such embeddings into actual predictions, which is specific
for each given task.

The most common approach of multi-task learning is to directly share com-
mon layers (the encoder) and put different ones at the end in order to process
each task’s output. In many cases, constrains would be applied to the artificial
neurons so the Few-Shot task can only update parameters from the task-specific
layers, while the encoder’s parameters (task-generic or task-agnostic) can be
changed by all of the tasks. Another approach would be to have separate CNN
encoders for each task and them concatenate the resulting feature vectors at
the end of the feature extractor. In this case all encoders would contribute to
the same loss function, and regularization terms would be applied to force the
parameters of the different Neural Network layers to be similar, thus aligning
the training process of each individual encoder.

2.3 FSL Benchmarks for Computer Vision

As of today, the most important benchmark for testing Few-Shot Learning meth-
ods applied to Computer Vision is Google Research’s Meta-Dataset [37], “a
dataset of datasets for learning to learn from few examples”. More specifically,
the most complete benchmark is its second version, named VTAB+MD [11],
which is a combination of the Visual Task Adaptation Benchmark (VTAB) [47]
and the Meta-Dataset. The Meta-Dataset is composed of a selection of images
from many other datasets, namely ImageNet, Omniglot, FGVC-Aircraft, Birds-
CUB-200-2011, DTD, Quick Draw, FGVCx Fungi, VGG Flower, Traffic Signs
(GTSRB) and MSCOCO. It has a total of 4934 different classes. In addition
to the collection of images, it has an unique protocol for evaluating Few-Shot
algorithms, which improves the two previous FSL benchmark dataset, Omniglot
[20] and Mini-ImageNet [38], in several ways:

1. The combination of several datasets of different domains results in a more
realistic data heterogeneity, which allows for testing the model’s capacity to
generalize unseen datasets. It also tests their ability for training with unbal-
anced datasets in terms of number of samples per class.

2. Its large scale and dataset mixture allows the evaluation protocol to take into
account the ability of the different few-shot techniques to form relationships
between classes. For example, if the model can do fine-grain classification for
detecting different species of birds while being able to distinguish birds from
common objects like dinner tables.

3. The data has been selected and structured in a such a way that it mimics
realistic class unbalance, allowing the evaluation of the different models in
different numbers of samples per class.
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4. This benchmark has a clear evaluation guideline that combines different ML
tasks, which in turn allows to evaluate the models’ capacity of learning from
different sources. It also has a set of baselines aimed to measure the benefit of
meta-learning, i.e. whether the training process benefits from using more data,
learning from different sources, reusing knowledge from pre-trained weights
and meta-training parameters.

The Meta-Dataset protocol computes the model’s rank by decreasing order
of accuracy. As of today, the best performing model on Meta-Dataset bench-
mark 2021’s model code-name “TSA”, from Task-Specific Attention [23,24],
achieved number 1 position on the Meta-Dataset with 1.65 mean rank across
all datasets. The paper, titled “Cross-domain Few-shot Learning with Task-
specific Adapters”, proposes a novel multi-task learning methodology that com-
bines task-agnostic with task-specific approaches. This is done by directly attach-
ing task-specific adapters to pre-trained task-agnostic models. The article also
features a new architecture for said adapters.

3 FSL for Human Behaviour Analysis Applications

In the context of Computer Vision, there are several tasks than can help Human
Behaviour Analysis (HBA). All of them can be predicted using Deep Neural
Networks, and for most of them there are recent research articles featuring FSL.
Here are some examples of such tasks along with a Few-Show citation: face
detection, face recognition [29,40,48], facial expression recognition [9], person
detection, person recognition, pose estimation, action recognition [12], person
re-identification [13], person tracking [21], hand gesture recognition [30], motion
prediction [46], etc. In this section two recent research articles on FSL are shortly
discussed, each featuring a different HBA application.

Face Recognition. Few-Shot Learning is a natural match for face recognition.
As explained in Sect. 2.2, metric learning is a technique that is not only used for
FSL, but also other applications such as face recognition. In this regard, the use
of the same loss functions such as triplet loss [34,42] or ArcFace loss [10] make
face recognition to naturally be a Few-Shot Learning application as well.

A. Putra and S. Setumin published in 2021 an article in which they made a
performance comparison of different activation functions on Siamese Networks
for Face Recognition [29]. Their Few-Shot technique was to combine multi-task
learning (parameter tying) with metric learning. In the article, the researchers
trained a Siamese network using different activation functions for the final
embedding prediction, which would in turn be used to measure distance (sim-
ilarity) between the outputs of the two branches of the network. The tested
activation functions were sigmoid, softmax, tanh, softplus and softsign. They
tested each activation function by learning 1 to 19 classes with only 1 supervised
sample (One-Shot Learning). In average, sigmoid activation function achieved
92% accuracy to recognize 19 new faces with only one sample for training using
this FSL approach.
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Action Recognition. In a recent publication (2021) by Mark Haddad [12], he
explored a method for One-Shot and Few-Shot learning for action recognition
tasks. The models had to learn classification of 10 different actions: bend, jack,
jump, pump-jump, run, side, skip, walk, wave 1 and wave 2. For that matter,
he encoded the movement of a few frames into an optical flow vectorized with
KMeans method. Therefore, movements were parametrized as KMeans clusters,
that can be treated as probability distrbutions for different sets of points that
represent each action. Using Kullback-Leibler divergence loss, a model can be
trained to perform metric learning with the aforementioned KMeans clusters. In
his thesis, Haddad performed tests for both One-Shot Learning and for K-shot,
being K a number between 1 and 8 samples. On the Weizmann Human Action
dataset, he achieved an average of 89.4% classification accuracy for One-Shot
Learning, increased to 98% with 8-Shot Learning (see Fig. 1).

Fig. 1. Extracted Fig. 3.5 from Haddad’s thesis [12]. Quote: “Classification accuracy
comparison between proposed method and others.” It shows results for two different
datasets: KTH and Weizmann.

4 Few-Shot for Smart City Environment Safety
Applications

In the context of Smart City Environment Security, there are some Computer
Vision applications that are extensively applied, specially related to traffic and
pedestrian surveillance. Yet another application is assessment for disasters and
emergencies that threaten safety of cities, both for its population or its infrastruc-
tures. Emergency response is a good fit for the application of Few-Shot Learning
methods since they are events where on-site data is usually scarce; and whose
changing nature make the models require flexibility and adaptability. There are
recent examples where FSL was effectively applied in emergencies such as the
ongoing pandemic caused by Covid-19. As one of many examples, Lai et al.
[19] used Deep Learning algorithms trained using Few-Shot techniques to clas-
sify lung lesions caused by COVID-19 using the small datasets available at the
time. In this section three research articles were FSL was applied are discussed.
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The first of them is related to Smart Cities Environment Safety, while the other
two are focused on disaster damage assessment as part of emergency response
applications.

Face Anti-spoofing. Recent developments in Deep Learning technology for
face reenactment have made possible very realistic impersonating. This is a risk
for governments and administrations, because it denies one of the traditional
identity proofs, which is face identification in live video. For that reason, many
researchers are working towards face anti-spoofing.

In 2021 Yang et al. published a paper on face anti-spoofing where they used
FSL techniques for achieving One-Shot Learning of new unseen face reenact-
ments [44]. They proposed a FSL technique called Few-Shot Domain Adapta-
tion, which combines data augmentation using photorealistic style transfer and
a complex compound loss function Ltotal.

Ltotal = LClS + λ1LCont + λ2LAdv + λ3LLfc (1)

LClS is cross-entropy loss. LCont is contrastive semantic alignment, which
is a term used for reducing distances in the encoding space for positive pairs
and increase them for the negatives (a form of metric learning). LAdv is the
progressive adversarial learning, a term used for constraining the parameters of
the different domain discriminators. LLfc is the less-forgetting constrain, which
is a mean square error penalization to prevent the parameters from shifting
excessively during training. The λs are trade-off parameters.

With this method they were able to detect face spoofing by training with a
single sample and they managed to beat the previous best working model by 5%
points in one of the tests (CMOS-ST benchmark when targeting HTER using
protocol C → O).

Disaster Damage Assessment. In this case there are two articles of interest
that are noteworthy to discuss.

E. Koukouraki, L. Vanneschi and M. Painho published in 2021 a research
article about urban damage detection after earthquake incidents from satellite
images, trained using FSL techniques. In it, they tested four different method-
ologies: cost-sensitive learning, oversampling, undersampling and Prototypical
Networks [35], each of them employing different data balancing methods. The
best working model was Prototypical Networks (ProtoNets), which combine
multi-task learning with metric learning by using distance loss functions to train
Siamese neural networks (see Fig. 2). It achieved precision and recall superior to
50% in all four classes (undamaged, minor damage, major damage and destroyed)
with average F-score of 64% over all classess.

In a similar work, J. Bowman and L. Yang studied further Few-Shot Learning
methods for post-disaster damage detection from satellite images [5]. In this case,
they use a FSL technique called “feature re-weighting” that is used for param-
eter tying (a type of multi-task learning approach) between classification and



22 M. G. San-Emeterio

Fig. 2. Extracted Fig. 5 from Koukouraki et al. article [17]. It shows the network archi-
tecture used for the ProtoNets approach

object detection tasks. They used the encoder (feature extractor) from YOLO
[31], and then added an additional CNN model, the re-weighting module, to
generate re-weighting vectors for each class. These vectors are concatenated to
the embeddings from the feature extractor in order to extend them before the
final prediction takes place. In this manner, the re-weighting effectively fuses
task-agnostic and task-specific functionalities thus providing FSL capabilities.
With the addition of this module, they achieved to improve the mean average
precision (mAP) of the baseline YOLO from 0.270 to 0.289 when training with
30 samples. This means that when applying feature re-weighing, the model gave
a mAP almost 2% points better, when training with only 30 samples per class.

5 Conclusion

This review article about Few-Shot Learning techniques is different from others
because it is heavily focused on Computer Vision Applications based on Deep
Convolutional Neural Networks. Moreover, Sects. 3 and 4 feature commented
examples of articles were FSL techniques were used for face recognition, action
recognition, face anti-spoofing and post-disaster damage assessment from satel-
lite. These examples show how FSL algorithms can be effectively used to learn
from few supervised samples with competitive metrics in comparison to base-
line models. They show how metric learning and multi-task learning are FSL
techniques that combined offer current State of the Art results when training
with few samples. As final though, it is noteworthy to mention that this paper
emphasizes the importance of the loss function when it comes to meta-learning
and transfer learning.
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