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Università degli Studi di Modena e Reggio Emilia - Dipartimento di Ingegneria
“Enzo Ferrari”, Modena, Italy

{anita.giovanetti,laura.canalini,paolo.perlitiscorzoni}@unimore.it

Abstract. Convolutional Neural Networks (CNNs) are widely employed
in the medical imaging field. In dermoscopic image analysis, the large
amount of data provided by the International Skin Imaging Collabora-
tion (ISIC) encouraged the development of several machine learning solu-
tions to the skin lesion images classification problem. This paper intro-
duces an ensemble of image-only based and image-and-metadata based
CNN architectures to classify skin lesions as melanoma or non-melanoma.
In order to achieve this goal, we analyzed how models performance are
affected by the amount of available data, image resolution, data augmen-
tation pipeline, metadata importance and target choice. The proposed
solution achieved an AUC score of 0.9477 on the official ISIC2020 test
set. All the experiments were performed employing the ECVL and EDDL
libraries, developed within the european DeepHealth project.

Keywords: Convolutional Neural Networks (CNNs) · Skin lesion ·
Classification

1 Introduction

Melanoma is a malignant tumor of the skin which shows a constantly grow-
ing incidence all over the world. Numerous studies suggest it doubled in the
last 10 years. According to epidemiological studies presented by the GLOBO-
CAN (Global Cancer Observatory), melanoma has reached more than 320 000
new cases per year worldwide [32], with a slightly higher incidence among men
(170 000 cases versus 150 000 cases among women). In particular, in Italy the
estimate of melanomas is nearly 7 300 new cases per year among men and 6 700
among women, mainly affecting people aged between 30 and 60 years [21].

Although melanoma represents only a small percentage of tumors affect-
ing the skin, it is responsible for most of skin cancer deaths. According to the
statistics of 2020 [32], in Europe the mortality rate for melanoma cancer is
46.2%. Early diagnosis plays an essential role in treatment. Unfortunately, the
recent COVID-19 pandemic and the consequent lockdown had an overall nega-
tive impact regarding timely diagnosis, leading to the increase of waiting time
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in the hospitals booking agendas as well as to medical examinations canceled by
patients themselves due to their fear of COVID-19 infections.

The need for early and accurate diagnosis combined with the new possibil-
ities offered by modern digital dermatoscopes, justifies the significant increase
of publications regarding the use of machine learning algorithms in the field of
skin imaging, a narrow branch of medical imaging focused on analysis and clas-
sification of images representing skin lesions. Although each lesion may differ
from others in minimal details, deep convolutional neural networks have recently
shown their great potential in melanoma recognition.

The aim of this article is to present an ensemble of Convolutional Neural
Networks realized by means of the ECVL (European Computer Vision Library)
and EDDL (European Distributed Deep Learning Library), developed within
the H2020 DeepHealth project [9], that integrates five different models that vary
in architecture, input data (i.e., image and metadata or only image), and data
preprocessing to address the skin lesion classification problem. A brief analysis
of the state-of-the-art solutions in the medical field is also included.

2 Related Work

Dermoscopic Images. Skin cancer is the most prevalent type of cancer and
melanoma is its most deadly form [25,26]. When recognized and treated in its
earliest stages, melanoma is readily curable with minor surgery. Skin cancer
is mainly diagnosed visually with an initial clinical screening followed by der-
moscopy, biopsy and histopathological examination.

As detailed in the next subsection, the extensive use of dermoscopic images
combined with the recent advancements in deep learning based computer vision
have resulted in a great effort to develop different approaches to solve the prob-
lem of automated skin lesion classification. In the last years, multiple organiza-
tions such as the International Skin Imaging Collaboration (ISIC) have released
dermoscopic datasets labeled with their skin lesion categories and associated
with image-level and clinical-level metadata. The main goal is to achieve stan-
dards for the use of digitized images of skin lesions to assist the recognition of
skin cancer, with a particular focus on melanoma, through clinical decision sup-
port and automated diagnosis. Specifically, ISIC Archive contains over 150 000
total images, of which approximately 70 000 are public [3]: the 2019 and 2020
challenge training sets count respectively 25 331 and 33 126 images; 10 982 more
images are from the 2020 test set.

The dataset used to perform the experiments described in this paper is
explored in Sect. 3.

CNNs for Classification. Machine learning and deep learning are widely
used in the medical imaging field. In particular, Convolutional Neural Net-
works are the most common deep learning approach for medical image anal-
ysis and retrieval [5], detection of cancer forms (such as those affecting breasts,
lungs, prostate, colon, liver, and brain) [20], renal biopsy [29], maxillofacial
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imagery [10,11,22], and many other application fields [8,12,13,27,28,30,31].
CNNs implemented in the work described in this paper are ResNet [18],
ResNeXt [35], ResNeSt [37] and EfficientNet [33].

Proposed in 2014 by He et al., ResNet is successful in introducing the Resid-
ual Block and its Skip Connection to solve the vanishing gradient problem [7],
resulting in the improvement of scaling up techniques to achieve better accuracy.

In 2016, Xie et al. proposed ResNeXt, a ResNet variant in which the building
blocks are split in parallel (introducing the cardinality dimension), and summed
together for the output.

The following year, SE-Net (Squeeze-and-Excitation Net) [19] improved the
representative power of the network thanks to its SE block, a mechanism that
allows the network to perform the recalibration of the features, in order to be
able to selectively emphasize the informative features and suppress the less useful
ones.

ResNeSt inherits the SE-block from Se-Net and the cardinality from ResNeXt
to introduce a model that integrates the channel-level attention strategy with
the multi-path network structure.

Finally, in 2019 EfficientNet achieved state-of-the-art accuracy on ImageNet
providing a new scaling up method that uniformly increases the dimensions of
depth, width, and resolution. EfficientNet is still one of the best performing
networks, challenged in the last period only by the boost of Vision Transformers
[14] even in the image classification task.

An in-depth description of how some of these models have been implemented
in an ensemble method is provided in Sect. 4.

Deep Learning in Skin Imaging. With the support of massive parallel archi-
tecture (Graphic Processing Unites, GPUs), deep learning techniques increased
their popularity and recently have been proposed also for dermoscopic image
analysis [6,36].

Esteva et al. studied pre-trained CNNs for skin cancer classification over a
dataset of 129 450 clinical images and compared the performance of those neural
networks to the accuracy of expert dermatologists. The results of this study
demonstrated an artificial intelligence capable of classifying skin cancer with a
level of competence comparable to dermatologists [15].

Mahbod et al. used a pre-trained AlexNet and VGG-16 architecture to
extract deep features from dermoscopic images for skin lesion classification.
The proposed architecture showed to achieve very good classification perfor-
mance, yielding an area under the receiver operating characteristic curve (AUC)
of 83.83% for melanoma classification and of 97.55% for seborrheic keratosis
classification [24].

The winners of the ISIC 2019 Skin Lesion Classification Challenge [4] pro-
posed an ensemble of multi-resolution models, in which EfficientNets prevail,
in order to perform the tasks of skin lesion classification using only-image and
image-and-metadata as input data, combined with extensive data augmentation
and loss balancing [16]. On the ISIC official test set their method is ranked first
for both tasks with an AUC score of 0.636 and 0.634 respectively.
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Fig. 1. Samples of the 2019 ISIC dataset training set. (a) Melanoma, (b) Melanocytic
Nevus, (c) Basal Cell Carcinoma, (d) Actinic Keratosis, (e) Benign Keratosis, (f) Der-
matofibroma, (g) Vascular Lesion, (h) Squamous Cell Carcinoma.

Table 1. Datasets description

ISIC2019 ISIC2020 ISIC2019 + ISIC2020

Training images 25 331 33 126 58 457

Melanoma images 4 509 581 5 090

Wei et al. suggested a lightweight skin cancer recognition model with feature
discrimination based on fine-grained classification principle. Compared to the
existing multi-CNN fusion method, the framework can achieve an approximate
(or even higher) model performance with a lower number of model parameters
end-to-end [34].

3 Dataset

Since 2016, ISIC hosts challenges to engage the computer science community to
improve dermatologic diagnostic accuracy through machine learning solutions.
In addition, ISIC periodically expands its ISIC Archive, an open source platform
with publicly available images of skin lesions. The dermoscopic images contained
in the archive are associated with clinical metadata, such as patient’s age and
sex, lesion’s anatomic site, diagnosis and the relative benign/malignant target,
and more. In the 2019 challenge the diagnosis feature corresponds to 9 ground-
truth category of the skin lesion (Fig. 1): Melanoma (MEL), Melanocytic Nevus
(NV), Benign Keratosis Lesion (BKL), Basal Cell Carcinoma (BCC), Actinic
Keratosis (AK), Squamous Cell Carcinoma (SCC), Vascular Lesion (VASC),
Dermatofibroma (DF) plus the unknown (UNK) class (without samples in the
training set), to which the images that cannot be classified in the other categories
belong.

The current most numerous datasets provided by ISIC are the ones associated
to the 2019 and 2020 challenges. As detailed in Table 1, both datasets are heavily
unbalanced with respect to the melanoma class, to which belong only the 8.78%
of samples. For the sake of completeness, the distribution of each skin lesion
category is reported in Table 2.

Since deep learning models perform better with large amount of data, the
experiments described in Sect. 5 use the concatenation of both 2019 and 2020
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Table 2. Classes distribution within the datasets

Label ISIC2019 ISIC2020 ISIC2019 + ISIC2020

NV 50.8% 15.7% 31.12%

MEL 17.8% 1.8% 8.78%

BCC 13% – 5.73%

BKL 10% 0.7% 4.89%

AK 3% – 1.49%

SCC 2.4% – 1.08%

VASC 1% – 0.44%

DF 0.9% – 0.41%

UNK – 81.9% 46.06%

training images as a single dataset. Three new datasets are created from the orig-
inal, each containing the images resized to 512× 512, 768× 768 and 1024× 1024
respectively. In this way it is possible to compare the performance of models
in classifying images starting from different resolutions. Moreover, during the
training step, images are pre-processed with a pipeline of Data Augmentation
techniques (it could be the Full pipeline or the Reduced pipeline), implemented to
reduce overfitting. The transformations in the pipelines are applied to the image
with a specific probability and they are chosen considering that dermoscopic
images present very high resolution, but low colour variability. For this reason,
the transforms mostly emphasize contrast and contours. All of these transforma-
tions have been performed through the augmentation functionalities of ECVL.
They have to be wrapped into a container, that can be a SequentialContainer
(i.e., all the augmentations in the container are performed sequentially) or a
OneOfContainer (i.e., only one of the augmentations in the container is per-
formed with a certain probability). Containers can be nested in order to apply
the needed set of augmentations.

Full Pipeline. It consists of a sequence of: Transpose, Vertical Flip, Mirroring,
Scale, Rotate and Resize, which are operators that do not alter the semantic
content; changing the Brightness and Contrast of the image randomly; Coarse
Dropout, which removes rectangular regions in the image; Normalize and finally
a blurring and a distorting transformations (Fig. 2).

Reduced Pipeline. It is a reduced version of the Full pipeline, consisting only
of Transpose, Vertical Flip, Mirroring and Normalize transformations.

3.1 Metadata

ISIC provides the metadata associated to each image. From those information, we
obtained our own set of metadata, some of which are related to the image itself,
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Fig. 2. Data Augmentations - Full pipeline. (a) Original, (b) Transpose, (c) Vertical
Flip, (d) Mirror, (e) Scale and Rotate, (f) Brightness and Contrast, (g) Coarse Dropout,
(h) Normalize, (i) Gaussian Blur, (j) Laplace Noise, (k) Optical distortion, (l) Grid
distortion, (m) Elastic transform

such as image name (i.e., the name of the image), filepath (i.e., path where the
image is stored), fold (i.e., fold index to which the image is assigned by the Cross
Validation Stratified 5-Fold strategy) and is ext (which is 1 if the image belongs
to the 2019 dataset, 0 otherwise). However, others are related to the patient
and its skin lesion, such as patient id, sex, age approx, anatom site (i.e., the
location of the lesion on the patient’s body), diagnosis (i.e., skin lesion category
or unknown), benign malignant (where benign stands for non-melanoma, while
malignant stands for melanoma), target (i.e., the corresponding binary numeric
value of the bening malignant feature).

Since the images originally belong to two different datasets, it is necessary
to map the values of the diagnosis feature from the 2020 to the 2019 diagnosis,
to maintain consistency between the labels and the metadata.

Feature Importance. Feature importance is a class of techniques that score
the features provided as input to a predictive model, based on how relevant
they are in predicting the target. In particular, the Gradient Boosting algorithm
shows that the age approx feature is the most significant in target prediction [38].
Afterwards, the features anatom site and sex.

For this reason, even models that classify images by integrating information
extrapolated from metadata are included in the ensemble described in Sect. 5.1.
For example, Table 3 shows that an image-and-metadata EfficientNet-b3 model
performs better than the same model receiving only dermoscopic images as input
data.
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Table 3. Image-only model VS image-and-metadata model

Model Target Resize Augm. Metadata AUC

EfficientNet-b3 9 512 Full False 0.9127

EfficientNet-b3 9 512 Full True 0.9340

Table 4. Multi-class VS binary target

Model Target Resize Augm. Metadata Accuracy

ResNet-152 9 256 Full True 93,7%

ResNet-152 2 256 Full True 92,9%

4 Classification Models

During the experimental phase, different Convolutional Neural Network models
proved to be effective solutions for the skin lesion images classification task:
ResNet-152, ResNest-101, ResNeXt-50, EfficientNet-b3, EfficientNet-b4, Effi-
cientNet-b5, EfficientNet-b6, EfficientNet-b7.

As in a typical image classification problem, each tested CNN model has
been loaded in EDDL pretrained on ImageNet and its last layer is replaced
so that the output dimension equals the target dimension. Experiments showed
better results when using diagnosis as target instead of benign malignant. Table 4
illustrates that ResNet-152 trained to predict 9 diagnoses achieved more effective
results than the same model trained on binary target. In fact, a CNN trained on
a binary target must become particularly efficient at distinguish melanoma from
all the others lesions. On the other hand, a CNN with a 9-dimensional output
layer is trained to learn all the skin lesion categories and their details, so that
the model can gather more information. In this case, to validate the performance
of the network trained with a 9-dimensional target we decided to measure its
accuracy on the validation set (described in Sect. 5) and to compare it with the
accuracy achieved with a binary target. In fact, the official ISIC2020 Challenge
metric (AUC) provided to measure only the model’s capability of classifying skin
lesions as melanoma or non-melanoma, i.e. with binary target.

The architecture of the model that processes images and metadata is com-
posed by a CNN that performs feature extraction from the dermoscopic images,
a Fully Connected Neural Network (FCNN) for clinical metadata processing and
a Fully Connected (Dense) layer followed by a Softmax layer, which takes both
the outputs of the CNN and of the FCNN in input to return the class distribu-
tion (Fig. 3). Specifically, the metadata-FCNN is composed of two blocks, each
containing a Dense layer followed by batch normalization and ReLU activation,
interspersed with a Dropout. Its 128-dimensional output is concatenated with
the CNN’s feature vector (which size depends on the number of output features
of the CNN’s last layer, excluding the prediction head), followed by the final
classification layer.
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Fig. 3. Architecture for image and metadata processing

5 Experimental Results

The dataset used for training and evaluating the proposed models includes
58 457 dermoscopic images, as the concatenation of the ISIC2019 and ISIC2020
datasets. Images are resized to different resolutions, ranging from 256 × 256 to
768 × 768.

The Cross Validation Stratified 5-Folds technique splits the training set into
5 smaller sets (i.e., 5 folds) according to three criteria: folds are created such that
they had the same class distribution as the entire dataset, images belonging to
the same patient are put into the same fold and the patient’s images count
distribution is balanced within the folds, i.e. some patients have as many as 115
images and some patients have as few as 2 images, so each fold has an equal
number of patients with 115 images, with 100, with 70, with 50, with 5, with 2,
etc. This makes validation more reliable. Then, each model is trained using k−1
folds as training data, with the aim of minimizing the Cross-Entropy loss, and it
is validated on the remaining part of the data computing the model’s accuracy.
The ADAM algorithm [23] is used to optimize the loss, and the learning rate is
set to 3 × 10−5.

As shown in Table 4, a model trained to predict a 9-dimensional target per-
forms better than the same model trained to predict a binary target. For this
reason, the diagnosis feature is used as label. All the models have been trained
for 18 epochs, which was sufficient to achieve satisfactory results.

Table 5 reports the comparison between the AUC score achieved by an
EfficientNet-b3 model which receives input data processed with the Full pipeline
and then with the Reduced Pipeline. As expected, performance improves if images
are transformed with the Full pipeline. Moreover, experiments have shown that
good diversity can be achieved by inserting models that process metadata into
the final ensemble.
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Table 5. Full VS reduced augmentation pipeline

Model Target Resize Augm. Metadata AUC

EfficientNet-b3 9 512 Full True 0.9340

EfficientNet-b3 9 512 Reduced True 0.9104

5.1 Compact Models Ensemble

Ensemble methods use multiple learning algorithms to obtain better predictive
performance than the one that could be obtained from any of the constituent
learning algorithms alone. In this paper, the final ensemble is a simple average
of the five more reliable models’ probability ranks. Specifically, for each model
predictions on the official ISIC2020 test set, the rank function is used to compute
numerical data ranks (1 through n, where n is equal to the test set size) based
on target probability predicted for each image. Equal probabilities are assigned
a rank that is the average of the ranks of those values and then the rank values
are expressed as a percentage. Finally, ensemble method consists in computing
the new target value for each test sample as the average of the models ranks
associated to the sample.

Each of the five multi-class classifiers employed in the ensemble is evalu-
ated considering the melanoma class vs. the rest. Since the ground truth of the
ISIC2020 test set has not yet been released, the only metric available is the AUC,
provided by the challenge once the predictions have been submitted. Table 6
shows the configuration of the models ensemble that achieved our best AUC
score. On the ISIC 2020 Skin Lesion Classification Challenge Leaderboard [4],
our ensemble ranked fourth with a more compact models ensemble compared to
the top three and with a difference of only 0.0013 from the AUC score of the
winning proposal (Table 7).

The winning strategy [17] differs in the choice of augmentations techniques
and hyperparameters and it is important to underscore that it consists of an
ensemble of 18 models unlike ours which has only 5.

Instead, the second-place-winner [1] built an ensemble of 15 image-only-
models, in which EfficientNets prevail, trained with 3-dimensional target:
melanoma, nevus and other classes.

Finally, the third-place-winner [2] built an ensemble of 8 image-and-metadata
models, in which EfficientNets prevail.

Table 6. Compact models ensemble

Model Resize Augm. Pipeline Metadata AUC

Eff-b3 512 Full True 0.9340

Eff-b4 448 Full False 0.9333

Eff-b5 768 Full True 0.9337

Eff-b5 384 Full False 0.9317

ResNet-152 256 Reduced False 0.9281

Ensemble 0.9477
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Table 7. ISIC 2020 leaderboard

Team # Models in ensemble AUC

1 All Data are Ext 18 0.9490

2 Aloe 15 0.948

3 Deloitte Analytics Spain 8 0.9484

4 Ours 5 0.9477

6 Conclusions

This paper introduces an effective method to solve the dermoscopic images clas-
sification task. The proposed solution takes advantages of the larger number
of training images obtained from the union of the ISIC2019 and the ISIC2020
archives. In addition, replacing the last layer of the models with a 9-dimensional
layer to use the diagnosis attribute as target has proven to be a successful app-
roach. Finally, the ensemble of different Convolutional Neural Network models,
with and without metadata, further increases the AUC of the classification.
These experiments led to a final compact ensemble that achieved a very satis-
factory AUC score on the test set with a relatively low computational effort,
compared to the competitors.

Future research directions will hence include an investigation to find a reliable
solution that can assist dermatologists in their diagnosis.
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