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Series Editor’s Foreword

Earth’s climate varies even without human influence, but the acceleration in the
changing pattern with cause and effect by/to the civilisation is a matter of concern to
scientists. These patterns are lessons to understand future trends and ways and means
for mitigation. The extreme weather events in almost every region of the globe
involving excessive loss of human life and property are causing anxiety in society
and posing challenges before scientists and planners. Cyclical variations in the
Earth’s climate occur at multiple timescales, from years to decades, centuries, and
millennia. Cycles at each scale are caused by a variety of physical mechanisms. In
the last 65 Ma only, there have been several cycles of glacial advances and retreat,
with the abrupt end of the last ice age about 11,700 years ago marking the beginning
of the modern climate era and human civilization. A multidisciplinary approach in
studying the Earth’s changing climate will provide a holistic view and guide us in
future planning and programming.

In order to discuss these issues, an Expert Talk and Group Discussion followed by
multi-domain international virtual conference was organised (13 October and15–
17 October, 2020), wherein recent researches on palaeo-climatic changes and
disasters, Quaternary climate variations and climate cycles, extreme weather events
and meteorological studies, natural atmospheric climate forcing, ocean warming,
coastal ecosystem, and disaster mitigation planning and management will be
presented and the scope of mutual research cooperation in future will be discussed.
COVID-19’s impact on the environment and future strategies to retain a positive
impact on the environment by sustainable development were presented. The out-
come of this brainstorming is presented in this volume.

Our sincere acknowledgement to Prof. Dame Jane Francis, Director, British
Antarctic Survey; Prof. Kim Holmén, International Director, Norwegian Polar
Institute; Prof. A. Singhvi, Physical Research Laboratory; Sri Surya Sethi, Former
Principal Adviser (Power & Energy), Plg. Com. & UNFCCC Negotiator; Sri Mukul
Sanwal, Retd. IAS, Formerly with UNEP & UNFCCC Negotiator; Prof. R. Srikanth,
NIAS, Bangalore; Dr. J R Bhat, Adviser, MoEF& CC; Dr. Akhilesh Gupta, Adviser,
DST; Dr. R. Krishnan, IITM, Pune; Dr. Ajay Mathur, Director General, TERI;
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vi Series Editor’s Foreword

Dr. Satish Shenoy, Former Director, INCOIS, Hyderabad; Dr. M. Ravichandran,
Director, NCPOR, Goa; Prof. Ravi Shankar Nanjundiah, Director, IITM, Pune;
Dr. M V Ramana Murthy, Director, NCCR; Prof. Anil Kulkarni, IISc, Bangalore;
Prof. Chandra Venkataraman, IIT Bombay, for taking part in Pre-conference Expert
Talks and International Group Discussions. Special thanks to Dr. Vandana Prasad,
Director, BSIP, Lucknow, for all-round support in the virtual organisation of the
conference. I also sincerely thank all the editors and contributors of this volume for
bringing out this valuable scientific information and research.

The Society of Earth Scientists
Lucknow, India

Satish C. Tripathi
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Floral Diversity and Climate Change
in the Siwalik Succession

Harshita Bhatia, Gaurav Srivastava, R. C. Mehrotra,
and Khum N. Paudayal

Abstract Siwalik sediments were deposited during the Himalayan orogeny in the
Himalayan Foreland Basin. They were deposited in a coarsening upward succession
to form the Siwalik Group which is further classified into Lower, Middle and Upper
Siwalik. These sediments archive abundant plant fossils in the form of wood, leaves,
flowers, fruits, seeds and pollen throughout the succession. These fossils have been
used to understand the depositional environment of the Siwalik basin. In the Siwalik
succession, the vegetation reconstruction indicates an increasing trend of deciduous
forest taxa over the evergreen ones due to increased seasonality in rainfall and
temperature. The quantitative estimation of climate based on plant megafossils
indicates a monsoonal climate, particularly South Asia Monsoon, since the Lower
Siwalik.

Keywords Plant fossils · Climate · Miocene · Neogene

1 Introduction

Siwalik has been fascinating for all the geoscientists because its sediments were
derived from the Himalayan orogeny. The uplift of the Himalaya had a direct and
indirect impact on the regional as well as global climate. The shaping of modern
monsoon system and vegetation shift in south Asia are directly linked with the uplift
history of the Himalaya (Ding et al. 2017; Srivastava et al. 2018c; Bhatia et al. 2021).
Globally, the monsoonal climate is confined to low latitudes, except for a few places,
and is a planetary phenomenon which occurs due to seasonal migration of the
Intertropical Convergence Zone (ITCZ). The movement of ITCZ depends on the
seasonal migration of insolation and is mainly modified by the land-ocean

H. Bhatia · G. Srivastava (*) · R. C. Mehrotra
Birbal Sahni Institute of Palaeosciences, Lucknow, India
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Central Department of Geology, Tribhuvan University, Kirtipur, Kathmandu, Nepal
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configuration and topography of the specific region (Wang et al. 2017). Based on the
regional characteristic of ITCZ, the monsoonal areas are classified into eight
domains, namely South Asia Monsoon (SAM), Western North Pacific Monsoon
(WNPM), East Asian Monsoon (EAM), Indonesian-Australian Monsoon (I-Am),
North American Monsoon (NAmM), South American Monsoon (SAmM), North
African Monsoon (NAfM) and South African Monsoon (SAfM) (Yim et al. 2014;
Wang et al. 2017) (Fig. 1). The monsoon is characterised by seasonal reversal of
surface wind, often associated with rainy summer and dry winter seasons (Wang
et al. 2017). The Asian monsoon system (AMS) collectively consisting of three
domains, namely SAM, EAM and WNPM, is the largest and strongest monsoon
system on the earth. In AMS, SAM and EAM are continental monsoons, while
WNPM is oceanic in nature (Wang et al. 2017). The circulation pattern of SAM is
characterised by annual reversal of both zonal and cross equatorial wind, while EAM
is delineated by annual reversal of meridional wind (Wang et al. 2017). The high
orography in Asia such as Tibetan Plateau (TP) and Himalaya has a direct impact on
the modern AMS (Molnar et al. 2010; Borah et al. 2020). The Himalaya acts as a
mechanical barrier to insulate the warm moist air from extra tropical cool dry air,
while the TP acts as an elevated “heat pump” in building the low pressure in warm
season (Molnar et al. 2010). Recent climate modelling study suggests that
non-elevated topography of northern India is important in generating characteristic
SAM circulation (Molnar et al. 2010; Boos and Kuang 2013; Acosta and Huber
2020).
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Fig. 1 Worldmap showing different monsoon domains namely North America Monsoon
(NAmM), South America Monsoon (SAmM), North Africa Monsoon (NAfM), South Africa
Monsoon (SAfM), South Asia Monsoon (SAM), East Asia Monsoon (EAM), Western North
Pacific Monsoon (WNPM) and Indonesia-Australia Monsoon (I-AM) (after Wang et al. 2017)

The biotic and abiotic proxy records from both continental and marine sediments
indicate that the intensification of SAM is linked to the uplift of the Himalaya at
~8 Ma (Quade et al. 1989; Prell et al. 1992; Dettman et al. 2001; Zhisheng et al.
2001; Barry et al. 2002; Guo et al. 2002; Clift et al. 2008; Betzler et al. 2016;



Srivastava et al. 2018c; Bhatia et al. 2021) and tectonic setting of Indian Ocean
gateway to the Mediterranean Sea (Bialik et al. 2019). The carbon and oxygen
isotope data unearthed from the Siwalik sediments of western Himalaya reveal that
vegetation shift from C3 to C4 occurred due to intensification of SAM which is
linked to the uplift of the Himalaya during the late Miocene (Sanyal et al. 2004,
2010; Singh et al. 2011). However, recent isotopic and plant fossil records derived
from the Siwalik reveal that winter rainfall, brought by the westerlies, also plays an
important role in vegetation shift during the late Miocene (Vögeli et al. 2017;
Srivastava et al. 2018c). The Himalayan Foreland Basin (HFB) was formed due to
the uplift of the Himalaya which caused the deposition of fluvial muds, silts, sands,
and gravels between the Lesser Himalaya in the north and the Gangetic Plains in the
south, achieving a thickness of ~6 km. These sediments were deposited in the HFB
in a coarsening upward succession since the middle Miocene to form the Siwalik
Group extending all along the Himalaya from Sindh of Pakistan in the west to
Arunachal Pradesh in the east (Fig. 2). Based on the sediment size, the Siwalik
Group is further sub-divided into three sub-groups: mudstone dominated Lower,
sandstone dominated Middle and conglomerate in the Upper Siwalik (Pilgrim 1910).
The magnetostratigraphy of the Siwalik basin from different regions constrains the
boundaries of the Lower, Middle and Upper Siwalik succession to be 18.3, 11, 5.3,
and 0.22 Ma, respectively (Johnson et al. 1982, 1983; Tandon et al. 1984; Ranga
Rao et al. 1988; Appel et al. 1991; Ranga Rao 1993; Gautam and Appel 1994;
Sangode et al. 1996; Gautam and Fujiwara 1999; Chirouze et al. 2012).
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Fig. 2 Physiographic map of northern India showing fossil localities of Siwalik; (1) Bameal,
Jammu and Kashmir; (2) Gandla, Jammu and Kashmir; (3) Ambala, Haryana; (4) Saharanpur, Uttar
Pradesh; (5) Kalagarh, Uttar Pradesh; (6) Kathgodam, Uttarakhand; (7) Tanakpur, Uttarakhand;
(8) Koilabas, Nepal; (9, 10) Surai Khola, Nepal; (11) Darjeeling, West Bengal; (12–15)
Bhalukpong, Arunachal Pradesh; (16) Nirjuli, Arunachal Pradesh; (17) Kimin, Arunachal Pradesh;
(18) Likabali, Arunachal Pradesh

In this communication, we synthesize the megafossil data excavated from the
different sectors of the Siwalik (Fig. 2) to understand the relationship between
climate change and vegetation shift caused due to the uplift of the Himalaya.
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2 Siwalik Flora

The plant megafossils are archived all along the Siwalik sediments in the form of
seeds, fruits, leaves, and wood. These fossils have been reported from the Lower,
Middle and Upper Siwalik of India, Nepal and Bhutan (Fig. 2). In India, these fossils
have been reported from Jammu and Kashmir, Himachal Pradesh, Uttarakhand,
Uttar Pradesh, West Bengal and Arunachal Pradesh. The plant megaremains
reported from the Siwalik sediments are as follows:

2.1 Lower Siwalik Flora

The Lower Siwalik flora is mainly reported from Himachal Pradesh, Uttarakhand,
Uttar Pradesh, West Bengal and Arunachal Pradesh of India and Surai Khola of
Nepal (Fig. 2). The most important nearest living relatives of the plant
megafossils are: Marantochloa Brongn. ex Gris of the Marantaceae, Cyclosorus
Link of the Thelypteridaceae, Caryota L. of the Arecaceae, Bambusa Schreb. of the
Poaceae, Smilax L. of the Smilacaceae, Gynocardia R. Br. andHydnocarpus Gaertn.
of the Achariaceae, Bouea Meisn., Dracontomelon Bl., Mangifera L., Nothopegia
Bl., Swintonia Griff. and Tapiria of the Anacardiaceae, Cananga Hook. f. & Thom-
son, Fissistigma Griff., Goniothalamus Hook. f. & Thomson, Miliusa Lesch. ex
A. DC., Mitrephora Hook. f. & Thomson, Polyalthia Bl., and Uvaria L. of the
Annonaceae, Calophyllum L. and Kayea Wall. of the Calophyllaceae, Garcinia L.,
and Mesua L. of the Clusiaceae, Combretum Loefl., Getonia Roxb. and Terminalia
L. of the Combretaceae, Mastixia Bl. of the Cornaceae, Dipterocarpus Gaertn.,
Hopea Roxb., and Shorea Roxb. ex Gaertn. of the Dipterocarpaceae, Dillenia
L. of the Dilleniaceae, Diospyros L. of the Ebenaceae, Glochidion Forst. & Forst.,
Homonoia Lour., and Mallotus Lour, of the Euphorbiaceae, Acacia Mill., Albizzia
Durazz., Bauhinia Plum. ex L., Caesalpinia Plum. ex L., Cassia L., Cynometra L.,
Dalbergia L. f.,Derris Lour.,Dialium L., EntadaAdans,Ormosia Jacks., Pongamia
Adans., Millettia Wight & Arn., Mucuna Adans., and Samanea Merrs. of the
Fabaceae, Actinodaphne Nees, Cinnamomum Schaeff., Litsea Lam., Machilus
Nees, and Persea Mill. of the Lauraceae, Lagerstroemia L. and Woodfordia Salisb.
of the Lythraceae, Grewia L., Pterospermum Schreb., and Sterculia L. of the
Malvaceae, Memecylon L. of the Melastomataceae, Chukrasia A. Juss., Dysoxylum
Bl., Toona Roem. and Trichilia Browne of the Meliaceae, Artocarpus Forst. & Forst.
and Ficus Tourn. ex L. of the Moraceae, Syzygium Gaertn. of the Myrtaceae,
Bridelia and Phyllanthus L. of the Phyllanthaceae, Gardenia Ellis and Morinda
L. of the Rubiaceae, BerchemiaNeck. ex DC. and ZiziphusMill. of the Rhamnaceae,
Canthium Lam., Morinda L., Nauclea L., and Randia L. of the Rubiaceae, Evodia
Gaertn. andMurraya Koenig ex L. of the Rutaceae, Filicium Thwaites ex Bength. &
Hk., Nephelium L., Paranephelium Miq. and Xerospermum Bl. of the Sapindaceae,
and Sarcosperma Hk. f. of the Sapotaceae (Prasad and Prakash 1984; Prasad
1990a, b, 1994c, d, e, 2006; Prasad et al. 1997, 1999, 2004; Tripathi et al. 2002;
Prasad and Dwivedi 2008) (Fig. 3).
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Fig. 3 Representative fossil taxa from the Lower Siwalik sediments. (1) Cananga tertiara Prasad
(2) Combretum sahnii Antal & Awasthi (3) Polyalthium palaeosimiarum Awasthi & Prasad
(4) Cleistanthus suraikholaensis Prasad & Awasthi (5) Nephelium palaeoglabrum Prasad
(6) Shorea neoassamica Prasad (7) Gaertnera siwalica Prasad (8) Nothopegia eutravancoria
Antal & Awasthi (9) Filicium koilabasensis Prasad et al. (10) Cynometra siwalika Awasthi &
Prasad (11)Millettia chriensis Prasad &Awasthi (12) Terminalia koilabasensis Prasad (13) Albizzia
microfolia Prasad & Awasthi (All scale bars are of 1 cm, unless specified)
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2.2 Middle Siwalik Flora

The Middle Siwalik flora is known from Jammu and Kashmir, Himachal Pradesh,
Uttarakhand, West Bengal and Arunachal Pradesh of India, and Surai Khola of
Nepal and Bhutan (Fig. 2). The most important and common nearest living relatives
of the plant megaremains are: Gynocardia R. Br., Hydnocarpus Gaertn. of the
Achariaceae, Buchanania Spreng., Mangifera L., Sorindeia Thouars of the
Anacardiaceae, Artabotrys R. Br., Fissistigma Griff., Meiogyne Miq., Pseuduvaria
Miq., and Uvaria L. of the Annonaceae, Cerbera L., Chonemorpha Don of the
Apocynaceae, Bombax L. of the Bombaceae, Calophyllum L. of the Calophyllaceae,
Kokoona Thwaites and Lophopetalum Wight ex Arn. of the Celastraceae, Garcinia
L. of the Clusiaceae, Terminalia L. of the Combretaceae, Dipterocarpus Gaertn.,
Hopea Roxb., Shorea Roxb. ex Gaertn, and Vatica L. of the Dipterocarpaceae,
Diospyros L. of the Ebenaceae, Homonoya, and Mallotus Lour. of the
Euphorbiaceae, Afzelia Sm., Albizia Durazz., Bauhinia Plum. ex L., Callerya
Endl., Cassia L., Cynometra L., Dalbergia L. f., Intsia Thouars, Millettia Wight &
Arn., Ormosia Jacks., Pongamia Adans, Sindora Miq., and Spatholobus Hassk. of
the Fabaceae, Premna L. of the Lamiaceae, Beilschmiedia Nees, Lindera Adans.,
Litsea Lam., Machilus Nees and Persea Mill. of the Lauraceae, Duabanga Buch.
-Ham. and Lagerstroemia L. of the Lythraceae, Sterculia L. of the Malvaceae,
Chukrasia Juss., Dysoxylum Bl. of the Meliaceae, Artocarpus Forst. & Forst.,
Ficus Tourn. ex L. of the Moraceae, Syzygium Gaertn. of the Myrtaceae,
Chionanthus L. of the Oleaceae, Bischofia Bl. and Glochidion Forst. & Forst. and
Phyllanthus L. of the Phyllanthaceae, Myrsine L. of the Primulaceae, Rhamnus L.,
Ventilago Gaertn. and ZiziphusMill. of the Rhamnaceae, Gardenia Ellis,Mitragyna
Korth., Neolamarckia Bosser and Randia L. of the Rubiaceae, Geijera Schott,
Murraya Koenig ex L. and Zanthoxylum L. of the Rutaceae, Sabia Colebr. of the
Sabiaceae, Cupania L., Filicium Thwaites and Paranephelium Miq. of the
Sapindaceae, and Vitis L. of the Vitaceae (Prasad 1994a, b, 2010; Mehrotra et al.
1999, 2004; Khan and Bera 2012, 2014a, b, 2017; Prasad et al. 2013, 2015, 2017;
Khan et al. 2019; Srivastava et al. 2018c) (Fig. 4).

2.3 Upper Siwalik Flora

The plant megafossils have been reported mainly from Arunachal Pradesh. Their
NLRs are Cyathea Smith of the Cyatheaceae, Bambusa Schreb. of the Poaceae,
Gynocardia R.Br. of the Achariaceae, Polyalthia Bl. of the Annonaceae, Mangifera
L. of the Anacardiaceae, Chonemorpha Don of the Apocynaceae, Canarium L. of
the Burseraceae, Calophyllum L. and Kayea Wall. of the Calophyllaceae,
Combretum Loefl. and Terminalia L. of the Combretaceae, Mastixia Bl. of the
Cornaceae, Dipterocarpus Gaertn. and Shorea Roxb. ex Gaertn. of the
Dipterocarpaceae, Elaeocarpus Burm. ex L. of the Elaeocarpaceae, Croton L. and



Floral Diversity and Climate Change in the Siwalik Succession 7

Fig. 4 Representative fossil taxa from the Middle Siwalik sediments. (1) Vitis siwalicus Prasad
et al. (2) Buchanania palaeosessifolia Prasad et al. (3) Lophopetalumoxylon indicumMehrotra et al.
(4) Swintonia palaeoschwenckii Prasad & Awasthi (5) Hopea siwalika Antal & Awasthi
(6) Bambusium arunachalense Srivastava & Mehrotra (7) Entada palaeoscandens Awasthi &



Macaranga Thouars of the Euphorbiaceae, Cynometra L., Dalbergia L. f., Millettia
Wight & Arn. and Pongamia Adans of the Fabaceae, Quercus L. of the Fagaceae,
Actinodaphne Nees, Lindera Thunb. and Litsea Lam. of the Lauraceae,
Lagerstroemia L. of the Lythraceae, Dysoxylum Bl. of the Meliaceae, Knema Lour
of the Myristicaceae, and Berchemia Neck. ex DC. of the Rhamnaceae (Joshi et al.
2003a, b; Bera et al. 2004, 2014; Joshi and Mehrotra 2007; Bera and Khan 2009;
Khan et al. 2011, 2014a, b, 2015, 2016, 2017a, b; Khan and Bera 2014b, 2016;
Srivastava et al. 2018a, b) (Fig. 5).
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3 Siwalik Climate

The Siwalik climate has been reconstructed using plant megaremains reported from
different sectors (Fig. 2). The qualitative palaeoclimate reconstruction is based on
the floristic assemblages, while the quantitative data is based on the methodologies
such as Coexistence Approach (CA) (Utescher et al. 2014) and CLAMP (climate leaf
analysis multivariate program) Analysis (Spicer et al. 2020).

The CA is based on the Nearest Living Relative (NLR) approach and can be
applied to any fossil assemblage which includes leaves, fruits, wood, seeds and
pollen (Utescher et al. 2014). The CA relies on the fact that the plant fossils have
close affinity with their modern analogs and use the same climatic requirements of
their NLRs to reconstruct the past climate. The CA is robust in the reconstruction of
Neogene and Quaternary climates where in majority of the cases no significant
change in climatic requirements of any taxon is expected (MacGinitie 1941; Hickey
1977; Chaloner and Creber 1990; Mosbrugger 1999; Utescher et al. 2014). The CA
can robustly reconstruct seven climate variables such as MAT (mean annual tem-
perature), CMMT (cold month mean temperature), WMMT (warm month mean
temperature), MAP (mean annual precipitation), MPwet (mean precipitation during
the wettest season), MPdry (mean precipitation during the driest season) and
MPwarm (mean precipitation during the warm season). In contrast to the CA, the
CLAMP analysis trusts on the relationship between leaf morphological traits and
their prevailing climatic conditions. The CLAMP utilises morphological/physiog-
nomy traits of the woody dicot leaves for paleoclimate reconstruction, which are
ecologically specialised to adapt in all the seasons to perform maximum photosyn-
thesis with minimum loss of water in the from transpiration (Givnish 1984). The
CLAMP can reconstruct climate up to 100 Ma and their results have been validated
by the oxygen isotopes (Spicer et al. 2003, 2020). It can robustly reconstruct MAT,
CMMT, WMT, LGS (length of the growing season), GSP (growing season precip-
itation), MMGSP (mean monthly growing season precipitation), 3-WET

Fig. 4 (continued) Prasad (8) Pongamia kathgodamensis Prasad (9) Sabia eopaniculata Prasad (All
scale bars are of 1 cm, unless specified)



(precipitation during the three wettest months), 3-DRY (precipitation during the
three driest months), RH (relative humidity), SH (specific humidity), Enthalpy,
minTempW_1 (minimum temperature of the warmest month), maxTempC_1 (max-
imum temperature of the coldest month), VPD.ann (mean annual vapour pressure
deficit), VPD.Sum (mean summer vapour pressure deficit), VPD.Win (mean winter
vapour pressure deficit), VPD.Spr (mean spring vapour pressure deficit), VPD.Aut
(mean autumn vapour pressure deficit), annual PET (potential evapotranspiration),
PETWarm_1 (mean month PET of the warmest quarter), PETCold_1 (mean monthly

Floral Diversity and Climate Change in the Siwalik Succession 9

Fig. 5 Representative fossil taxa from the Upper Siwalik sediments. (1) Ebenoxylon siwalicus
Prakash (2) Polyalthioxylon arunachalensis Srivastava, Mehrotra & Srikarni (3) Calophyllum
cuddalorense Lakhanpal &Awasthi (4)Kayeoxylon assamicumChowdhary & Tandon (5)Bauhinia
nepalensis Awasthi & Prasad (6) Breynia prerhamnoides Awasthi & Prasad (7) Diospyros miokaki
Hu & Chang (All scale bars are of 1 cm, unless specified)



�

PET of the coldest quarter), growing D0_div1000 (growing degree days above 0 �C)
and growing D5 � 10�3 (growing degree days above 5 �C) (Spicer et al. 2020;
Bhatia et al. 2021).
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The CA has been used for the reconstruction of Lower and Middle Siwalik
climate of Surai Khola, Nepal (Srivastava et al. 2018c) and Upper Siwalik climate
of Arunachal Pradesh, India (Srivastava et al. 2021), while CLAMP has been used
for the reconstruction of Lower and Middle Siwalik of Darjeeling and Arunachal
Pradesh of India, and Surai Khola of Nepal and Bhutan (Khan et al. 2014a, b, 2019;
Bhatia et al. 2021). The Lower and Middle Siwalik climate reconstruction of Surai
Khola using CA indicates a MAT of 23.2 � 2 �C and 26.5 � 0.5 �C, CMMT of
22.45 � 1.85 �C and 24.5 � 0.2 �C, WMMT of 27.8� 0.3 �C and 27.25� 0.55 �C,
MAP 2308.5 � 560.5 mm and 2871.5 � 279.5 mm, MPwet of 314 � 0.5 mm and
277 � 52 mm, MPdry of 90.5 � 44.5 mm and 33.5 � 25.5 mm, MPwarm of
174.5 � 46.5 mm and 213.5 � 7.5 mm, respectively (Table 1) (Srivastava et al.
2018c). The CLAMP analysis on the Lower and Middle Siwalik sediments of Surai
Khola section indicates a MAT of 22.2 � 2.3 �C and 24.7 � 2.3 �C, CMMT of
14.7 � 3.5 �C and 19 � 3.5 �C, WMMT of 28.3 � 3 �C and 28.5 � 3 �C, GSP of
2130 � 640 mm and 2320 � 640 mm, 3-WET of 1050 � 400 mm and
1210 � 400 mm, 3-DRY of 160 � 98 mm and 170 � 98 mm, SH of
12.3 � 1.7 g/kg and 15 � 1.7 g/kg, and Enthalpy of 3430 � 80 kJ/kg and
3550 80 kJ/kg, respectively (Table 1) (Bhatia et al. 2021).

The CLAMP analysis has been used to reconstruct the climate of Lower, Middle
and Upper Siwalik of Arunachal Pradesh (Khan et al. 2014a, b). The Lower, Middle
and Upper Siwalik climate indicates a MAT of 25.3 � 2.8 �C, 23.6 � 2.8 �C and
25.4 � 2.8 �C, CMMT of 21.3 � 4 �C, 16.9 � 4 �C and 20.8 � 4 �C, WMMT of
27.8 � 3.4 �C, 28.1 � 3.4 �C and 28 � 3.4 �C, MAP of 1741.3 � 916.2 mm,
1981.2 � 916.2 mm and 1898.6 � 916.2 mm, MPwet of 961.5 � 528 mm,
994.1 � 528 mm and 1016.4 � 528 mm, MPdry of 73.4 � 115 mm,
137.8 � 115 mm and 89.7 � 115 mm, SH of 14.9 � 2.1 g/kg, 14 � 2.1 g/kg and
14.9 � 2.1 g/kg, and Enthalpy of 355.8 � 10.3 kJ/kg, 351.3 � 10.3 kJ/kg and
356.1 � 10.3 kJ/kg, respectively (Table 1). Moreover, the CA supports the above
data and indicates a warm climate with plenty of rainfall during the deposition of the
Upper Siwalik sediments of Arunachal Pradesh (Srivastava et al. 2021) (Table 1).

4 Discussion

4.1 Changing Pattern in the Siwalik Flora

The NLRs of the plant megafossils from the Siwalik sediments indicate the existence
of tropical forest all along the HFB. The majority of taxa in these forests were
evergreen, such as Aglaia, Albizia, Anisoptera, Bauhinia, Calophyllum, Cassia,
Cinnamomum, Cynometra, Dialium, Diospyros, Dipterocarpus, Dracontomelum,
Duabanga, Dysoxylum, Gluta, Hopea, Koompassia, Litsea, Mallotus, Mangifera,
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Ormosia, Phoebe, Polyalthia, Pongamia, Shorea, Sindora, Sterculia, Swintonia and
Syzygium, etc. Some of these evergreen taxa such as Anisoptera, Dipterocarpus,
Gluta, Hopea, Koompassia, Sindora, and Swintonia are important constituent of
evergreen forests of Southeast Asia. It is interesting to note that megafloral assem-
blage from the Siwalik bears predominantly angiosperms followed by pteridophytes.
There is only one gymnosperm genus Pinuswith poorly preserved winged seed from
the Lower Siwalik of Arunachal Pradesh (Khan and Bera 2017). However, palyno-
logical assemblages represent a sizable number of gymnosperms such as AbiesMill.,
Cedrus Trew, Picea Mill., Pinus L., Podocarpus L’Hér ex Pers., and Tsuga, along
with several temperate angiosperms like Alnus Mill., Betula L., Carya Nutt. and
Juglans L., etc. (Banerjee 1968; Lukose 1968; Nandi 1972, 1975; Mathur 1974;
Saxena and Singh 1980, 1982a, b; Singh and Saxena 1980, 1981; Saxena et al. 1984;
Singh and Sarkar 1984; Saxena and Bhattacharyya 1987) indicating that since the
middle Miocene Himalaya attained a height which supported the growth of
sub-tropical to temperate taxa.
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A complete and uninterrupted sequence of Lower, Middle and basal part of the
Upper Siwalik is exposed in Surai Khola of Nepal. The plant megafossils reported
from there indicates a gradual change in the floristic composition that is linked to
changing climatic conditions (Awasthi and Prasad 1990; Srivastava et al. 2018c).
The Lower Siwalik (~13–11 Ma) megafossil assemblages dominantly represent wet
evergreen taxa over the moist deciduous ones, along with the littoral and swampy
taxa (Awasthi and Prasad 1990; Srivastava et al. 2018c). However, the Middle
Siwalik (9.5–6.8 Ma) floristic assemblage shows a significant increase in moist
deciduous taxa over the evergreen ones, with the complete absence of littoral and
swampy taxa. The NLRs of Surai Khola assemblage suggest that the flora of Middle
Siwalik was more diverse than that of the Lower Siwalik (Fig. 3) (Awasthi and
Prasad 1990; Srivastava et al. 2018c).

4.2 Changing Pattern in the Siwalik Climate
and the Establishment of Modern Monsoon

The CA and CLAMP have been used for the quantitative reconstruction of the
palaeoclimate of Lower, Middle and Upper Siwalik of eastern and central Himalayan
regions (Khan et al. 2014a; Srivastava et al. 2018c, 2021; Bhatia et al. 2021). The
reconstructed climate data of both the regions indicates that the Siwalik sediments
were deposited in a warm (tropical to sub-tropical) climate having plenty of rainfall
(Table 1). The seasonality in temperature was less pronounced (Table 1). Further
observations on the reconstructed data reveals that there was a decreasing trend in
CMMT in the eastern Himalaya in contrast to the central Himalaya where an
increasing trend existed (Table 1). Moreover, the MAP in both the regions showed
an increasing trend from the Lower to Upper Siwalik. As far as the rainfall season-
ality is concerned, it was present throughout the Siwalik in both eastern and central



Himalaya (Table 1). Both CA and CLAMP analysis indicates that a prominent wet
summer and dry winter was present there.
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In general, the monsoon can be defined as the seasonal reversal of surface wind,
often associated with a prominent rainy summer and dry winter season (Webster
1987; Wang et al. 2017). A ratio of summer monsoon season (June–September/
JJAS) rainfall and winter dry season (December–February/DJF) rainfall greater than
5:1 suggests a monsoon type of climate (Lau and Yang 1997; Zhang and Wang
2008) and has often been used in the estimation of deep time monsoon (Srivastava
et al. 2012, 2018a, b; Khan et al. 2014a; Shukla et al. 2014; Ding et al. 2017). The
reconstructed climate data from both the methodologies reveals that this ratio is
greater than five in both eastern and central Siwalik regions (Table 1). This suggests
that the Siwalik vegetation had enjoyed a monsoonal type of climate having a
characteristic wet summer and dry winter season.

The prediction of monsoonal climate based on the ratio of wet summer and dry
winter seasons does not always provide the exact picture about the monsoonal
climate (Bhatia et al. 2021) as the areas having equable rainfall throughout the
year can give low ratio of wet summer and dry winter seasons, despite having
monsoonal type of climate (Khan et al. 2014a). To avoid such ambiguity in the
estimation of monsoonal climate leaf physiognomy plays an important role in
decoding the deep time monsoonal climate (Yang et al. 2015; Spicer et al. 2016,
2017). The leaves of woody dicot plants are directly exposed to their prevailing
climate and are thus strategically tuned to perform maximum photosynthesis with
minimum loss from the transpiration, respiration and structural investments. There-
fore, these dicot leaves have structural adaptation in monsoonal and non-monsoonal
climates. The CLAMP has ability to decode these adaptations in modern and fossil
dicot leaves (Yang et al. 2015; Spicer et al. 2016, 2017). Recently, Bhatia et al.
(2021) have used CLAMP methodology to decode the monsoonal behaviour of
Lower and Middle Siwalik leaves unearthed from Surai Khola of Nepal. They have
suggested that fossil leaves recovered from the Bankas (Lower Siwalik) and Chor
Khola (Middle Siwalik) formations of Surai Khola have similar adaptations as seen
in the modern vegetation sites mainly influenced by the SAM (Fig. 6). This suggests
that modern SAM or something very similar to that, was already well established
during the late middle Miocene (~13–11 Ma). The climate modelling studies have
suggested that high topography of Himalaya and Tibetan Plateau had major influ-
ence in shaping the modern (Boos and Kuang 2010; Zhang et al. 2018) and ancient
(Farnsworth et al. 2019) AMS. Acosta and Huber (2020) have also suggested the
role of Asian orography in shaping the modern AMS. In Asia, Spicer et al. (2016,
2017) on the basis of fossil leaf morphology have suggested the prevalence of I–Am
during the Paleogene in the absence or low elevation of Asian orography. The
aforesaid discussion indicates that characteristic modern AMS was mainly shaped
by the high orography in Asia.
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Early Paleogene Megaflora
of the Palaeoequatorial Climate: A Case
Study from the Gurha Lignite Mine
of Rajasthan, Western India

Kajal Chandra, Anumeha Shukla, and R. C. Mehrotra

Abstract The early Paleogene was a crucial time for the diversification of the
Indian flora, as palaeogeographically the Indian subcontinent was situated near the
equator (�10�N), and was moving northwards towards Eurasia. In this chapter we
mainly focus on the Gurha lignite mine as it is very rich in plant remains. It is
situated ~47 km WSW of Bikaner in western Rajasthan. The plant fossils of this
mine are late Paleocene-early Eocene in age and show similarities with the evergreen
taxa largely constituents of tropical wet evergreen forests of the Western Ghats
(south India) and experience a high annual precipitation. Further, the presence of
legumes and a few drier elements is indicative of monsoon driven seasonality in and
around Bikaner. In contrast, at present the fossil locality falls in the Thar Desert and
experiences a harsh arid climate.

Keywords Plant megafossils · Climate change · Thar Desert · Bikaner · Late
Paleocene-early Eocene

1 Introduction

The longest voyage of the Indian subcontinent started when it separated from the
Gondwanaland around 140 Ma and finally fromMadagascar ~90 Ma ago (Chatterjee
and Scotese 1999). Coinciding with its changing latitudinal position, the Indian
subcontinent had gone through several climatic fluctuations that affected its biota
since the Cretaceous (Morley 2003). The Indian subcontinent entered the tropical
climate zone in the Late Cretaceous that changed its core vital elements and finally
paved the way for the establishment of existing vegetation. Nowadays the Indian
subcontinent consists of diverse biomes existing in the different climatic scenarios.
In the Paleogene, the earth witnessed the warm greenhouse climate, marked by the
close interaction between global climate and biological evolution. During this time
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frame, the Indian subcontinent was positioned near the equator, experiencing the
warm and humid climate, which supported the luxurious growth of tropical elements
eventually establishing a lush evergreen forest. Any spatial and temporal change in
climatic parameters is tend to affect the distribution, structure and ecology of any
forest and if the climate change is severe or abrupt, the plant species will be unable to
adapt itself and will become locally extinct (Parmesan and Yohe 2003; Sykes 2009).
A picture-perfect model for the effects of climate change on the plant communities
can be seen by studying the plant fossils assemblage of Cenozoic age. Cenozoic
plant relicts that were once widespread across the entire Indian subcontinent, have
migrated and are now restricted to some parts of the Western Ghats as refugia having
suitable conditions for their growth. Fossil floral analysis and correlations between
leaf physiognomic traits and climate are widely used to estimate palaeoclimate and
serve as effective proxies to understand the response of plants to climatic change
provided the requirements of their Nearest Living Relatives (NLRs) are known. Our
attempt in this study provides a useful concept on regional climatic influence on
plants in view of climatic forcing prior to their deposition and burial in sediments of
Gurha lignite mine.
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The early Paleogene was a crucial time for the diversification of the Indian flora,
as palaeogeographically the Indian subcontinent was situated near the equator
(�10�N), and was moving northwards towards Eurasia (Molnar and Stock 2009).
The Paleogene was also a time of profound reorganization in the biosphere, follow-
ing the important Cretaceous-Paleocene (K-P) catastrophic extinction characterised
by global warmth (Zachos et al. 2001, 2003; Eberle and Greenwood 2012) preceded
by the Paleocene–Eocene Thermal Maximum or PETM. A more persistent early
Eocene ‘climatic optimum’, that lasted for several million years until around 52 Ma
(Zachos et al. 2001, 2008; Lowenstein and Demicco 2006; Kroeger et al. 2011) with
a significant impact on the environmental evolution of terrestrial taxa, is followed by
a gradual cooling. The paleobotanical investigations dealing with paleoclimatic and
paleobiogeographic implications of the plant based proxies i.e. plant megafossils
(leaves, woods, seeds etc.) have been carried out and reviewed by many researchers
(Shukla and Mehrotra 2013; Mehrotra et al. 2014; Srivastava et al. 2014; Shukla and
Mehrotra 2018).

With this background, here in this chapter we mainly focus on:

What is the importance plant megafossils recovered from early of Paleogene Gurha
lignite mine in context with paleoclimate the Indian subcontinent?

2 Study Site

Authors have been making a huge collection of fossil leaves, flowers and fruits from
the Gurha lignite mine of Rajasthan for the past many years. It is an open cast mine
located (27�5202600 N; 72�5202000 E; Fig. 1) in western Rajasthan, ~47 km WSW of
Bikaner. The lignite of this mine belongs to the Palana Formation (Paleogene) which



is exposed near Kolayat and Nagaur and according to Khosla (1971) and Pareek
(1984) this formation is of the Paleocene age. Based on palynomorph assemblage
and fish fossils, the Paleocene age for this formation has also been advised by
Kulshreshtha et al. (1989) and Kumar et al. (2005). Although an early Eocene age
was proposed for the Gurha lignite mine based on its palynoassemblage and its
comparison with that of Vastan lignite mine (Shukla et al. 2014), yet the Paleocene
age seems more suitable for this formation because of the overlying Marh/Kolayat
Formation which is considered to be late Paleocene-early Eocene on the basis of
planktonic foraminifers (Singh 1971Kalia and Sharma 1985) and lower vertebrates
which are quite similar to those from the early-middle Eocene (~47 My BP) Subathu
Formation of northwest Outer Himalaya (Jolly and Loyal 1985; Kumar and Loyal
1987). Detailed palynological studies being carried out on various lignite mines from
Bikaner and Barmer areas also support an older age (Prasad et al. 2020). Sedimen-
tologically, this mine is characterized by the association of grey clay, silty clay, sand,
lignite and volcanic ash. The sedimentary succession has been studied and described
in detail by Shukla et al. (2014) (Fig. 2). The plant fossils were collected from light to
dark, banded clays overlying the lignite beds. Fossil leaves, flowers and legume
fruits were found in abundance at �70–72 m level from bottom to top (Shukla et al.
2014). Most of the exposed section of this mine represents the deposition under
lacustrine system including small fluvial channels, ponds, fluvial plains, swamps and
abandoned channels. The fossil leaf flora was preserved in horizontally laminated/
poorly laminated fine grained clays/silts (Fig. 2). The sedimentation of this mine
begins with a significant influx of volcanic ash that is now altered to clay. The lignite
deposits are more or less uniform containing abundant amber and charcoal particles
which are dispersed throughout (Shukla et al. 2014).
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Fig. 1 (a) Shuttle Radar Topographic Mission (SRTM) digital elevation model (DEM) of Rajas-
than (red star showing the location of Gurha lignite mine (fossil locality)). (b) Field photograph
showing exposed sedimentary section from where plant fossils have been collected (indicated by
arrows)
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Fig. 2 Generalised litholog of the Gurha lignite mine (after Shukla et al. 2014) showing different
stratigraphic levels
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3 Early Paleogene Biodiversity of the Gurha Mine

The Paleocene-Eocene position of the Indian subcontinent favoured luxuriant
growth of the tropical evergreen elements. The Gurha lignite mine is known for its
remarkable plant fossil assemblage, including both mega and micro fossils (Shukla
and Mehrotra 2018). From this mine, Kumar et al. (2016) have described taxonom-
ically highly diverse angiosperm pollen signifying a rich near-coastal tropical
environment under a strong seasonal precipitation regime (Shukla et al. 2014). The
abundant and diverse terrestrial palynoflora from this mine includes fresh water
algae (Botryococcus braunii, Debarya and Spirogyra, etc.), pteridophytes and
angiosperms belonging to Arecaceae, Gunneraceae, Bombacaceae, Thymelaeaceae,
Calophyllaceae, Proteaceae, and Acanthaceae (Kumar et al. 2016).

Plant megafossil assemblage from the Gurha lignite mine of western India
includes leaves and fruits, and has been summarised in Table 1 and shown in
Figs. 3 and 4. Fossil leaves resembling Aporosa acuminata Thw. (Phyllanthaceae)
(Shukla et al. 2016), Uvaria zeylanica L. (Annonaceae) (Shukla and Mehrotra
2014), Syzygium sp., (Myrtaceae), Gardenia sp. (Rubiaceae), Pterygota alata
(Roxb.) R. Br. (Malvaceae) and Holigarna grahamii (Anacardiaceae) (Shukla
et al. 2018) and a monocot leaf resembling Dioscorea pubera Blume
(Dioscoreaceae) (Shukla and Mehrotra 2014) are described from this mine. Apart
from these fossil leaves, a few fossil fruits i.e. Cajanus crassus (King) Maesen,
Saraca asoca (Roxb.) Wilde (Fabaceae) (Shukla and Mehrotra 2016) and Mallotus
(Shukla and Mehrotra 2019) have also been reported from this mine.

4 Paleoclimate Versus Modern Climate of the Study Site

The biogeographical distribution and plant species richness are supposed to be
correlated with the climatic conditions of the region. Due to the tectonic movement
from the south of equator to the north and its collision with Eurasia, the Indian plate
experienced a drastic change in the climatic conditions. The plant fossils provide
direct evidence of the past life. The studies have shown that the evolution and
diversification of tropical rainforests took place somewhere during the Late Creta-
ceous and/or early Paleogene time and were significantly influenced by the plate
tectonics (Givnish and Renner 2004). The conventional approach to Cenozoic
paleobotany and analysis of the climatic implications of floristic change is based
on an assumption of relative stability of the taxon-climate relationship. For the
reconstruction of paleoclimate, the nearest living relative (NLR) approach is being
used since 1953 (MacGinitie 1953), and in this approach the fossil flora is matched
to the climatic conditions of an area containing a large number of NLRs as the
climatic tolerances of the NLRs is assumed to mirror their relics in the earlier
geological time. Most of the fossils mentioned in Table 1 show the similarities
with the evergreen taxa largely constituents of tropical wet evergreen forests of the



Name of the fossil taxa Habitat Biogeography of NLRs

Western Ghats (south India) and other parts of the Indian subcontinent and experi-
ence a high annual precipitation (Fig. 5). The climatic preferences of nearest living
relatives (NLRs) witnessed increased atmospheric temperatures during the late
Paleocene-early Eocene. During the early Paleogene, the Indian subcontinent was
located near the equator ~10�N (Chatterjee and Scotese 1999) which provided the
conducive environment for the luxuriant growth of tropical evergreen elements. As
shown in Fig. 5, most of the NLRs of the recovered fossils are biogeographically
located in the humid climatic zone and experience high precipitation regime. In
contrast, at present the fossil locality falls in the Thar Desert (Singh and Kumar
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Table 1 List of megafossils recovered from the Gurha lignite mine, Bikaner, Rajasthan

Sr.
no.

Nearest living
relatives (NLRs)

1. Uvaria palaeozeylanica
Shukla and Mehrotra
(2014) (leaf)

Uvaria zeylanica
L. (Annonaceae)

Tropical
rainforest

Endemic to South India
and Sri Lanka

2. Aporosa ecocenicus
Shukla et al. (2016)
(leaf)

Aporosa
acuminata
Thwaites
(Phyllanthaceae)

Tropical ever-
green forest

Endemic to the West-
ern Ghats

3. Leguminocarpon
cajanoides Shukla and
Mehrotra (2016) (fruit)

Cajanus crassus
(King) Maesen
(Fabaceae)

Tropical semi-
arid forest

Northeast India, Cen-
tral India

4. Leguminocarpon
saracoides Shukla and
Mehrotra (2016) (fruit)

Saraca asoca
(Roxb.) Wilde
(Fabaceae)

Tropical
rainforest

Native to India

5. Gardenia eocenicus
Shukla et al. (2018)
(leaf)

Gardenia
gummifera
L.f. (Rubiaceae)

Deciduous
forest

Throughout India

6. Holigarna
palaeograhamii Shukla
et al. (2018) (leaf)

Holigarna
grahamii (Wight)
Kurz
(Anacardiaceae)

Wet evergreen
forest

Endemic to the West-
ern Ghats

7. Pterygota eocenica
Shukla et al. (2018)
(leaf)

Pterygota alata
(Roxb.) R.Br.
(Malvaceae)

Evergreen and
semi-
evergreen
forests

Northeast India (partic-
ularly Assam) and the
Western Ghats

8. Syzygium gurhaensis
Shukla et al. (2018)
(leaf)

Syzygium cumini
L. (Myrtaceae)

Evergreen
forest

Throughout India

9. Dioscorea eocenicus
Mehrotra and Shukla
(2019) (leaf)

Dioscorea pubera
Blume
(Dioscoreaceae)

Evergreen and
moist decidu-
ous forests

India, Myanmar,
Thailand and China

10. Mallotocarpon
gurhaensis Shukla and
Mehrotra (2019) (fruit)

Mallotus
mollissimus
(Geiseler) airy
Shaw
(Euphorbiaceae)

Deciduous
and evergreen
forests

Sumatra to East
Australia and West
Pacific (Solomon
islands).
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Fig. 3 Showing fossils of the Gurha lignite mine. (a) Dioscoreaeocenicus Mehrotra and Shukla.
(b) Legumino carponsaracoides Shukla and Mehrotra. (c) Legumino carponcajanoides Shukla and
Mehrotra. (d) Malloto carpongurhaensis Shukla and Mehrotra. (e) Uvaria palaeozeylanica Shukla
and Mehrotra. (f) Syzygium gurhaensis Shukla et al. (g) Gardenia eocenicus Shukla et al.



2015) and experiences a harsh arid climate with a mean annual rainfall of�310 mm.
This shows that the fossil locality has witnessed a drastic change in climate since the
Cenozoic. Among the described fossils, a few NLRs i.e., Aporosa acuminata,
Gardenia gummifera, Holigarna grahamii, and Syzygium cumini are found in
evergreen forests of the Western Ghats (Fig. 5) and require high precipitation and
humid conditions for flourishing. This indicates similar climatic scenario in Rajas-
than during the early Paleogene was similar to western Ghats.
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Fig. 4 Showing fossils of the Gurha lignite mine. (a) Holigarna palaeograhamii Shukla et al. (b)
Pterygota eocenica Shukla et al. (c) Aporosa ecocenicus Shukla et al.

Further, the presence of legumes and a few drier elements is indicative of
monsoon driven seasonality in and around the area. Plant fossil based palaeo–
temperature reconstructions by Shukla et al. (2014) estimated mean annual temper-
atures (MATs) of 24.7 and 23.9 � 2.82 �C, for two different horizons in the Gurha
mine. The warm month mean temperatures (WMMTs) are 28.2 and 27.9 � 3.39 �C,
and the cold month mean temperatures (CMMTs) are 19 and 18.2 � 4 �C. Shukla
et al. (2014) have also found that the reconstructed palaeo–temperatures are unex-
pectedly cooler for an equatorial region. Similar kinds of unforeseen results were
observed from a higher palaeo–latitude (30�N) locality (Keating-Bitonti et al. 2011).

The collision of the Indian plate with Eurasia around ~55 Ma had a great impact
on the evolution of South Asian Monsoon (SAM) (Spicer 2017) that played an
important role in the development of Asian biodiversity. It is assumed that the SAM
originated at �25–22 Ma (Myers et al. 2000; Licht et al. 2014; Spicer et al. 2017),
however, the record of an earlier monsoon (e.g. Eocene; 55–34 Ma ago) that has a
great significance for understanding the past global changes is still controversial,
debated and wanting. It is evident that while the Indian subcontinent traversed the
equator, it was exposed to ITCZ-driven seasonality with no sign of orographically



modified monsoon circulation. The palaeoenvironmental reconstructions based on
the Gurha fossil assemblage do not show any evidence of an ever-wet climatic
condition (Shukla et al. 2014) and suggest the existence of tropical evergreen
vegetation with marked seasonality. The Gurha lignite mine of western India
shows stratigraphic record of plant macro- and microfossils which firmly correlate
to the global late Paleocene-early Eocene warming. Plant fossil data from this region
may have certain limits in correlating the global PETM events. So, there is a need for
more studies regarding the evolution and intensification of monsoon and develop-
ment of vegetation in the early Paleogene for a better picture of SAM during the
period.
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Fig. 5 Shuttle Radar Topographic Mission (SRTM) image showing present biogeographic distri-
bution of NLRs of described fossils from the Gurha lignite mine, Rajasthan
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Development of Cenogram Technique Over
the Past Six Decades with Some Insights into
the Varied Habitats Occupied by Diverse
Mammalian Communities Across Spain,
China, and India Transiting the Middle
Miocene Climatic Optimum

Vivesh V. Kapur , Blanca A. García Yelo, and M. G. Thakkar

Abstract The climatic evolution of the Neogene, with long-term cooling disrupted
by the Middle Miocene Climatic Optimum (MMCO; ~17–14.75 Ma), arises as a
suitable baseline to analyze the effects of these transcendent climatic changes on the
mammalian community structures. The present investigation is an attempt to exam-
ine the palaeohabitat of a Neogene (Middle Miocene: ~15–11.5 Ma) geographically
distant (i.e., from Spain, China, and India) extinct mammalian communities utilizing
the cenogram approach (in both qualitative and quantitative framework). The
detailed statistical analyses (presented herein) incorporating a total of eight mam-
malian communities allows us to infer predominance of Tropical Deciduous Forest
environments between ~15 and ~11.5 Ma interval, with several pulses of distinctive
aridity experienced by some communities thriving within the Iberian region. On the
contrary, stable forested conditions were witnessed by the middle Miocene commu-
nities of Asia [i.e., the ~11.5 million-year-old mammalian community of Laogou
(China), and the ~13.5 million-year-old mammalian community of Ramnagar (north
India)]. Our present investigation also infers that additional mammalian remains
(particularly of body mass of<35 kg) are warranted to decipher the habitat (based on
cenogram approach) of the Middle Miocene (~13 Ma) mammalian community of
Kalagarh (Himalayan Foreland Basin, north India) and the Middle Miocene
(~14 Ma) mammalian community of Palasava (Kutch Basin, western India).
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Nonetheless, the Cenogram technique (being continuously developed over the past
six decades) may become an important tool to decipher any habitat change(s) of
western India’s mammalian communities considering renewed palaeontological
efforts within the Neogene of the region.
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Keywords Cenogram analysis · Neogene · Mammals · Palaeoenvironment ·
Palaeohabitat

1 Introduction

The extended Cenozoic cooling was interrupted by warm Middle Miocene Climatic
Optimum (MMCO) ~17 to 14.75 Ma (Zachos et al. 2001, 2008; Methner et al. 2020
and references therein). Consequently, the planet witnessed global scale ecological
changes in the geographic expansion of grassland ecosystems across many conti-
nents during the Miocene Epoch. Further, the fossil mammal data suggest domina-
tion (over browsers) of grazing mammals dwelling in grassland ecosystems due to
adaption to the C3 diet during the late Miocene (Domingo et al. 2013). However, still
unclear are the causal links between climate and ecosystem changes (Flower and
Kennett 1994; Zachos et al. 2001, 2008; You et al. 2009; Domingo et al. 2013;
Holbourn et al. 2015; Harris et al. 2020). Habitat reconstructions employing changes
in the community structure of geographically distant deep-time mammalian com-
munities due to changes in the environment provide useful palaeontological infer-
ences. The cenogram technique was introduced in the late half of the twentieth
century (Valverde 1964) and subsequently developed to include both qualitative and
quantitative analysis to potentially characterize the habitat of deep time mammalian
communities (Valverde 1967; Legendre 1986, 1987, 1989; Gingerich 1989; García
Yelo et al. 2014 and references therein; also refer to Sect. 2). Published literature
records numerous Neogene (Miocene) mammalian communities within India, par-
ticularly from the Himalayan Foreland Basin (north India) and the Kutch Basin
(western India) (Sahni and Mishra 1975; Sehgal and Patnaik 2012; Sehgal 2013;
Kapur et al. 2019 and references therein). However, the cenogram technique (in both
a qualitative and a quantitative framework) has not been utilized to characterize the
habitat of the previously cited Neogene (Miocene) mammalian communities of
India. Fortunately, well-characterized are the habitats of the Neogene (Miocene)
mammalian communities of the Iberian region (Spain) and Laogou (Linxia Basin,
China) based on the cenogram approach (García Yelo et al. 2014; Kapur et al. 2020).
Thus, it provides some basis to characterize extinct mammalian communities’
habitats across distant geographic areas (i.e., Spain, China and India) spanning the
Middle Miocene Climatic Optimum (MMCO) that we attempt in the present study,
utilizing the cenogram approach.
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2 A Brief Account of the Development of Cenogram
Technique Over the Past Six Decades

Biotic (fossil flora and fauna) and abiotic proxies (e.g. geochemical) are quite well-
known to provide pieces of evidence for past life and developing an understanding of
the surrounding habitat. In a similar context, cenogram technique has also been
utilized and developed over the past six decades to reconstruct deep-time terrestrial
habitats. In general, the application of cenogram technique entails three
pre-requisites: (a) it is exclusively utilized for terrestrial extant or extinct mammalian
communities, (b) considers mammalian palaeocommunities restricted in time-frame,
and (c) estimation of mammalian body weight for an individual taxon to be utilized
in the cenogram analysis. However, varied methods have been used to estimate
extinct terrestrial mammals’ body weights. These include the dental area of the first
lower molar (Gingerich et al. 1982; Legendre 1986); mid-shaft cross-section dimen-
sion(s) (Anderson et al. 1985), distal and proximal limb bone dimensions (Gingerich
1990; Andersson 2004; Christiansen 2004), craniodental measurements (Myers
2001; Mendoza et al. 2006), and anklebone dimensions (Dagosto and Terranova
1992; Martinez and Sudre 1995). In general, (a) owing to excellent preservation,
(b) potential for recovery, (c) being taxonomically diagnostic in many mammalian
groups, and (d) showing a strong correlation between occlusal surface dimensions
and body weights, the first lower molar (m1) in mammals is favoured in estimating
body weights (Kay 1975; Creighton 1980; Gingerich et al. 1982; Legendre 1989;
Legendre and Roth 1988; Damuth and MacFadden 1990; Bown et al. 1994; Egi et al.
2004; Millien and Bovy 2010; Kapur et al. 2020).

Ecologist Jose Valverde proposed the term ‘Cenogram’ for the line obtained
when species in a mammalian community are arranged by size (Valverde 1964).
Thus, a cenogram plot was initially a graphical display of the body-size distribution
of mammalian communities, produced by plotting rank-ordered taxa versus head-
body length to analyze the trophic interactions between predators and prey (Valverde
1964, 1967). Subsequently, cenograms were modified by plotting rank-ordered taxa
versus bodyweight to analyze modern and extinct (late Eocene and Oligocene)
terrestrial mammalian assemblages of Africa and Europe by establishing relation-
ships between cenogram structure and the characteristics of the environment (Legen-
dre 1986, 1987, 1989). Although cenograms at this stage were visualized
qualitatively; however, the initial methodology formed the basis for the future
development of cenograms, mainly considering the gap between the small/
medium-sized and large-sized mammals within a community. Qualitative visualiza-
tion also suggested that a large number of small-sized mammals in a community
hinted at the prevalence of a closed habitat (Legendre 1986, 1987, 1989). Later,
Gingerich (1989) utilized cenogram technique to study the palaeoecology of the
earliest Wasatchian mammalian fauna from northwest Wyoming and established a
relationship between the canopy of the environment and the difference (offset)
between the regression lines for the medium to large-sized and small-sized mammal
species. Salient features of Gingerich’s observations on the quantitative visualization



of the cenogram plots include (a) each species differs from the next larger or smaller
species by a nearly constant proportion, (b) any gap in the uniform distribution,
when they occur, are always at about 500 g “Kay’s threshold” and at ~250 kg, and
(c) extant mammals are naturally divided into three broad size categories, i.e., Small
(<500 g),Medium (>500 g and <250 kg) and Large (>250 kg). Further, Gingerich
(1989) supported that present-day body size scaling patterns in ecology were found
to be operating in deep-time considering that Kay’s Threshold (500 g break/gap) can
be traced, in primates, from the Eocene to the present (refer Fleagle 1978). Since the
past decade or more, studies incorporating cenogram technique have widely utilized
12 cenogram variables to describe the terrestrial mammalian community structure
and have additionally considered 100 modern mammalian communities across the
globe for biome characterization (Gómez Cano et al. 2006; García Yelo et al. 2014;
Kapur et al. 2020; this study). Interestingly, cenogram methodology is shown to be
relevant even for the assemblages with a random species loss of >60–70% (Gómez
Cano et al. 2006). Although few studies have argued against the correlation of
cenogram patterns to palaeoclimate and/or temperature (Rodríguez 1999; Croft
2001; Nieto and Rodríguez 2003), over the years cenogram technique has proved
useful for identifying the preferred biomes of mammalian communities with the
general consensus on the inferences on palaeoenvironments particularly within the
tropical realms (Alroy 2000; Nieto and Rodríguez 2003; Travouillon and Legendre
2009; Travouillon et al. 2009; García Yelo et al. 2014; Kapur et al. 2020). For
instance, utilizing the cenogram technique Gingerich (1989) suggested that the early
Eocene (Wasatchian: Wa0) mammal fauna of Polecat Bench, North America,
sustained in a moist forested environment. Cenogram analysis on the middle Eocene
Pondaung mammals of Myanmar indicated that the terrestrial community inhabited a
forest/woodland with a prevalence of humid/sub-humid conditions (Tsubamoto et al.
2005). Costeur (2005) argued favouring tropical to subtropical humid forest-
savanna-like mosaic habitat for the late Miocene Rudabánya community from
Hungary. The predominance of semiarid environments with pulses of higher aridity
was inferred based on cenogram technique on the middle Miocene assemblages from
the Madrid Basin (García Yelo et al. 2014). Very recently, Kapur et al. (2020)
utilized the cenogram analysis on the early Eocene Cambay Shale mammalian fauna
of India known to dwell in humid tropical forests. Kapur et al. (2020) explained the
unanticipated (i.e., tropical desert habitat) inference based on the cenogram approach
due to the hidden diversity [i.e., lack of mammals within the logarithmic body
weight (g) ranges 3–3.99 to 6–6.99 (1000–10,000,000 g)] in the early Eocene
Cambay Shale mammals. It should also be noted that no cenogram analysis has
involved fossil Neogene mammals from India. Thus, as a first attempt, we herein
utilize the cenogram technique to examine the palaeohabitat of taxonomically
diverse extinct mammal communities that thrived in distant geographic areas (i.e.,
north and western India) during the Miocene.
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3 Methodology

Initially, the individual mammalian species’ body weight was estimated using the
occlusal dimensions (mean size of all specimens in a single species) of the m1,
utilizing Legendre’s regression parameters (Legendre 1989). Besides, we also incor-
porated the bodyweight estimations following some previous studies (Flynn et al.
1995; Bernor and Fessaha 2000; Barry et al. 2002; Liu 2003; DeSilva et al. 2010;
Gӧhlich 2010; Sehgal 2013; Aiglsstorfer et al. 2014; Parmar et al. 2018; Larramendi
2016; Grabowski and Jungers 2017; Gilbert et al. 2017, 2020; Guzmán 2018; Becker
and Tissier 2019). All the cenogram structures were plotted by depicting the natural
log (ln) of body weight (g) on the y-axis and the rank-ordered taxa (in decreasing
size) on the abscissa (x-axis). The ecological, faunal data from 100 modern localities
uniformly distributed all around the world, and of known biome (Hernández
Fernández et al. 2006 and references therein; Fig. 1) was established as a compar-
ative framework for palaeoenvironmental inference based on multivariate discrim-
inant analysis of the dataset containing both modern and fossil mammals.
Additionally, in a separate analysis, the different geographic distributions of the
continents were taken into account, considering the extinct communities’ latitudinal
position during Miocene. The mammalian community structure of both modern and
fossil fauna was described through 12 cenogram variables (Table 2 in Kapur et al.
2020). The detailed methodology followed herein is also provided in García Yelo
et al. (2014) and Kapur et al. (2020).

Fig. 1 Geographic distribution of one hundred modern mammalian communities utilized in the
biogeographic analysis



38 V. V. Kapur et al.

4 Results (Cenogram Analysis)

Cenogram analysis of a total of eight Neogene (middle Miocene: ~15 to 11.5 Ma;
Fig. 2) extinct mammalian communities from Spain, China and India are resumed as
Fig. 3. These include six extinct middle-Miocene communities of the Madrid Basin,
Spain [Estación Imperial (EI); Paseo de las Acacias (PA); Arroyo del Olivar-Puente
de Vallecas (AO-PV); Somo-saguas (Som.); Paracuellos 5 (P5); Paracuellos 3 (P3)],
one from the Linxia Basin, China [Laogou (Lao.)] and one from Himalayan Foreland
Basin, India [Ramnagar (Ram.)] (Figs. 2 and 3). The recently recorded middle
Miocene (~14 Ma) mammalian community of Palasava, Kutch Basin, India
(Kapur et al. 2019) and the well-known middle Miocene (~13.5 Ma) extinct mam-
malian community of Kalagarh (Pauri Garhwal, Uttarakhand, India) (Sehgal 2013)
were excluded from the cenogram analysis as the majority of the faunas from these
two localities were formed by large or mega prey (i.e., body masses > 35 kg) and
low (null) representation of small-sized mammals in the community. Consequently,
several of the cenogram variables were absent (Table 1), preventing a cenogram
analysis. Further, discriminant analyses of the above-mentioned eight mammalian
communities show a low biome discriminant capability at the global scale (56.7% of
correctly classified localities, respectively). However, the results were significantly
improved when the fossil communities’ geographical situation was considered

Fig. 2 Map of the globe showing the geographic locations of the Neogene (Middle Miocene) fossil
mammalian communities of Spain, China, and India utilized in the cenogram analysis presented
herein and their chronostratigraphic position within the Miocene Epoch. Note: For further geo-
graphic details on the Spanish Miocene localities refer to Fig. 1 in Kapur et al. (2020)



(Table 2). According to the discriminant analyses, all predicted biomes detected are
arid and warm (Tropical Desert and Tropical Deciduous Forest) (Table 2).
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Fig. 3 Cenograms of the eight Neogene (Middle Miocene) fossil mammalian communities utilized
in the present analysis

5 Discussion

Again, it is noteworthy that the present investigation, utilizing the cenogram
approach (in both qualitative and quantitative framework), is a first attempt to
reconstruct the palaeohabitat of an extinct Neogene (Miocene) community of
India. Body size community structures of the Aragonian mammalian communities
present in the Madrid Basin allow inferring a predominance of Tropical Deciduous
Forest environments between 15 and 10 Ma, with several pulses of distinctive aridity
throughout the whole sequence. In contrast, stable forested conditions are detected
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for the Asian localities. According to previous studies (García Yelo et al. 2014),
in the Madrid Basin, arid conditions dominated the landscapes at the beginning of
the sequence. A change towards a more humid and forested condition was developed
in the middle of the sequence. Finally, arid conditions and grass-dominated habitats
returned to central Iberia, associated with the Global Cooling Event of the middle
Miocene (coinciding with the final stage of the sequence). Finally, at the end of the
sequence (Paracuellos 3), the landscape returned to a more covered and humid
scenario. Our results (considering biogeography) also reiterate tropically forested
(tropical deciduous forest) habitat for the middle Miocene mammalian community of
Laogou (Linxia Basin, China) (also refer to Kapur et al. 2020). The cenogram
analysis and additional discriminant analysis (considering the biogeography) of the
Middle Miocene Ramnagar mammalian community also suggest a prevalence of
tropical deciduous forested habitat. Thus, taking into account the time-slices covered
in the present investigation (i.e., from ~15 to 11.5 Ma), the Asian contemporaneous
communities of Laogou (Linxia Basin, China) and Ramnagar (Himalayan Foreland
Basin, north India) predicting a Tropical Deciduous Forest, reflect more humid
conditions at the end of the sequence. Our results based on the Cenogram approach
for the Indian mammalian community (i.e., Ramnagar mammals thriving in tropical
deciduous forests) support previous studies that argue in favour of the establishment
of seasonality (in terms of the development of Monsoon System) during the early
Neogene (Retallack et al. 2018 and references therein). A similar habitat (tropical
deciduous forest) was most likely sustained by the middle Miocene (~14 Ma) extinct
mammalian community of Palasava (Kutch Basin, western India) considering the
overall assemblage of mammals and associated floral evidence (Kapur et al. 2019
and references therein); however, cenogram analysis (in both qualitative and quan-
titative framework) is not possible at this stage for the Palasava mammalian com-
munity due to lack of small-sized mammals (i.e., lack of <35 kg mammalian body
mass estimations based on m1).

42 V. V. Kapur et al.

Interestingly, the Neogene (Miocene: ~18 to 8 Ma) interval of the Kutch and its
adjoining regions has gained renewed attention in recent times owing to the record of
mammalian communities from numerous locales, namely Pipar and Fetehgarh
(~18 Ma); Palasava, Junagia, Samda, and Jangadia (~16 to 14 Ma); Tapar and
Pasuda (~11 Ma) and Piram Islands within the Gulf of Cambay (~8 Ma) (Prasad
1974; Sahni and Mishra 1975; Patnaik et al. 2014; Ferreira et al. 2018; Bhandari
et al. 2018; Kapur et al. 2019; Singh et al. 2020). Thus, providing researchers with an
opportunity to study any change(s) in these mammalian communities’ habitat across
the Neogene interval of India’s western part linked to any climatic fluctuation
(s) such as Monsoon variability. The cenogram technique can prove to be a useful
tool in this context; however, we should await recovery of additional mammalian
remains from the Neogene of Kachchh region, western India. Nonetheless, our
present analysis provides baseline data and valuable insights into the varied habitats
occupied by diverse mammalian communities across distant geographic areas
(Spain, China and India) that transited the MMCO interval.
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6 Conclusions

(a) The present investigation is a first attempt to examine the palaeohabitat of a
Neogene (Miocene) mammalian community from India utilizing the cenogram
approach (in both qualitatively and quantitatively framework).

(b) The present study suggests that additional mammalian remains (particularly of
body mass of <35 kg) are warranted to decipher the habitat (based on cenogram
approach) of the Middle Miocene (~13 Ma) mammalian community of Kalagarh
(Himalayan Foreland Basin, north India) and the Middle Miocene (~14 Ma)
mammalian community of Palasava (Kutch Basin, western India).

(c) The detailed statistical analysis (presented herein) incorporating a total of eight
geographically distant Neogene mammalian communities allow to infer pre-
dominance of Tropical Deciduous Forest environments between ~15 and
~11.5 Ma, with several pulses of distinctive aridity experienced by some com-
munities thriving within the Iberian region. In contrast, stable forested conditions
were witnessed by the Middle Miocene (~11.5 Ma), Laogou (China) and Middle
Miocene (~13.5 Ma), Ramnagar (north India) mammalian communities.

(d) Moreover, the Cenogram technique (being continuously developed over the past
six decades) can become instrumental in deciphering any habitat change(s) of the
mammalian communities of western India considering renewed palaeontological
efforts in the Neogene of the region.
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Palynofloral Diversity During Mid-Miocene
Warming in Kerala Basin, South-Western
India: Palaeoclimatic Implications

Yogesh Pal Singh, Poonam Verma, and Abha Singh

Abstract The sedimentary successions of Kerala Basin are one of the rare onshore
opportunity to study Neogene palaeoclimate of southwest India. Among the climate
events of the Neogene,MMCO (Mid-Miocene Climate Optimum) that occurred around
~17–15 Ma is considered to be the most recent extreme global warming episode. The
global warming during MMCO, created annual surface temperature ~3–4 �C higher
than the present, is equivalent to the warming predicted for the next century. Later to
this event, the earth’s climate showed a gradual cooling with the increasing global ice
volumes at the poles, giving rise to modern world. Assessment of such warming events
particularly in the lower latitudes is perplexing. Palynological study is one of the most
useful technique to reconstruct marginal marine and terrestrial climate change as
climate directly governs the vegetation types in any given area. In the Kerala Basin
Neogene sequence consists of Quilon and Warkalli Formation within Malabar Super
Group. The present palynological study has been done on sediment samples from
Quilon Formation exposed at Padappakara section near Ashtamudi Kayal in Kollam
district, Kerala. The assemblage consists of diverse and well-preserved terrestrial as
well as marine palynological components. The preliminary data of dinoflagellate cysts
along with mangrove and back-mangrove taxa mainly of Arecaceae family suggest that
deposition took place in mangrove-dominated, fluctuating lagoon in marginal marine
environment. Dominance of pollen belonging to typical rain forest families such as
Ctenolophonaceae (Retistephanocolpites and Ctenolophonidites), Dipterocarpaceae
(Dipterocarpuspollenites), Bombacaceae (Lakiapollis, Dermatobrevicolporites and
Tricolporopollis) and Oleaceae (Retitrescolpites) indicate warm and humid climate
and receiving heavy rainfall throughout the year, unlike the present climate which is
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characterized by heavy precipitation in summer months and 3–7 dry months in winter
season. Interestingly, a megathermal family, Ctenolophonaceae now extinct in India
was present in high diversity during extreme humid Miocene period. Overall palyno-
logical data from studied succession has provided evidence of dense tropical
megathermal rain forest vegetation flourished under warmer and wetter climate with
low seasonality around Middle Miocene warming in south-western tropical region of
India.

Keywords Palynology · Mid-Miocene warming · Palaeoclimate · Quilon
formation · Kerala · India

1 Introduction

The extant endemic flora in South-Western Ghats, Kerala is known as ‘biodiversity
hotspot’ in tropical region (Myers et al. 2000). The region exhibits rich floral
diversity with more than 8000 taxa of flowering plants (Nayar et al. 2014). The
distribution of flora, species richness and endemicity pattern in the region is dis-
tinctly controlled by temperature and rainfall gradients prevailing across south-north
and west-east directions of the Ghats (Pascal 1982; Gimaret-Carpentier et al. 2003).
Pollen based studies explains that it is biological legacy of Cenozoic flora that
survived as ‘refugia’ through the cool Quaternary glacial periods (Prasad et al.
2009; Farooqui et al. 2010). Several studies focusing on palynofloral based
palaeovegetation of the region reveal the tropical vegetation of Paleogene-Neogene
times was different from the composition of modern vegetation type (Prasad et al.
2009). However, due to unavailability of precise dating of majority of studied
sedimentary successions cannot be discussed in term of vegetational and
palaeoclimatic evolution.

The Neogene sedimentary successions of Kerala Basin provide such opportunity
to study palaeovegetational succession during Miocene period. Among these, the
sedimentary successions of Quilon Formation exposed at type section in Kollam
district has been considered to be of late Early Miocene age on the basis of fossil
content and biostratigraphic correlation (Dey 1961; Verma 1977; Reuter et al. 2011).
The Quilon Formation corresponds to a global warming event known as Mid
Miocene Climate Optimum (MMCO) at 17–15 Ma (Zachos et al. 2001). It was the
time when earth experienced average increase of ~3–4 �C in global annual surface
temperature as compare to present. Interestingly, it is equivalent to the rise in
temperature predicted for next century (You et al. 2009; You 2010). In the present
study we present late Early Miocene pollen flora from the mixed siliciclastic-
carbonate Quilon Formation. Since the general geographical position and bathym-
etry is similar when compare to late Early Miocene, the palynoflora from the studied
succession can be considered as direct proxy for comprehension of palaeovegetation
and palaeoclimate prevailing at the onset of the Middle Miocene Climate Optimum
(MMCO).
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2 Geological Setting and Stratigraphy

Kerala Basin is the southern sub-basin of the pericratonic Konkan-Kerala Basin on
the western Indian passive continental margin. It is separated from the northerly
Konkan Basin by the Tellicherry Arch basement high and bordered by steep
escarpments of up to 2695 m high Western Ghats in the east. To the West, the
basin continues into deep-waters to the Chagos-Laccadive Ridge. The Cenozoic
sedimentary succession in the onshore part of the Kerala Basin is dominated by
siliciclastic sediments with interbedded lignite seams. Elevation and denudation of
the Western Ghats was the source for siliciclastics (Campanile et al. 2008) in the
basin.

Firstly, King (1882) and Foote (1883) divided the Cenozoic rocks of the Quilon-
Varkala area into Quilon beds, consisting of limestone and calcareous clays,
Warkalli beds comprising sandstone and clays with lignites. Bore hole data of
CGWB (Soman 2013) suggests three units: Warkalli Formation—consists of varie-
gated clays, carbonaceous clays, sands and seams of peaty lignite; Quilon
Formation—characterized by fossiliferous limestone and intercalations of calcare-
ous clays (Poulose and Narayanaswamy 1968); subsurface Vaikom Formation—
consist of gravel, coarse sand and carbonaceous clays with thin seams of lignite
(Raghav Rao 1976), resting un-conformably over the Archean crystalline complex
(Figs. 1 and 2). The Lower-Middle Miocene mixed siliciclastic-carbonate Quilon
Formation extends between Edava in the south and Alappuzha in the north
(Narayanan et al. 2007). However due to intense weathering and erosion the
exposures are very patchy.

3 Material and Methods

For the present study systematic sampling was done from around 5 m thick sedi-
mentary succession exposed at the type section of Quilon Formation (N 8�58036.600:
E 76�38008.400) along the banks of Ashtamudi Kayal at Padappakara village, district
Kollam (Fig. 1). Total nine samples were collected from the basal 1.5 m succession
consisting of fossiliferous limestone and carbonaceous shale with well-preserved
foraminifera test and bivalve shells. Starting from the base, five samples were taken
from 60 cm thick sandy shale and two samples each from overlying 40 cm thick
carbonaceous shale and 50 cm thick limestone (Fig. 1).

For the recovery of palynomorphs, the samples were processed as per the
standard procedure of maceration techniques (Traverse 2007). Twenty-five grams
of each sample was crushed and was initially treated with 10% HCl and 40% HF for
removal of carbonate and silicate minerals respectively. Thereafter, the samples were
rinsed thoroughly with distilled water and treated with 40% HNO3 for oxidation and
recovery of spores-pollen. The residue was then treated with 5% KOH and washed
repeatedly in distilled water to completely remove the alkali and was finally sieved
through a 15 μm mesh sieve. The final residue, separated through gravity separation
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Fig. 1 (a) Geological map of Kerala (after Soman 2013); (b) Field photograph, (c) Lithocolumn of
sampled type section of Quilon Formation, Kollam district, Kerala, India

method, was mixed with polyvinyl alcohol, spread evenly on the coverslips and
dried. Permanent slides were prepared by using Canada balsam as mounting media.
Photomicrography of palynomorphs was carried out using a Nikon Eclipse 90i
microscope with a Canon digital camera under normal transmitted light and DIC.
Out of nine samples, seven (PKS-1 to 7) were found palynologically productive. The
significant specimens are illustrated in Fig. 3. The England Finder coordinates
(EF) of each palynomorph on the respective slides are given in the figure caption.
All the slides are deposited in the repository of the Birbal Sahni Institute of
Palaeosciences, Lucknow, with statement number-1555 (BSIP Slide number-
16742 to 16758).

4 Results and Interpretations

Palynoflora recovered from seven productive samples (PKS-1 to 7) collected from
Type section of Quilon Formation exposed at Padappakara near Ashtamudi kayal in
Kollam district have yielded variety of pteridophytic spores, angiosperm pollen,
dinoflagellate cysts, algal and fungal remains. Highly diverse pteridophytic spores
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Fig. 2 Lithostratigraphic classification of Kerala Basin, India (After Poulose and Narayanaswamy
1968)

and angiosperm pollen assemblage consists of around 43 genera and 55 species.
Qualitative and quantitative estimates reveal that the assemblage is dominated by
angiosperm pollen followed by pteridophytic spores. The palynomorphs have affin-
ities with 25 extant families and subfamilies: Polypodiaceae, Dicksoniaceae,
Matoniaceae, Schizaeaceae, Lycopodiaceae, Cyatheaceae, Gleicheniaceae,
Ophioglossaceae, Anacardiaceae, Annonaceae, Arecaceae, Bombacaceae,
Ctenolophonaceae, Dipterocarpaceae, Euphorbiaceae (Crotonoideae), Liliaceae,
Lythraceae (Sonneratioideae), Meliaceae, Myricaceae, Onagraceae, Oleaceae,
Fabaceae (Cesalpinoideae and Ceridoideae), Proteaceae, Sapotaceae,
Thymelaeaceae. The botanical affinities of the palynotaxa and comparable families
are given in Table 1. Of these, 7 families are restricted to tropical climate, 9 families
pertain to tropical-subtropical, rest families are cosmopolitan (Table 1).

The palynological assemblage is dominated by angiospermous pollen grains
(65%) followed by pteridophytic spores (25%), dinoflagellate cysts (8%) and fungal
and algal remains (2%). Amongst the pteridophytes, the spores of the families
Polypodiaceae (Polypodiisporites spp.), Schizaeaceae (Lygodiumsporites spp.) and
Osmundaceae (Todisporites sp.) are the most dominant families, prefer moist and
shady habitat with perennial water in close vicinity. Ferns belonging to the families
Cyatheaceae (Cyathidites) and Lycopodiaceae (Lycopodiumsporites) generally
make understory of modern thick tropical rain forests (Rao 1995). Among the
dinoflagellate cysts several species of Cleistosphaeridium, Hystrichokolpoma,
Polysphaeridium, Spiniferites, Homotryblium, Pentadinium have been recorded.
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Fig. 3 Significant palynomorphs recovered from the samples of Quilon Formation, Kerala Basin,
India. The morphotype names are followed by BSIP Slide number and the England Finder
(EF) Coordinates (scale on all photographs is of 10 μm). (1) Biretisporites sp., BSIP Slide
no. 16742, EF E40. (2) Crassoretitriletes vanraadshooveni, BSIP Slide no. 16743, EF K47.
(3) Monolites sp., BSIP Slide no. 16744, EF F49/2. (4) Polypodiisporites ratnamii, BSIP Slide
no. 16745, EF E18/1. (5) Cheilanthoidospora monoleta, BSIP Slide no. 16746, EF H45/2.
(6) Clavaperiporites jacobii, BSIP Slide no. 16746, EF H40/3. (7) Spinizonocolpites sp., BSIP
Slide no. 16747, EF O18/2. (8) Spinizonocolpites echinatus, BSIP Slide no. 16748, EF D28/1.
(9) Quilonipollenites sp., BSIP Slide no. 16746, EF M45. (10) Quilonipollenites sahnii, BSIP Slide
no. 16749, EF H36/2. (11) Proteacidites triangulus, BSIP Slide no. 16750, EF V44.
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Amongst the angiosperms, morphospecies having modern affinity with the family
Bombacaceae (Lakiapollis, Tricolporopollis, Tricolporocollumellites,
Dermatobrevicolporites), Ctenolophonaceae (Ctenolophonidites and
Retistephanocolporites) and Dipterocarpaceae (Dipterocarpuspollenites) and sub-
family Caesalpinioideae (Margocolporites) are most diverse and dominant. Pollen
grains showing affinity with the family Arecaceae represented by several
morphogenera of Spinizonocolpites, Monocolpopollenites and Quilonipollenites,
Neocouperipollis are present throughout the succession.

Abundantly recorded Lakiapollis ovatus and Dermatobrevicolporites dermatus
show close affinities with the extant Durio-type pollen particularly Durioconicus
Beccari and to Durio graveolens Wyath-Smith, respectively of the subfamily
Bombacaceae (Thanikaimoni et al. 1984; Venkatachala et al. 1989; Mandal 2005).
Tricolporopollis spp. are considered to be extinct members of the same tribe
Durioneae (Mandal 2005). Highly diversified Bombacaceous pollen grains are
recorded in present deposit. However, the tribe Duroneae is presently restricted to
Southeast Asian islands with only two species of the genus Cullenia present in India
(Mabberley 1997; Bose et al. 1998).

The species of Spinizonocolpites are nearest living relative of modern brackish
water Palm Nypa (Arecaceae) (Muller 1968). The genus Nypa is presently
represented by one living species (N. fruticans) which is restricted to a narrow
tropical area of Southeast Asia, including Indian mangroves of Sundarbans and
Andaman Islands. The diverse palm pollen in the present assemblage indicates
presence of dense tropical rainforest under warm and humid climate (Greenwood
and Wing 1995; Morley 2000, 2003) fringed by mangroves in the region.

The several morphospecies of family Ctenolophonaceae described under the
generic name Ctenolophonidites and Retistephanocolpites are abundantly recovered
from Quilon sediments. However, the family is now extinct from Indian subconti-
nent. Presently, it occurs as mono-generic family restricted in riverine forest of West
African tropics mainly in Nigeria, Congo, Angola and Zaire and lowland primary
forest and peat swamps in Malesian islands (Kubitzki 2014). Another morphogenus
Margocolporites belonging to subfamily Caesalpinioideae are represented by

⁄�

Fig. 3 (continued) (12) Albertpollenites retibaculatus, BSIP Slide no. 16749, EF E27/2.
(13) Margocolporites tsukadae, BSIP Slide no. 16751, EF F32. (14) Margocolporites sitholeyi,
BSIP Slide no. 16750, EF 41. (15) Retitrescolpites megareticulatus, BSIP Slide no. 16752, EF K39.
(16, 19) Dermatobrevitricolporites dermatus, BSIP Slide no. 16753, EF M27/3, BSIP Slide
no. 16755, EF N26. (17) Trisyncolpites ramanujamii, BSIP Slide no. 16754, EF N27/3.
(18) Sapotaceoidaepollenites keralaensis, BSIP Slide no. 16751, EF L35/1.
(20) Dermatobrevicolporites exaltus, BSIP Slide no. 16756, EF W48/4.
(21) Dipterocarpuspollenites retipilatus, BSIP Slide no. 16757, EF O44/4. (22) Lakiapollis ovatus,
BSIP Slide no. 16745, EF M22. (23) Tricolporopollis matanomadhensis, BSIP Slide no. 16750, EF
Q40/2. (24) Tribrevicolporites duttae, BSIP Slide no. 16758, EF N13/3. (25) Ctenolophonidites
keralensis, BSIP Slide no. 16745, EF K48/1. (26) Ctenolophonidites saadii, BSIP Slide no. 16752,
EF U44/2. (27) Ctenolophonidites costatus, BSIP Slide no. 16750, EF V46/1.
(28) Retistephanocolpites williamsii, BSIP Slide no. 16750, EF H39/4
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Table 1 List of palynotaxa recovered from sediments of Quilon Formation, Kerala Basin, India,
and extant ecological distribution of families

Ecological
distribution

Cyathidites australis (Couper 1953) Cyatheaceae Tropical–sub
tropical

Lygodiumsporites lakiensis (Sah and Kar 1969) Schizaeaceae Tropical–sub
tropical

Lygodiumsporites padappakkarensis (Rao and
Ramanujam 1978)

Schizaeoisporites multistriatus (Rao and
Ramanujam 1978)

Crassoretitriletes vanraadshoovenii (Germeraad
1968)

Dictyophyllidites granulatus (Saxena 1978) Dicksoniaceae

Biretisporites convexus (Sah and Kar 1969) Matoniaceae

Verrucosisporites dakshinensis (Rao and
Ramanujam 1978)

Lycopodiaceae Tropical–sub
tropical

Gleicheniidites senonicus (Ross 1949) Gleicheniaceae

Foveosporites miocenicus (Ramanujam 1972) Ophioglossaceae

Todisporites sp. Osmundaceae Tropical to tem-
perate,
cosmopolitan

Cingulatisporites sinuatus (Rao and Ramanujam
1978)

Unidentified

Laevigatosporites ovatus (Wilson and Webster
1946)

Polypodiaceae Tropical–sub
tropical

Polypodiisporites miocenicus (Rao and
Ramanujam 1976)

Polypodiisporonites ornatus (Sah) (Saxena and
Trivedi 2009)

Polypodiisporites perverrucatus (Couper) (Khan
and Martin 1971)

Polypodiisporites ratnamii (Ramanujam) (Rao
and Ramanujam 1978)

Polypodiisporites usmensis (Germeraad) (Khan
and Martin 1971)

Polypodiisporites verrucosus (Sah and Kar)
(Singh et al. 1985)

Monolites sp.

Quilonipollenites sahnii (Rao and Ramanujam
1978)
Quilonipollenites sp.

Arecaceae Tropical–sub
tropical

Monocolpopollenites kutchensis (Venkatachala
and Kar)(Saxena and Trivedi 2009)

Spinizonocolpites echinatus (Muller 1968)

Margocolporites sitholeyi (Ramanujam 1966) Fabaceae Tropical–sub
tropical
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Table 1 (continued)

Ecological
distribution

Margocolporites tsukadae (Ramanujam 1966),
Margocolporites sahnii (Ramanujam 1966)

Lakiapollis ovatus (Venkatachala and Kar 1969) Bombacaceae Tropical–sub
tropical

Dermatobrevicolporites dermatus (Sah and Kar)
(Kar 1985)

Dermatobrevicolporites alleppeyensis (Rao
1996)

Dermatobrevicolporites exaltus (Kar 1985)

Tricolporocolumellites pilatus (Kar 1985)

Tricolporopollis matanomadhensis
(Venkatachala and Kar) (Tripathi and Singh
1992)

Tricolporopollis decorus (Dutta and Sah 1970)

Tribrevicolporites duttae (Rao and Rajendran
1996)

Tribrevicolporites sarkarii (Rao and Rajendran
1996)

Crotonoidaepollenites euphorbioides (Rao and
Ramanujam 1983)

Euphorbiaceae
(Crotonoideae)

Tropical to tem-
perate,
cosmopolitan

Crotonisulcites grandis (Rao and Ramanujam
1978)

Verrutriporites annulatus (Kar and Jain 1981) Lythraceae
(Sonneratioideae)

Dipterocarpuspollenites retipilatus (Kar and
Jain 1981) (Kar 1992)

Dipterocarpaceae Tropical–sub
tropical

Albertipollenites retibaculatus (Saxena)
(Mandal and Rao 2001)

Albertipollenites robustus (Sah and Kar)
(Mandal and Rao 2001)

Ctenolophonidites costatus (von Hoeken
Klinkenberg 1966)
Ctenolophonidites keralensis (Ramanujam and
Rao 1971)
Ctenolophonidites saadi (Ramanujam and Rao
1971)

Ctenolophonaceae Tropical

Retistephanocolpites williamsi (Germeraad
1968)

Meliapollis quadrangularis (Ramanujam) (Sah
and Kar 1969)

Meliaceae Tropical

Triorites quilonensis (Rao and Nair 1998) Onagraceae

Myricipites singhii (Rao 1995) Myricaceae Tropical to Tem-
perate,
Cosmopolitan
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Table 1 (continued)

Ecological
distribution

Retitrescolpites megareticulatus (Mathur)
(Mandal and Rao 2001)

Oleaceae Tropical to tem-
perate,
cosmopolitan

Trisyncolpites ramanujamii (Kar 1979) Fabaceae
(Cesalpinoideae)

Tropical–sub
tropical

Striacolporites ovatus (Sah and Kar 1969) Fabaceae (Ceridoideae)

Proteacidites triangulus (Kar and Jain 1981) Proteaceae Tropical

Liliacidites sp. Liliaceae Tropical

Matanomadhiasulcites kutchensis (Saxena) (Kar
1985)

Annonaceae Tropical–sub
tropical

Sapotaceoidaepollenites keralaensis (Rao and
Ramanujam 1983)

Sapotaceae Tropical

Clavaperiporites jacobii (Ramanujam 1966) Thymelaeaceae Tropical to tem-
perate,
cosmopolitan

Foveotricolporites sp. Unidentified

Cheilanthoidspora monoleta (Sah and Kar 1972)

Cheilanthoidspora mioceneca (Kar and Jain
1981)

several species (Table.1). M. sahnii show close resemblance with extant pollen of
Agrostistachys meeboldii that is endemic plant of Western Ghats, generally occur in
low elevation of wet evergreen forest (Prasad et al. 2009).

The palynological assemblage contained the major families that are characteristic
of today’s rain forest of the region, however, the dominance of components of
megathermal families such as Bombacaeae, Ctenolophonaceae, Dipterocarpacae
and Arecaceae are noteworthy. It reveals that tropical rainforest of Kerala in Early
Miocene times were dominated by many megathermal plant families that indicates
intense warmer and wetter climate condition in comparison to today’s climate of
Kerala Basin.

5 Discussion

The Miocene Period is considered to be period of “making of the modern world”
(Potter and Szatmari 2009). The major uplift of modern mountain chains, the
initiation of bipolar glaciations, the origin of modern ocean currents, the aridification
of the continental interiors, the reduction in atmospheric CO2 levels and the overall
cooling trend of the global climate occurred in Miocene time (Zachos et al. 2008;
Potter and Szatmari 2009; Beerling and Royer 2011). The late Miocene is also
important from the perspective of environmental changes, such as the expansion of



Palynofloral Diversity During Mid-Miocene Warming in Kerala Basin,. . . 57

open landscapes and the spread of C4 grasses (Quade et al. 1989), the aridification of
the continental interior and the intensification of the Asian monsoon climate (Quade
et al. 1989; Molnar et al. 1993; Xing et al. 2012). The palaeovegetational changes
under Asian monsoon system during the late Miocene has been reconstructed mainly
from Siwaliks (Quade et al. 1989; Sanyal et al. 2004, 2005a, b, 2010), Northeast
India (Khan et al. 2014) and China (Wang 1994; Xu et al. 2008; Xia et al. 2009;
Jacques et al. 2011a, b; Xing et al. 2012) by using micro- and mega-floras and stable
isotopes. However, other part of Indian subcontinent remains poorly explored.
Present study have been done to analyse palynological data from the Kerala basin
which have provided insights into palaeofloral changes occurred around Middle
Miocene warming in tropical region.

The Quilon beds have an important position in Indian stratigraphy. The succes-
sion represents the evidence of marine transgression along the south-west coast of
India during Miocene, similar to the marine deposits along northwestern and western
parts of the Indian subcontinent (Verma 1977). Ostracods and palynological studies
suggested depositional environment of these sediments ranges from marginal
marine, brackish lagoon as well as brackish and freshwater swamps (Rao and
Ramanujam 1975; Rao 1995). The open marine shelf shallower than 20 m depth
with coral reef had also been inferred during deposition of the Quilon Formation
(Menon 1967a, b; Raha and Sinha-Roy 1982; Narayanan et al. 2007). Recently,
facies and faunal assemblage from the same formation suggested sea grass environ-
ments developed during marine transgression into marginal marine lagoons and
swamps in the region (Reuter et al. 2011).

Palynological studies of the Cenozoic sediments of the Kerala basin had been
carried by many workers such as Rao and Vimal (1953), Potonie and Sah (1958),
Ramanujam (1977, 1987), Rao and Ramanujam (1975, 1978, 1982), Kar and Jain
(1981), Raha et al. (1987), Rajendran et al. (1989), Rao (1990, 1995, 1996), Rao and
Rajendran (1996) and Rao and Nair (1998). These studies also provided floristically
diverse palynological assemblages consist of fungal remains, pteridophytic spores
and angiospermous pollen from Quilon and Warkalli successions. The pollen of
Schizaeaceae, Parkeriaceae, Osmundaceae, Adiantaceae, Polypodiaceae,
Caesalpiniaceae, Clusiaceae, Ctenolophonaceae, Oleaceae and Rubiaceae families
together with the tropical rain forest elements (Ctenolophonaceae, Oleaceae,
Proteaceae and Moraceae) indicate high rainfall. It was also suggested that since
Miocene time the climate pattern of Kerala region have not much changed
(Ramanujam 1987). The palynoflora assemblage from present study suggests
humid and tropical climate with plenty of rainfall throughout the year. The domi-
nance of megathermal families in palynological assemblage indicates enhanced
warming and precipitation in region around mid-Miocene times.
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6 Conclusions

• A rich and diverse palynological assemblage consisting of algal and fungal
remains, dinoflagellate cysts, pteridophytic spores, angiosperm pollen recovered
from the sediment samples Quilon Formation, Kerala.

• The recovered assemblage belongs to 25 extant families of pteridophyte and
angiosperm and is dominated by megathermal families such as Bombacaceae,
Ctenolophonaceae, Dipterocarpaceae and Oleaceae along with mangrove and
back-mangrove taxa mainly of Arecaceae family.

• Overall, the palynological assemblage of Quilon Formation indicates a warmer
and more humid climate in Kerala during late Early Miocene (Burdigalian) time
period.

• The deposition took place in mangrove-dominated, fluctuating lagoon in mar-
ginal marine environment surrounded by megathermal tropical rainforest.
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Non-Pollen Palynomorphs from
the Late-Holocene Sediments of Majuli
Island, Assam (Indo-Burma Region):
Implications to Palaeoenvironmental
Studies

Arya Pandey, Swati Tripathi, and Sadhan Kumar Basumatary

Abstract A total 31 sediment samples from a 150 cm deep sedimentary core was
examined for the Non-Pollen Palynomorphs (NPPs) analysis from the Sakali wet-
land in order to provide an overview of palaeoenvironment in Majuli Island (world
largest river island), Assam for the late Holocene. About 25 varieties of non-pollen
palynomorphs were reported, out of which fungal spores were at high abundance
along with scanty occurrence of zoological remains reflecting the past climate
vegetation and faunal interactions in the region. The dominance of coprophilous
fungi like Sordaria, Podospora, Ascodesmis, Coniochaeta (almost 40%) indicates
the past occurrence of vast open-land areas with grazing activities of herbivorous
animals. Some non-coprophilous fungi like Tetraploa, Dictyosporium, Cookeina
indicates the rich floral diversity around the study site. Other fungal remains like
Valsaria, Alternaria, Geastrum and Diploidia along with the presence of zoological
remains like Neorhabdocoela are indicative of the freshwater ecosystem with diver-
sified rich flora indicating warm and humid climate conditions in the region. The
presence of Entophlyctis lobata at the bottom of the sedimentary core indicates the
relatively dry climatic conditions in the island because this fungal spore is specific of
the temperate region. The frequent soil erosional activities could be evident through
the dominance of branched and solitary Glomus, attributable to the high flood-prone
region resulting in the mixing of local vegetation with the outlandish vegetation. The
scanty occurrence of Botryococcus, supports the high energy levels in wetland water,
attributed to frequent flood activities. All these NPP varieties of fungal, algal and
zoological affinities collectively display the past forest cover, palaeo-depositional
environment, past climatic conditions, anthropogenic response and grazing activities
in Majuli Island of Assam.
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1 Introduction

The Quaternary was a period of major environmental changes that were possibly
greater than any other time in the last 60 million years (Prell and Kutzbach 1987;
Clement et al. 1999) and the Holocene is a major epoch that had been the witness of
some major rapid climatic events, like Holocene climatic optimum (HCO), Medieval
Warm Period (MWP) and Little Ice Age (LIA) (Alley et al. 1997; Mayewski et al.
2004). The climatic changes that occurred during the Quaternary can be elaborated
by biotic and abiotic proxies and records. Pollen and spores analysis may lead to
strong inferences about the past climate and have a great role to reflect the vegetation
due to their extreme resistant sporoderm and high production with wide distribution
(Bradley 1985). However, owing to some taphonomic issues, such as bioturbation,
translocation, sorting destruction (Birks and Birks 1980; Moore and Webb 1978), as
well as differences in pollen production and dispersal between taxa, which depend
on the plant species themselves and climatic conditions (Hicks 2001; Spieksma et al.
2003), the past ecological inferences are not possible to reconstruct accurately.
Therefore, there is a dire need to look after an auxiliary proxy tool which could
complement the pollen-inferred past climatic and depositional signals.

The utility of NPPs as paleoecological indicators has grown rapidly during the
last decase or so, because of their frequent occurrence in palynological slides and
potential to improve the reconstruction of past communities and environments, local
grazing pressure and fire and human pressure (van Geel et al. 1994; van Geel and
Aptroot 2006). Their fast germination and reproductive ability maintain their pres-
ence in the high amount in the sediments, even for a thousand years. Some of the
fungal and algal remain often found in a mycorrhizal form, pathogenic form, or in a
symbiotic relationship and they apprise about the presence of those co-occurred
specific taxa around that area. Though many NPPs are still not properly identified but
some of them can be used as palaeoecological indicators. In the present investiga-
tion, 25 different and distinguished NPP types, grouped comprehensively under
three classifications as fungal, algal and zoological remains, have been considered,
archived and represented from the Sakali wetland of Majuli Island, alongside their
palaeoecological implications.

The Majuli is the largest river island in the world which is located on the
Brahmaputra River in the state of Assam, northeast India (falls under the Indo-
Burma biodiversity hot spot). The geographical and physiographic conditions of
Majuli Island makes it a sensitive region for any natural calamities such as flood, soil
erosion, cyclone, etc. Therefore, to overcome these natural calamities posing threats
of physiographic disturbances and ecological imbalances, which would have serious
consequences in Assam state, the present study could provide an insight to identify
and demonstrate the Non-Pollen Paynomorphs (NPPs) especially fungal and zoo-
logical remains in tracing the palaeoenvironment in the Majuli Island.
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The palyno-investigations provide valuable insights concerning changes in the
vegetation and contemporaneous climatic oscillation on the Indian subcontinent
since the Quaternary epoch. The few published records on vegetation succession
and past climatic oscillations in Assam include studies of reserve forest of lower
Brahmaputra valley and upper Assam region (Bhattacharya and Chanda 1992; Bera
and Dixit 2011; Dixit and Bera 2012; Tripathi et al. 2020). However, despite the
frequent occurrence in pollen slides, the NPP studies have never been carried out on
the modern surface soil and Quaternary sediments from the Assam, except a solitary
publication from the Rhino dung samples of Kaziranga National Park of Assam
dealing with the coprophilous fungi (Basumatary and McDonald 2017). Neverthe-
less, the fungal spores have also been studied on the Holocene sediments of
Mizoram, northeast India, for the palaeoclimatic interpretation (Mandaokar et al.
2008). The present study thus assesses the behaviour of non-pollen palynomorphs
with the respective depositional and ecological setting around the Sakali wetland
which may further strengthen and substantiate the pollen-based palaeoclimatic
reconstruction in the Majuli Island and the surrounding region of northeast India.

2 Regional Setting

Majuli is the largest tropical river island in the Brahmaputra River located in the
Indian state of Assam. It is allocated between latitude 93�300–94�350 E and longitude
26�500–27�100N at an elevation ranging from 60 to 85 m above mean sea level
(Basumatary et al. 2018). Majuli had a total area of 1250 square kilometres (483 sq.
mi), but having lost significantly to erosion it has an area of only 421.65 square
kilometres (163 sq. mi) in 2001. With a population of 1.6 Lakhs, the majority being
tribal have a very rich heritage and has been the abode of Assamese Vashnavite
culture with a tremendous option for spiritual and Eco-tourism. The island comprises
of many small endangered wetlands like Sakali, Duboi, Johai, Belguri, etc. The
sedimentary core for the present study has been retrieved from the Sakali wetland.
The Sakali wetland (26�520N, 94�120E) in the Majuli Island is located in close
vicinity to the Brahmaputra River (Fig. 1). The wetland is bordered by open area
and cultivated land. The wetland comprises approximately 0.70 km2 but is much
larger during heavy summer rains. During heavy rainfall, the infiltration of more
rainwater from the Brahmaputra River results in flooding of the surrounding area.
During winter it becomes smaller due to low rainfall (Basumatary et al. 2018).
Majority of the research on Majuli has focused on bank erosion, rainfall pattern,
drainage discharge of the Brahmaputra river, geomorphic changes in the river basin
and vegetation (Das 2015). This island is one of the most dynamic landforms and
highly sensitive towards the natural calamities, like earthquake and floods.
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Fig. 1 Location map showing the study area (after Basumatary et al. 2018)

3 Climate and Soil Type

Majuli Island has a subtropical monsoon climate, as is found in the other parts of
Assam, in general, the study area enjoys a warm and humid climate. The climate of
the region is controlled by the southwest and northeast monsoons since area pos-
sesses high rainfall i.e. the average annual rainfall in the area is around 215 cm. The
relative humidity is very high and ranges from 75% to 86%. During summers it is hot
and humid with the maximum temperature rise up to 37 �C and cold and dry during
the winters. All the major festivals in the island are held in the winter season when it
is cool and pleasant. The average temperature hovers from 7 to 18 �C.

The soil in the Sakali wetland and adjoining areas is largely characterized by the
moderately deep to very deep deposition of alluvium, with variation in colour from
grey to mottled grey. It is mostly composed of sandy to silty loams and slightly
acidic in nature. It is less acidic on the riverbanks and sometimes slightly alkaline.
The soil lacks in the development of intact profile and is deficient in phosphoric acid,
nitrogen and humus (Basumatary et al. 2018).
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4 Material and Methods

A 1.5 m deep sedimentary core has been procured from the centre of the Sakali
wetland through PVC pipe after the several trials coring (Fig. 2). The sedimentary
core was sub-sectioned at about 5 cm interval initially for the palynological assess-
ment. Fortunately, after the chemical processing and preparation of permanent slides
for the pollen analysis, we realized that the samples were rich in the diversity of
non-pollen palynomorphs and with this we started our studies on NPPs as an
auxiliary tool for the palaeoenvironmental reconstruction in Majuli Island. The soil
sediment of this region is composed of varied proportions of organic clay, silt and
sand (Fig. 2). The different types of Non-pollen palynomorphs with their affinity and
environmental implications are provided in Table 1. For the chemical processing,
acetolysis technique was utilized for the extraction of pollen, spores and NPPs
(Erdtman 1943). The step-wise chemical processing of soil samples are enumerated
below:

1. 10 g of soil sample was treated with 10% potassium hydroxide (KOH) and
boiled for up to 10–15 min until the effervesces comes.

2. After getting cool sieve the samples through 150-μm mesh size sieve for the
deflocculating of the organic matter.

3. Then pour the samples into a centrifuge tube and centrifuge until a speed of at
least 4500 rpm.

4. Wash the material with water and centrifuge until the supernatant is clear.
5. Dehydrate with 96% acetic acid and centrifuge.
6. Prepare an acetolysis mixture of acetic anhydride and sulphuric acid in (9:1)

ratio.
7. Acetolyse the material by heating the sample in the acetolysing mixture to

100 �C for at least 10 min.
8. Cool the sample tubes at room temperature and then again centrifuge.
9. Wash the material with distilled water and centrifuge twice.

10. Pass the sample through 60-μm mesh size (0.56-μm pore size) sieve and the
residue (>10 μm) was collected and stored for NPP studies.

11. The counting with photo-documentation of NPPs was done using an Olympus
BX-50 Microscope with attached DP-26 Olympus camera (Plates 1 and 2).

5 Results

Due to the high diversification and complex nature of Non-pollen palynomorphs in
palynological slides, most researchers often encounter difficulties in identification. It
is possible to observe NPPs with variable views and their counting tells us about
their abundance in a specific area. The identification and grouping of NPP types are
necessary to reflect the vegetation and ecological dynamics rather than assuming a
species entity based on their morphology alone (Adojoh et al. 2019). Description of
all the NPP types are strictly based on morphological features (size, shape, number,
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Fig. 2 A litholog of 150 cm deep sedimentary core procured from the Sakali wetland of Majuli
Island, Assam



(continued)
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Table 1 The characteristic non-pollen palynomorphs and their affinities along with an environ-
mental implications

S. no Genus Affinity/family Environmental implication

1 Helminthosporium Fungal spore
(Pleosporaceae)

Best indicator of cultivated land and
pathogen to members of Poaceae family

2 Gelasinospora Non-coprophilous
fungi (Sordariaceae)

Found in highly decomposed peat, indi-
cate the human settlement around the
study site

3 Nigrospora Coprophilous fungi
(Trichosphaeriaceae)

Frequently found at the cropland and
open-land. Pathogenic to grasses and
some other angiosperms like tea, palms
and banana.

4 Ascodesmis Coprophilous fungi
(Ascodesmidaceae)

Found on dung of both wild and domes-
ticated animals, indicates the grazing
activity around the study site

5 Podospora Coprophilous fungi
(Lasiosphaeriaceae)

Found on dung, indicates the animal
diversity and grazing activity

6 Sordaria Coprophilous fungi
(Sordariaceae)

Found on dung, also occur on moulds
indicates grazing activity

7 Telitia Pathogenic fungus
(Ustilaginaceae)

Plant pathogen, effects the members of
Poaceae family

8 Delitschia Coprophilous fungi Dung loving fungi, indicates grazing
activity

9 Entophlyctis
lobata

Non-coprophilous
fungi
(Chytriomycetaceae)

Specific of temperate region. Cold climate
loving fungi.

10 Dictyosporium Non-coprophilous
fungi
(Dictyosporiaceae)

Indicate warm and humid climate

11 Diporotheca Parasitic fungi
(Diporothecaceae)

Parasites on the roots of solanum species;
wet zone highly trampled by livestock.

12 Coniochaeta Coprophilous fungi
(Coniochaetaceae)

Widely found on dung of both wild and
domesticated animals; also grow on
decaying woods

13 Diploidia Non-coprophilous
fungi
(Botryosphaeriaceae)

Shows cosmopolitan distribution, and no
specific temperature is needed for their
growth

14 Glomus Mycorrhizal fungi
(Glomeraceae)

Frequently found near the wetland and
open land area that indicate soil erosion.

15 Arnium type Coprophilous fungi
(Lasiosphaeriaceae)

Mostly occur on dung, but some species
are also abundant on rotting herbaceous
stems and wood

16 Alternaria Non-coprophilous
fungi
(Pleosporeaceae)

Shows cosmopolitan distribution, and no
specific temperature is needed for their
growth

17 Valsaria Non-coprophilous
fungi (Valsariaceae)

Warm loving, occur on decayed bark or
woods



and characteristics of apertures and appendices, wall colour, surface structure)
provided by van Geel (1972, 1986, 2001) and others (e.g. Bakker and van Smeerdijk
1982; Vander Wiel 1982; Kuhry 1985; Haas 1996; Guy-Ohlson 1998) have system-
atically developed the practice of examining all fossils from a wide variety of
sediment types. High fungal abundance can be seen in the studied sediment samples
of Sakali wetland, a few algal, plant and animal remains were also retrieved. All the
identified NPPs that were spotted in the palynological slides have been elaborated
below.
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Table 1 (continued)

S. no Genus Affinity/family Environmental implication

18 Geastrum Saprophytic fungi
(Geastraceae)

Cosmopolitan fungi, grow in tropical cli-
mate mainly found to grow scattered or
clustered in leaf litter or humus

19 Tetraploa Non-coprophilous
fungi
(Tetraplosphaeriaceae)

Indicate comparatively warm and humid
climatic condition but favourable habitat
is near water.

20 Ustilago Smut fungi
(Ustilaginaceae)

Indicate warm and humid climatic
condition

21 Cookeina Saprobic or parasitic
fungi (Pezizaceae)

Commonly found attached with woody
substrate may be living or dead. Indicate
the presence of woody plants.

22 Botryococcus Algal remain
(Dictyosphaeriaceae)

Typically found in tropical fresh water
wetlands

23 Biostructured
phytoclast

Organic remains It shows the presence of woody plants

24 Neorhabdocoela Zoological remain Found in fresh water ecosystem

25 Flatworm residue Zoological remain Mostly found near the wetland area that
represents the freshwater ecosystem near
around.

26 Fungal hyphae
(septate)

Fungal body part Bundle of hyphae ultimately results in
formation of the mycelium.
Mycelium is highly branched and plays an
important role in vegetative reproduction
in fungi. Warm and humid climatic con-
ditions are favourable for their growth.

5.1 Fungal Remains

Most of the fossil fungi recovered from the sedimentary core of Sakali wetland
appeared to be ascospores, conidia, and chlamydospores produced by 21 different
fungi belonging to 16 families like Sordariaceae, Pleosporaceae, Glomeraceae,
Ascodesmidaceae, Chytriomycetaceae, Dictyosporiaceae, Lasiosphaeriaceae,
Valsariaceae, etc.). Many of the recorded fungal spores were found in peat deposits,
especially in peat layers which were formed under relatively dry conditions. In lake
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Plate 1 Non-pollen palynomorphs retrieved from the sedimentary core of Sakali wetland of Majuli
Island, Assam. 1. Botryococcus, 2. Nigrospora, 3. Ascodesmis, 4–5. Geastrum, 6. Diporotheca,
7. Coniochaeta, 8–9. Glomus, 10. Entophlyctis lobata, 11. Arnium type, 12. Unidentified, 13.
Telitia, 14–15. Valsaria, 16. Ustilago, 17. Ascospore of Cookeina, 18. Delitschia, 19. Unidentified,
20. Diploidia, 21. Dictyosporium, 22. Segmented mycelium, 23. Alternaria



deposits, however, fungal remains normally are of rare occurrence (in open water
there is no strictly local production of fungal spores which do preserve as fossils).
Another factor that influences the fossil record is the fact that only relatively big
(heavy) fungal spores with thick walls are normally preserved. Most of the thin-
walled spores, which disperse better and which are known from the records of spores
in the present atmosphere, obviously do not fossilize. From the various studies of
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Plate 2 Non-pollen palynomorphs retrieved from the sedimentary core of Sakali wetland of Majuli
Island, Assam. 24–26. Sordaria, 27–28. Podospora, 29. Helminthosporium, 30. Tetraploa, 31.
Gelasinospora, 32. Unidentified, 33. Unidentified, 34. Unidentified, 35.Unidentified, 36.
Biostructured phytoclast, 37. Flatworm residue, 38. Neorhabdocoela



fossil fungal spores, it became clear that the recorded spores in most cases were of
strictly local occurrence. Some of the reported fungal remains are listed below with
details.
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Nigrospora [Plate 1, (2)]
It is a dark hyaline round-shaped spore, the diameter is about 25–32 μm. Nigrospora
is a ubiquitous, cosmopolitan fungus, especially abundant in a warm climate. It is
mostly found on decaying plant material and soil. It belongs to phylum Ascomycota
and class Trichosphaeriaceae. It is a common pathogen of grasses.

Ascodesmis [Plate 1, (3)]
It is a coprophilous fungus with a complex fruiting body. Its diameter is about
12–15 μm, round in shape, yellow colour body with several spins like outgrowth.
Widely found on the dung of both wild and domesticated animals, indicates the
grazing activity.

Geastrum [Plate 1, (4, 5)]
Its diameter is about 25 to 30 μm, spherical with an irregular outer surface having
some ridges all around the surface wall. The outer layer of the tissue splits like a star
(7–10 pointed rays) that eventually bends back to point downwards. It is a sapro-
phytic fungus which grows mainly in the tropical climate, cosmopolitan in nature
with proliferating growth in leaf litter or humus in scattered or clustered form. It
belongs to the earth star family of fungi.

Diporotheca [Plate 1, (6)]
These ascospores are one-celled, ellipsoidal, 32–49 � 18–25 μm in size, both ends
truncate with a wide germ pore of ca. 1.5 μm in diameter. Parasites on the roots of
Solanum species, wet zone highly trampled by livestock (Cugny et al. 2010).

Coniochaeta [Plate 1, (7)]
It is a coprophilous fungus with domb shape likes structure placed one above the
other, spherical shaped and very small in size (12 � 10 μm), and the measurement
fluctuates because of its complex structure. The edge of the spore is dark in colour,
rarely visible. The occurrence of Coniochaeta indicates the presence of dung and
peat. The species of Coniochaeta and their anamorphs occurs on dung, wood, or
bark of trees, soil, leaves, and leaf litter and rarely in non-woody host plants like
Poaceae.

Glomus [Plate 1, (8, 9)]
It is an Arbuscular mycorrhizal fungus, that dependent on their mycorrhizal associ-
ation with plant root to complete their life cycle. They are dark yellowish to light
brown in colour, about 10 μm in size and have a tail-like structure. They mostly
occur in soil in solitary form, rarely seen in the branched form. Glomus species are
found in nearly all terrestrial habitats, including arboreal land, deserts, grassland,
tropical forest, and tundras. The endomycorrhizal fungus Glomus occurs on a variety
of host plants, and chlamydospores are of a regular occurrence on pollen slides
(Cook et al. 2011).
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Entophlyctis lobata [Plate 1, (10)]
It is an endobiotic fungus with multiple morphological variations among their
species (van Geel 1978): sporangia crenulate, 20–38 � 18–33 μm, about 6 μm
high, walls about 0.5 μm thick (Kuhry 1997): Crenulate sporangia, with a central
pore. Mostly found in the temperate region, reflecting the cold temperature.

Arnium [Plate 1, (11)]
These ascospores are oval-shaped with 38–45 � 20–25 μm in size, with some
ornamentation could be seen on the surface of the spore. These are coprophilous
fungi but some species are also abundant in rotten herbaceous wood and stem.

Telitia [Plate 1, (13)]
Fungal spore is globose, 11.8–18 μm in diameter, bi-layered with the reticulate body
surface, ca. 0.5 μm thick superficial sculpturing. Spines like outgrowth, with
5.6–10.4 μm long, ca. 0.3 μm in diameter. It is a plant pathogenic fungus that
generally affects the grasses, warm and humid climatic condition is favourable for
their growth.

Valsaria [Plate 1, (14, 15)]
Ascospores uniseptate, septum very pronounced and slightly protruding, bi-layered
thick verrucose wall, measuring ca. 32 � 22 μm. Warmer climatic condition is
favourable for its growth. An indication in this direction may be the observation that
species of Valsaria have become more common in warmer parts. In times of global
warming, it seems justified to expect that these fungi will enlarge their distribution
area (Jaklitsch et al. 2015).

Ustilago [Plate 1, (16)]
It is a round-shaped smut fungus, globose 16–24 μm in diameter (van Geel et al.
2011). It shows pathogenic characters, especially in maize and wheat.

Ascospore of Cookeina [Plate 1, (17)]
Spore is bi-celled with elliptical shaped body, measuring 30–35� 5–20 μm, ends are
slightly pointed, surface provided with longitudinal striations; septum lanceolate and
distinct, (Mandaokar et al. 2008). Non-coprophilous fungus, mostly saprophytic and
parasitic taxon commonly associated with woody substrates like a living, dead or
decaying wood and leaves or litters. It indicates the dense forest under humid and
rainy climate.

Delitschia [Plate 1, (18)]
The spore is divided by a thick septum, ends are slightly conical, measuring
32–35 � 13–15 μm, the thickness of septa is around 0.41 μm; spore wall is neither
differentiated nor visible. It is a coprophilous fungus.

Diploidia [Plate 1, (20)]
The ascospore is an ellipsoidal, dark brown in colour. It indicates a warm and humid
climate.
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Dictyosporium [Plate 1, (21)]
Pale brown conidia of 36–41 � 11–14 μm, consisting of one truncate cell with
3 vertical straight or slightly curved cylindrical, septate arms of more or less similar
length, arranged close to each other. Mostly found in deadwood.

Alternaria [Plate 1, (23)]
The tri-septate spore is curved at the axis at one side and slightly pointed on the
other, around 5–6 longitudinal septa are present that divide the body of the spore into
chambers. It is a cosmopolitan fungus found generally in areas with a warm and
humid climate.

Sordaria [Plate 2, (24, 25, 26)]
Spores ellipsoidal, one-celled, brown, 18–20 � 10–11 μm with a protruding apical
pore of about 1.5 μm diameter at one end with a slight annulus (van Geel 1978), the
spore wall is thick and pigmented with high survival capacity. It is also a coproph-
ilous fungus which indicates grazing activity and sometimes grows on moulds
as well.

Podospora [Plate 2, (27, 28)]
A dark-pigmented upper cell and a hyaline lower cell (pedicel); they often have a
gelatinous sheath and gelatinous caudal, brown-to-black coloured upper cell. Spore
length is 17–34 μm, inflatable-type species (van Geel and Aptroot 2006). It is a very
common coprophilous fungus, representing a warm and humid climate with an
indication of grazing activities.

Helminthosporium [Plate 2, (29)]
Hyphae are septate. Multicellular conidia (six or more-celled), are brown to dark
brown, erect, parallel-walled, and ceasing to elongate when the terminal conidium is
formed. Large 40 � 9 μm, solitary, club-shaped, and pale to dark brown.
Helminthosporium is an indicator of cultivated land.

Tetraploa [Plate 2, (30)]
Conidia ellipsoid to rectangular, 3–4 columns with 4 cells in each column,
yellowish-brown, 33–41 � 18–23 μm, verruculose, thick-walled; terminating in
septate appendages, 12–80 μm long (frequently broken), 5–8 μm wide. Distributed
mainly in tropical and sub-tropical regions. Found as saprophytes, on decaying
wood, leaf litters, grasses and some monocotyledons as well (Gelorini et al. 2011).

Gelasinospora [Plate 2, (31)]
Ascospores ellipsoidal, 21–32 � 15–20 μm. Spore surface almost black, evenly
ornamented with ca. 1 μm wide round hyaline pits (van Geel 1978).

5.2 Algal Remains

Algal palynomorphs, observed in the pollen slides besides pollen grains and spores
of terrestrial and aquatic plants and fungal spores, are mainly represented by



Botryococcus, Pseudoschizia, Pediastrum, Spirogyra and Zygnema. However, in the
sediments of Majuli Island, we only noticed the trace occurrence of Botryococcus.
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Botryococcus [Plate 1, (1)]
It is green algae, found in colonies of cells with irregular shape and size. The cell
body is oval-shaped folded in mucilage and about 8–10 μm long and 4–6 μm wide.
Modern Botryococcus is widely dispersed in temperate and tropical regions and is
known to tolerate seasonally cold climates.

5.3 Zoological Remains

Neorhabdocoela [Plate 2, (38)]
Oocyte without operculum, yellow, funnel-shaped or oval, 123–147� 119–150 μm,
with a smooth surface, stalk typical but often only partly preserved or not preserved,
with articulation just beneath the body (Gelorini et al. 2011). Found in pollen
preparations from Holocene freshwater lake sediments (Haas 1996).

Flatworm Residue [Plate 2, (37)]
Flatworm plays a major role in cultivations; hence their remains reflect the farming
activities in the respective field. The digestive cavity of the Flatworms has only one
opening for both ingestion (intake of nutrients) and egestion (removal of undigested
wastes); as a result, the food cannot be processed continuously (Zaborski 2002).

5.4 Organic Matter

Bio-structured Phytoclast [Plate 2, (36)]
Indicates the remaining part of the plant like cortex, epidermis, vascular bundles, etc.

6 Discussion

6.1 General View of NPPs Recorded from the Majuli
Sediments

Non-pollen palynomorphs play a very vital role in the prediction of past
palynostratigraphical and palaeoclimatic condition. Because of its wide variety and
distinguish characters they provide valuable information regarding the
palaeoenvironmental reconstruction. The NPPs recovered from the 31 sediment
samples of the 150 cm deep sedimentary core procured from the Sakali wetland of
Majuli Island have dissimilar origin and nature and include fungal spores, algal and



zoological remains of different environment. During our pollen-based late Holocene
climatic studies in the aforesaid sediment core, it seems that the vegetation was not
fully reflected by the available palynoassemblage, owing to the recurring floods and
massive soil erosion in the Majuli Island (Barman et al. 2013). Thus, there is a dire
need to look after the NPPs in the palynological slides, in order to provide an
auxiliary tool that corroborates the pollen data for inferring the past vegetation and
climate of this largest river island.

Non-Pollen Palynomorphs from the Late-Holocene Sediments of Majuli Island,. . . 77

6.2 Major Inferences Drawn from the Retrieval of Fungal
Spore from the Late-Holocene Sediment Samples

Majority of the research on Majuli has focused on climate change, disturbance in
vegetation, bank erosion, rainfall pattern, drainage discharge of the Brahmaputra
river, geomorphic changes in the river basin and the impact of the 1950 earthquake
on settlements and fluvial pattern of the river. The studied sedimentary core gives
variant forms of non-pollen palynomorphs especially the coprophilous and
non-coprophilous fungal remains that provide very valuable insight into the
palaeoenvironmental conditions. A total of 21 different fungal spore types were
reported in the present investigation from the late Holocene sediments of Sakali
wetland of Majuli Island, Assam. The coprophilous fungi have been broadly used to
unravel the presence of herbivores (van Geel and Aptroot 2006; Cugny et al. 2010;
Gelorini et al. 2011; Ghosh et al. 2017; Loughlin Nicholas et al. 2018). Their
presence could be used as indicators of the presence of the livestock, particularly
bovines. The Sordaria sp. is particularly found on cattle dung (Ejarque et al. 2011;
van Geel and Aptroot 2006) and is commonly used for indicating the grazing
activities (Ejarque et al. 2011). Moreover, the Podospora sp. and Delitschia
sp. are strictly coprophilous, whereas Coniochaeta sp. and ascospores of
Sordariaceae are saprophytic in nature, growing on dead plant parts and other
decaying substrates (Ghosh et al. 2017). Coprophilous fungi in surface and sedi-
mentary soil profile helps to document or infer the former presence and subsequent
decline of, herbivorous animals in a region. Many coprophilous fungi have rather
very narrow host range so; they can be indicator for a specific region which reflects
the climate and vegetation around the area. Apart from the coprophilous fungi, the
other non-coprophilous fungi like Alternaria, Dictyosporium, Telitia and Valsaria
were also reported consistently in the sample that shows the proliferation of dense
vegetation under warm and humid climate in the region (Ellis and Ellis 1985).

The Tetraploa and Glomus indicate rich plant diversity and availability of water
in the region. These fungi are commonly found as mycorrhizal fungi on roots, leaves
and stems of Poaceae and Cyperaceae (Tanaka et al. 2009). Glomus is mostly found
during the early phase of late Holocene, often used as an indicator of soil erosion,
and dry climatic conditions, since this fungus primarily lives underground
(Anderson et al. 1984; van Geel et al. 2003). The presence of Entophlyctis lobata



at the bottom of the sediment core reflects the cold and dry temperature since it is
specific of temperate regions. The fungal spores of Arnium and Gelasinospora
mostly occur in highly decomposed peat; formed under relatively dry, oligotrophic
conditions, also indicate layers with charred material.
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Further, the other fungal spores like Nigrospora sp., and Tetraploa sp., could be
used as indicators of open-land vegetation which could be related to the human
pressure (Gelorini et al. 2011). The Helminthosporium (a key indicator of cultivated
land), and Telitia are grass pathogen and especially associated with the Poaceae
member’s example, Oryza sativa (rice), and Bambusa vulgaris (Bamboo) and these
taxa are abundant in the region that reflects the anthropogenic activities around the
area, whereas Diporotheca shows the symbiotic relationship with Solanum sp.

The corroboration of these NPPs helps us to reconstruct the past climate vegeta-
tion interaction. The NPPs collectively display the holistic information of mixed
settlement of domestic living, anthropogenic capacities and environmental elements
prevailing during the late Holocene in the Majuli Island.

6.3 Overall Inferences from the Algal and Zoological
Remains

The occurrence of Neorhabdocoela, a freshwater zoological remain demonstrates
the existence of cropland along with the presence of perennial water system around
it. We have also encountered the scanty amount of algal remain like Botryococcus,
where the flow of water would be in stagnant condition (Kumar et al. 2017). The
complete absence of algal remains and rare occurrence of Botryococcus in sediments
of Sakali wetland, supports the high energy levels in wetland water, attributed to
frequent flood activities, owing to the close vicinity of Brahmaputra river. The
overall NPP assemblage shows that this island possesses the grazing activities,
cultivation process and domestic settlement during the recent past.

Besides the aforesaid NPPs, there are large numbers of NPPs, which are still
unidentified and their ecological, as well as environmental values, are yet to be
established. Additionally, the unidentified NPPs particularly fungal spores and
conidia, which are in predominance, could be prescribing the probability to improve
the typification and knowing of new bio-markers for their future examinations in
palaeoecology, palaeoenvironment and palaeoclimate.

7 Conclusions

From the overall reviewing of the inferences discussed in the present paper, it can be
suggested that the generated database of Non-pollen palynomorphs could provide
baseline information for the precise reconstruction of past vegetation and climate in



this high flood and erosion-prone region of Majuli Island. Twenty-five different and
well-identified NPP types, classified broadly under three categories as fungal, algal
and zoological remains, have been studied, documented and illustrated from the
Sakali wetland of Majuli Island, along with their palaeoecological implications.
Based on the recovered NPPs we concluded that the study area is providing a
blend scenario of scattered forest near the wetland, and the presence of some
non-coprophilous fungi indicates the practice of cultivation around with adequate
signature of human settlement. The coprophilous fungi especially Sordaria and
Podospora could be used to decode the palaeoherbivory in the Majuli Island. In
future, the multiproxy analysis including both biotic and abiotic proxies would
definitely unfold the past hidden ambience of the region.
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Moreover, the vigorous dataset on NPPs aspect from sediment samples was
needed with a view to strengthen the palaeoclimatic and palaeoecological
interpretation.
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Climate Variability and Its Causal
Mechanisms Over the Northeastern Indian
Himalaya

Prachita Arora, Priyanka Singh, S. Nawaz Ali, P. Morthekai,
Mayank Shekhar, and Ruby Ghosh

Abstract The Indian Summer Monsoon (ISM) is a part of Asian monsoon system
and forms a fascinating component of the global climate dynamics. Its long-term
evolution and variability at different time scales (centennial to millennial) has been
attributed to changes in large-scale forcing or boundary conditions like orbital
parameters, mountain-plateau orography (tectonic), glacial surface boundary condi-
tions and atmospheric CO2 concentrations. The changes in ISM have large scale
impacts on the diverse ecosystems and life of billions of people living in south Asia.
Despite its importance, the reliable future ISM predictions (model simulations)
remain a challenge. The proxy palaeoclimatic reconstruction data serves as an
analogue against which the future models are tested and hence their importance.
Towards understanding the ISM variability, the eastern Himalayan region is impor-
tant as it is dominantly influenced by the Bay of Bengal branch of the ISM. Its
tropical character and high biodiversity is—in large—a consequence of topography-
climate interactions and the influence of the ISM precipitation. Till now, in-depth
and quantitative (semi) characterizations of ISM variability and precipitation pat-
terns prior to the instrumental period are rare. As far as the paleoclimatic/
paleoenvironmental proxy records of the tropical Himalaya are concerned, these
data requirements are only rudimentarily fulfilled, especially in relation to the sheer
size of this sector. The present work provides a semi-quantative synthesis of all the
available (11) palaeoclimatic records from this sector that are qualitative in nature.
Towards this, the available information on moisture or precipitation associated with
ISM (published data) has been evaluated and given a weightage (1–6; driest to
wettest) following a consistent criteria, to arrive at meaningful synthesis. In the
present study, modern precipitation and temperature (categorized into summer and
winter) data have been analyzed to understand the driving forces that potentially
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influence the variability in the climate. To establish the links between various
climate driving indices and the climate parameters, redundancy and Granger-
causality analysis have been employed.
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Keywords Indian summer monsoon variability · Semi-quantative synthesis ·
Ordination analysis · Granger-causality test

1 Introduction

Understanding of the past climate variability as well as its present trend, is funda-
mental for any agrarian society, as it paves the way for predicting/forecasting future
scenarios. With ongoing changes in the global climate, our community is eager to
know and understand climate variations, their possible impacts and potential effects
on the future generations (Dixit 2020). The Indian Summer Monsoon (ISM) is a
dominant source of precipitation in the three most important river basins (Indus,
Ganga, and Brahmaputra) and plays a significant role in south Asian and Indian
hydrology (Hasson et al. 2016). The Himalaya, also acknowledged as the water
tower of Asia, has the largest concentration of glacier outside the poles. The
contributions however, to the river systems, suggest dominance of rainfall-runoff
(~66%) with respect to glacier melt water in case of both Ganga and Brahmaputra
(Shrestha et al. 2015). Therefore, it is crucial to understand the dynamics and
variability of ISM as ~830 million people involved in agriculture, forestry, fisheries,
and livestock directly depend on it and are vulnerable to any water stress due to the
ongoing climate change (Webster et al. 1998; Shrestha et al. 2012a, b; Gadgil and
Kumar 2006; Dixit 2020). Further, the droughts and floods associated with the ISM
rainfall have devastating effects on the people, agriculture and economy of the
Indian subcontinent (Xavier et al. 2007; Kaushal et al. 2018).

The ISM is a component of the Asian summer monsoon system and originates as
a result of the differential heating of the land and ocean surfaces during boreal spring
and is considered as the most pronounced monsoon system in the world (Tao 1987;
Webster 1987; Wu 2017). The ISM rainfall has shown both spatial as well as
seasonal to multi-decadal variability (Parthasarathy and Yang 1995; Koul et al.
2018). The variability is largely controlled by insolation driven coupled ocean-
atmosphere processes such as El Nino Southern Oscillations and Indian Ocean
Dipole (Sikka 1980; Pant and Parthasarathy 1981; Rasmusson and Carpenter
1983; Ashok et al. 2019; Webster and Yang 1992; Kumar et al. 1995). Towards
understanding the past (Late Quaternary) ISM variability, reasonable research has
been done on the Ocean sediments (Gupta et al. 2003, 2005, 2013; Kessarkar et al.
2013; Govil and Naidu 2011; Rashid et al. 2011; Schulz et al. 1998; Overpeck et al.
1996; Sirocko et al. 1993). However, such reconstructions are more reliable for wind
speed and monsoon strength and less valid for moisture content (Sinha et al. 2005;
Sarkar et al. 2000; Ruddiman 1997). Hence, to understand the ISM variability,
terrestrial (fluvial, lacustrine and speleothem) records of climate variability with
greater spatial and temporal coverage are needed to improve the predictive



capabilities of the future ISM trends (Ali et al. 2018; Chen et al. 2015; Sinha et al.
2005). However, such records are scanty and often suffer poor age control (Ali et al.
2018; Bhushan et al. 2018; Ghosh et al. 2015; Mishra et al. 2015; Prasad et al. 2014;
Sinha et al. 2005).
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The Himalayan region is variably influenced by two main weather systems viz.
the ISM and the mid-latitude westerlies (Yang et al. 2008; Finkel et al. 2003) and the
southern and eastern parts are dominated by the ISM, while the northwestern parts
are dominated by winter westerlies (Ali et al. 2013; Benn and Owen 1998). These
two weather systems have also influenced the inter-regional variability in the pattern
and extent of past glacier advances and present dynamics (Bookhagen and Burbank
2010; Finkel et al. 2003). In a recent study, Ménégoz et al. (2013) suggested a
differential concentration and limited role of the ISM in the western and some parts
of eastern Himalaya. Hence it is important to understand the past ISM variability
from different sectors of the Himalayan orogen.

The eastern Himalaya is dominated by the ISM precipitation and comprises of
some spectacular landscapes and is a biodiversity hot spot, where the moist winds
from the low lands of India and Bangladesh rise and interact with the cold dry winds
of Tibetan highland (O’Neill et al. 2017). The eastern part of the Himalayan
cordillera is an important sector to understand the past ISM variability, as the
contributions from the winter westerlies is very less (Ali et al. 2019; Bookhagen
and Burbank 2006). The dominance of ISM and its controls on the landscape
evolution, ecosystems and steep climatic and ecological gradient makes the region
special in terms of important implications for understanding past environmental/
climate changes (Meyer et al. 2009, 2017; O’Neill et al. 2017; Bookhagen and
Burbank 2006; Grujic et al. 2006). Along with this, the tele-connections of ISM with
other modes of climate variables such as El Nino Southern Oscillation (ENSO),
ENSO-Modoki, Total Solar Irradiance (TSI), Pacific Decadal Oscillation (PDO),
Southern Oscillation Index (SOI), Atlantic Multidecadal Oscillation (AMO), Indian
Ocean Dipole (IOD), and the Arctic Oscillation (AO) at multiple spatio-temporal
scales have been a topic of discussion within the scientific community. The nature
and extent of these forcing factors is not quantified and is debatable. Despite the
importance of the north eastern Himalayan region in understanding the dynamics of
ISM, the palaeoenvironmental and palaeoclimatic trajectory and its underlying
mechanisms is—till today—largely under-researched (Ali et al. 2018).

Here we propose an innovative research agenda that will provide a semi-
quantative synthesis of palaeoclimatic records during the Late Quaternary in the
Eastern Himalaya. The study further aims at understanding the climate drivers and
establishing possible links between past climate variability and associated drivers.
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2 Regional Setting (Study Area)

The northeastern Indian Himalaya (NEIH) comprising of Sikkim and Arunachal
Pradesh and is bordered by Tibet (China), Nepal and Bhutan. The region hosts some
of the highest peaks like the Kanchenjunga (~8475 m asl), the third highest mountain
peak in the world and a number of glaciers and glacial lakes (Fig. 1). The altitudinal
gradient of the area and its direct trajectory to ISM (Bay of Bengal Branch) results in
direct confrontation of monsoon winds and results into heavy precipitation charac-
terized by gradual decrease towards the north, as a consequence of orography
(Chakravarty et al. 2012; Ali et al. 2019). The diverse landscapes and steep altitu-
dinal gradient of the region also entails diverse microclimatic and climatic condi-
tions, ranging from tropical humid at altitudes<1500 m asl to alpine-humid between
~1500 and 3500 m asl to progressively tundra-type at altitudes above ~3500 m asl
(e.g. Ali et al. 2018). Owing to these unique setting, the NEIH shelters richest
biological environment and vegetation types (rain forest, alpine meadows and cold
desert taxa) that accounts for over one-third of the country’s total biodiversity
(Arrawatia and Tambe 2011; Chakravarty et al. 2012; Venkataraman and
Sivaperuman 2018).

Fig. 1 (a) Shuttle Radar Topographic Mission (SRTM) digital elevation model (DEM) showing
the regional setup of the area along with the trajectories of the two major weather systems—the
Indian summer monsoon (black arrows) and the mid-latitude westerlies (red arrows), (b) Shows the
close up of the study area along with the location of the available palaeoclimatic records
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3 Climate

The two main meteorological parameters that help in understanding the climate of an
area are temperature and precipitation. Any variation or extremity in one or both of
these parameters can have substantial impacts on the ecology as well as on the
socioeconomic gradient of any region. In the Himalayan context, the complexity in
terms of topography is accountable for extensive variations in these meteorological
parameters over comparatively smaller spatial gradients (Bhutiyani et al. 2010).
However, due to the unavailability of instrumental meteorological data, the varia-
tions in temperature and precipitation over the NEIH including the foothills have
been extracted from the Climatic Research Unit Time series gridded data sets (CRU
TS.4.04; 0.5 latitude� 0.5 longitude; 1901–2018 CE; Harris et al. 2020). A seasonal
time series has been compiled from the monthly datasets to get annual, summer
(June–July–August–September; JJAS) and winter averages (December–January–
February; DJF). The climate observations from the CRU dataset show a rise in
both summer and winter temperatures over the last 100 years. The mean minimum
and maximum winter temperatures recorded in the area are �3 �C and 1.6 �C,
respectively. During the summer months the average temperature often reaches to
9 �C. Being in the trajectory of the ISM, the area receives rainfall from June to
September. The average annual precipitation recorded from the area is ~1585 mm
with minimum and maximum values of ~1192 and ~1991 mm. Out of the total
precipitation, ~80% is contributed by the Indian Summer Monsoon during JJAS
with contributions of ~2%, .3%, 5% from winter, pre- and post-monsoon months
respectively.

4 Methodology

To understand the palaeoclimatic history of the NEIH, 11 previously published
studies from the region that infer about the moisture conditions during the last
~46 ka have been used. Basic information about the records including the location,
dating technique and time coverage is summarized in Table 1. The description of the
moisture (precipitation) conditions in each of the study is qualitative and the
nomenclature is quite generalized. Thus, to quantify the information on precipitation
associated with ISM, inferences drawn from the 11 palaeoclimatic records have been
used for the calculation of a palaeoclimatic index (weightage) and each climatic
event from all the records has been assigned a weightage (1–6; driest to wettest;
Table 2) following a consistent criteria. It has to be mentioned that the general values
for pre- and post-LGM cannot be exactly compared with each other, since only two
reconstructions date back to pre LGM time, while only a handful of reconstructions
cover the time frame since LGM.
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Table 1 Table showing the locations, chronological method used, inferred chronological zones,
climatic inferences and assigned weightage of 11 palaeoclimatic records from the northeastern
Indian Himalaya

Chr.
zones

Mirik lake
(Darjeeling)

Radio
carbon

20,000–
18,000

Cold temperate 2 Chauhan and
Sharma (1996)

18,000–
12,000

Warm temperate 4

12,000–
11,000

Cool oscillation 1

10,000–
4000

Optimum climate 4

4000–
2000

Barren 4

2000–
500

Warm temperate with
gradual deterioration

3

500–0 Barren 3

Jore-Pokhari
(Darjeeling)

Radio
carbon

2500–
1600

Warm-temperate and
humid

5 Chauhan and
Sharma (1996)

1600–
1000

Cool oscillation 1

1000–
300

Warm and humid 5

300–0 Warm-temperate and
humid

5

Sixth mile,
Darjeeling

Radio
carbon

2313–
1819

Warm and moist 5 Ghosh et al.
(2018)

1819–
1326

Warm and weak monsoon 3

1326–
832

Warm and strong monsoon 6

832–148 Cooler with monsoon
intensification

2

148–0 Warm with no direct infer-
ence on monsoon

3

Chopta valley AMS 14C 13,000–
12,250

Intensified ISM 6 Ali et al. (2018)

12,250–
10,600

Cool and dry 3

10,600–
8000

Enhanced ism 6

8000–
6500

Moderate to low 4

6500–
3000

Weak 3

3000–
1500

Moderate 4

1500–0 Moderate to high 4
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Table 1 (continued)

Chr.
zones

Darjeeling
foothills

AMS 14C 46,400–
41,200

Monsoon intensification 6 Ghosh et al.
(2015)

41,200–
31,000

Weak monsoon 3

31,000–
22,300

Monsoon intensification 6

22,300–
18,300

Low temperature and
precipitation

1

18,300–
15,600

Enhanced monsoon and
temperature restoration

6

5400–
4300

Monsoon intensification 6

4300–
3500

Rainfall minima (weak
monsoon)

3

Kupup Lake
(Sikkim)

Radio
carbon

2000–
1800

Warm and moist 5 Sharma and
Chauhan (2001)

1800–
1450

Cold climate 1

1450–
450

Warm and moist (MWP) 5

400–200 Colder and drier 1

200–0 Less drier and colder 1

PT Tso Lake Radio
carbon

8010–
6579

Cool humid 2 Mehrotra et al.
(2019)

6198–
4625

Cool humid 2

4195–
2527

Dry temperate (cool) 1

2336–
1240

Cool dry 1

906–0 Cool wet 2

Paradise Lake Radio
carbon

1780–
684

Warm and moist 5 Bhattacharyya
et al. (2007)

684–0 Cooler and less moist 2

Ziro lake Radio car-
bon/OSL

22,000–
19,500

Humid climate 5 Ghosh et al.
(2014)

19,500–
10,200

Cooler and drier 1

10,200–
3800

Monsoon intensification 6

3800–0 Warmer and drier 3

Ziro valley Radio
carbon

~66,000 Cool dry 1 Bhattacharyya
et al. (2014)44,000–

34,000
Increased SW monsoon 6
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Table 1 (continued)

Chr.
zones

36,000–
34,145

Intensified monsoon 6

~34,000–
30,000

Increased monsoon 6

30,000–
20,000

Cool moist 2

Subansari
river

Radio
carbon

12,500–
7960

Cold and dry 1 Bera and
Basumatary
(2013)7960–

6421
On set of warm and humid 5

6421–
4270

Warm and humid 5

4270–0 Warm and relatively dry 3

4.1 Calculation of Palaeoclimate Index

The above mentioned weightage or palaeoclimate indices (pCI) has been assigned to
quantify the palaeo–monsoon dynamics over the available time bracket and plotted
at an age interval of 100 years. This quantification is based on the intensity of
monsoon discussed in different studies (published data). A rank (number) is given to
the climate events in an ascending order such that the lower most rank will represent
dry conditions while the higher most rank will be the indicative of enhanced
monsoon (Ali et al. 2019). The weighted averaging palaeoclimate index (WApCI)
is calculated per time slice of 100 years and weight (wi) will either be 1 if the
particular time slice has published data or 0 for otherwise (Eq. 2). The probability
density function of WApCI is calculated by normalizing WApCI over the time
(Eq. 2).

WApCI ¼

P

j
wj � pCIj
P

j
wj

;wj ¼
wj ¼ 1 if published data available

wj ¼ 0otherwise

�

ð1Þ

p WApCIð Þ ¼ WApCItP

t
WApCIt

ð2Þ

where pCI ¼ palaeoclimate index assigned for each time slice of 100 years; (dry to
intensified monsoon); w is the weight, and the subscripts j and t represent the number
of publications and the number of time slices respectively.



1 Intensified monsoon
Enhanced monsoon
Increased SW monsoon

Intensified monsoon 6

2 Moist
Humid
Humid climate
Temperate and humid

Enhanced monsoon 5

3 Temperate
Temperate with gradual deterioration
Optimum climate

Moderate monsoon 4
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Table 2 Climatic classes and their weightage used in the present study

S. no. Class Category Weight moisture

4 Weak monsoon
Rainfall minima

Weak monsoon 3

5 Moist
Less moist
Cold temperate
Drier
Relatively dry

Moist 2

6 Low precipitation
Cool oscillation
Cold climate
Cooler and drier
Cool and dry
Drier and colder
Cold dry
Colder and drier

Dry/arid 1

S. no. Class Category Weight temperature

1 Intensified monsoon
Enhanced monsoon and temperature
Increased SW monsoon

Warmer 4

2 Warm moist
Warm humid
Humid climate
Warm temperate and humid
Warm temperate
Warm temperate with gradual deterioration
Optimum climate
Weak monsoon
Rainfall minima
Warmer and drier
Warm but relatively dry

Warm 3

3 Cool
Cool oscillation
Low temperature
Cooler

Cool 2

4 Cold
Colder

Cold 1
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Fig. 2 Synthesis of climate variability data using weighted climatic interpretation based on the
inferences drawn in different studies from the Northeastern Himalaya, India with CONISS Cluster
analysis. The ascending order of the scale represents intensification of the monsoon

Fig. 3 Synthesis of the palaeoclimatic records represented by anomalous density function (blue
line) and the temporal availability of the number of data points (climatic records; red line) from the
northeastern Indian Himalaya

This allows us to have a broad understanding of the palaeoclimate of the area and
will help in further correlations as a whole (Figs. 2, 3 and Tables 1 and 2).
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4.2 Ordination Analysis

According to Gauch and Gauch (1982), ordination analysis primarily endeavours to
represent sample and species relationships as faithfully as possible in a reduced-
dimensional space. It can be used as a collective term for multivariate analysis used
to find patterns and combinations in the data that are otherwise difficult to interpret.
Ordination analysis can be classified into the constrained and unconstrained ones. To
find which ordination method should be applied for a dataset, the rule of thumb,
introduced by Lepš and Šmilauer (2003), is used. The present study involved,
calculating the detrended correspondence analysis (DCA) followed by measuring
the length of the first DCA axis. The length of the first axis decides whether a linear
or unimodal based method is to be applied where a gradient length> 3 SD (standard
deviation) suggests that a unimodal based method of direct gradient analysis (canon-
ical correspondence analysis) should be selected to understand the relationship
between response and explanatory variable. However, <3 SD gradient length
indicates that a linear-based method of direct gradient analysis (redundancy analysis)
to be selected. Further, principal component analysis (PCA) has been used to
identify the patterns between samples (response variables) and determine minimum
variables responsible for those patterns (explanatory variables). Here, redundancy
analysis (RDA) is used to examine the direct relationship between the response
variables and explanatory variables. Based on p-values, obtained from the RDA, we
have tried to quantitatively assess correlation of the changes in the driving factors
with the variability in meteorological parameters over the NEIH (Fig. 4 and Table 3).
To understand which of these driving factor(s) are responsible for causing the
change in temperature and precipitation in a predictable manner, we have used the
Granger-causality test.

4.3 Granger-Causality Test

The Granger causality test is a widely used statistical analysis to determine whether
one time series can cause the other time series, or not (Granger 1969). Although it is
called causality test, it is in fact calculating the temporal correlation between two
time series and hence it contain the directional information. Because of this direc-
tional information, it has some advantages compared to mere correlations between
two time series. In a sense this Granger causality test is an attempt, in the original
sense, to forecast given some available data at hand. According to Granger causality,
if a signal x(t) “Granger-causes” (or “G-causes”) a signal y(t), then past values of x(t)
should contain information that helps to predict y merely from the past values of
x alone (Seth 2007). Actually this is not causality in a strict sense, and hence tones
down to Granger causality that has implicit limitations in applying this method.
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Fig. 4 Redundancy Analysis (RDA) showing the relationship between the response variables and
explanatory variables for the CRU grids (please see Table 3 for grid information)

5 Results and Discussion

Understanding the natural systems and their sensitivities to different forcing factors
on decadal to centennial time scales, require a perspective that can be achieved only
from a better knowledge of past variability. Thus synthesizing observational datasets
collected over decades enables us to identify broad trends in climatic variability over
a region and correlations between the observational dataset and past records lays the
foundation for reliable future climate model simulations. Keeping this in view, the
present study attempts to provide a comprehensive analysis of Late Quaternary
climate of monsoon dominated North Eastern Himalaya based on a compilation of
11 available (Figs. 2 and 3) palaeoclimatic records as follows.

• Pre-LGM: The available proxy climatic records from this region are scanty and
more specifically for pre-LGM time period. Only two studies have identified and
described the palaeoclimatic variability dating beyond 22 ka, in this region. Our
synthesis show that more than 60% of these records inferred enhanced ISM
during ~46–22 ka. The evidences of an overall humid climate (enhanced ISM)
during this phase are reported from Darjeeling (Ghosh et al. 2015) and Ziro valley
(Bhattacharyya et al. 2014). Even though the inferences are drawn only from two
studies, they hold well with the δ18O values from Bay of Bengal and also with the
speleothem records from eastern China (Wang et al. 2001; Liu et al. 2020). This
phase broadly corresponds to the relatively higher temperature and precipitation
conditions recorded in the δ18O values of the Guliya ice-core (Thompson et al.
1990, 1997; Shi et al. 2001). Although this time frame is characterized with an
overall enhanced ISM, however significant variability in terms of ISM strength
has been reported. For example, Ghosh et al. (2015) inferred a warm climate but
weaker monsoon during ~41–31 ka while Bhattacharyya et al. (2014) reported an
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Fig. 5 (a) Comparison of the Indian summer monsoon anomalous density (ISMmoisture) from the
northeastern Indian Himalaya with other palaeoclimate proxy records viz., (b) Oxygen isotopic
record of Guliya ice core (Thompson et al. 1997; enriched isotopic values indicate higher strengthen
monsoon), (c) Mean effective moisture of the monsoon influenced central Asia (Herzschuh 2006)
and, (d) Changes in insolation (June insolation 30�N) (Berger and Loutre 1991)

increased ISM during ~44–34 ka. However, the early MIS-2 showed a cooler
climate with monsoon intensification in both Darjeeling as well as Ziro valley.
Although the studies are in broad agreement locally as well as regionally, (Fig. 5)
however the inferences maybe treated as tentative.

• LGM: The period between 22 and 18 ka witnessed reduced moisture conditions
with ~80% of the records showing dry climate (weak monsoon) in the NEIH. The
inference drawn from the palaeoclimatic records in Darjeeling (Ghosh et al. 2015)
and Ziro valley further suggest low temperature conditions. However, another
study from the Ziro Lake (Bhattacharyya et al. 2014) has suggested humid
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climatic conditions at ~21 ka with a progressive decline in ISM till 18 ka. The
data is in conformity with the Bittoo Cave speoleothem δ18O values suggesting
reduced ISM precipitation during the LGM (Kathayat et al. 2017). These infer-
ences are corroborated by the LGM glacier advance reported from all of the
Himalayan region (Ali et al. 2013, 2019; Rana et al. 2019; Shukla et al. 2018;
Murari et al. 2014 and references therein). Considering the sensitivity of Hima-
layan glaciers to precipitation and temperature changes, the LGM glacier advance
has been attributed to the enhanced mid-latitude westerlies and associated tem-
perature decline. Keeping the above facts in view, it has been suggested that the
weakening of ISM during the LGMwas influenced by decrease in solar insolation
and increased snow cover on the Himalayan Tibetan orogen (Fig. 5; Herzschuh
2006; Owen et al. 2002; Thompson et al. 1997).

• Last deglacial: The last deglacial period has witnessed a gradual rise in temper-
ature and revival of the ISM. Based on the limited data from the NEIH, it is
observed that 50% of the available data (Chauhan and Sharma 1996; Ghosh et al.
2015) advocate for a moderate-wet climate while the remaining 50% (Ghosh et al.
2014; Bhattacharyya et al. 2014) propose dry climatic conditions during
18–13 ka. Similar inferences have been proposed by Rashid et al. (2011),
suggesting a weak monsoon between 18.2 and 14.8 ka which further corroborated
by lowest precipitation record inferred from the Hulu, Dongee and Sanbao
speleothem records (Wang et al. 2001, 2006; Cheng et al. 2012 and references
therein). Although a sharp increase in the monsoon strength is reported between
15 and 13 ka (Fig. 5; Herzschuh 2006), the present synthesis suggests drier
climatic conditions (Ghosh et al. 2014; Bhattacharyya et al. 2014). Therefore
the available data does not provide a clear last deglacial monsoon variability
record may be due to poor age resolution and hence should be used with
utmost care.

• Early Holocene: The beginning of the Holocene corresponds with the Younger
Dryas (YD) cooling event. Our synthesis shows that about 80% of the climatic
studies from the NEIH (during 13–11 ka) recorded dry to weak monsoon
conditions (lower weightage values). There are multiple archives available from
the region which suggests a cool and dry climate at the beginning of Holocene
(Chauhan and Sharma 1996; Ghosh et al. 2014; Bera and Basumatary 2013;
Bhattacharyya et al. 2014; Ali et al. 2018). This temperature decline along with
low rainfall may be attributed to the weakening of the Atlantic Meridionial
Overturning circulation during the YD (13–11 ka; Wang et al. 2001; Dansgaard
et al. 1989; Alley 2000); the manifestations of which can be seen in the short term
glacier advances throughout the Himalaya (Murari et al. 2014; Sati et al. 2014;
Bisht et al. 2017; Shukla et al. 2018; Rana et al. 2019). The YD cooling in the
region is also inferred in SST and δ18Osw values of Bay of Bengal (Liu et al.
2020; Kudrass et al. 2001), enriched δ18O values from Hulu cave stalagmites
(Wang et al. 2001) and the Dali Lake (Fan et al. 2018). Following this, the early
Holocene period witnessed climatic amelioration with ~65% of the records
(NEIH) showing moderate-wet climate conditions (11–8 ka). These inferences
are in broad agreement with the synthesis of climate data from the ISM influenced
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Asia, suggesting optimal moisture conditions during the early Holocene (11–7 ka;
Herzschuh 2006). Majority of the records report intensified ISM in the region
during this period (Chauhan and Sharma 1996; Ghosh et al. 2014; Ali et al. 2018).
The inferences of gradual strengthening of the ISM can be validated from the
detrital proxy record in the Central Himalaya (Bhushan et al. 2018). Other
regional scale evidences that validate the post YD climate warming have been
documented from both marine and terrestrial proxy records (Li et al. 2011;
Hudson and Quade 2013). On the basis of depleted δ13C values of proglacial
lake sediments from the higher Sikkim Himalaya, Ali et al. (2018) have suggested
enhanced ISM condition post YD. The above inferences corroborate well with the
oxygen isotopic data from the Bay of Bengal and Andaman Sea (Rashid et al.
2011; Liu et al. 2020). Furthermore, the depleted δ18O in speleothem records
from northeast India (Berkelhammer et al. 2012; Dutt et al. 2015) and the
Tianmen cave (Cai et al. 2012) also indicate insolation driven early Holocene
strengthened ISM.

• Mid Holocene: The mid Holocene period has seen further wetness with more than
50% of the records suggesting moderate-wet to wet climatic conditions till ~4 ka
BP in the Asian region (Herzschuh 2006). Our synthesis also demonstrate further
wetness as 41% of the records show intensified ISM, while 26% suggest a
moderate climate. These inferences are further supported by the terrestrial
archives from the Central Himalayan region (Pant et al. 2005; Chakraborty
et al. 2006; Ranhotra and Bhattacharyya 2010; Bhushan et al. 2018; Srivastava
et al. 2017), suggesting increased ISM conditions. Regionally/ globally this time
frame represents the Holocene climate optimum and is recorded in various
climate reconstructions (Herzschuh 2006; Misra et al. 2019). Similarly, during
this phase, Sharma and Chauhan (1994) observed an expansion of oak, appear-
ance of broad-leaved temperate elements, such as Juglans, Rhododendron and
Ulmus and inferred a period of optimal climate.

• Late Holocene: A sharp decline in the precipitation is observed at ~4 ka in the
synthesis (Bera and Basumatary 2013; Ghosh et al. 2014; Mehrotra et al. 2019)
and may broadly correspond to the 4.2 cooling event. This (4.2) marks the
beginning of the recently proposed Meghalayan stage. The beginning of this
stage is marked by a shift to heavier isotopic values at ~4.2 ka, reflecting an
abrupt reduction in precipitation due to a weakening of the ISM across monsoon
influenced Asia (Wang et al. 2005; Yang et al. 2011; Berkelhammer et al. 2012;
Kathayat et al. 2017) as well as other continents (Mayewski et al. 2004;
Staubwasser and Weiss 2006; Schimpf et al. 2011; Peck et al. 2015; Chase
et al. 2017; Weiss 2017; Bailey et al. 2018; Walker et al. 2018). Ghosh et al.
(2015) have suggested rainfall minima (weak monsoon), from the Darjeeling foot
hills during 4.3–3.5 ka. However, Bera and Basumatary (2013) have reported a
warm but dry climate from the foot Hills of Arunanchal Pradesh. Ali et al. (2018)
have also reported a below average, but gradually increasing ISM since 4 ka in the
higher Sikkim Himalaya. Further improvement in the moisture conditions is
observed in the synthesis with ~40% records showing moderate to wet ISM.
The increasing trend in the ISM precipitation during the last two millennia is
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coeval with other records from the Himalayan region as well as the adjacent
marine archives. Although, this time frame encompasses the little ice age (LIA),
however it is interesting to note that, majority of the studies have not reported any
climate change/variability at around LIA. Only Sharma and Chauhan (2001) have
suggested a colder a drier climate in the Kupup lake during ~400–200 years
BP. However, Ali et al. (2018) have suggested that no drop in ISM precipitation
during the LIA in the region may be attributed to the dual interactions of ITCZ
and strong mid latitude westerlies (Sinha et al. 2011; Dixit et al. 2014).

5.1 Investigating the Forcing Factors

Efficacy of climate drivers: To understand the nature and extent of the above
mentioned forcing factors and their correlation with the climate variables, ordination
analysis has been used. The climate (precipitation and temperature) data for past
118 years has been extracted from Climatic Research Unit (CRU TS.4.04; 0.5
latitude x 0.5 longitude; 1901–2018 CE; Harris et al. 2020) and used as response
variables. The average annual temperature and precipitation of both summer and
winter months from 8 grids that cover the entire NEIH were used. Furthermore, data
of the seven driving factors under the same time frame was extracted and used as
explanatory variable. Since ENSO-Modoki is a recent phenomenon compared to our
timescales (been active only for a few decades), it has not been taken into consid-
eration for ordination analysis. Thus for ordination only used six climatic drivers
i.e. TSI, SOI, AMO, PDO, IOD and AO were used. The results obtained from the
DCA, showed homogeneity in the data, as the length of the maximum gradient for all
these grids was less than 3 SD. In order to find some relationship within the response
variables we used PCA. More than 70% of the variance is explained by the first two
components of the PCA, for all the grids. Besides this, since we assumed the forcing
factors to be the explanatory variables, we tried find their relationship with the
response (climatic) variables using RDA. For the present study, the amount of
constrained proportion explained by the explanatory variables ranged between
13–15%. The maximum proportion (15.41%) was explained from the first grid,
while the minimum proportion explained from the seventh grid (13.16%). Based on
the r2 and p-values from the RDA (Table 3) the two forcing factors are found to be
causing maximum variability in the climatic variables, are Southern Oscillation
Index (SOI) and the Pacific Decadal Oscillation (PDO). Other factors like TSI and
AMO also show significant correlation but are not consistent for all the grids.

Causing factors: Annual rainfall (cumulative) and temperature (average) during
1901 to 2000 (n ¼ 100) of 8 mentioned grids were used as time series representing
effects. Annual mean TSI, AMO, IOD, PDO, AO, El-Nino, ENSO-Modoki and SOI
from the same time period are considered as potential causal time series. Differenced
time series (xi + 1-xi, i ¼ 1,2, . . . n) data for both effects (response variables) and
causes (explanatory variables) were used to make them stationary (detrended and
deseasonalised) using diff() method implemented in forecast package (Hyndman



et al. 2018). Another important parameter for the Granger causality test is to find
appropriate lag order and this parameter is used to do regression analysis on itself
(causal time series) with different lags so that the effect time series can be forecasted
to a certain degree. It is called vector autoregressive model, VAR(q) with q lags. This
lag parameter was optimized using two independent methods within R packages in R
platform (R Core Team 2020). One was custom function and another one made use
of VARselect () method from vars package and both optimized the lag order i.e., q
based on the Akaike Information Criteria, AIC (Pfaff 2008a, b). Lag order obtained
from each procedure was used in doing Granger causality test. The procedure in
testing whether y cause x, is to have a NULL hypothesis that state, “x do not
G-causes y” and calculate F-ratio and p-value. If the p-value is less than 5%
i.e. p-value < 0.05, the NULL hypothesis should be rejected. Rejecting NULL
hypothesis means, “x do G-causes y”. To make that statement, the other way around
(another NULL hypothesis of “y do not G-causes x”) should be accepted as well at
the same time which will yield a higher p-value. With x and y are Drivers and
Responses, respectively the following generalized NULL hypotheses are given
below,
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H0_1: Drivers do not cause Responses.
H0_2: Responses do not cause Drivers.

Rejections (p-value < 0.05) of the first NULL hypothesis (H0_1) imply that
drivers cause responses (precipitation and temperature). But it doesn’t stop here
and demand the other way round shouldn’t be inferred. So the second NULL
hypothesis (H0_2) should be accepted as well (p-value > 0.05). To ascertain a driver
cause a response, it is required to reject the H0_1 (p-value < 0.05) and accept H0_2

(p-value > 0.05). The same exercise was done with the lag order parameter that was
optimized by the second procedure as well. There are two G-causal test namely
GCT1 and GCT2 where the lag order was optimized based on two procedures,
respectively. The results are given in Fig. 6. The top of Fig. 6 is showing the
G-causal relationship with precipitation and the bottom figure is showing with
temperature. The right arrow indicates that either GCT1 or GCT2 yielded G-cause
and the left arrow indicates that both GCT1 and GCT2 yielded reverse G-cause
i.e. accepting the H0_1 (p-value > 0.05) and rejecting H0_2 (p-value < 0.05). So in a
sense the left arrow is stronger than the right arrow. The arrowless squares indicate
unresolved where both the NULL hypotheses were either accepted or rejected.
Granger causality test was implemented using grangertest() method in lmtest pack-
age (Zeileis and Hothorn 2002).

G-causality test suggests that IOD G-causes the precipitation change in Grids 1, 2,
4, 5 and 7, and AMOG-causes the precipitation change in Grid 2 since 1901 (Fig. 6).
AMO G-causes temperature change in all the Grids, IOD in Grids 5–7, PDO in Grids
1–3 and Grid 5, and El Nino events G-causes temperature change in Grid 7. ENSO-
Modoki is found to be G-caused by the change in temperature in Grids 2, 4, 5 and
8 (Fig. 6). Values of F-ratio and p-values for those significant G-causal links are
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Fig. 6 Granger-test for understanding the causality factor with respect to precipitation (top) and
temperature (bottom). TSI (Total Solar Irradiance), AMO (Atlantic Multidecadal Oscillation), IOD
(Indian Ocean Dipole), PDO (Pacific Decadal Oscillation), AO (Arctic Oscillation), ELNi (El Nino
Southern Oscillation), EMO (ENSO-Modoki), SOI (Southern Oscillation Index)



resolved, are given in Table 4. As TSI is apparently not causing, the same analysis
was done using TSI as the driver and all the other drivers as responses. For this, we
assumed TSI doesn’t have a direct causal effect on the precipitation and temperature
but via secondary causes such as AMO, IOD, PDO, AO, ENSO, ENSO-Modoki and
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Table 4 Granger-causality;
values of F-ratio and p-values
for significant G-causal links
(H0_1: Drivers do not cause
Responses)

Grid Driver F-ratio P-value

WM_1 PDO 4.947 0.02847637

SOI 7.538989994 0.007208995

ST_1 IOD 7.730317098 0.000788438

ELNINO 7.305347492 0.001130263

SM_2 IOD 2.083762363 0.025282423

WM_2 PDO 3.981443192 0.048838398

SOI 5.921628541 0.016806452

ST_2 IOD 7.140488 0.00131

ELNINO 3.174475 0.077959

WM_3 SOI 4.908913742 0.029081862

ST_3 IOD 7.602335342 0.000879852

ELNINO 3.080639482 0.08241948

WT_3 PDO 2.762017202 0.032620699

ST_4 IOD 8.144292958 0.000553907

PDO 4.035735557 0.047354549

ELNINO 5.545129739 0.005307474

WT_4 ENSO MODIKI 2.35368143 0.047541849

WM_5 IOD 2.157178251 0.029136702

ST_5 IOD 6.977694186 0.00150862

PDO 4.814043856 0.030641627

ELNINO 4.124646288 0.019218931

WT_5 PDO 2.595243817 0.041920421

ST_6 AMO 2.800876253 0.030766133

IOD 2.628067665 0.039903424

PDO 5.249963101 0.024133619

ELNINO 3.923790345 0.023121292

WT_6 PDO 2.120969383 0.044152132

ST_7 AMO 3.04726834 0.021216196

IOD 3.151918052 0.018115174

PDO 4.365119333 0.039326794

ELNINO 4.197794746 0.017970932

WT_7 PDO 2.514133146 0.017832055

SM_8 TSI 2.088237561 0.040087253

ST_8 AMO 2.719400399 0.034782177

IOD 3.220825679 0.016324753

AO 4.748050907 0.031778794

ELNINO 3.642718534 0.029984449

WT_8 PDO 2.652435248 0.012911531



SOI. However the G-causal relationships of TSI remain unresolved as it has not
shown any G-causal relationship with the climatic driving indices too. It is intriguing
that neither the climate responses nor the climate driving indices have a significant
temporal correlation with TSI. It should be noted that solar irradiance has an indirect
causal connection with the climate via its interaction with the middle atmosphere,
then with lower atmosphere and then with oceans, and it takes centenary to millen-
nial timescales, but might not have manifested in decadal timescales as of our data
(Haigh 2001). Further, the lag parameter also related to the timescales of the
processes that we study and our maximum lag parameter is 25 years. So to under-
stand the real causal relationship of TSI with other secondary causes (intermediaries)
and climate parameters, a long term records are to be used. Using seasonal climate
parameters and performing the G-causality test against respective climate driver
indices that were chosen based on the correlation coefficients might be shedding
more light into the better causal connections, and that is the assignment for future.
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As a remark, it is not the true causality as mentioned above but it helps to know
the directional effect on one time series and hence it helps from where mere
correlations stop helping. Comparing the results that are obtained from multivariate
statistics and G-causality test, TSI has shown to be causing the variability in the
climatic parameters but no significant temporal correlation is observed and the usage
of our short term data might be one among the possible reasons.

6 Conclusion

• Our reconstructed synthesis suggests that the pre-LGM (21–18 ka; Last glacial
maximum) ISM was moderately higher; however, the conditions became drier
during the LGM (weak ISM).

• A moderate to low ISM can be suggested during the last deglacial (~18–12 ka)
period. Subsequently, an intensification of the ISM is observed that lasted till
~4 ka.

• Majority of the studies and our synthesis suggest an abrupt weakening of the ISM
during ~4–3 ka and is followed by climatic amelioration.

• It is observed that even though the resolution of the data used for the synthesis is
coarse it still correlates well with the local and region high resolution climate
records.

• Based on the r2 and p values from the RDA the two forcing factors are found to be
causing maximum variability in the climatic variables, are Southern Oscillation
Index (SOI) and the Pacific Decadal Oscillation (PDO).

• Other factors like TSI and AMO also show significant correlation but are not
consistent for all the grids.

• G-causality test suggests that IOD G-causes play a dominant role in precipitation
change in the area.

• While, AMO G-causes temperature change in the area, with significant influence
of IOD and El Nino events in some parts.
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Quaternary Climate of Narmada Valley:
A Case Study on Understanding
Provenance, Weathering and Depositional
Environment Using Alluvium Geochemistry
from Tawa River Basin, Hoshangabad
District, Madhya Pradesh

Shradha Shukla, Jayshree Meshram, Chhaya Minz, Hemraj Suryavanshi,
and Shubrasuchi Sarkar

Abstract The geochemical characterization of fine clastic stream sediment samples
from both fluvial (Older Floodplain and Younger Floodplain) and erosional (Pied-
mont Slope, Pediplain) morphological units, of Tawa river basin, Hoshangabad
District, Madhya Pradesh was attempted for understanding the Quaternary climate
of Narmada Valley. The statistical evaluation and analysis of the chemical data
suggests that Narmada alluvium is chemically immature derived from relatively
un-weathered source, with average CIA value of 72.83 comparable with global shale
standards.

The major and trace elemental ratios further indicate that these sediments are least
affected by post depositional chemical weathering and the elemental characteristics
are defined by the detrital mineralogy. The possible detrital phases in Narmada
valley alluvium includes clay minerals (illites, smectite), phyllosilicates (muscovite)
and the quartz, opaque’s (Fe-Ti Oxides), phosphate minerals and heavy minerals
including Zircon, Sphene (?), Monazite (?), Allnite (?) etc. The attenuation and
fractionation of Heavy metals and other mineral phases elucidated through elemental
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signatures of stream sediment samples (alluvium) from the Older, Younger Flood-
plain and Pedimont slope and Pediplain horizons of Narmada valley is attributed
sedimentary fractionation, flow hydraulics in present day depositional environment.
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1 Introduction

Earth had history of cyclic climatic variability with ubiquitous temporal and spatial
implications across the geological time span. Considering the development and
evolution of earth and its environment as a continuous and ongoing process, several
researchers are involved in paleo climatic reconstructions using different proxies
(Franckea et al. 2020). The terrestrial and aquatic ecosystems, belonging to the past
and present day environment, act as repositories to preserve environmental imprints
and the source characteristics. The quaternary fluvial sediments i.e. alluvium is a
robust tool for studing of gradual environmental variability due to supergene pro-
cesses. The elemental signatures of fluvial sediments acts as an indicator for prov-
enance, tectonic setting and the degree of weathering (Martin et al. 1978; Potter
1978; Stallard and Edmond 1983; Wu et al. 2011).

The geochemical characterization of stream sediment samples from the major
river basins for example Ganga (Singh 2010), Bramhputra (Rahman et al. 2020)
Yangtze, Tongtian and Jinsha Rivers (Wu et al. 2011) and Amazon River (Vital and
Stattegger 2000) and their detailed interpretation for provenance, weathering pattern
and the depositional environment are no exception.

The Narmada basin of peninsular India possesses thick quaternary sediments and
has witnessed the Pleistocene and Holocene climatic variation (De Terra and Pater-
son 1939b; Khartri 1961; Biswas and Dassarma 1984; Tiwari and Bhai 1997). It is
also significant due to the discovery of fossils of pre historic man (Sonakia 1984;
Khan and Sonakia 1992), vertebrates (Dassarma and Biswas 1978; Biswas and
Dassarma 1982; Salahuddin 1987) and the remnants of lithic industry (Khartri
1961, 1962; Bain 2015).It is worth mentioning here that the central part of Narmada
Valley was extensively studied in several perspectives including archeology, verte-
brate paleontology, geomorphology and quaternary sedimentology. But for the first
time the baseline geochemical data generated through stream sediment geochemistry
of alluvium from Tawa basin, in parts of Hoshangabad district, Madhya Pradesh is
utilized for understanding the provenance, weathering pattern, effect of sedimentary
recycling and fluvial fractionation in peninsular India, hitherto the impact of variable
present day depositional environment of Narmada Valley.
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2 Location

The present study area is bounded by latitude 22�300 to 22�450 and longitude 77�450

to 78�000 with elevation ranging from 314 to 228 m having the north westerly slope
(Fig. 1). This area is lying in the central part of Narmada river valley near the mouth
of Tawa river basin (one of the major tributary of Narmada river) at the confluence of
humid subtropical to savannah wet and dry climatic regime of present day climate
(Fig. 1).

3 Geology

The pioneer work on identification and characterization of Narmada Quaternary
sequence was done by Theobald 1860; Medlicott 1873; De Terra and Paterson
1939a, b; Khartri 1961. The De Terra and Paterson (1939b) had classified Narmada
Alluvium in the three Groups viz. Lower, Upper and the Cotton Soil or Regur
Group. According to him the base for both the lower and upper groups is defined

Fig. 1 The Drainage Map of the study area overlaid on the digital elevation model generated using
CARTOSAT data showing location of geomorphic units with reference to the present climate of
India. (Inset: Climate Map of India {source: www.mapofindia.com} & District map of Madhya
Pradesh showing the location of present study area)

http://www.mapofindia.com


by a basal gravel and is overlain by pinkish or orange colored concretionary clays
and silts. The first documentation of cyclic fining upward sequence and alternating
fluvial and inter-fluvial climatic stages in Narmada Quaternary is given by De Terra
and Paterson (1939b). He had also compared the fluvial and inter-fluvial cycles
recorded in central India with the glacial and interglacial stages of Himalayas, and
correlated with Pleistocene climate transition.
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Khartri (1961) had described the stratigraphic sequence of Narmada Valley in a
different version and had classified these formations with the archaeological conno-
tations (Table 1). The detailed characterization of fluvial and inter-fluvial climate of
Narmada valley was also attempted by Khartri (1961). Subsequently, another
worker, Biswas and Dassarma (1984), had further reclassified the Narmada quater-
nary sequence and identified three phases of alluvial fills, each separated by discon-
formities having different mammal assemblages (Table 1). Biswas and Dassarma
(1984) had also identified Pleistocene and Holocene environmental transitions
within Narmada Valley and had recorded two cycles of humid to arid climate
variations, based on the sedimentary structures and the type of litho-section
observed. The comparative stratigraphy of Narmada valley with interpretations on
prevailing climatic conditions given by different workers is given in Table 1.

The latest litho-stratigraphy classification of Narmada alluvium in Central part of
the valley was given after Tiwari and Bhai (1997). They had classified the alluvium
exposed within the present study area in lithologically five distinct formations
(Table 1 and Fig. 2a). As per their classification scheme, the laterite gravels and
coarse sand define the oldest Formation and are named Pilikankar Formation. The
overlying formation is the Surajkund Formation and is characterized by yellow silty
clay, red sandy silts, yellow, brown to steel grey silty clays, gravel and conglomer-
ate. This is occupying the higher elevation and occurring at western and northeastern
parts within the study area. The Surajkund Formation is overlain by Baneta Forma-
tion characterized by moderately calcareous brown sand, silt and silty clays, dark
carbonaceous clays, brown and red sand with charcoal, coarse sand, gravel and
conglomerate. The subsequently overlying lithounit is the Hirdepur Formation,
indentified by the presence of highly calcareous light grey silts, sand, gravels,
calcareous sandstone and conglomerate. This formation had the widest extent and
is occupying both the erosional and the depositional terraces at varying locales
within the study area. The Ramnagar Formation is the most recent alluvium having
the restricted extent along the present river channels. It is non-oxidized and devoid of
calcification and is characterized by pebbly sand, medium to fine sand and silt
(Fig. 2a). Tiwari and Bhai (1997) has conotated the Middle Pleistocene age for
the Pilikankar and Surajkund Formations whereas the Upper Pleistocene age for the
Hirdepur and Baneta Formations (Table 1). The Holocene age is given for the
Ramnagar Formation after Tiwari and Bhai (1997). Shukla et al. (2021) has reported
REE’s and heavy metals enrichment in Ramnagar Formation of Narmada basin
through geochemical mapping.
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Fig. 2 (a) The Geological Map on 1:50,000 scale of part of Topographic sheet number 55F/14
(source: Map and Cartography Division, GSI Bhopal). (b) Drainage Density Map of the study area
generated using stream network of part of Topographic sheet number 55F/14. (c) The Geomorpho-
logical Map on 1:50,000 scale of part of Topographic sheet number 55F/14 (source: BHUKOSH).
(d) Bivariate Hraker plots of Major Oxides (wt %) vs Al2O3 (wt %) for the stream sediment samples
of Narmada valley alluvium

4 Geomorphology

Synoptically the present study area is occupied by morphological units of fluvial and
erosional geomorphic origin. Tawa River is flowing across the study area from
southeast to northwest and the overall drainage is sub-dendritic to sub-parallel
with drainage density upto 0.01 (Fig. 2b). The majority landscape is covered by
the fluvial geomorphic units including the Older Floodplains, Younger Floodplains,
gullied tracks, meandering scars, paleo-channel and the present river bed of Tawa
river whereas the Piedmont slopes, peniplains originated by the denudational and
erosional process occupy the higher reaches and define the southern boundary of
Narmada quaternary’s (Tiwari and Bhai 1997; Khan and Aziz 2016). The



�

�

geomorphological map compiled after GSI-BHUKOSH data set on 1:50,000 scale is
given in Fig. 2c. These geomorphic units are represented by different litho- strati-
graphic horizons of Narmada quaternary succession exposed in the present study
area. The Older Floodplains are composed of the Hirdepur and Surajkund Forma-
tions whereas the Younger Floodplains comprises Baneta and Ramnagar Forma-
tions. The Pilikankar Formation and the part of Hirdepur Formation exposed in the
upper reaches along southern part of the study area comprises the Piedmont slopes
and the peniplains. The most dominant units of the study area are Older Floodplains,
Younger Floodplains exposed in the form of erosional and depositional terraces.
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5 Methodology

Under the realm of National Geochemical Mapping Programme (NGCM) of Geo-
logical Survey of India, the systematic, grid wise (1 km � 1 km) sampling on 1:
50,000 scale was carried out in the Survey of India, Topographic sheet No. 55F/14,
Hoshangabad District, Madhya Pradesh. The sampling media is the stream sedi-
ments of the 1st or 2nd order streams, or the other smaller channel(s), here referred as
‘0’ order or slope wash representing the maximum catchment area within the
particular grid (1 km 1 km) with the grain size ranging from silt to clay.

The collected samples were processed as per the Standard Operating Procedure
(SOP) NGCM of Geological Survey of India. The processed 120 mesh size samples
of four adjoining grids was thoroughly homogenized by coning and quartering and
then composited for representing 2 km � 2 km grid. The details of sampling and
processing are given in Shukla et al. (2014). All the adequate measures were adapted
to avoid anthropogenic contamination and creation of a geochemical baseline data
with the actual representation of the underling geology.

In the present study the geochemical data of 128 numbers of composite stream
sediment samples, from 512 sq. km area, collected over the quaternary succession
(alluvium), developed at different geomorphic horizons is utilized for geochemical
characterization of Narmada Valley and holistic interpretation for climate variability.
It is to be emphasized that theses surface samples were collected at different
elevations. Thus out of these 128 samples, 74 samples represented the Older
Floodplain, 46 samples represented the Younger Floodplain, 06 samples belong to
the Pediplain and 02 samples to the pedimont slopes (Fig. 2c).

These samples were analyzed at Chemical Lab, Geological Survey of India,
Central Region, Nagpur for the Major Oxide, trace and REE’s. The major oxides
and trace elements were analyzed using the M/S Panalytical, X-Ray Fluorescence
Spectrometer, using the standards GSD-1 to GSD-9 for calibration. The REE’s and
RM were analyzed through ICP-MS, Perkin Elmer Sciex, model no. ELAN-6100
and the instrument was calibrated using the standards GSD-2, GSD-9, GSD-10,
GSD-12. The precision of both the instrument (XRF & ICPMS) was ascertained by
the repeat analysis of 5% samples. The precision is better than�5% for major oxides
and % for trace elements including REEs.
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6 Results

6.1 Major Oxides

The elemental signatures are the best keys for understanding any sediment’s evolu-
tionary history, if devoid of alteration, weathering and digenesis. In the present study
the major and trace element composition of surface samples (stream sediments),
deposited at different geomorphic units of Tawa basin, Narmada valley, were
statistically evaluated and interpreted.

The Silica (SiO2) abundance within the analyzed samples ranges between 54.35%
and 69.59% and that of Aluminium (Al2O3) varies from 10.76% to 15.52%. The
abundance ranges of other major oxides varies from 4.67% to 7.84% (Fe2O3), 1.10%
to 1.80% (TiO2), 0.06% to 0.14% (MnO), 1.04% to 3.30% (MgO), 1.07% to 5.86%
(CaO), 0.26% to 0.97% (Na2O), 1.13% to 2.59% (K2O) and 0.08% to 0.23% (P2O5).
The complete analysis of all the 128 samples is given in online supplementary
material-I and the summary statistics of the major and trace elemental abundances
is presented in Table 2.

The bivariate statistics of Major Oxides in samples of Narmada alluvium shows
that Al2O3 has a strong negative correlation with SiO2, TiO2, and scattered negative
correlation with Na2O and P2O5 hence the inverse relation between clay minerals
and the quartz, opaque’s (Fe-Ti Oxides), phosphate minerals (monazite) is observed.
Simlarly strong positive correlation of Al2O3 with MgO, MnO, Fe2O3 and scattered
slight positive correlation with CaO is also recorded, further validating presence for
clay minerals and phyllosilicates within the Narmada Alluvium (Fig. 2d).

The K2O/Al2O3 ratio varies from 0.00 to 0.40, for clay minerals and 0.50 to 0.90,
for feldspars (Cox et al. 1995; Dar et al. 2020), the value of K2O/Al2O3 ratio in our
samples ranges from 0.09 to 0.22 with an average of 0.15 which also elucidates the
dominance of clay minerals within the sediments deposited in the Tawa basin of
Narmada valley.

Further to ascertain the compositional maturity of the stream sediment samples of
Narmada valley the Log SiO2/Al2O3 versus Log Fe2O3/K2O plot after (Herron 1988)
and Barium versus Strontium plot after Floyd et al. (1989) were used. The samples
fall within the field of wacke, shales and Fe rich shales (Fig. 3a, b), indicating
chemical immaturity of these sediments, and their derivation from relatively
un-weathered source (Taylor and McLennan 1985; McLennan et al. 1993).

6.2 Trace Elements

The High Field Strength Elements (HFSE) such as Y, Sc, Th, U, Zr, Nb, Hf and Rare
Earth Elements (REE’s) have a wide range of abundances in the stream sediment
samples of Narmada basin. The concentration ranges (in ppm) are 25 and 41 for Y,
241 to 868 for Zr, 11 to 24 for Nb, 10 to 21 for Th, 7.57 to 23.68 for Hf and 2.31 to
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5 for U. Owing to the high solubility the Large Ion Lithophile Elements (LILE’s) i.e.
Rb, Sr, Ba, and Pb also have a wide range of abundance varying from 54 to 102 for
Rb, 60 to 151 for Sr, 239 to 557 for Ba and 7 to 51 for Pb. The concentration ranges
for the compatible trace elements are 21 to 138 for Cr, 25 to 63 for Ni,10 to 30 for
Co, 25 to 41 for V, 07 to 19 for Sc (values in ppm). The complete analysis of all the
128 samples is given in online supplementary material-I and the summary statistics
of the major and trace elemental abundances within different geomorphic units of
Narmada valley is presented in Table 2.
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Fig. 3 Compositional maturity plots for the stream sediment samples of Narmada valley alluvium
showing the immature nature of the sediments. (a) Log SiO2/Al2O3 versus Log Fe2O3/K2O after
(Herron 1988). (b) Barium versus Strontium plot after Floyd et al. (1989). The values of UCC are
after (Taylor and McLennan 1985). (c) Bivariate plots of Trace Elements versus Zircon in ppm after
Hraker for the stream sediment samples of Narmada valley alluvium

The Bivariate XY plots of Zircon (Zr) vs. trace elements (Ba, Th, Rb, Nb, Y, U,
Sc, Hf, ∑REE, Cr, Cu and Ni were plotted to visualize the effect of hydraulic
fractionation, and have a synoptic understanding on the source composition of



these clastic sediments. These plots indicates that Zircon (Zr) had shown strong
positive correlation with Ba, Nb, Th, Y, Hf, U and Σ REE except scattered positive
correlation with Rb (Fig. 3c). Whereas Sc, Cr, Cu and Ni had shown strong negative
correlation with Zr (Fig. 3c).The REE, Zr, Ba, Rb, Nb, Th and U include LILE
(Large ion Lithophile Elements) and HFSE (High Field Strength Elements) associ-
ated with felsic minerals, and their significant correlation with each other and
enrichment with alumina actually suggests the predominance of felsic minerals
and clay minerals in the detrital mineralogy of Narmada Alluvium. The clustered
and collinear variation with overlapping abundance ranges of the HFSE and LILE in
stream sediments from Older Floodplain, Younger Floodplain, Pediplain and
Pedimont slopes of Narmada Valley suggests the effect of sedimentary fractionation
and hydraulic sorting.
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Another diagram based on the ratio of Ba and Sr within the clastic sediments
given after Floyd et al. (1989) had suggested that the Narmada Alluvium belongs to
the immature category of sediments having the characters similar to that of mud-
stones (Fig. 3b).

6.3 Rare Earth Elements

Synoptically in the Chondrite normalised REE plots (Fig. 4a) samples from Nar-
mada valley alluvium displays LREE enrichment with nearly flat HREE pattern and
strong negative Eu anomaly, whereas in the North American Shale Composite
(NASC) normalized plots these samples displays a slight (1.2–1.8 times) enriched
flat pattern with negative Ce, Nb, Er and Eu anomalies (Fig. 4b). The NASC values
are after Gromet et al. (1984).

Rare Earth Element composition of the samples collected from different geomor-
phic units have unique ratios. The sediment samples collected from the Pedimont
slope shows the LREE enrichment that varies from 147 to 169 times of Chondrite
with the average of 158 times and the HREE enrichment ranging from 19 to 21 times
of Chondrite with the average of 19 (Fig. 4a and Table 2), indicating highly varied
protoliths. For the same group of samples, their (La/Lu)N varies from ~7.13 to ~7.94
with an average of 7.53, (La/Sm)N varies from 3.65 to 3.68 with an average of 3.66
and (Gd/Lu)N varies from 1.35 to 1.44 with an average of 1.40.

Similar pattern with slightly more LREE enrichment ranging from 136 to
213 times of Chondrite with the average of 163 times and that of the HREE
enrichment ranging from 15 to 25 times of Chondrite with the average of 19 is
displayed by the samples collected from the Pediplains (Fig. 4a and Table 2). For the
same group of samples, their (La/Lu)N varies from ~6.23 to ~9.62 with an average of
8.10, (La/Sm)N varies from 3.54 to 4.00 with an average of 3.74 and (Gd/Lu)N varies
from 1.26 to 1.62 with an average of 1.47.

The other set of samples collected from the Older and Younger Flood plain also
had identical Chondrite normalized REE patterns but with slightly enriched and
varying abundance ranges. The LREE enrichment with in samples of Older



Floodplain ranges from 136 to 357 times of Chondrite with the average of 179 times
and that of the HREE enrichment ranges from 16 to 28 times of Chondrite with the
average of 20 whereas LREE enrichment with in samples of Younger Floodplain
ranges from 171 to 348 times of Chondrite with the average of 231 times and that of
the HREE enrichment ranges from 19 to 35 times of Chondrite with the average of
24 (Fig. 4a). Within these samples of Older Floodplain the (La/Lu)N varies from
~6.48 to ~13.80 with an average of 8.37, (La/Sm)N varies from 3.53 to 4.54 with an
average of 3.78 and (Gd/Lu)N varies from 1.24 to 1.84 with an average of 1.48
whereas in Younger Floodplain the (La/Lu)N varies from ~7.29 to ~11.95 with an
average of 8.79, (La/Sm)N varies from 3.62 to 4.41 with an average of 3.95 and
(Gd/Lu)N varies from 1.24 to 1.71 with an average of 1.43 (Table 2).
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Fig. 4 (a) The Chondrite Normalized REE plots for the stream sediment samples of Narmada
valley alluvium. The chondrite values are after Taylor and McLennan (1985). (b) The NASC
Normalized REE plots for the stream sediment samples of Narmada valley alluvium. The NASC
values are after Gromet et al. (1984). (c) A-CN-K ternary diagram (after Nesbitt and Young 1984)
showing weathering trends for the stream sediment samples of Narmada valley alluvium. The red
plus is the symbol for Narmada Alluvium. (d) The ICV (Index of Compositional Variability) versus
CIA (Chemical Index of Alteration) plot for the stream sediment samples of Narmada valley
alluvium (after Long et al. 2012). UCC (Upper Continental Crust) and PAAS (Post-Archean
Australian Shale) values after Taylor and McLennan (1985) are included for comparison
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6.4 Calulations for Weathering Indices and Index
of Compositional Variability

The Chemical weathering indices i.e. Ruxton ratio (R), Weathering Index of parker
(WIP), Vogt’s Residual Index (V), Chemical index of Alteration (CIA), Chemical
index of Weathering (CIW), Plagioclase Index of Alteration (PIA) and Silica-Titania
Index (STI) (Table 3) were calculated for the stream sediment samples of quaternary
alluvium collected from the different geomorphic units of tawa basin, Narmada
valley using the major oxides data. The mathematical equations used for the
computation of all the enumerated indices along with the results are given in Table 3.

The Ruxton ratio (R) is a simple weathering ratio that considers alumina as
immobile and relates the silica loss to the total elemental loss during weathering
(Ruxton 1968; Chittleborough 1991). Weathering Index of parker (WIP) is another
robust indicator based on the mobility and proportions of alkali and alkaline earth
metals given after Parker (1970), Eswaran et al. (1973), Hamdam and Bumham
(1996). The WIP value for the quaternary sediments of central part of Narmada
Valley in the present study area varies between 1666.61 and 3217.01 (Table 3).

Vogt (1927) and Roaldset (1972) had given another well known geochemical
ratio for accessing the maturity of residual sediments and the extent of weathering in
quaternary sediments called as Vogt’s Residual Index (V). The quaternary sediments
from this part of Narmada Valley has the V value ranging from 1.67 to 4.96
(Table 3).

The most extensively used alteration ratio for plaeo-climatic reconstruction and
provenance determination of clastic sediments is the Chemical index of Alteration
(CIA) (Nesbitt and Young 1982, 1984; Fedo et al. 1995; Maynard et al. 1995). The
equation used for calculation is given in Table 3 here all the oxides are in molar
proportion and CaO represents Ca in silicate fraction. The CIA value for the
quaternary clastic sediments of the present study area ranges from 61.05 to 77.98
(Table 3) with an average of 72.83 which is comparable with the average CIA values
for global shale (�70 to �75) (Nesbitt and Young 1982). This reflects the presence
of muscovite, illites and smectite within the Narmada alluvium. The samples of the
present study area when plotted on Al2O3� CaO + Na2O�K2O (A-CN-K) (Nesbitt
and Young 1982, 1984; Fedo et al. 1996) follow a trend sub parallel to A-CN axis,
within the limits of weathering (Fig. 4c).

Harnois (1988) had given another ratio i.e. Chemical index of Weathering (CIW)
for determination of degree of weathering using the alumina, sodium and calcium.
This ratio is independent of the plagioclase alteration, therefore Fedo et al. (1995)
had given the Plagoiclase Index of Alteration (PIA) for understanding the impact of
weathering of plagioclase on the elemental composition of quaternary clastics. The
CIW value for the quaternary clastic sediments of the present study area ranges from
66.42 to 88.27 and the PIA varies between 63.18 and 86.35 (Table 3). For assess-
ment of degree of chemical weathering on the weathered profile of metamorphic
rock the Silica-Titania Index (STI) was given by de Jayawardena and Izawa (1994).
The STI value for the Narmada alluvium ranges from 73.84 to 78.17.
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The impact of Hydraulic sorting on the geochemical variability within the fine
clastics was also quantified using the index of compositional variability (ICV)
defined by the equation ICV ¼ (Fe2O3 + K2O + Na2O + CaO + MgO + MnO +
TiO2)/Al2O3 (Cox et al. 1995). The ICV values for samples from Older Floodplain
ranges from 0.87 to 1.34 with an average of 1.02 and that for samples from Younger
Floodplain ranges from 0.83 to 1.10 with an average of 0.93.The samples from
Pediplain had the ICV values ranging from 0.97 to 1.18 with an average of 1.04 and
those from Pedimont Slope had ICV values ranging from 0.98 to 1.32 with an
average of 1.15 (Fig. 4d).

7 Discussion

The elemental characters of fine clastics (alluvium) realistically reflects provenance,
the degree of hydraulic sorting and intensity of weathering, witnessed during their
transportation and deposition in present day climate. The geochemical data gener-
ated from stream sediments of Tawa basin, Narmada Valley is evaluated and
interpreated for provenance delineation and understanding effect of quaternary
climatic variability in syn-sedimentary deposition.

7.1 Influence of Sedimentary Sorting

The sedimentary fractionation and sorting are the dominant factors defining the
mineral assemblage and hence the geochemical characters of fluvial sediments.
The sedimentary fractionation resulted in the concentration of clay minerals
(Al2O3), some titanium oxides (TiO2), REE’s and Zircon in the silt sized where as
Quartz (SiO2) along with other heavy minerals (Sphene, Illimanite, Zircon, Apatite
etc.) in sand sized clastic sediments (McLennan et al. 1993; Cullers 1994a, b). The
Major element ratios of Al2O3/SiO2 vs. Fe2O3/SiO2 in the stream sediments from
Narmada Valley are plotted in the binary plot given after Wu et al. (2011), to
visualize the effects of sorting. In order to have synoptic comparison the values of
UCC, PAAS after Taylor and McLennan (1985) are also plotted (Fig. 5a). The
stream sediment samples of the present study displays a collinear trend, indicating
that the sedimentary sorting of Narmada valley sediments ranges from quartz to clay
minerals. These samples have an intermediate composition in comparison to the Post
Archean Australian Shale and the Upper continental crust. The sample from
Pedimont Slope, Pediplain and Older Floodplain shows the obvious enrichment of
Fe and Al in comparison those from the Younger Floodplain. This also indicates the
predominance of clay minerals and phyllo-silicates in the stream sediments collected
from Pedimont Slope, Pediplain and Older Floodplain and that of quartz in the
Younger Floodplain.
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Fig. 5 (a) Al2O3/SiO2 vs. Fe2O3/SiO2 plot (after Wu et al. 2011) for the stream sediment samples
of Narmada valley alluvium showing the effect of sedimentary sorting. The data of UCC and PAAS
are from Taylor and McLennan (1985). (b) Bivariate plots of Th against La (ppm) of the samples
from Narmada alluvium after Vital and Stattegger (2000). The values of UCC are after Taylor and
McLennan (1985). Plots showing the effects of heavy mineral accumulation on selected elements
and element ratios for the stream sediment samples of Narmada valley alluvium. (c) Tb/Yb vs. Hf;
(d) Ta/La vs. Ti diagrams (after La Flèche and Camiré 1996). (e) Zr/Sc vs. Th/Sc, showing
enrichment of zircon as opposed to compositional variations of the provenance; trends of compo-
sitional variations and sediment recycling from McLennan et al. (1993); (f) La/Sm vs. Th

The index of compositional variability (ICV) (Cox et al. 1995) is another robust
indicator for quantifying impact of Hydraulic sorting’s on the geochemical variabil-
ity within the fine clastics. The average value of ICV for the quaternary sediments of
Narmada alluvium is equivalent to 1, and it implies that this alluvium is geochem-
ically immature and is weakly affected by weathering. The plot of ICV versus CIA
after Long et al. (2012). Figure 4d shows the smooth positive relation between ICV



and CIA. The decreasing values of average ICV form Pedimont Slope to Pediplain
and subsequently to Older and Younger Floodplain indicate the progressive increase
in the degree of hydraulic sorting.
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McLennan et al. (1993) stated that the concentration of heavy mineral within
clastic sediments is seldom uninfluenced by sedimentary sorting. Hence, the ratio of
Th/ Sc had been proved as an index for provenance delineation and Zircon enrich-
ment can be appreciated using the ratio of Zr/Sc (McLennan et al. 1993). Therefore,
hydraulic sorting in Narmada valley stream sediments was ascertained using relation
and ratios of the trace elements (Zr/Sc vs. Th/Sc, La/Sm vs. Th, Tb/Yb vs. Hf and
Ta/La vs. Ti). The Zr/Sc vs. Th/Sc and Tb/Yb vs. Hf (Fig. 5c, e) shows that all the
samples follow the trend of Zircon enrichment, hitherto the hydraulic sorting
whereas the ratio plot of La/Sm vs. Th and Ta/La vs. Ti (Fig. 5d, f) shows clustering,
suggestive that the concentration of Th and Ti are not influenced by the sedimentary
fractionation. It is interesting to mention that maximum zircon enrichment (Fig. 5c,
e) is observed in the samples from the Younger Floodplain. It is also recorded in
Fig. 5e that Narmada alluvium is comparatively more enriched in Zircon than the
Upper Continental Crust.

The similar evidence for sedimentary fractionation within the stream sediment
samples from the Younger Floodplain, of Narmada Valley is recorded in the
chondrite and NASC normalized REE plots (Fig. 4a, b). The samples collected
over the pediplains have the lowest concentration for the REE’s as displayed in the
chondrite normalized plots (Fig. 4a). The REE’s abundance in the stream sediment
samples from Older and Younger Floodplain is further attenuated by the sedimentary
fractionation and hydraulic sorting.

Likewise the effect of hydraulic sorting and the grain size variability was further
confirmed by the bivariate plots of Th against La (ppm) (Fig. 5b); Th against Th/U
(Fig. 6a) and Th/U against ΣLREE/ ΣHREE (Fig. 6b) after Vital and Stattegger
(2000). McLennan et al. (1980) had utilized the coherent behavior of Lanthanum and
Thorium for interpretation of provenance and grain size hydraulic sorting. The
positive correlation between Thorium and Lanthanum is observed within the sam-
ples from Narmada Alluvium and the ratio plots of Th/U versus Th and ∑LREE/
∑HREE versus Th/U hence further ascertains the predominance of sedimentary
fractionation in defining the elemental characters of Narmada Valley alluvium
(Fig. 6a, b).

7.2 Degree of Weathering

The computation of Chemical weathering indices including Ruxton ratio (R),
Weathering Index of parker (WIP), Vogt’s Residual Index (V), Chemical index of
Alteration (CIA), Chemical index of Weathering (CIW), Plagioclase Index of
Alteration (PIA) and Silica- Titania Index (STI) after Prince and Velbel (2003),
validated that the quaternary sediments of Narmada Valley had witnessed the least
amount of post depositional chemical weathering and belongs to immature category.
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Fig. 6 Bivariate plots of (a) Th against Th/U and (b) Th/U against ΣLREE/ΣHREE of the samples
from Narmada alluvium (after Vital and Stattegger 2000). The values of UCC are after Taylor and
McLennan (1985)

The minimum value of STI, V, CIA, CIW and PIA is from the samples collected
over the Pedimont Slope where as the maximum value for CIA, PIA is from the
samples from Pediplains and that of CIW, V, WIP and STI are form Younger
Floodplain (Table 3). Subsequently, from the ratio ranges of CIA and PIA it can
be inferred that the sediments from piedmont slope’s are least altered where as from
the Pediplains are most altered. Besides average abundance of CIW also shows that
the sediments from the piedmont slope are least altered where as those from the
Younger Floodplain are most altered. The ranges of WIP in all the stream sediments
falls in the range of unaltered samples, thus indicates that all theses samples pre-
serves the source characters.

The SiO2/Al2O3 and Fe2O3/K2O ratio (Fig. 3a) for these stream sediment samples
also provide similar inference, Hence It can further be interpreted that the geochem-
ical signatures of these fine clastics are attributed by the syn-depositional process,
thus preserves the provenance characters.

7.3 Provenance

The smooth and correlated trends of TiO2, SiO2, Fe2O3, MnO, MgO, Na2O and P2O5

on Harker variation plots with Al2O3 as differentiating index reflects that all the
samples of quaternary alluvium were genetically related and may be derived from
the same/similar precursor. The positive correlation of iron, manganese, magnesium
with aluminum (Fig. 3c) indicates predominance of clay minerals where as the
negative correlation of silica, titanium, sodium and phosphorus with aluminum



(Fig. 3c) indicates the presence of phosphate (Monazite?), opaque’s (ilmenite,
sphene) or some amphiboles and quartz.
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The multi-elemental correlation of the major and trace elements depicted exis-
tence of inverse relation between clay minerals, phyllosilicates and the quartz,
opaque’s (Fe-Ti Oxides), phosphate minerals (monazite). A significant correlation
among elements of felsic linage i.e. Silica, Sodium, Potasium, Niobium, Yittrium,
Zircon, Hafnium and that off iron, magnesium, manganese, cobalt, copper, chro-
mium, nickel, scandium, vanadium (Fig. 3c) suggests about detrital origin for these
elemental signatures. The presence of clay minerals within the sediments deposited
in the Tawa sub-basin of Narmada valley is also ascertaind by K2O/Al2O3 ratio and
moderately significant correlation of Alumina with Iron, Manganese, Chromium,
Copper, Gallium, Nickel, Scandium (Fig. 3c).

The REE, Zr, Ba, Rb, Nb, Th and U also shows a significant correlation among
each other and positive enrichment with alumina, which eventually indicates the
predominance of felsic minerals {Zircon (?), Sphene(?), Monazite (?)} and clay
minerals in the detrital mineralogy of Narmada Alluvium. The major and trace
element correlations therefore confirms that the elemental characteristics of the
Narmada Alluvium are controlled by the dertital mineralogy and the visible compo-
sitional variation could be attributed to mineralogical and textural maturity induced
by the flow hydraulics influenced by the depositional environment.

The Chondrite normalized enriched and fractionated LREE with flat HREE
pattern and strong negative Eu anomaly (Fig. 4a) for the stream sediments of
Narmada valley further attenuates the inference of sedimentary fractionation of
highly varied protoliths. Cox et al. (1995) and Cullers (2000) had defined the ranges
of index of compositional variability for provenence determination. The value of
ICV > 0.84, denotes the dominance of rock forming minerals i.e. K-feldspars,
plagioclase, pyroxenes and amphiboles whereas the ICV values <0.84 denotes the
dominance of alteration products such as kaolinite, illite, and muscovite. Since the
average ICV Value for the stream sediments collected over the Narmada Alluvium
from Tawa Basin is 0.99, hence the dominance of rock forming minerals within the
overall composition due to sedimentary fractionation in indicated.

To conclusively constrain the provenance using the major element characteristics
the Discriminant function diagram (Roser and Korsch 1988) was utilized and all the
quaternary sediments of Narmada Alluvium were plotted in the field of quartzose
sedimentary provenance (Fig. 7a). The dominant source rock for Narmada Alluvium
is Gondwana Supergroup of rocks, with minor amount of Deccan trap, and Betul
Group of Rocks (Shukla et al. 2021). Hence the inference about quartzose sedimen-
tary provenance fully substantiated with the major lithounits exposed in the upper
reaches of the Tawa sub basin, Narmada valley.
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Fig. 7 (a) Discriminant function diagram of the Narmada alluvium (after Roser and Korsch 1988).
Discriminant function 1 ¼ (�1.773 � TiO2%) + (0.607 � Al2O3%) + (0.76 � Fe2O3 T
%) + (�1.5 � MgO%) + (0.616 � CaO%) + (0.509 � Na2O%) + (�1.22 � K2O%) + (�9.09).
Discriminant function 2 ¼ (0.445 � TiO2%) + (0.07 � Al2O3%) + (�0.25 � Fe2O3 T
%) + (�1.142 � MgO%) + (0.432 � Na2O%) + (1.426 � K2O%) + (�6.861). (b) Bivariate
SiO2 (wt. %) versus Al2O3 + K2O + Na2O (wt. %) paleoclimate discrimination diagram. Fields after
Suttner and Dutta (1986)

7.4 Effect of Climate on Geochemistry of Geomorphic Units

The major, trace and REE characteristics of stream sediments from Tawa basin,
Narmada valley indicate that the Piedmont slope and Pediplain have similar geo-
chemical characters with that of the Older Floodplain. A progressive chemical
fractionation of Major, trace and REE’s is recorded within the samples from Old
and Younger Floodplain in Harkar Bivariate (Fig. 3c), Chondrite and NASC nor-
malized REE patterns (Fig. 4a, b).

The ubiquitous presence of black cotton (regur) top soil in the present study area
confirms the present day humid subtropical climatic conditions in the central part of
the Narmada basin. Since the whole rock chemistry of any sedimentary succession
either of present or past is influenced by the key environmental factors i.e. oxygen
fugacity, humidity, CO2 concentration, biological productivity etc., therefore Suttner
and Dutta (1986) has given ar robust bivariate plot of SiO2 wt. % versus
(Al2O3 + K2O + Na2O) wt. % based on the weathering index of ancient sediments.
This plot can provide useful inferences on present and past climate.

On this diagram our samples plot in the field of semiarid climate with sequential
variation (Fig. 7b) from Older to Younger Floodplain. This geochemical variation
can be inferred as the progressive climatic variability within Quaternary environment
of Central India. Biswas and Dassarma (1984) and De Terra and Paterson (1939b)
had already reported the cyclic climatic variations from Humid to semi-arid to arid,
within the quaternary succession of Narmada Valley using the sedimentary struc-
tures. The present alluvium geochemistry of surface samples also corroborates the



presence of climatic transitions from arid to semi arid within the depositional span of
sediments of Older and Younger Floodplain from Tawa basin, Narmada valley.
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Hence, the quaternary sediments of Narmada valley derived from the homoge-
neous precursor but deposited under different geomorphic horizons of fluvial system
within intercontinental humid to semiarid climate of quaternary era, have uniqe
elemental signatures with a limited overlap dependent on mineralogical and textural
maturity viz. sedimentary fractionation and hydraulic sorting controlled by differ-
ential weathering and climatic variability in respective depositional environment.

8 Conclusions

The Alluvium Geochemistry of the stream sediment samples collected from distinct
geomorphic horizons of Tawa river basin, Narmada valley suggests that these are
chemically immature having unique elemental signatures with a limited overlap and
derived from relatively un-weathered source. The degree of chemical weathering is
different at each geomorphic horizons, but the pristine source and syn depositional
characters are well preserved.

Narmada alluvium is comparatively more enriched in Zircon than Upper Conti-
nental Crust and has more enriched and fractionated LREE with flat HREE pattern
when compared with Chondrite and North America Shale Composite (NASC). The
major, trace and REE data along with ratio plots, confirms that geochemical signa-
tures of all the fine clastics collected from Pediplain, Piedmont slope, Old and
Younger Floodplain are controlled by detrital mineralogy with least to moderate
amount of post-depositional chemical weathering.

The average CIA value for the clastic sediments from the present study area is
72.83 which is comparable with the average CIA values for global shale hence,
confirms the presence of muscovite, illites, and smectite (Clay minerals) within the
Narmada alluvium. Significant correlation among the elements associated with the
felsic linage including Rare Earth elements and Hafnium, Uranium, Tantalum,
Thorium, Zircon, Niobium, Silica in Narmada Alluvium indicates the felsic precur-
sor and presence of heavy minerals including Zircon, Sphene (?), Monazite (?),
Allnite (?) etc. The inverse relation between elements associated with clay minerals,
phyllosilicates and the quartz, opaque’s (Fe-Ti Oxides), phosphate minerals (mon-
azite) indicates the effect of mineralogical and textural maturity induced by the flow
hydraulics. The attenuation of heavy minerals and metals including Zircon, Th, La
and REE’s in quaternary alluvium is attributed to sedimentary fractionation and
hydraulic sorting during deposition.

Interestingly it is also concluded that although the sedimentation of Narmada
quaternary valley occurred from the homogeneous precursor in humid to semiarid
climate between Pleistocene to Holocene time span but the fine clastic deposited
under different geomorphic horizons of fluvial system have unique elemental signa-
tures with a limited overlap dependent on mineralogical and textural maturity viz.
sedimentary fractionation and hydraulic sorting controlled by differential weathering



and climatic variability in respective depositional environment. Hence enrichment of
heavy metals including REE’s in Younger Floodplain in comparison to Older
Floodplain of Narmada valley is attributed to changing present day climate.
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Heterogeneity in Glacier Area Loss
in Response to Climate Change in Selected
Basins of Western Himalaya

Riyaz Ahmad Mir, Zahid Majeed, Rayees Ahmed, Sanjay K. Jain,
Syed Towseef Ahmed, Muneer Ahmad Mukhtar, and Gowhar Farooq Wani

Abstract Himalayan glaciers are characterized to exhibit heterogeneous and vari-
able changes in areal loss. To understand this erratic behavior of Himalayan glaciers
six major sub-basins (upper Jhelum, Suru and Zanskar, Chandra, Spiti, Satluj and
upper Indus basin) covering parts of western Himalayan region were
selected for analysis. For this purpose, Landsat images (MSS, TM, ETM+,
OLI/TIRS), Survey of India toposheets (SoI), high resolution Google Earth and
Corona KH-4B images and ASTER DEM with a limited field check were used. The
results indicated that the western Himalayan glaciers during last 5–6 decades exhibit
a heterogeneous pattern of area loss that is falling within a range of 5–20% with a
mean loss of 15%. The Satluj basin indicated a higher average area loss of 22.1%
wherein the Tirungkhad and Baspa sub-basins indicated a loss of 26.1% from 1966
to 2011 and 18.1% from 1976 to 2011. The upper Indus basin also indicated a higher
loss of 21.2% from 1962 to 2017 followed by the Jhelum basin indicating a higher
area loss of 19.41% from 1990 to 2018. The Chandra basin indicated an area loss of
10.7% from 1962/1971 to 2013/2014/2015 whereas the Suru and Zanskar basins
indicated a lower area loss of 5.7% from 1962/1971 to 2013/2015 followed by the
Spiti basin indicating a lower average area loss of 4.3% from 1962/1965 to 2013/
2014. During the same time period, the study observed statistically significant rising
trends in Tmin, Tmax, and Tavg at a rate of 0.071 �C/year, 0.076 �C/year, 0.07 �C/year
and 0.013 �C/year, 0.002 �C/year, 0.004 �C/year at Rakcham (Satluj basin) and
Pahalgam (Jhelum basin) stations. The Manali station (near Chandra basin) indicated
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a significant rising trend for Tmin (0.056 �C/year) and significantly declining trends
for Tmax and Tavg. Contrarily, the precipitation at the Rakcham and Manali station
indicated a significant declining nature (�6.28 and �52.5 mm/year). The rising
temperature is therefore considered as a major factor controlling the glacier area loss
in the region. Thus, suitable strategies are required to be evolved timely to manage
the Himalayan glacier resources that are under the threat of loss due to the recent cli-
mate warming and change. The higher areal loss in glacier resources may have
concerning implications on future water availability in the region.
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1 Introduction

In the Himalayan mountain system, about 54,000 individual glaciers covering an
area of 60,000 km2 and volume of 6000 km3 are reported to exist (Bajracharya and
Shrestha 2011). In the Indian Himalayan region, about 9675 glaciers with an area of
37,000 km2 and volume of 2000 km3 are recorded (Raina and Srivastava 2008).
These huge glacier resources affect significantly the river system surface runoff,
recharge aquifers, sustain hydropower generation, agriculture, and ecosystems and
finally contribute to sea-level fluctuations (Dyurgerov and Meier 2005; Mir et al.
2017; Majeed et al. 2020).

Generally, the glaciers and ice reserves are considered very sensitive to any
climatic variations as the glaciers respond directly to the climate and therefore,
serve as the best and early indicators of climatic variations. Likely in the Himalayan
region, any increase in air temperature and changes in precipitation patterns influ-
ence the overall glacier dynamics and behavior (Benn et al. 2012; Mir 2021; Sood
et al. 2021; Singh et al. 2021). All over in the world, the glaciers are reported to be in
a state of shrinkage particularly in response to the rising temperature vis a vis climate
change (Sorg et al. 2012; Mir et al. 2015a, b, 2017). As per the reports, the world’s
average surface temperature has increased between 0.3 �C and 0.6 �C over the past
hundred years (Bajracharya et al. 2008). Similarly, an analysis of the temperature
data over the Himalayan region has immensely revealed a warming pattern, albeit at
diverse rates during different periods depending on the seasons and regions
(Bhutiyani et al. 2007; Dash et al. 2007; Singh et al. 2008; Koul and Ganjoo
2010; Dimri and Dash 2012; Mir et al. 2015a).

In the western Indian Himalayan region, previous reports have suggested that the
temperature is rising significantly and the precipitation in general is decreasing with
intra-regional differences (Sontakke et al. 2009; Bhutiyani et al. 2010; Dimri and
Dash 2012; Mir et al. 2015a; b; c). In response to increasing temperature and
decreasing precipitation, the most obvious and clear impact is certainly the wide-
spread melting and retreat of Himalayan glaciers (Kääb et al. 2007; Scherler et al.
2011; Swain et al. 2018; Majeed et al. 2020; Krishna et al. 2020). Majority of the
earlier studies showed that the Himalayan glaciers have been receding and losing



huge area and mass in response to climate change (Mayewski and Jeschke 1979;
Mehta et al. 2011; Mir et al. 2013; Bahuguna et al. 2014; Mir et al. 2017, 2018; Mir
2018, 2021; Jain and Mir 2019) with a noticeable exception of the Karakorum region
where some glaciers are advancing which is known as Karakorum anomaly (Hewitt
2005; Mir and Majeed 2018; Mir 2021).
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Notably, the Himalayan glacier recession and change has been found to be
heterogeneous and vary profusely from one region to another, from one glacier to
another (Scherler et al. 2011; Kääb et al. 2015) probably due to the heterogeneous
and varying climate across the region, variable morphological, topographical and
geomorphic factors as well as the presence of variable supraglacial debris (Shukla
et al. 2018; Mir et al. 2018). For instance, the Nathawat et al. (2008), reported that
glaciers have lost 18% of area and retreated by 6–33 m/year from 1962 to 2001 in
parts of the Zanskar valley. A recent study on five large glaciers of the Zanskar basin
reported an area loss of 13–15% at a retreat rate of 8–19 mm/year of clean glaciers
and 14–21% of area loss at a rate of 2–3 m/year of debris covered glaciers (Shukla
and Qadir 2016). In contrast, Kulkarni et al. (2011) have reported an area loss of
9.2% (2.41 km2/year) from 1962 to 2001 in the Zanskar basin. Similarly, Pandey and
Venkataraman (2013) has carried out a detailed study of 15 large glaciers in the
Chandra basin and have reported an average glacier retreat rate of 15.5 m/year from
1980 to 2010. Similarly, higher changes in glacier terminus and area have been
reported for several glaciers in the Himalayan region e.g., Drung-Drung (9 m/year)
in the Jammu and Kashmir region; Rekha-Samb (12 m/year) in Nepal; and Zemu
(14 m/year), South Lhonak (42 m/year), and Rathong (18 m/year) in Sikkim
(Kulkarni and Karyakarte 2014). Similarly, in other sub-basins of Himalayan region
a heterogeneous and variable retreat and area loss has been recorded. But, in general,
the Himalayan glaciers are retreating faster than the other glacier on the Earth,
wherein the average rate of the loss is ~0.4% area per year (Bolch et al. 2010,
2012; Bhambri et al. 2011, 2012; Kamp et al. 2011; Kulkarni et al. 2011; Chand and
Sharma 2015; Mehta et al. 2011; Nainwal et al. 2008; Govindha Raj 2010; Mir and
Majeed 2018).

Thus, keeping the above facts in view, this study attempts to understand, decode
and bracket the variable and heterogeneous glacier area loss in few selected catch-
ments of the Indus River System, covering parts of western Himalaya. The glacier
area loss has also been compared with the observed temperature and precipitation
changes analyzed for 3 metrological stations located in Satluj basin, near Chandra
basin and in Jhelum basin of the study area. For understanding the dynamics and
behavior of the selected glaciers, the high resolution (available partly), medium and
coarse resolution Landsat satellite data and other ancillary data sources with a limited
field check have been used.



140 R. A. Mir et al.

2 Study Area

The Indus River system, located in western Himalayan region, is one of the greatest
river systems with its origin from the Mount Kailash in Tibet on the northern side of
the Himalaya at an altitude of 5486 m amsl (Fig. 1). This transboundary Indus River
system has a total area of 1.12 million km2 distributed between Pakistan (47%), India
(39%), China (8%) and Afghanistan (6%) (Mir 2016; Singh 2017). In India, the
drainage area of the Indus River system lying in the states of Ladakh, Jammu and
Kashmir, Himachal Pradesh, Punjab, Rajasthan, Haryana and Chandigarh is approx-
imately 4,40,000 km2, which is nearly 14% of the total area of the country (Mir
2016; Singh 2017). Besides it, at least 300 million people are estimated to be
dependent on the Indus River system for their livelihood (Mir et al. 2017; Shukla
et al. 2018; Singh 2017). The Indus River is fed by about 24 tributaries out of which
8 tributaries are defined as the major tributaries. The major tributaries such as the
Jhelum, Chenab, Ravi, Satluj and Beas rivers are east flowing while as the Shyok,
Kabul, Gomal and Gilgit rivers flow towards west and north, respectively (Mir 2016;
Singh 2017).

In this study, the selected basins include the Jhelum basin, Suru and Zanskar
basins, Chandra basin, Spiti basin and Satluj basin covering the parts of Greater

Fig. 1 Location map of the selected basins of Indus River system for the study located in western
Himalaya



Himalayan Range (GHR). The study area also includes the Phyang, Ganglas, Rong,
Khalsar and No. 5 catchments covering the parts of Ladakh Mountain Range (LMR)
of upper Indus basin. The glacial systems of LMR are located at the interface
between rapidly receding glaciers of the GHR and advancing glaciers of Karakoram
Mountain Range (KMR). For the Jhelum basin, Suru and Zanskar basins, Chandra
basin and Spiti basin only few major glaciers have been analyzed whereas, for the
Satluj basin represented here by its highly glaciated south-western 2 sub-catchments
i.e., Tirungkhad and Baspa basins, an inventory of 32 and 107 glaciers have been
analyzed. For the upper part of Indus basin, an inventory of 90 glaciers of
sub-catchments of Phyang, Ganglas, Rong, Khalsar and No. 5, etc. have been
analyzed.
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The climate of the Western Himalayan (WH) region is dependent on precipitation
occuring during the winter and early spring months (December to April). The
precipitation is produced by the Western Disturbances (WD) originating from the
Mediterranean region. In this region, the snowfall starts in early November and stops
by the end of April, depending on the altitude of the area. The Jhelum basin
witnesses temperate climate. It receives the annual precipitation of 1100 mm (Mir
et al. 2016). The temperature varies between �6 �C and 30 �C (Mir and Jeelani
2015). The Suru-Zanskar valley has a distinct climatic characteristic due to its
location in the shadow zone of Great Himalaya (Mamgain and Sastry 1975; Klimes
2003). The study region has cold sub arid type of climate. The temperatures varies
between mean minimum temperatures of �15 �C to �35 �C. In this area, the
precipitation of about 250 mm is received. The Chandra basin is in monsoon-arid
transition zone and receives precipitation of about 514 mm. The Spiti and Satluj
basins receive the mean annual precipitation of 456 mm. The basins experience large
variations in the climatic conditions ranging from the sub-tropical climate at the
bottom of the Satluj valley to the alpine in the upper reaches/parts of which are
perpetually under snow. The LMR lies in the semi-arid climatic regime produced as
a result of rain shadow effect of the HMR and KMR that are affected by two distinct
climatic regimes. For example, in the HMR about 80% of precipitation is produced
by the summer monsoon whereas the westerly dominated KMR receives two-thirds
of its precipitation through winter westerlies (Bookhagen and Burbank 2010).

3 Materials and Methods

In this study, more than 60 numbers of images have been used for the glacier
mapping available during different time periods as well as for different glaciers
and selected basins. Depending upon the data availability and suitability, only a
limited number of satellite data images were used for the glacier mapping and
delineation. The details of the data sources used are given in (Table 1). The ancillary
and satellite data images used include the SoI toposheets, declassified high-
resolution Corona KH-4A images, Landsat satellite images such as Multispectral
Sensor (MSS), Thematic Mapper (TM), Landsat 7 Enhanced Thematic Mapper
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Table 1 Multi-temporal ancillary and satellite imagery data sources used for the study

Selected Satellite/ Date of
Scale (m) and
spatial
resolution

Jhelum
basin

Kolahoi, Bodhpathri, Shishram,
Harmukh, Nehnar

SoI
Toposheet

1962 1:50000

Landsat
MSS

24-10-
1980

60

Landsat
5 (TM)

13-09-
1990

30

Landsat
5 (TM)

16-10-
1992

28.5

Landsat
5 (TM)

09-10-
2000

15, 30

Landsat
5 (TM)

18-06-
2000

28.5

Landsat
7 (ETM+)

30-09-
2001

28.5

Landsat
5 (TM)

17-10-
2010

30

Landsat
8 (OLI)

17-10-
2014

30

Sentinel-
2A

15-09-
2018

10, 20

Suru and
Zanskar
basins

Parkhachik, Pensilungpa, Shafat,
Dalung, Durung Drung, Hagshu,
Padam

SoI
Toposheet

1962 1:50000

MSS 11-10-
1975

90

Corona
KH-4B

28-09-
1971

8

Corona
KH-4B

25-08-
1972

8

Landsat
5 TM

04-07-
1992

30

Landsat
7 ETM+

16-07-
1999

15, 30

Landsat
7 ETM+

16-12-
1999

15, 30

Landsat
7 ETM+

13-10-
1999

15, 30

Landsat
7 ETM+

01-10-
2003

15, 30

Landsat 7 10-05-
2003

15, 30

Landsat
5 TM

29-09-
2011

15, 30

Landsat
8 OLI

14-07-
2013

15, 30
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Table 1 (continued)

Selected Satellite/ Date of
Scale (m) and
spatial
resolution

Landsat
8 OLI

28-11-
2013

15, 30

Google
Earth

2012 &
2015

15, 2.5

Chandra
basin

Samundar Tapu, Batal, Sonapani,
Bara Shigri

MSS 15-11-
1972

80

Corona
KH-4B

28-09-
1971

8

Landsat
5 TM

09-10-
1989

30

Landsat
7 ETM+

16-11-
1999

15, 30

Landsat
7 ETM+

13-10-
1999

15, 30

Landsat
8 OLI

28-11-
2013

15, 30

Google
Earth

2015 15, 2.5

Spiti basin Parang, Nisti, Padma, Pin SoI
Toposheet

1962,
1965

1:50000

Corona
KH-4B

24-09-
1965

8

Landsat
7 ETM+

01-10-
2003

15, 30

Landsat
5 TM

19-10-
2001

15, 30

Landsat
8 OLI

28-11-
2013

15, 30

Google
Earth

2013 15, 2.5

Satluj basin Glaciers of Baspa basin MSS 02-11-
1976

60

Landsat
(TM)

11-11-
1992

30

Landsat
(ETM+)

08-10-
2000

30

LISS III 16-09-
2007

27

Landsat
(TM)

13-09-
2011

30

Glaciers of Tirungkhad basin SoI
Toposheet

1966 1:50000

Mss 01-10-
1979

79
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(ETM+), Landsat 8 Operational Land Imager (OLI) (OLI) etc. In addition, high-
resolution images provided through virtual Google Earth have also been used to
extend the time period to recent years and to use as a recent source of information.
The ASTER DEM has also been used for the glacier mapping and other attribute
estimation. The Corona KH4B and TM images were available from United States
Geological Survey website (USGS; http://edcsns17.cr.usgs.gov/NewEarthExplorer/)
whereas, a subsets of Google Earth™ (GE) images were selected and saved from
virtual Google Earth. ASTER DEM data was available freely from the website as
http://www.jspacesystems.or.jp/ersdac/GDEM/E/index.html) for download and use.
All the data images were processed in the GIS platform.
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Table 1 (continued)

Selected Satellite/ Date of
Scale (m) and
spatial
resolution

Landsat
(TM)

21-10-
1990

30

Landsat
(TM)

13-09-
2011

30

Upper
Indus basin

Glaciers of Ladakh mountain range
(part)

SoI
Toposheet

1962 1:50000

MSS 21-11-
1976

60

MSS 18-06-
1977

60

MSS 18-07-
1978

60

Landsat
(TM)

16-09-
1998

30

Landsat
(TM)

31-10-
2000

15

Landsat
(TM)

03-08-
2011

30

Landsat
(OLI/TIRS)

06-10-
2017

30

For the estimation of glacier area, the co-registration and ortho-rectification of the
data images was carried out separately for the each selected basin wherever
required. It is because, the Landsat data series mostly used in this analysis is
provided orthorectified (Mir and Majeed 2018). Therefore, as per the availability
either the TM/ETM image were used as reference image for the coregistration and
rectification of other images using the UTM projection system of WGS-84 datum.
The coregistration was done based on ground control/tie points in GIS platform. The
available topographical maps were also scanned and georeferenced in the GIS
platform. The high resolution, Corona images with minimal snow cover were used
generally to extract the historic extent of the glaciers wherever, this data was
available. The available datasets with minimum snow cover/or cloud cover and

http://edcsns17.cr.usgs.gov/NewEarthExplorer/
http://www.jspacesystems.or.jp/ersdac/GDEM/E/index.html


easily visible features were used for glacier mapping. For the present study area,
such type of data is generally available during September to November months of
the year. Therefore, the choice of data was also limited to these 3 months. The glacier
extents were manually delineated through visual inspections from all the satellite
datasets based on the false color composite (RGB-532). The manual digitization was
adopted because, many glaciers are debris covered and were carefully delineated to
avoid wrong inclusion of debris covered parts. Based on the glacier outlines of the
different years, the area vacated by the glaciers were calculated in GIS platform. For
certain glaciers, the length was also estimated to determine the glacier retreat (Mir
and Majeed 2018). The details of the methodology for glacier mapping are discussed
in detailed in Mir et al. (2017, 2018), Mir and Majeed (2018), Mir (2021). In
addition, a limited field check was also carried out at few glaciers during 2013,
2014, 2016 and 2018 using the Garmin GPS map 76CSX for the accuracy assess-
ment of the glacier mapping based on satellite data sources (Majeed et al. 2016;
Krishna et al. 2017; Mir and Majeed 2018; Mukhtar and Majeed 2020).
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Furthermore, for the climate change analysis, the metrological data of Rakcham
station located in Satluj basin (extreme western part of western Himalaya) and
Manali station located in Beas basin near to Chandra basin (central part of the
western Himalaya) and Pahalgam station located in Lidder catchment of Jhelum
basin (extreme eastern part of western Himalaya) have been used. For Rakcham and
Manali station, the data was procured from Bhakra Beas Management Board
(BBMB) whereas, for the Pahalgam station, the data was procured from Indian
Meteorological Department (IMD), Srinagar. The temperature data was available
from 1985 to 2008 for Rakcham station, 1986 to 2011 for Manali station and 1990 to
2018 for Pahalgam station. The precipitation for Rakcham and Pahalgam was also
available for the same time period as temperature respectively, but, for the Manali
station, the precipitation data was available from 1989 to 2010. The climatic data
almost coincides with the same time period for which the glacier area loss has been
assessed. The trend analysis of the climatic data was carried out for annual periods
using the statistical tests i.e., Mann Kendall test and Sen’s Slope estimator. The
climate data was also analyzed using simple linear regression technique. The details
of the methods are discussed in detail in Mir et al. (2015b, 2017) and Jain and
Mir (2019).

3.1 Uncertainty in the Study

Using the buffer method (Granshaw and Fountain 2006; Mir et al. 2017, 2018), the
uncertainty in glacier area estimated varied between the 0.47 km2 (4.7%) for high
resolution Corona images and 0.75 km2 (7.5%) for Landsat images. For Google
Earth (GE) images, an error of 0.47 km2 (4.7%) was determined. For this analysis, a
buffer size of 7.5 m for Corona, 8.3 m for GE images (registration error) and 7.5 m
(digitizing error) for all other Landsat images was selected. Furthermore, the accu-
racy assessment based on the comparison of few bench mark points and certain
glacial features at the selected glaciers observed in the field revealed an error of



2–5%. Additionally, the high-resolution Google Earth images were also used to
check the accuracy by repeating the digitization of a few selected glaciers. This
method resulted in an accuracy of approximately �2%. In nutshell, an average
mapping uncertainty of (5%) was considered for this study (Mir 2021). Furthermore,
the quality of the climatic data was assessed and checked statistically as well as
visually.
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4 Results

In this study, six major sub-basins (i.e., Jhelum, Suru and Zanskar, Chandra, Spiti,
Satluj and parts of Upper Indus basin) witnessing variable and different microcli-
matic regimes were selected to understand the glacier area loss, its heterogeneity and
variability during the last 3–6 decades. In case of Jhelum basin, 5 glaciers were
selected as benchmark and representative glaciers for the study. Similarly, in case of
Suru and Zanskar basins 7 glaciers, Chandra basin 5 glaciers and Spiti 5 glaciers
were selected for the study. However, in case of Baspa and Tirungkhad sub-basins of
Satluj basin, an updated glacier inventory of 32 and 107 glaciers were used for the
study. Similarly, for the upper Indus basin, 5 small sub catchments of Ganglas,
Phyang, Khalsar, Rong and No. 5 draining parts of LMR were selected. The detailed
results are given in Table 2. The details of the analysis are discussed below.

4.1 Glacier Area Loss in Jhelum Basin

For the representation of the upper Jhelum basin, 5 major glaciers were selected as
benchmark. The glaciers include the Kolahoi, Nehnar, Shishram, Bodpathri and
Harmukh as shown in (Fig. 2). The Kolahoi glacier drains Lidder and Sind catch-
ments. From 1979 to 2016, the whole Kolahoi glacier has lost an area of 1.73 km2

(13.63%). However, it is also divided into the K1 and K2 parts for change analysis as
per drainage pattern. From 1979 to 2016, the K1 unit revealed an area loss of 1.07 km2

(11.66%) at a rate of 0.02 km2/year, whereas, the K2 unit showed a higher area loss of
0.67 km2 (18.7%) at a rate of 0.018 m2/year. From 1979 to 2016, the length of K1 unit
has retreated by 0.78 km (13.6%) at a rate of 22 m/year whereas; the K2 unit’s length
has exhibited a lower retreat of 0.39 km (9.8%) at a rate of 11 m/year. The Nehnar
glacier is located in Sind catchment. It has lost an area 0.40 km2 (20.9%) at the rate of
0.01 km2/year from 1.91 km2 (1990) to 1.51 km2 (2018). A total retreat of 246 m at a
rate of 8.7 m/year from 1990 to 2018 is recorded for this glacier.

The Shishram glacier is located in Lidder catchment. It is a simple basin mountain
glacier with clean ice surface. This glacier has lost an area of 0.91 km2 (16.33%) at a
rate of 0.03 km2/year from 1990 to 2018. The glacier length has retreated from
2240 m (1990) to 2060 m (2018) at the rate of 6.42 m/year. The Bodpathri glacier is
one of the important glaciers of Panjtarni Group of glaciers located in Sind catch-
ment. The total area and length of the glacier in the year 2018 was estimated to be
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1.91 km2 and 2560 m respectively. The glacier has lost an area of 0.59 km2 (23.6%)
from 1990 to 2018 whereas, the length has retreated by 205 m at a rate of 7.30 m/
year. The Harmukh glacier is also located in Sind catchment. It is the simple basin
clean valley glacier with the total area and length of 2.90 km2 and 3025 m
respectively.
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Fig. 2 Location map of the benchmark glaciers of Jhelum basin

The glacier has lost an area of around 0.6 km2 (17%) from 1990 to 2018 at a rate
of 0.02 km2/year, whereas the length has decreased from 3245 to 3025 m with a total
loss of 220 m during this period. Overall, based on these representative glaciers, an
average area loss of 0.848 km2 (19.41%) at a rate of 0.03 km2/year during last
3 decades from 1979/1990 to 2016/2018 is observed. The loss in area varies from
13.63% (Kolahoi Glacier) to 26.4% (Nehnar Glacier) in the Jhelum basin. The
retreat rate is also variable and heterogeneous in this basin.

4.2 Glacier Area Loss in Suru and Zanskar Basin

In the Suru and Zanskar basins, 7 major glaciers have been selected as representative
and benchmark. The selected glaciers include the Parkhachik, Pensilungpa, Shafat,
and Dalung located in Suru basin whereas, the Durung Drung, Hagshu and Padam
glaciers located in Zanskar basin (Fig. 3). The Parkachik glacier (Kangriz) is a large
compound basin valley type glacier. The glacier is 15 km in length and covers an



area of 49.65 km2. The glacier from 1971 to 2015, has retreated by 127 m
i.e. (0.75%) at a rate of 2.9 m/year with a simultaneous decrease in area from 49.5
to 48.8 km2 i.e. 740 m2 (1.5%) at a rate of 74 m2/year. The Pensilungpa glacier is a
compound basin valley glacier type in the upper catchment of Suru valley. It is about
8 km in length and covers an area of 18.56 km2. From 1962 to 2015, the glacier has
shown a retreat of 394.35 m at an annual retreat of 7.44 m/year. The glacier has lost
an area of 0.12 km2 (1.1%) at a rate of 0.002 km2/year. The Shafat glacier is 8 km
long, compound basin valley type glacier. During the time from 1962 to 2015, it has
retreated by 1398.44 m, with an average annual retreat of 26.39 m/year. Simulta-
neously, it has lost an area of 0.69 km2 (3.97%) at a rate of 0.013 km2/year. The
glacier has receded by 519 m, 658 m, 221 m from 1962 to 1975, 1975 to 1999, and
1999 to 2015 respectively at a rate of 40, 47, and 8 m/year respectively.
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Fig. 3 Location map of benchmark glaciers of Suru and Zanskar basins

The Dalung glacier covers an area of 13.7 km2 during 1962 which has decreased
to 11.0 km2 (2015). Overall, the glacier has shrunk by 2.6 km2 (19.2%) at a rate of
0.05 km2/year during the last 53 years period (5 decades). The length of glacier was
7.93 km during 1962 and has decreased gradually to 6.77 km during 2015. Overall,
the total retreat of 1240 m (15.7%) from 1962 to 2015 at a rate of 23.3 m/year was
found for Dalung glacier.

The Durung Drung glacier is the second longest glacier in Himalaya after Siachen
glacier. This glacier from1971 to 2013 has lost an area of 0.72 km2 (1.3%) at a rate of



0.017 km2/year. During the same time period, the glacier has retreated by 550 m at a
rate of 13.09 m/year. The glacier has retreated by 321 m/year, 228 m/year from
1971–2004 to 2004–2013 respectively at a rate of 10 m/year and 25 m/year respec-
tively. The Hagshu glacier is 17 km long, covering an area of 58 km2, compound
valley glacier located in Zanskar basin. The glacier from 1962 to 2015 has lost an
area of 1.18 km2 (0.023%). It has retreated by about 1583 m at a rate of 29.87 m/
year. The Padam glacier is 20 km long and the area of glacier has decreased
considerably from 26.7 km2 during 1962, to 23.3 km2 during 2015. It has decreased
by 3.4 km2 (21.7%) from 1962 to 2015 at a rate of 0.06 km2/year. The length of
glacier was observed to be 12.6 km during 1962, which has gradually decreased to
9.91 km (2015). For this glacier, the total retreat observed was 2690 m (21.3%) from
1962 to 2015 at a rate of 50.7 m/year. Overall, based on these representative glaciers,
an average area loss of 1.35 km2 (5.7%) at a rate of 0.03 km2/year during the last 5–6
decades from 1962/1971 to 2013/2015 is observed. The loss in area varies from
0.03% (Hagshu Glacier) to 19.2% (Dalung Glacier) in the Suru and Zanskar basin.
The retreat rate is also variable for selected glaciers.
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4.3 Glacier Area Loss in Chandra Basin

For the representation of Chandra basin, 4 major glaciers were selected as bench-
mark. The glaciers include the Samundar Tapu, Batal, Bara-Shigri and Sonapani as
shown in (Fig. 4). The Samundar Tapu glacier is a large compound basin valley type
glacier covering an area of 95 km2. From 1971 to 2013, the glacier has lost an area of
7.8 km2 (11.1%) at a rate of 0.26 km2/year. From 1971 to 2013, it has retreated by
1266 m at a rate of 24.82 m/year. The Batal glacier is a simple basin type glacier
located on the right bank of Chandra River. From 1962 to 2013, the glacier has lost
an area of 0.13 km2 (2.71%) at a rate of 0.04 km2/year. Batal glacier has retreated by
375 m from 1962 to 2014 at a rate of 7.21 m/year. The Bara Shigri glacier is a large
compound basin valley type glacier and the largest glacier of Himachal Pradesh,
covering an area of about 136 km2. Bara Shigri showed a retreat of about 1717 m at a
rate of recession of 32.4 m/year. The Bara Shigri glacier has lost an area of 1.4 km2

(1.2%) from 1962 to 2013. The Sonapani glacier has lost an area of 6.53 km2

(27.6%) from 1971 to 2016. The glacier has retreated by 202 m at a rate of
11.2 m/year from 1971 to 1989, 31 m at a rate 2.8 m/year during 1989–2000 and
596 m at rate of 37.3 m/year during 2000–2016. During the recent time period from
2000 to 2016, the rate of recession has increased rapidly. Due to this rapid recession
of the glacier a major tributary towards its lower left side has also detached from
it. Overall, based on these representative glaciers an average area loss of 3.96 km2

(10.7%) at a rate of 0.23 km2/year during last 5–6 decades from 1962/1971 to 2013/
2014/2015 is observed. The loss in area varies from 1.2% (Bara Shigri Glacier) to
27.6% (Sonapani Glacier) in the Chandra basin. The rate of recession is also variable
during different time periods for the selected glaciers.
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Fig. 4 Location map of benchmark glaciers of Chandra basin

4.4 Glacier Area Loss in Spiti Basin

The Spiti basin forms the upper part of the Satluj basin. However, the data of only
4 glaciers was available for this sub-basin and hence, it has been separately
discussed. The studied glaciers include the Parang, Padma, Nisti and Pin glaciers
as shown in (Fig. 5). The Parang glacier is 3.85 km long, covering an area of
4.48 km2. From 1962 to 2013, the glacier has lost an area of 0.48 km2 (9.6%) at a
rate of 0.15 km2/year. Similarly, from 1962 to 2013, it has shown a retreat of 563 m
at a rate of 11.04 m/year. The Padma glacier is small, compound basin valley type
glacier about 5.2 km long, covering an area of 7 km2. From 1962 to 2013, the glacier
has lost an area of 0.11 km2 (1.9%) at a rate of 0.002 km2/year. From 1962 to 2013, it
has shown a total retreat of 355 m at a rate of 6.95 m/year. The Nisti glacier is simple
basin type valley glacier about 4.4 km long, covering an area of 5.92 km2. From
1965 to 2013, the glacier has lost an area of 0.18 km2 (4.1%) at a rate of 0.003 km2/
year. Between 1965 and 2014, Nisti glacier has retreated by 712 m with an average
annual rate of 14.53 m/year. The Pin glacier is simple basin valley type glacier about
7.15 km long and it covers an area of 10.25 km2. From 1965 to 2013, the glacier has
lost an area of 0.15 km2 (1.34%) at a rate of 0.003 km2/year. During 1965 to 2014,
Pin glacier has shown a total retreat of 621 m at a rate of 12.67 m/year. Overall,
based on these representative glaciers an average area loss of 0.23 km2 (4.3%) at a



rate of 0.04 km2/year during last 6 decades from 1962/1965 to 2013/2014 is
observed. In the Spiti basin, the loss in area varies from 1.3% (Pin Glacier) to
9.6% (Parang Glacier). The glacier retreat was also found variable and
heterogeneous.
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Fig. 5 Location map of benchmark glaciers in Spiti basin

4.5 Glacier Area Loss in Satluj Basin

For the representation of the Satluj basin, 2 highly glaciated sub-basins (i.e., Baspa
and Tirungkhad basins) located towards its south-eastern corner were selected as
benchmark for the study. For the Baspa and Tirungkhad basins, an inventory of
109 and 32 glaciers was created to study and represent the Satluj basin. The location
map of the sub-basins and its studied glaciers is shown in Fig. 6.

(a) Tirungkhad basin glaciers: The Tirungkhad basin lies to the south-east of the
Satluj basin. Lambar glacier is one of the main glaciers of the Tirungkhad basin
with an area of 15.3 km2 and length of 6.6 km. An inventory of 32 glaciers was
generated for this basin (Fig. 7). The glaciers covered an area varying from 0.4 to
15.3 km2 (Lambar glacier). In this basin also, the glaciers have lost the area
significantly from 1966 to 2011. The total glacial area calculated for 1966 was
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Fig. 6 Location map of Tirungkhad and Baspa basins with glaciers as benchmark for the Satluj
basin

Fig. 7 Location map of glaciers inventoried (2011) in Tirungkhad basin as benchmark for Satluj
basin
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Fig. 8 Location map of glaciers inventoried (2011) in the Baspa basin as benchmark for Satluj
basin. The elevation in the background is represented by the ASTER DEM

112 km2, 91 km2 in 2000, 87 km2 in 2006 and 82 km2 in 2011. The glaciers have
lost an area from 112 km2 in 1966 to 82 km2 in 2011, i.e., a reduction of 29.1 km2

or 26.1%. An analysis of length revealed that the length of glaciers retreated
about 31.9 km i.e., 26% from 1966 to 2011. The glacier length changed by
17.6 km from 1966 to 2000, 6.6 km from 2000 to 2006 and 7.6 km from 2006 to
2011. Overall, the rate of retreat of glacier length was observed to be 0.71 km
(0.70% a�1) from 1966 to 2011. Among the glaciers from 1966 to 2011, the
changes in the length varied from 0.10 to 1.46 km.

(b) Baspa basin glaciers: In the Baspa basin, the main glaciers present are Baspa
Bamak, Shaune Garang, Jorya Garang and Karu glaciers. An inventory of
109 glaciers covering an area of 187.0 km2 was produced for this basin (Fig. 8).
The total area of these glaciers cover about 17% of entire basin area. The Baspa
Bamak, Gour Joriya are large glaciers in this basin having an area of 32.3 0.6 and
26 km2 each. The glacier length ranged from 0.30 0.01 km (G-1) to 17.8 0.8 km
(G-49). Glaciers having a length of 2 km are prevalent in the basin. Analysis of
glaciers total area during different time periods indicated a continuous and
significant loss in glacier area as well as in length. During 1976 the glaciers
(no. 109) covered an area of 227.4 km2 with the largest glacier (Baspa Bamak,
G-49) covering an area of 35 km2.During 2011 the glaciers (no. 97) covered an
area of 186.2 km2 in which the maximum size of largest glacier was 32.3 km2

(G-49). The glacier area has shrunken from 227.4 km2 (1976) to 207.8 km2 in
1992, 198.1 in 2000, 192.1 km2 in 2006 and to 186.2 km2 by 2011. Overall, an
aerial loss of 41.2 km2 (18.1%) at a rate of decrease of 1.18 km2/year (0.52%)
was observed during last 3 decades (36 years) from 1976 to 2011. The retreat
analysis of 33 large compound valley type glaciers with well defined long and
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clearly observable tongues indicated that the length change varied from 0.87 km
at the rate of 17.2 m/year to 0.60 km at the rate of 24.8 m/year. Overall, from
1976 to 2011, the mean length/snout retreat was found to be 615 m at a rate of
19 m/year in this basin.

4.6 Glacier Area Loss in Upper Indus Basin (LMR)

To represent the upper Indus basin, 5 small sub-catchments covering parts of the
LMR and draining into the Indus River as well as its major tributary Shyok River
were selected as benchmark. In this area, an inventory of 90 glaciers having an area
larger than 0.008 km2 were mapped (Fig. 9). The glaciers covered a total area of
21.1 km2 which is about 2.6% of the total area of study area. The size of the glaciers
varies from a maximum area of 0.91 km2 (G. No. 41) and a minimum area of
0.008 km2 (G. No. 9). In this study only 47 glaciers having an area greater than

Fig. 9 Location map of glaciers inventoried (2017) in sub-basins 1 and 2 draining the southwestern
slopes of the Ladakh Mountain range and the sub-basins 3, 4 and 5 draining the northeastern slope
of the LMR covering the parts of Upper Indus Basin



0.12 km2 have been analyzed to understand the glacier changes. From the change
detection studies, it has been observed that during 1962, the total area of glaciers was
24.1 km2. However, during a recent year of 2000, the glacier area has decreased to
21.7 km2. Similarly, the glacier area has further reduced to 19.9 and 19 km2 during
2011 and 2017 respectively. A reduction in glacier area of about 21.2% (5.1 km2) at
a rate of 93 m2/year is observed from 1962 to 2017.
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5 Discussion

5.1 Heterogeneity in Glacier Area Loss in the Selected Basins

During recent years, a number of studies have been carried out in western Himalaya
suggesting a very heterogeneous and variable glacier area changes (Berthier et al.
2007; Wagnon et al. 2007; Brahmbhatt et al. 2012; Nathawat et al. 2008; Dobhal
et al. 2008; Kulkarni et al. 2010; Pithan 2011; Bolch et al. 2012; Mir et al. 2014a, b,
2017, 2018; Murtaza and Romshoo 2017; Jain and Mir 2019; Mir 2021). Thus, in
this study, an attempt to decode, bracket and understand this heterogeneous nature
and behavior of glacier area loss in the selected basins of western Himalaya has been
carried out based on the major representative and benchmark glaciers as discussed
above. For this purpose, ancillary data (SoI maps), Landsat data series (MSS, TM,
ETM, ETM+, OLI), aerial photo imageries (Corona), Google Earth images, ASTER
DEM in conjunction with a limited field check at certain selected glaciers have been
used (Fig. 10). The satellite data sources used have variable resolutions and have
been used as per the availability and suitability. The glacier area loss and recession of
few glaciers of the selected basins is shown in Fig. 11. The glacier area loss for each
selected glacier representing its corresponding basin has been averaged to under-
stand average glacier area loss in the region. After averaging the average glacier loss
of selected basins, it is observed that the western Himalayan region in general has
lost an average area of 15% during the last 3/5–6 decades. However, the glacier area
loss has been very heterogeneous and variable in nature in its different sub-basins
and for different glaciers (Fig. 12). For instance, observations here revealed that the
average glacier area loss varies from 4.24% (Spiti basin) to 26.7% (Tirungkhad
basin). The Spiti basin is the upper part of the Satluj basin whereas; the Tirungkhad
basin is the south-eastern sub-basin of the Satluj basin located in the western
Himalayan region. Similarly, the Suru and Zanskar basins revealed lower percentage
of area change (5.69%) followed by the Chandra basin that revealed a loss of
10.65%. For the Satluj basin an average area loss of 22.1% is observed based on
its average glacier area loss in Tirungkhad and Baspa sub-basins respectively. The
lower percentage of area loss in case of Spiti, Suru and Zanskar basins and Chandra
basin may be attributed to the selection of only few major glaciers wherein the
chances of snow contribution through snow avalanches and high-altitude range of
accumulation zone are more. Thus, the higher contribution of snow overall leads to a
reduced reflection and response of its dynamic changes to the climatic variations in
the region.
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Fig. 10 Field photograph showing (a, b) snout and terminus of Bodpathri glacier observed in field
during 2018, (c) lateral moraine of Bodpathri glacier during 2018, (d) Nehnar glacier snout and
terminus in Jhelum basin during 2019, (e), lateral moraine and lake near Samundar Tapu glacier in
Chandra basin during 2013, (f) snout and terminus of Padma glacier in Spiti basin during 2013, (g)
snout/terminus and proglacial lake of Darung Drung glacier in Zanskar basin during 2014 and (h)
snout of Shafat glacier Suru basin during 2014, of western Himalaya
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Fig. 11 Glacier recession and area loss of (a) Parkachik glacier in Suru basin (back ground corona
image, 1971) (b) Padam glacier in Zanskar basin (background image TM 2015), (c) G-19 in
Tirungkhad basin (background TM 2011), (d) Baspa Bamak glacier in Baspa basin (background



⁄�

Fig. 11 (continued) image TM 2011), (e) Harmukh, Kolahoi, Nehnar, Bodpathri and Shishram
glaciers in Jhelum basin, of western Himalaya
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Contrary to this, the Jhelum basin revealed a higher loss of 19.41% based on the
major selected benchmark glaciers. However, in case of Baspa, Tirungkhad and
upper Indus basin (parts), the higher glacier area loss of 18.10%, 26.7% and 21.2% is
based on glacier inventories, wherein the glaciers of all sizes, above a thresh hold of
0.008 km2 in area have been considered for change detection analysis. It is a general
reporting in the Himalayan region that the small glaciers lose more area than the
large glaciers (Mir et al. 2017; Mir 2021). Therefore, the higher area loss in these
basins is attributed particularly to the higher area loss of small glaciers in the
region. In addition to it, the presence of supraglacial and proglacial lakes is also
highly affecting the glacier changes and its dynamics (Jain and Mir 2019; Ahmed
et al. 2021a, b; Ahmed et al. 2022). For examples, the Dalung glacier in Suru and
Padam glacier in Zanskar basin revealed high area loss of 19.2% and 12.7% in
comparison to other glaciers located within the same basin which on the
other hand indicated a very lower area changes (Table 2). Moreover, the resolution
of data images and maps, local climatic conditions, related orographic, topographic
and geomorphic factors, nature and thickness of debris cover, contribution through
snow avalanches and tributary glaciers and other related factors etc. may also be
controlling the heterogeneous nature of glacier area loss and its dynamics in this
region. The detailed results are given in (Table 3).

5.2 Comparison of Glacier Area Loss with Previous Studies

A variable and heterogeneous pattern of glacier area loss has been observed in the
selected basins of the western Himalayan region in this study. In order to fur-
ther understand the dynamics and behavior of glacier area loss in these selected
basins, the results have been compared for each catchment/or study basin with few
recent studies (published 2012 onward). The analysis revealed that the observed
heterogeneous area loss is almost in line with the previous/and recent studies carried
out in this area. For instance, in the Jhelum basin, the glacier area loss of 19.4% is
relatively less than the glacier area loss reported by recent studies (e.g., Romshoo
et al. 2015, 2020; Murtaza and Romshoo 2017; Shafiq et al. 2020). But the results are
in line and similar with two recent studies wherein a glacier area loss of 17.92% and
22.9% has been reported. Recently, another study revealed that the total glacier area
in the Jhelum basin has reduced by 20% from 85.25 km2 in 1990 to 68.17 km2 in
2020 at the rate of 0.56 km2/year which is similar to present study results (Ahmad
et al. 2022). Similarly, the Suru and Zanskar basin glacier area loss of 5.69% is
relatively less than a glacier area loss of 13.85%, 12.91% and 19.85% as reported by
previous studies (Rashid and Majeed 2018; Taloor et al. 2019; Rai et al. 2013). But
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Fig. 12 Average and heterogeneous glacier area loss in the selected basins of western Himalaya

Table 3 Average glacier area loss in the selected basins of western Himalaya during last 3/5–6
decades

S. no Selected basins
Area change
(km2)

Average area change
(%)

Rate of change (km2/
year)

1 Jhelum 0.85 19.41 0.03

2 Suru and Zanskar 1.35 5.69 0.03

3 Chandra 3.97 10.65 0.23

4 Spiti 0.23 4.24 0.04

5 Baspa 41.20 18.10 1.18

Tirungkhad 30.00 26.70 0.66

6 Upper Indus
(LMR)

5.10 21.20 0.09

the area loss is in line with the area loss of 6% reported by Shukla et al. (2020)—a
recent study. However, in this basin, Ghosh et al. (2014), have reported only 2% of
glacier area loss which is relatively low than the present study also.

For Chandra basin, a glacier area loss of 10.65% as reported in this study is almost
similar to the area loss of 12.24% and 8.27% reported for the Sutridhaka and Chotta
Shigri glaciers (Sharma et al. 2016) which may be attributed to the fact that only few
major glaciers have been studied in this study also. However, Pandey and
Venkataraman (2013) have reported a little glacier area loss of 2.5% only in the
Chandra basin. But, Garg et al. (2017) have also reported a variable glacier area loss
for different glaciers such as 20.3% for Sakchum glacier and 0.72% for Bara Shigri
glacier in this area. Sahu and Gupta (2020) have also reported a loss of 4.89% in the
Chandra basin which is relatively lower than the present reported area loss. For the
Spiti basin, a glacier area loss of 4.24% as found in this study is almost similar to the



glacier area loss of 4% and 5.94% reported for the nearby Miyar basin and Parvati
glacier in this area (Patel et al. 2018; Chand et al. 2020). For the Satluj basin, an
average loss of 22.4% is almost similar to the glacier area loss of 23.8% and 18.09%
reported for Baspa basin—major and highly glaciated sub-basin of Satluj basin
(Singh et al. 2021; Gaddam et al. 2016). However, the area loss as reported in the
present study is higher than a loss of 5.6% reported for Tirungkhad basin by a recent
study mainly based on aerial photographs as base maps (Mandal and Sharma 2020).
For the parts of Upper Indus basin, a glacier area loss of 21.2% is almost similar to a
loss of 16.7% to the glacier area loss reported for Drass valley falling in the same
region. But, comparatively the Machoi and Gaya glaciers have indicated a higher
glacier area loss than the present results (Majeed et al. 2021; Rashid et al. 2021).
However, Chudley et al. (2017) and Ali et al. (2017) have reported relatively little
loss of 12.5% in this area as compared to the present study.
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Overall, from this analysis, it is observed that the glacier area loss of the present
study falls almost within the range of variable and heterogeneous glacier area loss
reported for different basins/or sub-basins and different glaciers studied either indi-
vidually or in groups or inventoried before change detection studies by different
workers. But, interestingly, it is important to note that the glacier number, glacier size,
type and resolution of data sources etc. affects considerably the output results vis a vis
percentage of changes in glaciers and its number, size in addition to morphological,
topographic and other microclimatic factors. For example, based on high resolution
data sources Mandal and Sharma (2020) have reported considerably low area loss in
Tirungkhad basin glaciers. Similar results of lower percentage of area loss have been
obtained in case of Parkachik glacier in this study also based on the high resolution
data sources such as Corona data sources. Additionally, higher percentage of area loss
in case of few glaciers in this study may also be attributed to the use of SoI maps for
which a higher inaccuracy has been reported by previous studies (Bhambri et al.
2011; Mir et al. 2017). Furthermore, it is notable that for Gaya glacier and Nehnar
glacier an extremely higher area loss of around 45% and 50% during last 5–6 decades
has been reported. This higher area loss is about three times higher than the average
glacier loss of 15% (range: 5–20%) observed for the western Himalayan glaciers in
this study. These observations reflect that certain glaciers in the region may be losing
area out of range as found in this study. Thus, to further decode this out of range
behavior of certain glaciers, further detailed studies utilizing high resolution data
sources and a dense network of datasets of glaciers covering all the basins may be
taken up in future in the region. The detailed results are given in Table 4.

5.3 Observed Climate Change and Its Comparison
with Previous Studies in the Area

Previous studies have revealed that the changes in glacier resources in general is
caused due to the warming pattern of climate and changing nature of precipitation
(Shekhar et al. 2010; Mir et al. 2017; Jain and Mir 2019). Therefore, to understand



Basin Study area
Study
period (km2)

Change
(%) Source

(continued)
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Table 4 Comparison of average glacier area loss in the selected basins of western Himalaya during
last 3/5–6 decades with the previous studies in the area

Area
change

Rate of
change
(km2/
year)

Jhelum basin 6 glaciers 1990–2020 0.85 19.41 0.03 Present study
Kashmir
basin

1980–2018 29.3 28.82 0.77 Romshoo et al.
(2020)

9 glaciers 1980–2013 5.20 17.92 0.15 Murtaza and
Romshoo
(2017)

Nehnar
glacier

1962–2017 1.4 50.35 0.02 Shafiq
et al. (2020)

Lidder valley 1962–2013 11.49 28.89 0.22 Marazi and
Romshoo
(2018)

Kolahoi
glacier

1962–2014 3.18 22.99 0.06 Shukla et al.
(2017)

Lidder valley 1962–2013 12.66 27.46 0.24 Romshoo et al.
(2015)

Suru and
Zanskar basins

7 glaciers 1962/
1971–2015

1.35 5.69 0.03 Present study

Zanskar
valley

1962–2001 15 2 0.38 Ghosh et al.
(2014)

Suru-sub
basin

1971–2017 32 6 0.69 Shukla et al.
(2020)

Drang Drung
glacier

1971–2017 11.03 13.85 0.23 Rashid and
Majeed (2018)

Drang Drung
glacier

1976–2017 9.09 12.91 0.22 Taloor et al.
(2019)

Doda valley 1962–2001 72.13 19.85 1.84 Rai et al.
(2013)

Chandra basin 4 glaciers 1962/
1971–2016

3.97 10.65 0.23 Present study

Chandra and
Bhaga basin

1980–2010 9.4 2.5 0.31 Pandey and
Venkataraman
(2013)

Chandra
basin

1971–2016 31.3 4.89 0.69 Sahu and
Gupta (2020)

Sutridhaka
glacier

1962–2013 3.09 12.24 0.06 Sharma et al.
(2016)

Batal glacier 1962–2013 0.29 5.89 0.005 Sharma et al.
(2016)

Sakchum
glacier

1993–2014 3.17 20.30 0.15 Garg et al.
(2017)

Chotta Shigri
glacier

1993–2014 1.26 8.27 0.06 Garg et al.
(2017)



Basin Study area
Study
period (km2)

Change
(%) Source

the status of temperature and precipitation in this region, the available climate data of
3 stations was analyzed. The meteorological data of Pahalgam station from 1990 to
2018 revealed that Tmin, Tmax and Tavg are increasing in the area. More interestingly,
the Tmin and Tavg are increasing very significantly. The Tmin is increasing at a rate of
0.013 �C/year whereas; Tavg is increasing at a rate of 0.004 �C/year. The Tmax is also
increasing but, the trend is insignificant statistically. The precipitation has shown a
very insignificant increasing trend in this basin. The results are given in the Table 5.
The linear trends of temperature and precipitation are shown in Fig. 13a–d. The
meteorological data of Manali station revealed that Tmin is increasing very
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Table 4 (continued)

Area
change

Rate of
change
(km2/
year)

Bara Shigri
glacier

1993–2014 0.92 0.72 0.04 Garg et al.
(2017)

Sipiti basin 4 glaciers 1962–2013/
2014

0.23 4.24 0.04 Present study

Miyar basin 1989–2014 9 4 0.36 Patel et al.
(2018)

Paravati
glacier

1965–2018 2.2 5.94 0.04 Chand et al.
(2020)

Satluj basin Tirungkhad
and Baspa
basin
glaciers

1966/
1976–2011

36.6 22.4 0.92 Present study

Baspa basin 2000–2018 38.52 18.09 2.14 Singh et al.
(2021)

Tirungkhad
Basin

1965–2018 1.95 5.58 0.03 Mandal and
Sharma (2020)

Baspa basin 1962–2014 41.3 23.87 0.79 Gaddam et al.
(2016)

Upper Indus
basin (Ladakh
mountain
range)

90 glaciers 1962–2017 5.10 21.20 0.09 Present study
Ladakh
mountain
range

1991–2014 45.3 12.8 1.81 Chudley et al.
(2017)

Upper Indus
basin

1996–2014 11.9 12 0.66 Ali et al.
(2017)

Machoi
glacier

1972–2019 1.88 29 0.04 Rashid et al.
(2021)

Drass valley 1962–2013 31.25 16.63 0.65 Koul et al.
(2016)

Gaya glacier 1969–2019 0.42 45.6 0.008 Majeed et al.
(2021)



�

significantly a rate of 0.056 �C/year from 1986 to 2011. However, Tmax and Tavg

revealed a declining trend during the same time period. The declining trends in Tmax

are also significant statistically. The Tmax has also a dominant control on the
declining trend of Tavg in the area. Interestingly, the precipitation has shown a
very significant declining trend in this area. The results are given in the Table 4.
The linear trends of temperature and precipitation are shown in Fig. 13e–h.
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Table 5 Statistical parameters of temperature and precipitation of Pahalgam (Jhelum basin),
Manali (Near Chandra basin) and Rakcham (Satluj basin) stations located in western Himalaya.
(Notes: Significance of trends at 95% confidence level is represented by Mann-Kendall
(Zs) statistics, the slope of trend is given by Sens slope (Qi) and probability of the trend is
represented by the p-value. The significant trends are given by bold font values)

Meteorological station Climate variable Zs Qi P

Pahalgam Temperature Tmin 3.882 0.013 0.001
Tmax 0.937 0.002 0.348

Tavg 2.044 0.004 0.40
Precipitation 0.131 0.001 0.895

Manali Temperature Tmin 2.207 0.056 0.027
Tmax 22.692 20.227 0.007
Tavg 23.046 0.083 0.002

Precipitation 22.48 252.50 0.01
Rakcham Temperature Tmin 2.086 0.071 0.036

Tmax 2.825 0.076 0.004
Tavg 2.729 0.07 0.026

Precipitation 22.88 26.28 0.004

Similarly, the estimation of trends indicated that the temperature for Rakcham
station has increased from 1985 to 2008 significantly. The trend analysis indicated
an increasing pattern in temperature especially in Tmin. A remarkable phase of
cooling persisting from 1985 to 1997 was observed in Tavg, Tmax, and Tmin. After
the 1997s, the temperature has increased, and a more fluctuated pattern of warming
was observed. The Tavg, Tmax and Tmin, have increased almost at a similar rate of
0.070 �C, 0.071 �C and �0.076 �C/year thereby indicating an insignificant variation
in magnitude of changes. Contrary to temperature, the annual precipitation indicated
a decreasing pattern for Rakcham station with relatively higher interannual fluctua-
tions. The linear trends of temperature and precipitation are shown in Fig. 13i–l.
Overall, the interannual variability in trends of temperature and precipitation may be
attributed to regional differences in orography, topography and other related fac-
tors in the region. Furthermore, as per the previous studies, the conversion of solid to
liquid precipitation has been reported in the region and that may be the probable
reason that the Rackham station is showing decreasing trends in precipitation
whereas, increasing trends are observed at Pahalgam station. The Manali station,
however, indicated a significant declining trend in precipitation. Thus, it is inferred
that local orographic and other topographic factors may also be controlling this
heterogeneous behaviour of precipitation pattern in the region. Therefore, a detailed
study in this direction is recommended by utilizing large and dense data sets.
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Fig. 13 Trends and three-year moving average of annual temperature (a) Tmax, (b) Tmin, (c) Tavg

and (d) annual precipitation anomalies of Pahalgam station located in Jhelum basin, (e) Tmax, (f)
Tmin, (g) Tavg and (h) annual precipitation anomalies of Manali station located near Chandra basin
and (i) Tmax, (j) Tmin, (k) Tavg, and (l) annual precipitation anomalies of Rakcham station located in
Satluj basin, of western Himalaya

Overall, the present results are in line with a number of previous studies carried
out in the region (e.g., Bhutiyani et al. 2010; Dar et al. 2014; Dad et al. 2021; Mir
et al. 2015a, b, c; Shafiq et al. 2018, 2019; Romshoo et al. 2020). For instance, in the
upper Indus river basins around Ladakh region, a recent study has demonstrate an
increase in annual temperatures of about 0.162 �C (0.0013 �C/year) from 1901 to



2017 along with a decline in annual precipitation slightly by 0.032 mm/year (Lone
et al. 2019). Similarly, an analysis of meteorological data from Leh station clearly
indicates a rise of 1 �C for winter and 0.5 �C for summer months during last 35 years
with a decline in precipitation from November to March (Angmo and Mishra 2009).
Chevuturi et al. (2018) reported a warming trend with reduced precipitation in/ over
Leh (Ladakh) areas during last decades. Over last 28 years, a small increase in annual
mean temperature of 0.426 �C/decade prior to 1995 with a significant increase at a
rate of 0.375 �C decade at Drass station has been reported (Koul et al. 2016).
Similarly, in the Zanskar and Suru basins, an increase in the mean annual temper-
ature (Tmax and Tmin) of 0.77 �C (0.25 and 1.3 �C) has been reported from 1901 to
2017 (Shukla et al. 2020). Reports have suggested that the minimum as well as
maximum temperatures are increasing significantly while the precipitation is also
increasing insignificantly from 1961 to 2017 (Rashid and Majeed 2018). Another
recent study suggested that the temperature as well as the liquid precipitation have
increased from 1900 to 2020 in the Zanskar basin (Taloor et al. 2021). In the Jhelum
basin, a significant increasing trend in annual mean maximum temperature at a rate
of 0.03 �C/year with a consistent decrease in the annual precipitation at an alarming
rate of about 7.9 mm/year from 1980 to 2014 has been recorded (Shafiq et al. 2019).
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Fig. 13 (continued)



The historical average annual, minimum, and maximum temperatures at Pahalgam
station have increased by 1.61 �C and 0.95 �C with an insignificant decrease in the
total annual precipitation from 1980 to 2018 (Murtaza and Romshoo 2017;
Romshoo et al. 2020).
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In the Chandra basin, a study has reported that the summer mean temperature has
increased significantly at a rate of 0.02 �C/year whileas, the winter precipitation
has showed decreasing trend at a rate of 4.4 mm/year from 1961/1951 to 2015 (Sahu
and Gupta 2020). Kaushik et al. (2020) also reported an increase of 0.021 �C/year in
annual temperature and reduction of 2.74 mm/year in annual precipitation from 1979
to 2017. In the Satluj basin, Mir et al. (2017) have reported a rising trend at a rate of
0.076 and 0.071 �C/year of the mean annual Tmin and Tmax in Baspa basin western
Himalaya from 1976/1985 to 2008. Mir et al. (2015a, b, c) have also reported
significant positive trends in temperature particularly Tmin from 1985 to 2008 in
the Satluj basin. The decreasing trends in snowfall were explained as a result of
increasing trends in temperature particularly Tmin in this basin. In another study,
from 1984 to 2008, the mean annual temperature (Tmax and Tmin) has been reported
to have increased significantly, accompanied with a fall in snow water equivalent
(SWE) and rainfall in this area (Mir et al. 2014). Similarly, Mandal et al. (2016) have
reported a significant increase in average temperature for the entire country and huge
variability in precipitation controlling the glacier health in the Spiti basin, western
Himalaya. Another study revealed that the mean annual temperature from 1995 to
2015 combined with no significant trend of precipitation from 1948 to 2015 has
probably resulted in accelerated mass loss of the glaciers in Spiti region (Tawde et al.
2017).

Thus, from these results, it can be concluded that the increase in temperature is the
main fundamental factor controlling the glacier health in the region. The precipita-
tion variability also pays a significant role in the maintaining the glacier health, but,
the nature of precipitation is highly erratic and variable as found in this study.

5.4 Limitations of the Study

In this study, an attempt to bracket and decode the heterogeneous and variable
glacier area loss in the western Himalayan region has been focused using mainly
the satellite data sources with a limited field check. But, there are certain limitations
associated with the study and the approach adopted. For instances,

1. The remotely sensed images were used successfully to observe the changes in
area for monitoring purposes. But, relying on coarse (80 m) and medium (30 m)
resolution images of many Landsat datasets (such as MSS, TM, and ETM) may
be inadequate. Although, this limitation has been tried to overcome using the high
resolution Corona images, but, this dataset was also not available for all the
glaciers studied in this area. Similarly, the area changes estimated using the old
SoI maps (1960s) may also be providing a major limitation as previous studies
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have reported a higher inaccuracy associated with this only old available dataset
(Bhambri et al. 2011; Mir and Majeed 2018). Therefore, as per availability, the
MSS or Corona images has been used as a base map rather than SoI map to make
sure higher accuracy of glacier area estimation for the considered base years.

2. In this study, only a few glaciers (4 to or 7 glaciers) as per the availability of the
suitable dataset have been selected as benchmark and representative to under-
stand glacier area changes for large basins such as Zanskar, Spiti etc. This
approach may be giving unfiltered/or incomplete information. Therefore, all the
glaciers (glacier inventory) present in any basin shall be taken up to overcome this
limitation to attain a filtered signal and a complete understanding of glacier area
loss and changes.

3. The availability of climate data at a variable temporal scale from only three
stations located at lower elevation than the glaciers in the study area may also
be providing inadequacy to infer about the climate change in the area. So, to
overcome limitation, a large and dense climate dataset shall be analyzed to gain a
concrete evidence of the climate change in the area.

Nevertheless, the results obtained in this study have been compared with a number of
previous studies that were found to be in tune with them and hence, the results
provided in this study can be considered very significant and useful for carrying
out any future studies and developing any monitoring and mitigation strategies in the
region.

6 Conclusion

This study based on few benchmark and representative glaciers located in few
major selected basins of western Himalayan region found heterogeneity in glacier
area loss in response to recent climate change during last few decades in the area. The
study suggested that the heterogeneous and variable glacier area loss in the western
Himalayan region is most dominantly controlled by significant temperature rising
and warming. The Tmin is considered the main, active and predominant factor
controlling the glacier area loss and recession. It is because the Tmin is showing a
highly significant increasing trend at all the stations under study. However, the
precipitation is showing an erratic changing pattern. During the last 3/5–6 decades,
the selected basins of western Himalaya indicated a variable and heterogeneous
glacier area loss and pattern. For example, the Jhelum basin indicated a higher
average glacier area loss of 19.41%, followed by the Satluj basin that indicated
a loss of 22.1% and upper Indus basin indicating a loss of 21.2% respectively. The
Chandra basin also indicated a relatively higher area loss of 10.7%. However, Suru
and Zanskar basins and Spiti basin indicated a lower area loss of 5.7% and
4.3% respectively.

Overall, it is observed that during last 5–6 decades, the western Himalayan
glaciers are losing area heterogeneously within a range of 5–20% with an average



area loss of 15%. During the same time period, climate data analysis indicated
significant rising trends in Tmin, Tmax, and Tavg at Rakcham at a rate of (0.071 �C/
year, 0.076 �C/year and 0.07 �C/year) and Pahalgam (0.013 �C/year, 0.002 �C/year,
0.004 �C/year) stations. However, the temperature at Manali station indicated a
significant rising trend for Tmin (0.056) and significant declining trends for Tmax

and Tavg. The precipitation at the Rakcham and Manali stations indicated significant
declining nature at a rate of (�6.28 mm/year and �52.5 mm/year). Overall, the
declining nature of the glacier resources in response to climate change and warming
is expected to affect the water resources and other related sectors in future in this
region. The glaciers of the selected basins are vital source to the headwaters of Indus
River basin and also support the hydro-power generation, irrigation, domestic uses
and tourism water supplies in the downstream areas. Thus, a continuous monitoring,
assessment and management of these water resources is very imperative for which
timely strategies are suggested to develop for the holistic development and manage-
ment of these glacier resources.
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Proglacial Landscape Transformations
in Arctic, Ny-Alesund Area, Svalbard:
Paraglacial Processes and Climate
Warming During Late Quaternary

Sharat Dutta, Mohd Sadiq, and Amit Dharwadkar

Abstract The Arctic region is very sensitive to climate change and the transforma-
tions from largely ice covered to relatively ice free has been rapid during the
Holocene. This rapid warming in the Arctic has a significant impact on the devel-
opment and evolution of landforms. In glaciated Arctic region (glacial valleys),
abrupt climatic shifts are captured in the landforms developed and their modification
from glacial to proglacial (through glacier retreat). These transformations are evident
in the form of systematic progression from glacier snout, morainic ridges (evidence
of past glacial advance/retreat), proglacial lakes and drumlins (recent glacial melt) as
well as permafrost and outwash plains. The paraglacial processes and related
geomorphic and sedimentary archives in the vicinity of present glaciers margin are
evidence of enhanced climatic amelioration and associated sediment transfer. The
evolution of the landforms, in response to varying climate, provide the long-term
proxy records which are invaluable for assessment of climate change trends. Proper
characterization of these landforms in field and understanding of various sedimen-
tary processes are important to realize the spatio-temporal implications of such
geomorphic transformations. The distinctive landforms distribution in Ny-Alesund
area is studied, documented and interpreted to deduce the drastic changes in
palaeoclimatic regimes. In the proglacial areas, evidences of enhanced solifluction
processes within the diamictite deposits are clear indication of enhanced proglacial
sediment readjustment through permafrost degradation. Extensive solifluction lobes
mark transformation from proglacial to paraglacial system modification that controls
the meltwater sediment transportation and sediment aggradation in outwash plain.
Characterization of the geomorphic attributes in vicinity of present glacial margin as
evidences of such transformations that clearly indicate significant warming during
the Late Quaternary. This study provides a fresh outlook to understand the
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proglacial-paraglacial transition in this part of Arctic region associated with con-
comitant sediment readjustment processes in time and space.
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Keywords Paraglacial process · Proglacial · Late Quaternary · Glacial foreland ·
Geomorphology

1 Introduction

After withdrawal of glacier ice, the glacially conditioned sediments are available of
reworking by non-glacial processes like transport through meltwater channels and
slope readjustment. The processes are frequently clubbed together as “Paraglacial”
processes. Sensu stricto the paraglacial concept is defined as “nonglacial processes
that are directly conditioned by glaciation” (Church and Ryder 1972). This concept
of sediment readjustment was originally put forward to explain rapid redistribution
of metastable glacial sediment by fluvial and debris flows after onset of deglaciation
(Ryder 1971a, b). The concept has been applied extensively to define sediment
readjustments in variable sedimentary regimes like hillslope sediment adjustment
(Owen 1991; Ballantyne and Benn 1994; Ballantyne 1995; Watanabe et al. 1998;
Curry 1999), glacier marginal areas (Matthews et al. 1998; Etzelmüller 2000),
fluvial/lacustrine environment (Ryder 1971a; Church and Ryder 1972; Jackson
et al. 1982; Church and Slaymaker 1989), marine coastal environment (Forbes and
Syvitski 1994; Forbes et al. 1995). Nonetheless, studies indicate climatic transition
and enhanced period of sediment reworking. The studies were further supported by
sedimentary transformations through fluvial activity and slope processes for shorter
time scale (Jackson et al. 1982; Eyles et al. 1988; Harrison 1991; Wright 1991). The
relevance of such paraglacial processes in deciphering the post-glacial climatic
changes is obviously the objective of geoscientists to quantify the post glacial
rapid palaeoclimatic changes. The decadal studies to deduce glacial fluctuation and
palaeoclimatic history suggests appreciable depression in Equilibrium Line of Alti-
tude (ELA) during Last Glacial maxima and advocate climatic amelioration during
early Holocene (Inge Svendsen and Mangerud 1992 and reference therein). The
transformation from largely ice-covered area to ice free has been relatively rapid
since Last Glacial Maxima (LGM). This rapid warming in the Arctic has a significant
impact on the development and evolution of landforms in glacial foreland. The
evidences of such climatic amelioration are available in glacier forelands (proglacial
areas) of present glacial environments in the form of sedimentary and geomorphic
archives. The climatic shifts are captured in evolution of the landforms from glacial
to proglacial conversion and subsequent modification through paraglacial processes.
The present study is focussed on identification and documentation of various
landforms in Ny-Alesund, Svalbard. The present study focussed to study archives
of paraglacial processes and related geomorphic changes in the vicinity of present
glaciers margin of selected glaciers in Ny-Alesund, Svalbard, Arctic to decipher
palaeoclimatic variation. The absolute chronology of landforms through Optically
Stimulated Luminescence (OSL) dating.
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2 Study Area Geomorphology

The study area lies in western part of Svalbard archipelago, situated within the Arctic
circle (Fig. 1a) and constituted of four major Islands, viz. Spitsbergen,
Nortdaustlandet, Edigeoya and Barentsoya surrounded by Arctic Ocean, Barents
Sea, Norwegian Sea and Greenland Sea (Fig. 1b). The Svalbard area mostly consti-
tuted of either permanently ice covered (glaciers and ice sheet) with marginal
seaward and hilltop land exposures seasonally. The Ny-Alesund area exposes tongue
shaped Peninsula with Kongsfjorden in the north (Fig. 1c). Several glaciated valleys
occupied by both surging as well as non-surging glaciers (Fig. 1c), proglacial

Fig. 1 (a) Arctic circle. (b) Geology and location of Svalbard (modified after Gee and Tebenkov
2004). (c) Location of Ny-Alesund (Image source in b, c Norwegian Polar Institute; web-https://
toposvalbard.npolar.no/)

https://toposvalbard.npolar.no/
https://toposvalbard.npolar.no/


foreland (Fig. 2a, b), morainic ridges (recessional, longitudinal and end moraines),
outwash plain (Fig. 2b) within small region forms terrestrial and maritime geomor-
phology. The bay facing glacier Valleys and the extent of arcuate end moraine ridges
demarcate the proglacial areas from present glacier snout and outwash plain (Figs. 1c
and 2b). The morainic ridges are dissected by meltwater stream (glacier streams and
permafrost degradation melt or seasonal snow melt) (Fig. 2c). Characteristically, the
present proglacial region exhibits variable degree of gully erosion and channel
density, whereas, the outwash plain with gentle slope (~2�) towards Kongsfjorden
bay shows prolific distributary channel network and braided channel pattern
(Fig. 2d). Dissection and erosion of end moraine ridges forms Low angle alluvial
fans (around 2�–3� slope) fed by proglacial sediments merges the proglacial area
with outwash plain (Fig. 2b, d, e, and f).
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3 Proglacial Morphology and Paraglacial Process
Dynamics

In the Glacial foreland and other related environments, the concept of paraglacial
processes is being introduced with new and distinct geomorphological processes
(Church and Ryder 1972) which encompasses relatively rapid adjustment of degla-
ciated landscapes to nonglacial conditions through the enhanced action and ampli-
tude of subaerial surficial processes. These include rapid fluvial reworking of
glacigenic sediment and permafrost changes on exposure. Thus, in glacial foreland,
the degree of operational processes and landscape morphology during any stage of
“paraglacial period” varies in space and can be used to define proglacial area into
zones. In the study area, the exposure of glacial foreland to subaerial conditions led
to rapid modification of landforms through action of snowmelt channels, slope
changes due to permafrost degradation and wind action. The proglacial sedimentary
zone is divided into two on the basis of morphology of landscape, paraglacial
modification and phases of degradation under ‘paraglacial period’. Zone-I:marginal
proglacial area consists of deglaciated valley floor typically shows less erosional
channels (less reworking). The recent glacial retreat is evidenced near snout of
glaciers leaving almost flat ground moraine surface with headward gully erosion
(towards present glacier) through seasonal snowmelt, permafrost degradation, and/or
glacial melt (Fig. 3a). The enhanced glaciofluvial activity led to meltwater channel
draining outwash plain (Fig. 3b). The paraglacial sediment readjustment is key
process that catalysed through glacial/snow melt leaving behind remnant glacial
pavements (flat or gentle sloping valley floor) with limited gully erosion in this zone
(Fig. 3a). The surficial sediment debris and kettle depressions are also evident
(Fig. 3a–d) that supports enhanced sub-surface melting of ice lenses (permafrost
degradation). However, within Zone-II, relatively more pronounced meltwater
reworking of glacigenic sediment is evident. The former valley floor which presently
shows Kame field is extensively modified into solifluction lobes, collapse cone,
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Fig. 2 (a) Present snout and proglacial foreland zones of Midtre Lovenbreen (ML) and Austre
Lovenbreen glaciers, Ny-Alesund, Svalbard, Arctic (Image source: Norwegian Polar Institute;
web-https://toposvalbard.npolar.no/). Note the arcuate end moraine demarcating proglacial zone
from outwash plain. (b) Geomorphic features of ML proglacial area showing Kame field (Hum-
mocky undulating surface), present ice front (snout), end moraine ridge and outwash plain. (c)
Outlet channel morphology in present day condition. Note the dissected recessional moraine ridge.
(d) Gentle sloping outwash plain with braided meltwater channels. (e) Dissected end moraine ridge
and development of glacio-fluvial fan. (f) Outwash plain and braided channel debouching into
Kongsfjorden

https://toposvalbard.npolar.no/
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Fig. 3 (a) Satellite image showing proglacial zone-I and II of ML glacier Arctic (Image source:
Norwegian Polar Institute; web-https://toposvalbard.npolar.no/). Note the flat glacial pavement with
feeble headward erosion facilitated by glacial melting in Zone-I and extensive erosional channels in
Zone-II with Hummocky surface. (b) Meltwater channel and kettle lakes in proglacial Zone-I. (c)
Hummock (Kame field) of ML glacier in Zone-II number of solifluction lobes and kettle hole. (d)
Kettle lake in proglacial Zone-I of ML glacier. (e) End Moraine modification through collapse cone.
(f) Kettle hole in proglacial Zone-II. (g) Thermokarst process in Zone-II of ML glacier

https://toposvalbard.npolar.no/


kettle holes (active layer deformation) and thermokarst activity (Figs. 2b, 3c, e, f, g,
and 4a). Subglacial ice melting formed uneven bad land topography that resembles
hummocks (Fig. 2b). Proglacial lakes and depressions (drained lake remnant) are
also characteristic landforms (Fig. 4a–c). The end moraine ridges modified by
collapse of debris (collapse cone). The unstable or metastable glacially conditioned
sediment is being reworked to small streams feeding outwash plain.
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Fig. 4 (a) Satellite image showing extensive solifluction activity and developed Kame field in
Zone-II of ML glacier Arctic (Image source: Norwegian Polar Institute; web-https://toposvalbard.
npolar.no/). (b, c) Kettle depression in Zone-II of ML glacier

4 Material and Methods

The research work was part of Indian Scientific Expedition to Arctic during
2018–2019 (summer). And taken up for geomorphological mapping of study area
and understanding of paraglacial processes in glacial foreland of selected glaciers
viz. Vestre Lovenbreen (VL), Midtre Lovenbreen (ML), Austre Lovenbreen (AL) and
Vestre Brogerbreen (VB). The spatial distribution of associated landforms was
mapped initially through remote sensing and subsequently field traverses were
taken for validation. With systematic field traverses, geomorphological attributes
of landforms (location, elevation, slope etc.) were recorded. Optically Stimulated

https://toposvalbard.npolar.no/
https://toposvalbard.npolar.no/


K%

� � �

� � �

� � �
� � �
� � �

6 � � �

Luminescence (OSL) sampling of moraine ridge sediments was essential part of the
study to establish chrono-stratigraphy of deglaciation period and associated
paraglacial processes for palaeoclimatic correlation/inferences. Four OSL samples
were collected which were processed in OSL laboratory, Nation Center for Excel-
lence in Geoscience Research, (NCEGR), Geological Survey of India that equipped
with automated Riso TL/DA 15 & 20 readers for quartz OSL dating. Samples
collected during earlier studies were used for interpretation. Samples from the
middle part of the pipe were processed in subdued red light for the removal of
carbonate and organic matter using 1 N HCl and 30% H2O2, respectively. The
90–150 micron size grains were hand-sieved from which quartz grains were
extracted by density separation using sodium polytungstate solution (Sp gr. 2.58).
The grains were etched for 80 min in hydrofluoric acid (HF) to remove the outer
20 micron layer affected by alpha radiation. The HF treatment also removed any
feldspar contaminations. The grains were treated with HCl (for about 30 min) and
re-sieved. The purity of the etched quartz (i.e., feldspar contaminations) was tested
using infrared stimulated luminescence (IRSL). The quartz grains were mounted as a
mono layer (about 3 mm diameter) on stainless steel disc (10 mm diameter) using
silicon oil for luminescence measurements. A Risoe TL/OSL Reader (model
15–20A) fitted with Sr 90 radiation source was used to determine the radiation
energy received by the sample after its burial, that is, palaeodose or equivalent dose
(ED). The single aliquot regeneration (SAR) protocol (Murray andWintle 2000) was
used for ED determination. The OSL measurements were carried out using 220 �C
preheat for 10 s, 200 �C cut heat, laboratory irradiation from a calibrated beta source
(Sr/Yr 90) and 40 s blue light stimulation. The ED values (Table 1) were calculated
using the initial 0.8 s integral of the OSL by Duller’s Analyst software.
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Table 1 The quartz OSL age, equivalent dose (De) and annual dose rate

Sr.
n o

Sample
no

Depth
(m)

U
(ppm)

Th
(ppm)

Equivalent dose
(De) in gray

Dose rate
(Gray/ka)

Age
(ka)

1 OSL-
M-1

5 2.37 9.19 1.49 62 2 2.4 0.1 26 2

2 OSL-
M-2

1 2.30 9.19 1.90 55 2 2.8 0.1 19 1

3 RM-5 1 2.77 9.34 2.43 139 5 3.4 0.2 41 3

4 RM-6 7 1.99 8.17 1.68 59 3 2.4 0.1 24 3

5 A7 (S6) 0.8 3.78 10.62 1.5 54 5 2.89 0.2 19 2

A9
(S12)

3 3.54 3.56 0.92 162 6 1.9 0.1 87 6
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5 Chronology of Deglaciation: Glacial Foreland Exposure
Period

We determined absolute chronology of glacier advance and recession of selected
glacier namely Midtre Lovenbreen (ML) and Vestre Brogerbreen (VB) on the basis
of OSL dating (Table 1) using quartz as dosimeter to constrain ‘paraglacial period’
and associated processes post deglaciation. The OSL dating of glacigenic sediment
section near present snout (OSL-RM-5) of Midtre Lovenbreen (ML) glacier gave an
OSL age of 41 � 3 ka. The sample was collected from sandy bed exposed along
sub-glacial channel in Zone-I. This surface represents the older glacial valley floor
deglaciated during end phase of Marine Isotopic stage-III (MIS-III interglacial)
(Fig. 5a, b). Whereas, an OSL sample (OSL-RM-6) collected from medium sand
horizon from recessional moraine ridge in Zone-II gave depositional age of
24 � 2 ka (MIS-III and II transition) (Fig. 5a, b). On the other hand, end moraine
ridge of same glacial foreland gave an OSL burial age of 19 � 2 ka (Fig. 5a, b).
Another sample from basal part of end moraine ridge gave burial age of 26� 2 ka
(Fig. 5a, b). During earlier studies in the same area, OSL ages from moraines
deposits of VB and AB glaciers is also constrained. OSL age of farthest moraine
deposit ~4 km from present snout of VB glacier gave burial age of 19 � 2 ka.
Whereas, recessional moraine near present snout position gave 87 � 6 ka. The older
age in the bottom and younger age at the top in case of ML end moraine ridge deposit
suggests atleast two distinct phases of glacier advance and overlapping glacial till
deposition (Fig. 5a, b). The younger ages of recessional moraine as compared to end
moraine further supports the glacial retreat in the study area.

6 Discussion and Conclusion

6.1 Glacial Foreland, Paraglacial Period and Landform
Adjustment

The retreat of glacier exposes loose valley-floor glacigenic deposits that usually
composed of stacked lateral, terminal and ground moraines (Mattson and Gardner
1991; Ballantyne and Benn 1994, 1996). The studied proglacial morphology and
evidence of paraglacial activity in Vestre Brogerbreen (VL), Midtre Lovenbreen
(ML) and Aautre Lovenbreen (AL) glaciers, Ny Alesund depicts Late Quaternary
warmer phases of rapid paraglacial sediment readjustment. The morphological
evidence constitutes glacially conditioned sedimentary deposits and associated val-
ley floor morphology which is susceptible for reworking through nonglacial pro-
cesses that formed a disequilibrium paraglacial land system in glacial foreland. Such
disequilibrium conditions after glacial retreat are marked by changes in the rate and
pattern of sediment transfer (Clark 1987; Church and Ryder 1972; Ballantyne 2002).
In the study area where cold and dry environments prevail in present, the fluvial

https://www.climate-policy-watcher.org/glacial-landsystems/landsystems-of-glacial-deposition.html


processes are likely to be weak compared to temperate environments of dominated
fluvial processes. Therefore, the paraglacial processes over exposure of glacial
valley floor or glacier foreland are supposed to be delayed (Fitzsimons 1996) and
limited gully erosion through meltwater stream (seasonal snowmelt and/or glacial
ice melt) is likely dominant process. Under such conditions, evidences of enhanced
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Fig. 5 (a) Map showing geomorphic features of proglacial foreland (Zone-I and II) of ML glacier
and OSL sample locations. (b) Schematic model of ML glacial advance and retreat during past
~40 ka time period



paraglacial processes after onset of glacier retreat indicative of climatic warming.
The chronological data suggests, Vestre Brogerbreen (VL) glacier witnessed max-
imum advance during Last Glacial maxima (LGM; ~19 ka). Followed by fast
recession exposing glacial foreland susceptible for paraglacial process operation.
The older ages of glacial sediment near the snout of VB glacier represents older
valley floor ground moraine surface. Pre-LGM advances are evidenced by reces-
sional moraine during warmer warm phase around 26 ka (terminal MIS-III: Inter-
glacial period). This suggests replenishment of paraglacial system through sediment
rejuvenation on repeated glacial advances and retreat during Late Quaternary and
near completion of paraglacial period and peneplanation of metastable landforms
thorough reworking. In the ML and AL glacier foreland, though recessional moraine
represents valley floor rejuvenation upto end moraine ridge indicating glacier
advance during ~19 ka (OSL-M-1. from top of deposit) and ~26 ka (OSL M-2;
from bottom of exposed end moraine), the paraglacial processes were operational
post LGM with rapid modification of landforms. The proglacial domain of ML and
AL glaciers shows enhanced sediment reworking owing to climatic warming. The
onset of permafrost degradation and active layer seasonal freeze and thaw
(periglacial changes: solifluction, gelifluction, thermokarst etc.) played catalysing
role in enhancement of paraglacial processes. The melting of ice lenses within
glacigenic sediments produces bad land surface morphology that resemble hum-
mocky microform. Based on geomorphology and erosional landforms, the studied
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proglacial domains of selected glaciers are sub divided into two. Zone-I: marginal
proglacial area showing characteristic headward erosion. Such headward erosion is
result of subglacial ice melt or permafrost degradation owing to sub aerial exposure
of glacigenic sediment after glacier retreat (Fig. 5b). The limited erosion with
preserved trains of glacier drift sediments (flat gentle topography) accounts for
initiation of paraglacial adjustment. Deep erosional gullies are dominant that indi-
cates segregated ice melting within the sediment upto present permafrost table
beneath. Proglacial lakes are evidence of glacial ice melt owing to climate warming.
In zone-II, extensive reworking is evidenced. The original glacial debris modified in
the form of small mounds appears as hummocky ground (Fig. 2b). Such hummocky
appearance and bad land topographic features are well described in glacial forelands
(Gravenor and Kupsch 1959; Clayton 1967; Boulton 1967, 1972; Clayton and
Moran 1974; Eyles 1983; Paul 1983) and indicative of stage of paraglacial
readjustment towards establishment of geomorphic landscape equilibrium.
Although, various explanations are projected viz. chaotic erosion by subglacial
meltwater (Shaw et al. 1996; Munro and Shaw 1997), subglacial upheaving by
active ice, forming hummock like features along with drumlins (Aario 1977) and
tectonics under subglacial environment (Aber et al. 1989). In the studied glaciers, the
gravity driven collapse of glacigenic debris lying over stagnant ice on melting best
explains the observed morphology. Although the outwash deposits are derived from
glacial streams, the morainic sediment dissected through snowmelt or headward
erosional streams indicative of enhanced period of melting and consequent sediment
reworking and landform transformation during Late Quaternary. The moraine ridge
slopes reworked through debris cones, slumps, solifluction under periglacial
changes. Thermal-contraction cracks within till deposits indicative of active layer
deformation and permafrost lowering on account of climate warming. All these
processes have played significant role in total sediment yield through paraglacial
processes and carving of glacial foreland as well as outwash geomorphology. The
paraglacial concept apprehended by Church and Ryder (1972) that emphasises rapid
rate of sediment adjustment in deglaciated landscapes in distinct warm climatic
phases through the enhanced operation of a wide range of subaerial processes
explains the proglacial landscape evolution in study area.
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7 Conclusion

The geomorphological field observation and remote sensing image analysis
supplemented with OSL based chronology depicts following inferences on
paraglacial processes and landscape development on account of palaeoclimatic
variations

1. The study area glaciers Vestre Brogerbreen (VB) and Midtre Lovenbreen
(ML) depicts two phases of paraglacial transformation and sediment readjustment
under warmer phase of MIS-III and post LGM (~18 ka) time period
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2. The onset of deglaciation post LGM ‘paraglacial period’ responded in delayed
paraglacial readjustment in glacial foreland of VB, ML and AL glacier owing to
permafrost stability of metastable sedimentary archives.

3. Periglacial (permafrost as well as non-permafrost) sedimentary processes played
decisive role in enhancement of paraglacial modification and indicative of fast
climate warming since LGM
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Impact of Changing Climate Over Polar Ice
Sheet: A Case Study from Larsemann Hills,
East Antarctica

Pradeep Kumar, Abhishek Verma, Deepak Gajbhiye, Vikash Chandra,
Ajanta Goswami, and Sharat Dutta

Abstract Changing climate and its impact on the polar cryosphere is one of the
prime concern of researchers and decision makers. Present study is focused on the on
ground insitu observation on impact of changing climate over the Larsemann Hills
area situated in Prydz Bay region, East Antarctica. The study area covering 216 km2

is bounded by the Polararboken ice streaming the west and Dålk glacier in the east.
Annual and monthly accumulation/ablation rates have been estimated with the help
of 149 stakes. Movement of the ice sheet is monitored at regular interval with the
help of stake displacement using Differential-GPS. Snow/ice thickness at the ice
sheet margin has been estimated using Ground Penetrating Radar. Subsequently
surface mass balance has been calculated for the region. All the stakes in the study
area show accumulation except the SN1 stake farm which is located towards the
margin of the bay. Snow accumulation increases away from the shore due to lesser
melting at high altitude. Observations indicate more than 3.5 times average accu-
mulation during 2019–2020 compared to previous year with a high degree of
confidence. The average velocity of the ice sheet based on the SN1 stake farm was
calculated to be 0.78 m/year. In general, higher velocities during the study period
were recorded at the margins of Polararboken and Dålk Glaciers. The general
direction of the ice sheet movement, in the study area, is towards NNW to North.
The net Surface Mass Balance for 2019–2020 is estimated to be 80.304204� 106 m3

SWE and specific surface mass balance is estimated 0.37 m SWE. The study shows
that there is an increase in snow thickness as a result of positive mass balance as
compared to previous years. The positive mass balance trend in the area is confirmed
using different methodologies and data.
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1 Introduction

Global warming is determined by the increase in the combined surface air and sea
surface temperature averaged for the global extension and for above 30 years’ period
of the observations. The average warming increased by the 0.87 �C during the
decade of 2006–2015 period with the reference to the preindustrial level (likely
between 0.75 �C and 0.99 �C) (Allen et al. 2018). The volume of the glaciers is
decreasing for more than two decades. The Greenland and Antarctica is losing mass.
Glaciers are also shrinks worldwide (Box et al. 2006; Monaghan et al. 2006). The
Global mean sea level (GMSL) is rising and the accelerating and the major contrib-
utors are glaciers and ice sheet (Meredith et al. 2019). The rising temperature in the
Antarctica is prime concerned for the sustainability of the Antarctic cryosphere. The
assessment and monitoring of the Antarctic ice sheet with changing climatic param-
eters is important for the valuation of health of the ice sheet in terms of ice loss and
sea level rise.

East Antarctic ice sheet is the largest fresh water reservoir with convergence area
of 14 million sq. km. The thickness of the ice sheet varies from few meters at
periphery to few (~4 km) km inward. Any variation in the ice thickness will provide
inputs to understand the effect of regional and global climate change. In the past few
decades substantial warming has resulted in melting of ice shelf as well as Antarctic
ice sheet and glaciers. According to a study, Prior to 2012, Antarctica lost ice at a
steady rate of 76 billion tons per year—a 0.2 mm per year contribution to sea level
rise. However, since then there has been a sharp, threefold increase—between 2012
and 2017 Antarctica lost 219 billion tons of ice per year, a 0.6 mm per year sea level
contribution (Shepherd et al. 2018).

Ground based studies were conducted in an area covering 220 sq. km in
Larsemann Hills, East Antarctica during Indian Antarctic Expeditions. The
Larsemann Hills (69�200S to 69�300S, 75�550E to 76�300E), with an area of approx-
imately 40 sq. km, is located on the Ingrid Christensen Coast of Princess Elizabeth
Land, East Antarctica. To the northeast of the Larsemann Hills are the Rauer Islands
and the Vestfold Hills and to the west-southwest are the Bolingen Islands and the
Amery ice shelf (Fig. 1). Five research stations namely the Progress I and II (Russia),
Law-Racovita (Australia-Romania), Zhongshan (China) and Bharati Research Base
(India) are located in this area. Dålk Glacier (69�260S 76�270E) is eight nautical miles
(~15 km) long glacier, draining into the southeast part of Prydz Bay between the
Larsemann Hills and Steinnes whereas Polarårboken Glacier (69�360S76�00E) is
three nautical miles (~5.6 km) long glacier situated in northeast of Stein Islands,
draining westward into the north part of Publications Ice Shelf. Broknes and Storness
peninsulas are two largest peninsulas while Fisher, Grovness, Mcleode, Soloman
and Manning are some of the larger islands of this area (Fig. 2).

The study area lies about 5 km south-east of Bharati Research Base, on Polar ice
sheet and is located along the coast of South Grovness and Broknes (Fig. 2). The
stakes have been installed between Dalk (Approx. 2.5 km south-east of Progress-II
Station) Glacier and Polararboken (Approx. 12 km south-west of Bharati Station)
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Fig. 1 Regional map of the study area. Overlaid by satellite image. (Source: NASA)

Fig. 2 Stake Position in study area Larsemann Hills, East Antarctica



Glacier. Bharti station can be reached from Cape Town to Bharati (Prydz Bay) either
by ship directly or by air from Cape Town via Progress Runway (Larsemann Hills)
and Novo Airbase (near Schirmacher Oasis). The area can be approached partially
on foot or by Pisten Bully, whereas some parts, particularly remotely located ones
can be covered only by helicopter.
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The current paper is based on the ground observations of glacial parameters in
combination with local meteorological parameters to assess the effect of changing
climate over the ice sheet in the study area. The study incorporates the observations
and analysis of the longest monitored stake farm (SN1) (Shah et al. 2015) and
subsequent stake networks as reported in unpublished GSI Report (Kumar and
Dutta 2020). The relationship between observations of the stakes are also briefly
discussed.

2 Methodology

One of the important techniques to determine the mass balance of the ice sheet is to
study the accumulation/ablation using stake networks. This traditional glaciological
technique employs regular (annual) measurements of exposed lengths of fixed stakes
or stake networks. The exposed heights of the individual stakes are compared with
preceding years exposed-length data and accordingly determine the accumulation/
ablation in the area. Positive mass balance values indicate accumulation and negative
values indicate ablation. Stakes often submerge below ice surface when snow
accumulation is high or they may fall after extensive ablation. In both cases old
stakes are replaced with new stakes to maintain continuity of observations. The
stakes are anchored in ice up to a depth of approximately 2 m so that stakes protrude
above the surface and remain visible even after heavy snowfall or snow accumula-
tion due to snow deposition. Individual stake measurements from a stake farm have
been averaged for representative changes in annual ablation/accumulation. Data
from several stake farms have been collated to arrive at cumulative changes in the
entire area under observation.

Atmospheric parameters such as wind, temperature etc. during the observation
period (annual) were collected from Automatic Weather Station (AWS) fixed near
Bharti Station situated at Larsemann Hills by India Meteorological Department
(IMD) and correlated with accumulation data to assess the response of ice sheet to
changing weather parameters (Kumar and Dutta 2020). Measurement of surface
velocity yields important information about the movement of ice sheet to evaluate
glacial dynamics. For this purpose, precise positions of the stakes installed over ice
sheet were recorded using Differential Global Positioning System (DGPS) (Leica
make). These positions are compared with corresponding position during previous
year to yield the magnitude and direction of annual displacement of the ice sheet
surface (Swain and Chandra 2017; Kumar and Dutta 2020).
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3 Observation and Results

3.1 Accumulation/Ablation

The observations for snow accumulation/ ablation patterns in the Larsemann Hills
area were initiated in 2013–2014. The effect of changing climate on ice sheet at
regional scale requires continuous and long term monitoring to decipher the trends
and relative patterns of changes in the ice-sheet. Snow accumulation/ablation were
measured from the stake farm (SN01) established during the year of 2013–2014 are
given in Table 1 (Shah et al. 2015; Swain and Chandra 2017). The temperature data
along with the monthly accumulation data have been analyzed using regression
analysis by Ordinary Least Square (OLS) model (Kumar and Dutta 2020). The
model is based on the regression equation:

y ¼ b0 þ b1x1 þ ε ð1Þ

Where x1is dependent variable (here, amount of accumulation/ablation)
b0 is constant and b1 is correlation coefficient of the independent variable x1.
ε is the error ρffiffi

n
p

The confidence level was also calculated for the data and establish the authentic-
ity and accuracy of the measurements. The standard error of calculation was also
computed for the data. Calculated margin of error is given by the following formula:

x� tn�1,α=2
s
ffiffiffi
n

p ð2Þ

Where sffiffi
n

p is standard error, tn 1, α/2 is the t-table value for margin of error.

Confidence level have been estimated using the

x� xα=2
ρ
ffiffiffi
n

p ð3Þ

The high value of the R2 (0.78) shows a strong correlation between the monthly
temperature data of February (Table 2) and accumulation/ablation value measuring
in March (Table 1). The regression model also shows the strong R2 value with the
temperature data for the month of February. The temperature data for the February
2019 is not available. Hence, the mean value of the Feb-2018 and Feb-2020 data
have been utilized for the analysis. The data for March shows very poor correlation.
Monthly surface temperature of February month shows negative correlation between
temperature and accumulation/ablation (Fig. 3). It is usually observed that higher the
temperature, lesser is the accumulation in the region. The OLS model which is a type
of linear least square method for estimating the unknown parameters in a linear
regression model, also shows significance to the data by higher F-Statistic (Table 3).
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The constant value �125.9584 and coefficient �46.1099 was used from the model
analysis to estimate the correlation in the Eq. (1). The red line in the Fig. 3 was
derived from the equation. The ε has been estimated to be 0.29 �C. The annual
accumulation/ablation range have also been estimated which is given in Table 4.
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Table 1 Accumulation (+)/ablation (�) in cm for SN1 Stake Network, Larsemann Hills, East
Antarctica as recorded in the month from 2014–2015 to 2019–2020

Accumulation/Ablation (cm)

Stake no. 2014–2015 2015–2016 2016–2017 2017–2018 2018–2019 2019–2020

Period March March March March March March

1 3.5 84.5 28.0 19.0 13.0 4.0

2 3.5 84.0 32.5 4.0 3.0 8.0

3 8.5 67.5 34.0 21.0 8.0 2.0

4 3.0 67.5 20.5 3.0 3.0 9.0

5 7.5 73.0 33.5 8.0 6.0 8.0

6 28.5 68.5 32.0 21.0 13.0 5.0

7 23.5 22.0 1.0 6.0

8 4.0 75.0 21.0 15.0 2.0 1.0

9 18.5 86.5 29.0 22.0 4.0 4.0

10 2.5 89.5 36.0 41.0 25.0 5.0

11 5.0 87.5 26.5 30.0 43.0 24.0

12 3.0 78.0 26.0 6.0 8.0 12.0

13 14.0 84.0 35.0 29.0 5.0 20.0

14 6.5 70.5 21.0 20.0 8.0 9.0

15 14.5 64.0 20.5 16.0 2.0 7.0

16 16.0 67.0 33.0 21.0 4.0 6.0

17 23.0 83.5 23.5 23.0 12.0 3.0

18 2.5 74.0 25.5 43.0 21.0 14.0

19 1.5 80.5 27.0 38.0 23.0 1.0

20 8.5 87.5 19.0 18.0 5.0 6.0

21 10.0 84.5 15.5 23.0 5.0 1.0

22 6.0 80.5 24.5 18.0 4.0 0.0

23 1.0 75.5 22.5 20.0 8.0 8.0

24 8.0 77.5 27.5 9.0 5.0 0.0

25 31.5 21.0 5.0 5.0

Mean 6.9 77.8 26.7 20.4 6.2 1.6

Standard
deviation

9.1 7.8 5.6 10.3 12.0 8.9

Std error 1.9 1.6 1.1 2.1 2.4 1.8

The data from the stake farms installed in the marginal area of ice sheet in
250 � 250 m grid pattern was considered as sample data for the whole region.
The denser the stake network, more the accuracy of the model and extrapolation of
the time series data. Using these data, the future accumulation-ablation pattern may
be predicted. Different variables like temperature, precipitation, wind speed and
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wind direction can be used for fine-tuning of the model. During the current study,
only the surface air temperature data has been analyzed. Though the duration of
observational data is restricted in nature to assess and predict the changing climate,
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Fig. 3 Graph showing strong correlation between accumulation/ablation of March and monthly
temperature data of February month

Table 3 Ordinary Least Square (OLS) regression result of accumulation/ablation and surface
temperature data of February month since 2014

OLS Regression results
Dep. variable: Accum Mar R-squared: 0.784

Model: OLS Adj. R-squared: 0.731

Method: Least Squares F-statistic: 14.55

Date: Wed, 08 Jul 2020 Prob (F-statistic): 0.0189

Time: 16:39:48 Log-Likelihood: 25.021

No. observations: 6 AIC: 54.04

Df residuals: 4 BIC: 53.63

Df model: 1

Covariance type: nonrobust

coef std err t P>|t| [0.025 0.975]

const 125.9584 36.210 3.479 0.025 226.494 25.423

Avg_feb_temp 46.1099 12.087 3.815 0.019 79.668 12.552

Omnibus: nan Durbin-Watson: 0.757

Prob(Omnibus): nan Jarque-Bera (JB): 0.583

Skew: 0.337 Prob(JB): 0.747

Kurtosis: 1.630 Cond. No. 15.3
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an attempt has been made to understand the trends and patterns under current
conditions.
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Table 4 Annual accumulation/ablation range of the region is shown below with the 90%
confidence

Annual range of accumulation/ablation value in cm with the 90% confidence calculated
using ‘Student—t’ value.

Year 2014–
2015

2015–2016 2016–2017 2017–2018 2018–2019 2019–2020

Lower
range

9.4 75.7 28.2 17.7 9.3 3.9

Higher
range

4.4 79.9 25.3 23.2 2.9 0.8

It is observed that there is ablation during the month of December 2019 (Mean
Value �6 cm) (Table 5). There is net accumulation between March and June 2020
(mean value 5.5 cm) during initial winter season. The huge accumulation may be
attributed to drift snow in the region. The seasonal data during summer and winter
are comparable and show consistent relationship during the corresponding months
(Table 5). The regression analysis derived R2 value shows strong correlation (0.818)
between the accumulation/ablation value and corresponding monthly temperature
data (Table 6). On other hand, it is evident that the surface air temperature of the
region is having the great impact on the value of accumulation/ablation. In other
words, it is also inferred that the lag in the cause and the effect is not much which
suggests that the fall or rise in surface temperature affects the accumulation/ablation
pattern during the next month. The F-Statistic shows that the model is less significant
to predict the future trend using this OLS model. The number of observations in
large time span would increase the significance of the model for predicting future
trend. The analysis shows b0 and b1 is �6.05 and �1.68 respectively for the Eq. (1)
(Fig. 4). The error factor in the independent variable is 3.22 �C. The data is little
negatively skewed due to the temperature of the December month which is making
outlier. If the outlier is removed, the R2 value increases to 0.996 (Fig. 5 and Table 7).
The high value may because of the only factor to affect during the Polar winter time
is temperature it is also estimated that there should not be any precipitation value
which can affect the correlation. It is also observed that after removing the outlier
value (December 2019 data) the model becomes very significance with the
F-Statistic value 242.6 (Table 7). Since only three observations were considered,
the model is not much reliable for future predictions apart from providing a template
for adding more data.

The stakes other than SN1 is installed in year 2018. Hence we have only 2 year of
the annual accumulation-ablation pattern. The 2 year of the data cannot be analyzed
for the regression analysis. Annual and monthly pattern and the value of
accumulation-ablation is calculated.

The study starts since 2013 with installation of the stakes. In order to expand the
study area more stake networks installed during 2017–2018 field season. During the
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period, 12 stake networks have been installed in the study area. For annual estima-
tion of accumulation/ablation, January month data have been selected due to avail-
ability of the seamless data in that month every year (Kumar and Dutta 2020).
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Table 5 Monthly data of exposed height and ablation (�ve value) /accumulation (+ve values) of
SN1 network

Nov–Dec.
19

Mar–Apr.
20

Apr–May.
20

May–Jun.
20

Temperature during observation period
(�C)

0.5 11.2 12.5 13.1

Stake 1 4.8 25.7 0.9 1.6

2 4.8 0.0 2.6 28.4

3 7.2 1.1 21.4 17.4

4 1.2 4.3 23.1 18.9

5 1.2 3.2 18.9 25.3

6 12 2.1 29.1 22.1

7 18 11.8 19.7 36.3

8 4.8 4.3 15.4 4.7

9 9.6 4.3 8.6 14.2

10 12 0.0 29.1 15.8

11 2.4 9.6 14.6 44.2

12 3.6 9.6 11.1 15.8

13 4.8 3.2 24.9 31.6

14 10.8 13.9 4.3 1.6

15 3.6 7.5 15.4 17.4

16 12 1.1 25.7 25.3

17 2.4 6.4 8.6 28.4

18 1.2 1.1 23.1 23.7

19 13.2 13.9 18.0 20.5

20 7.2 9.6 10.3 26.8

21 13.2 5.4 15.4 20.5

22 1.2 3.2 18.9 36.3

23 7.2 1.1 18.0 12.6

24 1.2 2.1 24.9 15.8

25 3.6 5.4 14.6 42.6

Mean 26.0 5.5 16.7 20.5
Standard deviation 5.5 6.4 7.8 13.7

4 Discussion

Polar ice sheet of Antarctica, particularly that in East Antarctica is in focus today as
there is a large uncertainty in estimation of the mass gain or loss in last 20 years
(Hanna et al. 2013). Different techniques of estimation of mass balance of the Polar
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ice sheet viz. volumetric, space gravimetric or mass budget, particularly for East
Antarctica, has provided different results and it is not certain that whether this sector
of Antarctic ice sheet is actually gaining or losing mass. To employ these techniques,
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Table 6 OLS regression result of monthly accumulation/ablation and corresponding monthly
surface temperature data for 2019–20 observation period

OLS Regression Results
Dep. variable: Accumulation/ablation R-squared: 0.818

Model: OLS Adj. R-squared: 0.727

Method: Least Squares F-statistic: 9.002

Date: Sat, 11 Jul 2020 Prob (F-statistic): 0.0954

Time: 13:27:49 Log-Likelihood: 11.608

No. observations: 4 AIC: 27.22

Df residuals: 2 BIC: 25.99

Df model: 1 Covariance Type: nonrobust

coef std err t P>|t| [0.025 0.975]

const 6.0508 5.957 1.016 0.417 31.680 19.579

Temp 1.6784 0.559 3.000 0.095 4.085 0.728

Omnibus: nan Durbin-Watson: 2.012

Prob(Omnibus): nan Jarque-Bera (JB): 0.569

Skew: 0.818 Prob(JB): 0.752

Kurtosis: 2.144 Cond. No. 20.5

Fig. 4 Graph showing strong correlation between monthly accumulation/ablation value and
monthly temperature



�

� � � �
� � � �

200 P. Kumar et al.

Fig. 5 Graph showing strong correlation between monthly accumulation/ablation value and
monthly temperature after removing the outlier value from the dataset

Table 7 OLS regression result of monthly accumulation/ablation and corresponding monthly
surface temperature data for 2019–2020 observation period after removing outlier value

OLS Regression Results
Dep. variable: Accumulation/ablation R-squared: 0.996

Model: OLS Adj. R-squared: 0.992

Method: Least Squares F-statistic: 242.6

Date: Sat, 11 Jul 2020 Prob (F-statistic): 0.0408

Time: 14:48:44 Log-Likelihood: 1.5719

No. observations: 3 AIC: 7.144

Df residuals: 1 BIC: 5.341

Df model: 1

Covariance type: nonrobust

coef std err t P>|t| [0.025 0.975]

const 84.2237 6.334 13.298 0.048 164.702 3.745

Temp 8.0257 0.515 15.576 0.041 14.573 1.479

Omnibus: nan Durbin-Watson: 2.913

Prob(Omnibus): nan Jarque-Bera (JB): 0.445

Skew: 0.572 Prob(JB): 0.801

Kurtosis: 1.500 Cond. No. 192



radar altimetry (Davis et al. 2005; Zwally et al. 2005; Pritchard et al. 2009), laser
altimetry (Jay Zwally et al. 2011), Gravity Recovery and Climate Experiment
(GRACE) satellite data (Velicogna 2009; Pritchard et al. 2009) and ground data
on the net ice accumulation on the ice sheets with estimates of discharge across the
grounding line (Rignot and Kanagaratnam 2006) are required to be undertaken. The
ice velocity and dynamic changes in the Dalk glacier front mainly derived from
Gaofen-2 satellite and Polar Hawk-1 UAV suggest that, during 92 days of observa-
tion period, the front of Dalk Glacier advanced about 35–40 m, with an average ice
velocity of ~0.5 m per day (Zhou et al. 2014). However, ground validation of the
same has not been reported so far. The ice velocity and dynamic changes in the Dalk
glacier front mainly derived from Gaofen-2 satellite and Polar Hawk-1 UAV suggest
that, during 92 days of observation period, the front of Dalk Glacier advanced about
35–40 m, with an average ice velocity of ~0.5 m per day (Zhou et al. 2014).
However, ground validation of the same has not been reported so far. Therefore, it
is imperative to record and verify the ice dynamics of these fast flowing glaciers and
the surrounding region, particularly to understand the ice flow velocity in different
parts of the Polar ice sheet and the glaciers, measure the glacier and ice sheet
thickness and thereby understand the stress pattern developed due to the ice move-
ment leading to formation of crevasses (Swain 2020).
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Geological Survey of India initiated glaciological studies in Antarctica since 2nd
Indian Scientific Expedition to Antarctic (ISEA) (Kaul et al. 1985) in Queen Maud
Land. Regular monitoring of snow accumulation/ablation studies was started from
4th ISEA (Singh et al. 1988) and continued till present. A summary of the accumu-
lation/ablation of snow of two decades in the Schirmacher Oasis region was sum-
marized by Chaturvedi et al. (2005). They highlighted the rising trend of deposition
of snow on the ice shelf near India Bay region. Small-scale glaciological observa-
tions are being taken by different countries in the Ingrid Christensen coast. India
initiated glaciological studies in this part of East Antarctica by establishing a stake
network farm during the 33rd Indian Antarctic Expedition (2013–2014) The stakes
fixed on the Polar ice sheet are being monitored annually for snow accumulation/
ablation. GPR profiling was also carried out in Quilty Bay and on Polar ice cap to the
south of Grovnes peninsula and bed rock interface was detected at around 60 m
depth (Shah et al. 2017).

The present paper deals with the assessment of impact of climate change through
integrated glaciological studies of Polar ice sheet between Polararboken and Dalk
Glaciers, Larsemann Hills, East Antarctica, undertaken in 2019–2020. The study
was conducted with the objective of recording ice sheet health since the establish-
ment of stake networks in the study area. The assessment of the health of the ice
sheet includes the monitoring of accumulation/ablation pattern for long time record.
The monthly as well as annual observations were recorded during the study (Tables 1
and 5). The ice movement was also monitored using DGPS and an average annual
velocity of 1.08 m/year was observed during 2017 to 2018 and 0.78 m/year during
2018 and 2019 (Kumar and Dutta 2020).

The accumulation/ablation pattern has been correlated with the temperature data
and the correlation is quantified using different statistical parameters and equations.



The confidence level of the data has also been estimated. All the data range have
been presented with the 90% of confidence. With increasing confidence, data range
gets wider and has less accuracy in the prediction. Hence, to keep the data range
significant, confidence level was kept at 90%. The accumulation/ablation data used
average values of the stake networks distributed evenly in the study area and mean
value was calculated along with the standard deviation. Some of the stake network
show Gaussian distribution of the accumulation/ablation data with the short standard
deviation. Both the variables, accumulation/ablation as well as temperature, were
analyzed using regression analysis by Ordinary Least Square (OLS) model (Eq. 1).
The longest available data duration, for both annual and monthly variation was
recorded at the oldest stake network (SN1) installed in 2013–2014. Hence the
observed data from this network shows good correlation with surface temperature
(Kumar and Dutta 2020). Accumulation/ablation have been much affected by the
temperature compared to other meteorological parameters (Kumar and Dutta 2020).
Anomalous accumulation pattern was observed in the data of March–April 2020
period reflecting snow drift due to prevailing wind pattern. This observation war-
rants measurement of more parameters like precipitation and wind speed near the
stake farm and opens new scope for study dimension.
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The ice sheet movement was estimated using DGPS in static mode at some
interval. The ice-streams bounding the study area in east and west show higher
velocities as compared to the central part of the ice sheet. The velocity data shows
that the SN10 and SN13 stake networks moved very fast due to their proximity to the
ice stream flow line (Kumar and Dutta 2020). The SN1 which was northern most
stake network shows very small displacement due to obstruction faced in the form of
exposed rocky mass in the north (Kumar and Dutta 2020).

5 Conclusion

The stake network SN1 shows minor ablation during (2018–2019) though it
followed the biannual repeat sine pattern with since the inception of the monitoring
program in 2013–2014 (Table 1). The ablation pattern was much affected by the
temperature in the region. The correlation between the annual temperature of
February month showed good correlation with the accumulation/ablation value of
the march month. The accumulation/ablation variation over the ice sheet indicate a
lag of about 1 month as compared to the surface temperature. The accumulation/
ablation value range could be calculated with 90% confidence level which could be
used for the prediction of the future trends with reasonable accuracy. Stake networks
SN1, SN2, SN4, SN7, SN9, SN11, SN12, SN13 shown ablation during the
November–December month (Fig. 1). Some of the stake network like SN1, SN2,
SN3, SN8, SN9 and SN10 have shown huge accumulation during the month of May
2020 (Kumar and Dutta 2020). The ice velocity responsible for the ice loss from the
margin of the ice sheet is an important parameter reflecting the impact of changing
climate (Kumar and Habib 2018).The average velocity of the ice sheet was observed



to be 0.78 m/year. Higher velocities were observed at the margin of the ice streams
(Polararboken Glacier and Dalk Glaciers). The general direction of the ice sheet
movement in the area was towards NNW to North (Kumar and Dutta 2020). The
direction of velocity followed the sub-ice topography in the region. The net surface
mass balance for 2019–2020 is estimated to be 80,304,204 m3 SWE and specific
surface mass balance for study period 2019–2020 is 0.37 m SWE. These studies
would help in estimating the long term mass balance in the area along with the ice
dynamics. The studies would provide a model which would realistically reflect the
ice sheet behavior trend in future.
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Prevalent Climate Variables During
Ablation Season Around Gangotri Glacier

Manohar Arora and Jatin Malhotra

Abstract Hydrological investigations for the glacierized basins play important role
in the development of water sector of the country. The glacier monitoring is very less
and very few glaciers are being continuously monitored in Indian Himalayas. The
Himalayan cryosphere system is sustained and regulated by the interaction of
temperature and precipitation forced through the orographic processes. In this
study, an extensive meteorological analysis has been carried out for the data col-
lected at Gangotri Glacier base station at Bhojwasa for four consecutive ablation
seasons (2014–2017) fromMay to October every year. The observed meteorological
parameters included rainfall, temperature, evaporation, relative humidity, wind
speed and direction and sunshine hours.

Average monthly rainfall recorded for the months June, July, August and
September are 34.8, 87.6, 54.6 and 32.6, respectively. During the complete ablation
period the total rainfall and its distribution varies from year to year. Based on the
collected 4 years of data the average seasonal rainfall for the Gangotri Glacier was
observed to be about 221.2 mm. The average daily maximum and minimum
temperatures over the ablation season were determined to be 15.7� C and 4.7� C,
respectively, whereas average mean temperature was 10.2� C. The wind data was
also analysed and it was found that on an average the daytime wind speeds are nearly
4 times stronger in magnitude than during the night. On the seasonal scale daily
mean sunshine hours were observed to be 4.7 hours. Monthly total pan evaporation
was observed to be 118, 125, 107, and 121 mm for the month of June, July, August
and September respectively. The mean daily evaporation for the ablation season as a
whole is observed to be 3.9 mm, which is comparable to the pan evaporation data for
the stations situated at lower altitudes of the Himalayas.
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1 Introduction

Climate is one of the most significant factor that influences glacier dynamics.
Anthropogenic changes in the atmosphere affects the health of a glacier by changing
the temperature regime and is imitated in the retreat or advance of glaciers. Hence
meteorological studies of glacier basins are very much necessary to understand
climate-glacier close interactions (Arora et al., 2008).

Approximately two third of all of the world’s fresh water is protected in glacier
ice. The melt produced from Glaciers provide potable water for people in various
places around the world, including the Himalayas. Glaciers respond to variations in
climate, primarily snowfall and temperature, by changing in length and thickness
therefore understanding the regimes of the glaciers is important. In comparison to
other mountains of the world the meteorological records of the Himalayas are poorly
documented. Difficult approaches, rough topographies and severe weather condi-
tions are considered to be the major problem in creating a good database. The
installation, operation and maintenance of the meteorological instruments is of
utmost important in the high-altitude Himalayan region. Strengthening of hydro
meteorological network in high-mountain areas is very much required for improve-
ment in the database. The data analysis helps us to understand weather conditions, its
control on the water availability of the region, snow and glacier melting, sediment
transport mechanism, tourism development and also to give an understanding to the
complications related to natural hazards, viz. flash floods, debris flows, cloudbursts,
landslides and avalanches. Singh et al. (2005) analysed the meteorological data for
the study area from year 2000 to 2003. Further, Koul and Ganjoo (2010) studied the
impact of inter and intra annual variation in meteorological parameters on the health
status of Naradu glacier. They observed that the trends in seasonal and monthly
mean temperatures depicted an interesting shift of peak summer and winter season.
The data also explained night warming during summer and winter and low temper-
atures during peak summer season and very cold during winter.

The Himalayan glaciers have most rugged topography coupled with extreme
climatic conditions making them one of the most difficult environments in the
world. Special efforts are needed to carry out meteorological studies in the glaciated
regions. In glacier monitoring though radiation and temperature are important
parameters for melt production but wind speed, rainfall and air moisture also play
crucial role in melt generation. A conventional observatory was installed near the
snout of the glacier and data collected has been analysed and presented in this paper.

2 Study Area

The Gangotri Glacier (Lat. 30043’ N–31001’ N and Long. 790000 E–790170 E) is the
second largest glacier of the Indian Himalayas. The meltwater stream originating
from the snout of the Gangotri Glacier (4000 masl) is known as the Bhagirathi River.



The Gangotri Glacier system (most commonly known as Gangotri Glacier), is a
group of many glaciers with the main Gangotri Glacier (length: 30.20 km; width:
0.20–2.35 km; area: 86.32 km2) as its trunk. It is a temperate mountain valley glacier,
which flows in the northwest direction. The major tributary glaciers of the Gangotri
Glacier system are the Raktvarn, Swachand, Chaturangi, and Maiandi glaciers that
merge with the stem glacier from the North-east, and the Meru, Ghanohim and Kirti
that merge with the trunk glacier from the South-west. The altitudinal range of the
glacier varies between 4000 to 7000 m. The total area of the Gangotri catchment is
556 sq. km out of which 228 sq. km is glaciated upto the established water discharge
site (4 km downstream of glacier snout known as Gaumukh). The glacier snout is at
about 18 km above from the Gangotri settlement. There are 238 glaciers of different
sizes in the Bhagirathi basin which occupies about 12% of the basin area. Gangotri
glacier is the largest glacier in the Bhagirathi basin. Figure 1 shows the location and
area of the Gangotri Glacier with the gauging site.
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Fig. 1 Location of the Gangotri Glacier in the Garhwal Himalayas

3 Methodology

A conventional hydro-meteorological observatory was established at Bhojwasa site
(~3800 ma.s.l.) about 4 km downstream to the snout of Gangotri Glacier for the
collection of hydro-meteorological data during the ablation season (May–October)
of the corresponding hydrological year. This observatory is well equipped with
major meteorological instruments that includes ordinary rain gauge, self-recording
rain gauge, maximum and minimum thermometers, dry and wet bulb thermometers,
hygrograph, pan-evaporimeter, anemometer, wind vane and sunshine recorder.



These instruments are calibrated each year as per the standards and guidelines of
Indian Meteorological Department (IMD) for the optimum results and to maintain
the accuracy in measurements. Indian Standard timings (0830, 1130, 1430 and 1730)
for hydro-meteorological data collection are used according to the practice followed
by the IMD. The monitoring of hydro-meteorological parameters during the ablation
season was carried out using conventional methods and Automatic Weather Station
(AWS) at the Meteorological Observatory near the snout of Gangotri Glacier. The
AWS continuously records the observations of various hydro-meteorological param-
eters throughout the winter season as well at a desired interval of time.
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An AWS is also installed The hydro-meteorological records viz. air temperature,
relative humidity, wind speed and direction, evaporation, rainfall and discharge for
the ablation seasons (May–October) of 2014, 2015, 2016 and 2017 were collected
and analyzed for the present study.

4 Result and Discussion

4.1 Air Temperature (Ta)

Air temperature tends to play a dominant role in snow/ice melting (Kesarwani et al.,
2015; Kesarwani, 2015). In the Gangotri Glacier valley, Maximum and minimum
temperature thermometers were placed in a Stevenson’s screen at meteorological
site. Daily maximum (Tx), minimum (Tn) and average (Ta) air temperatures observed
near the snout of Gangotri Glacier for different years are shown in Fig. 2. The
observed average air temperature records during the ablation seasons of 2014
(9.0 �C), 2015 (9.3 �C), 2016 (10.0 �C) and 2017 (9.4 �C) shows that the Gangotri
Glacier valley experiences temperature ranging from 9.0 to 10 �C in a controlled
manner (increasing trend from May to till July and then starts decreasing). The
highest average temperature was observed 10 �C in 2016 whereas July 2015
(11.6 �C) was the warmest month during the observation period (Table 1). The
frequency distribution analysis of diurnal air temperature specifies that maximum
temperature occurred between 1200 and 1400 h (local time) while minimum during
the 0000 to 0200 h (local time).

4.2 Relative Humidity (RH)

The relative humidity (RH) of the air is the ratio of the actual amount of moisture in
the air to the saturated amount and its variability depends on the temperature and the
pressure of the environment (Ahmad et al. 2017). In the Gangotri Glacier valley, dry
bulb and wet bulb thermometers were placed in a Stevenson’s screen. A psychro-
metric chart was used to calculate the relative humidity. The relative humidity tends
to be lower during the day time and higher at night as a consequence of inverse
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Fig. 2 Seasonal fluctuations in wind speed distribution (%) observed at meteorological site of the
Gangotri Glacier valley. N Total number of diurnal observations



Year Month

relationship with air temperature. Monthly and seasonal variation in relative humid-
ity pattern showed that it ranged between 50.1 to 91.1% in the glacier valley due to
the influence of Indian summer monsoon and local precipitation system (Table 1).
Values of high humidity in the glacier valley indicated that high amount of precip-
itation and cloud cover whereas low was associated with clear sky. The average

210 M. Arora and J. Malhotra

Table 1 Calculated mean monthly air temperature (Ta), relative humidity (RH), wind speed (WS),
evaporation (E), meltwater discharge (Qobs) and total rainfall (R) from the observed records
available for the ablation seasons (May-Oct) of 2014, 2015, 2016, and 2017. Corresponding unit
for each variable is given in brackets

Hydro-meteorological records¥

Ta
* RH

* WS
* E* R{ Qobs

*

(�C) (%) (kmh�1) (mm) (mm) / % (mm d�1)

Ablation season 2014 (20 May–14 October)

2014 May 7.0 57.6 2.0 4.4 17.7 0.8

June 11.0 66.5 3.3 4.4 12.3 5.5

July 11.4 72.7 6.6 3.3 91.0 23.7

August 10.4 66.0 6.5 5.1 49.2 15.5

September 8.5 64.3 6.3 4.5 20.8 5.0

October 5.2 59.4 6.4 3.4 2.6 2.0

8.9 65.8 5.4 4.2 193.6 8.8

Ablation season 2015 (13 May–09 October)

2015 May 7.7 50.7 8.5 4.3 22.9 3.6

June 9.0 61.9 7.0 4.1 90.8 6.6

July 11.6 72.2 6.4 3.7 75.4 12.4

August 11.1 73.0 6.5 3.4 52.5 13.6

September 9.1 60.5 6.7 3.9 20.3 5.4

October 7.1 49.0 6.7 3.4 1.3 3.6

9.3 63.8 6.9 3.8 263.2 7.5

Ablation season 2016 (17 May–30 September)

2016 May 8.3 57.6 8.2 4.8 5.4 4.2

June 11.2 75.6 8.4 4.6 10.2 9.5

July 11.2 87.4 7.0 3.1 91.3 14.6

August 10.1 91.0 6.6 2.5 85.1 12.4

September 9.4 88.5 6.3 3.6 7.7 8.3

10.0 82.7 7.2 3.7 199.7 9.8

Ablation season 2017 (20 May–30 September)

2017 May 7.4 77.8 6.9 2.7 4.9 5.2

June 9.5 78.7 7.6 3.3 25.9 7.2

July 11.1 92.4 6.9 2.4 92.6 16.6

August 10.4 84.7 6.2 3.0 31.4 14.3

September 8.6 77.6 6.0 2.7 81.5 6.0

9.4 82.9 6.7 2.8 236.3 9.9

Mean* (2014–2017) 9.4 73.8 6.6 3.7 40.6/223.2 9.0



relative humidity for the ablation season of 2014 was calculated to be 65.8%, 63.8%
for 2015, 82.7% for 2016 and 82.9% for 2017 (Table 1).
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4.3 Wind Speed (WS) and Direction (WD)

In the high-altitude region, wind plays a fundamental role in local climatology and
changing the heat budget of the system (Singh et al., 2005; Kesarwani, 2015). A
cup-counter anemometer is used to measure the wind speed and direction. Diurnal
analysis of wind speed (WS) records suggest that its pattern is dissimilar for day and
night and vary with change in season. Wind speed is observed to be higher during the
day time due to stronger temperature deficit while it is minimum in the morning and
night hours. Similarly, in each ablation season higher frequency of wind speed is
observed during the pre-monsoon months except ablation season of 2014 (Table 1;
Fig. 2). The highest average wind speed (8.7 km/h) was observed during 2016
ablation season followed by 8.0 km h�1 in 2017, 8.2 km h�1 in 2015 and
6.3 km h�1 in 2014. The average wind speed was calculated 7.8 km h�1 speed
during the whole observation period (Table 1).

The direction of wind is primarily influenced by the topographical condition of
valley which plays a significant role in the melting of snow/ice (Kesarwani et al.,
2015). In the study area, wind flows from Chaukhamba group of peaks (7138 m a.s.
l.) to the Gangotri Glacier valley and the maximum frequency of wind direction is
observed North-West to South-East, and vice versa during the ablation season
(Fig. 3). The frequency distribution analysis of wind direction records suggested
that the rate of recurrence of anabatic wind (from valley to mountain) had higher
frequency than the katabatic wind (from mountain to valley) during the monsoonal
months (July, August and September), leading to increment of sensible heat causing
more surface melting of snow/ice. However, as a consequence of residual winter
snow cover during the months of May and June, the katabatic regime was higher
than the anabatic in the region and as snow melted out the fraction increased towards
the anabatic regime. On an average, the fraction of anabatic regime (65%) was
higher than katabatic regime (35%) during all the ablation seasons, which showed
that the glacierized area experienced much surface melting caused by turbulent heat
fluxes.

4.4 Evaporation (E)

Evaporation play an important role in estimating the hydrological budget or
streamflow modelling of a catchment. The primary forcing factors which are respon-
sible for changing the evaporation dynamics are atmospheric temperature, wind
speed and direction, net radiation and relative humidity (Singh et al., 2005). In
Gangotri Glacier valley, analysis of the evaporation records suggested that it was
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generally high during the pre-monsoon months (May–June) due to favourable
meteorological conditions such as clear sky, high sunshine hours, low relative
humidity, high temperature and high wind speed (Table 1 and Fig. 2). During the
monsoon months, it was observed to be low because of high moisture conditions,
high cloud cover and associated less sunshine hours. The highest average evapora-
tion was estimated 4.2 mm during the ablation season of 2014 followed by 3.8 mm in
2015, 3.7 mm in 2016 and 2.8 mm in 2017. However, average evaporation of the
Gangotri Glacier valley was calculated to be 3.6 mm during the study period.
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Fig. 3 Rose diagram showing seasonal fluctuations in wind direction and speed observed at
meteorological site of the Gangotri Glacier valley. N Total number of diurnal observations

4.5 Rainfall (R)

The Indian summer monsoon produces heavy rainfall on the southern hill slopes of
Himalaya (starting from East to West) during the summer months (June to October),
whereas north-western Himalayan ranges receives less amount of precipitation
(Singh et al., 2005; Loukas and Quick 1993). The Gangotri Glacier valley experi-
ences orographic barrier and lies in the rain shadow region (leeward side) /northern
part of the Central Himalaya, therefore, receives less amount of precipitation (<
300 mm) during the summer monsoon months (Singh et al., 2005; Srivastava, 2012;
Singh and Kumar 1997). An ordinary rain gauge was used to collect the daily rainfall



records. Analysis of observed rainfall records shows that its distribution pattern for
monthly or seasonal scale is very dissimilar due to highly variable frequency of
Indian summer monsoon in the glacier valley (Fig. 2 and Table 1). Generally, it was
observed that the study area receives more than 75% annual rainfall between June
and August (2014–79%; 2015–83%, 2016–93%) except in 2017 (63%). In 2017,
September received second highest rainfall (34%) after July (39%) due to dominant
pattern of Indian summer monsoon rainfall in this month (Table 1). A comparison of
rainfall records indicated that highest total rainfall was received in 2015 (263.2 mm)
followed by 236.3 mm in 2017, 199.7 mm in 2016 and 193.6 mm in 2014 (Table 1).
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5 Conclusion

The climate science of the high-altitude, glacier regions is quite different from that in
the plains. This paper highlights the results of detailed meteorological observations
conducted for four-ablation seasons (May–September; 2014–2017) on the Gangotri
Glacier. Results depicts fewer rainfall, lower air temperatures, relatively high wind
speed, higher evaporation rates and moderately high humidity. Average seasonal
(May–October) rainfall was about 221 mm. The daily rainfall observed scarcely
exceeds 15 mm in the study area. About 80% rain events recorded daily rainfall of
less than 5 mm. However, relatively good rainfall occurs in this area during July–
September. The inter-seasonal variability of rainfall over the summer season is more.
The average daily maximum and minimum temperatures over the summer season
were computed to be 15.7oand 4.7 �C respectively, whereas average mean temper-
ature was 10.2 �C. Diurnal variations in temperature indicates that generally max-
imum temperature is observed around 1400 h, while the minimum is observed at the
early morning hours. The warmest month in all years was found out to be June.
Diurnal temperature range was found to be more in May and October due to
relatively cloud-free weather conditions, while it was lowest in the month of
September generally due to presence of moist cloudy conditions. Results show
that changes in minimum temperature are more substantial than the changes in
maximum temperature. Strong winds observed during daytime would have contrib-
uted to high rate of evaporation even at high altitudes. Predominantly more sunshine
hours in the region is also responsible for more evaporation. In general, high relative
humidity was observed throughout the melt period.
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Compacted Snow Dune Complexes
in Antarctica and their Applicability as New
Climate Change and Basement Tectonic
Parameters

Anshuman Misra, K. S. Misra, and D. P. Dobhal

Abstract Compacted snow dunes were described for the first time as long stripes by
pilots flying over eastern Antarctica. With the availability of satellite imagery, the
interest has increased manifolds. Later Synthetic Aperture Radar (SAR) data pro-
vided nearly three-dimensional, enhanced relief pictures, of these dune complexes.
Divergent views regarding their formation have been presented earlier. One group
believed that they are erosional features imprinted on ice sheets due to strong
katabatic winds, while the other one suggested that they have formed due to the
accumulation of snow. Our interpretation of SAR and optical images over an area of
1,000,000 sq. km, suggests that they are a type of “fore-dunes”, characterized by
gentle wind-ward and steeper lee-ward sides. Deposited and compacted during
intense climatic conditions. We believe that alternating wet and arid conditions
prevailed during their formation and compaction. Wet periods were dominated by
moisture-laden, low amplitude and long wavelength winds. This was accompanied
by very heavy snowfall and accumulation as linear ridges perpendicular to the wind
direction. Arid periods were marked by dry winds, compaction and development of
wide-spread glazed surfaces on the lee-ward sides. Similarly, during the following
period, with slightly less intense climatic conditions, snow sheets were deposited.
Pile-ups along the high-rise regions later consolidated as ridges (sastrugi). These
prominent climatic variations of continental proportions are mapped and seem to
correspond with glacial and interglacial periods of the Quaternary Era. Prevailing as
well as paleo-wind directions coincide with each other this indicates that there has
been no marked change ever since they have formed. Furthermore, abrupt termina-
tion and shifting of compacted dunes, and formation of elongated valleys, filled by
consolidated snow along parallel set of lineaments, are mapped in all the studied
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regions. This suggests that the lineaments are of basement origin and have propa-
gated upward through the cover of ice and snow. We believe that the compacted
snow dunes complexes and lineaments are unique markers and can serve as new
parameters, to understand climatic changes and basement configuration of Antarctic
continent.
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Keywords Snow dunes · Snow sheets · Climate change · Lineaments · Basement
tectonics · Radar images · Antarctica

1 Introduction

In the icy Antarctic continent, compacted snow dunes, as well as snow sheets, are
perhaps the most important geomorphic features. Dune like pattern was identified,
for the first time in eastern Antarctica (Swithinbank 1988). He conclusively differ-
entiated them from clouds by exactly similar pattern, observed in multi-date Landsat
imagery and described them as mega-dunes. Nothing much could be achieved from
optical remote sensing because it was difficult to get images during dark six winter
months, while during illuminated summer months the radiation from snow, ice and
cloud reduces the perception and thus do not provide worthwhile images. Further-
more, due to the orbital parameter of Landsat, mostly images are of peripheral
region, whereas, the snow dunes and snow sheets are dominantly located in the
central part of Antarctica. Synthetic Aperture Radar (SAR) images have made an
eloquent exposition of not only distribution of dune complexes but also features
associated with the individual dunes. An excellent and detailed description of these
mega-dunes is given by Fahnestock et al. (2000), They also estimated that more than
300,000 sq. km is occupied by dune fields in eastern Antarctica. However, as studies
progressed many more areas with a prolific distribution of dunes are identified.
Shuman et al. (2011) calculated that 900,000 sq. km area is occupied by dune
complexes. During our studies, we interpreted mosaic of SAR data from Canadian
Radars Atas well as European Space Agency’s Sentinel 1 and 2 images and located
three new areas. Two are located west of Amery bay and one very close to the south
pole (Fig. 1). Furthermore, we have located a large peripheral area around three
earlier reported regions. In this way, we added more than 100,000sq. km area and
believe that more than 1,000,000sq. km area in eastern Antarctica is covered by the
compacted snow dunes. Apart from this, we could locate extensive dune regions,
either covered by snow sheets or obliterated later in glacier catchment. Misra and
Dobhal (2015) based on their characteristic shape, size, distribution and wind
direction, categorized them as ‘foredunes’. As these foredunes are highly
compacted, we prefer to describe them as compacted snow dunes.

It has been observed during the present study that the compacted snow dunes not
only abruptly terminate, but also show shift along the set of lineaments. These set of
lineaments are parallel to each other and along with the other set, form orthogonal
pattern, as have been mapped in all the shield regions of the world. Furthermore,
controlled elongated valleys portions are filled by consolidated snow sheets. They



have rough surfaces and therefore have lighter tones in radar images. The boundaries
of snow sheets are also controlled by either of these set of lineaments.
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Fig. 1 Mosaic of Synthetic Aperture Radar data from Canadian Radarsat 1, under Antarctic
Mapping Mission (Jezek 2008). It can be seen that three new areas are identified during the present
study and extensions around known areas are also demarcated

2 Snow Dunes, Snow Sheets and their Formation

Geomorphologically compacted dune fields predominantly occupy plateau regions
around highlands generally located between 2500 to 3500 m asl and have remark-
able stability. Within the fields, the distribution of dunes is controlled by vertical
tectonics. Uplifted linear blocks have well preserved dunes, while downward moved
blocks for snow-filled valleys. These valleys are narrow in comparison to the
uplifted blocks (Fig. 2).

Individual snow dunes are of low amplitude generally 2 to 4 m in height, very
long, often extending for more than 100 km. They have a very regular shape and
exactly the same pattern in all the regions. Although they are remarkably straight, a
certain amount of sinuosity is invariably present. Apart from this swelling and
pinching along their length as well as rounding of crests, is also commonly seen.



Other unique features observed are that they have large lateral inter-dune separation,
averaging from 2 to 3 km. These characteristics have led to several misconceptions.
Their long and linear shape matches with the longitudinal (sief), dunes are seen in
various desert regions as well as on planet Mars. These longitudinal dunes form
along the wind direction and do not have gentle windward and steep leeward sides.
Transvers dunes are mainly of three types namely fore dunes, parabolic dunes and
barchans. Foredunes and parabolic dunes are formed by winds laden with moisture
and thus they are mostly located close to the coastal regions, however, they can also
form in interior regions. The primary requirement for their formation is, therefore,
that the wind should be laden with moisture. A concerted effort is made during the
present study, to describe these attributes and understand their formation during
unique climatic conditions.
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Fig. 2 Synthetic Aperture Radar image of part of eastern Antarctica, showing the compacted snow
dunes. They are characterized by darker tones, linear shape and very regular pattern. Light tone
areas are covered by consolidated as well as unconsolidated snow sheets. (a) Profile drawn by using
REMA Virtual webpage, across compacted dunes, shows approximately 2 m height of individual
dunes and almost same amount of depression between them. Interdune distance is about 1.5 km. in
this case

It has also been found that in many areas they have been obliterated by subse-
quent glaciation. In adjacent areas, however, they are not disturbed suggesting, their
compaction before the onset of the next glaciation. They have formed perpendicular
to the wind direction and correspond with coastal fore-dunes. This study has
suggested that the accumulation of snow has taken place during interglacial periods
and subsequently compacted during intense glacial cooling. Apart from dune



complexes, there are vast regions covered by consolidated snow sheets, which seem
to have formed during similar but less intense climatic conditions. Association with
innumerable dunes forms vast complexes, while many others form smaller clusters.
Interdune spaces within the clusters are much less (1 to 2 km) in comparison to dune
complexes.
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The first view regarding the formation of snow dunes was presented by
Fahnestock et al. (2000). They suggested strong katabatic winds due to temperature
gradient. Misra and Dobhal (2015) observed that snow ridges were deposited, later
compacted during glacial period. However, our study of entire eastern Antarctica has
brought out very regular dune patterns and does not support the idea of randomly
distributed isolated hills as an obstruction to deposit these dunes. Prevailing kata-
batic winds are perpendicular to the longer axes of snow dunes (Dadic et al. 2013).
Arcone and Jacobel (2009) recorded several-meter-thick co-sets with preserved
bedding surfaces under the glazed lee-ward faces. Scarchilli et al. (2010) observed
and measured that the maximum blowing snow is transported during March to
August months in Antarctica. These extraordinary transport events alternated with
compaction and formation of glazed surfaces. Profiles across pro-grading windward
sides have shown more than 100 m thick layering continuing all along the length of
the dunes. Shuman et al. (2011), derived elevation profiles from ICES at data and
reported accretion on windward sides and an intricate relationship between accumu-
lation rate and surface profiles. Meteorological data from the interior of eastern
Antarctica indicates that the dune areas are characterized by katabatic wind flow
having constant speed and uniform direction. Furthermore, trends of the dune crests
are perpendicular to the directions of katabatic winds (Parish and Bromwich 1991).
Fairly good evidence, collected from the field traverses, pit examination and other
satellite measurements (Giovinetto 1963; Comiso 1994; Fahnestock et al. 2000)
indicated that very coarse-grained firn exists in the dune fields. This model assumes
that when the uppermost snow warms in the summer, tiny amounts of water vapor
leave the snow grains and enter the air between them. During winter months the
snowpack cools tremendously, to �62 �C or lower. Warmer air from summer is still
present in the lower layers. Water vapor from the warm layer moves towards the
colder snow at the surface and sticks to the snow grains.

During the present study most important support for the formation of compacted
dune complexes has come from the geomorphic principles. It has been observed
globally that depositional landforms have regular patterns while erosional ones are
highly irregular and erratic. Geomorphic and glaciological evidence gathered during
the present study, suggest that dune complexes have formed following two stages. In
the first stage, the falling snow crystals are piled up by low amplitude, long
wavelengths and moisture-laden winds, during wet interglacial periods. Later in
the second stage consolidation and compaction has taken place due to intense
cooling in intervening glacial periods. Metamorphism and growth of crystals con-
tinued during compaction. The accompanying winds were very dry, severe and have
formed wind-polished glazed surfaces on the leeward sides. They also swept
interdunal areas and caused progradation on the successive windward sides. Ekaykin
et al. (2016) during field surveys found that the leeward sides of the dunes are



characterized by reduced accumulation and increased concentration of δ18O mole-
cules likely due to post-deposition alteration of the snow isotopic content, while on
the windward side the accumulation is more and their enrichment of δ16O water
isotopes. Radar and satellite images show features of compacted dunes that suggest
alternating fine and coarse grains, forming rough and smooth surfaces. These
surfaces are indiscriminately covered by an overburden of consolidated snow sheets.
Wherever the thickness is less, clusters of snow dunes can be seen through them.
Furthermore, these sheets cover well-formed dunes, it is visualized that they have
accumulated under slightly different climatic conditions, separating them from dune
fields due to less availability of moisture and short wavelength winds.
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3 SAR Images, Mapping of Snow Dunes, Snow Sheets
and Basement Tectonic Features

Synthetic Aperture Radar (SAR) can image through the cloud, mist cover and can be
obtained even during the dark winter months. Furthermore, SAR measures surface
roughness and presents nearly 3-dimensional view of the relief, along with dielectric
constant useful to demarcate dry and wet condition of snow. Amount of reflected
energy received by the sensors, is controlled largely by the look angle and surface
roughness. Smooth surfaces reflect away most of the energy and thus have dark
tones, while rough surfaces scatter energy, making them appear bright. It is there-
fore, the dune fields have alternating light and dark bands in SAR images.

Spectacular multi-date images of Antarctica were provided from C band
of RADARSAT-1to estimate glacier surface velocities. The present study utilized
modified high resolution radar mosaic data of 1997 and 2000 having 100 m resolu-
tion. Snow dune patterns in parts of the largest dune field have remained unchanged
for 34 years (Fahnestock et al. 2000). Our study using Sentinel 2 data of 2021 has
further indicated that there is no change thereafter, suggesting that the dune com-
plexes are fairly stable for more than half a century. Geomorphological evidences
such as the covering of dunes by stabilized snow sheets as well as later obliteration
by moving ice in the glacial catchment, suggest their geological antiquity.

Earlier field traverses during the 1950s and 1960s across dune complexes in
several sections could not recognize the overall dune pattern because of large lateral
separation. They could only be recognized with the availability of satellite images
providing a synoptic view. Shuman et al. 2011 conducted field studies during
2003–2009 and provided site-specific field data, utilized in the verification of our
interpretation. The significant observations made by them include that the
compacted snow dunes are generally 2 to 8 m high, 1 to 2 km wide ridges, up to
100 km long and laterally separated by 2 to 6 km. They also recognized progradation
on windward sides and no accumulation on leeward sides. Interpretations from the
Ground Penetrating Radar (GPR) data have also suggested that the glazed surfaces
on compacted dunes have formed due to polishing done by the winds. All available



multi-date satellite data sets both optical and SAR utilized during the present study
are presented in Table 1.
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Among the basement tectonic features the most important are the lineaments.
They are easily recognized in remote sensing data sets because of linearity. Their
mapping has provided sub-surface basement details in areas covered by ice sheets,
intensely glaciarized regions with debris, moraine material, consolidated snow
sheets and snow cover. They are conspicuous by abrupt termination of innumerable
compacted snow dunes and dune complexes. Elongated depressions are also
bounded by these lineaments and seem to have developed due to subsidence.
These depressions are filled by consolidated snow sheets and are disposed in an
orthogonal pattern.

4 Dune Complexes and Basement Tectonics in Antarctica

Lineaments are mapped from all the regions of the world including the most stable
shield portions. They are quite obvious in satellite images by straight or curvilinear
courses and association of several geomorphological and tonal characteristics. They
have been correlated with basement structures. Slack (1981) discussed paleo-
tectonic features in Power River Basin in Wyoming and demonstrated one-to-one
correlation between vertical basement faults in exposed Archaean terrain to the areas
covered by Cretaceous sedimentary sequence. He has also cited evidence for tec-
tonic activity throughout Phanerozoic period. Shurr (1982) presented the upward
propagation of basement faults to the surface through a column of sedimentary rocks
in Montana and South Dakota provinces of USA. He also emphasized their bifur-
cation to form a zone of satellite lineaments. Upward propagation of basement faults
with large vertical displacement and formation of Devonian reef complexes and
continuous movement through the sedimentary sequences in Western Sedimentary
Basin of Canada, Misra et al. (1991). They have identified basement structures in
aeromagnetic data and displacements by changes in thickness and facies patterns.
Misra and Misra (2013) observed in peninsular India, where basement faults can be
seen extending from exposed Achaean terrain laterally and propagating through a
thick column of Cretaceous Deccan basalt, in western India. From the above
description it is clear the basement faults because of associated tectonic activity
get propagated upward through the sedimentary and volcanic rocks. Basement
tectonics was first recognized by Misra and Misra (2013) and conformed during
the present study, suggest sudden truncation and vertical movement along the
lineaments (Fig. 2). Furthermore, they concluded that glacial and aeolian processes
have later accentuated the lineaments into transversely elongated zones. During
detailed study, we have found that these zones are several kilometers wide and are
filled by snow (Fig. 2a). Lighter tone zones suggest that the surfaces are fairly rough.
Perhaps, the most interesting observation is that dunes show warping along trans-
verse axes (Fig. 3). In certain regions, the compacted snow dunes are very well-
formed and preserved; retain their original shape and size. In adjacent areas,
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Fig. 3 Synthetic Aperture Radar image in part of eastern Antarctica. Compacted dune complexes
can be seen as black stripes. Warping of dunes along several transverse axes can also be seen. Dune
complexes are covered by snow sheets in SE portion, while snow dunes are obliterated by in SW
portion



however, the dune complexes are obliterated to different stages subsequently by
erosional processes. Many a time these areas are also covered by later stabilized
snow sheets as well as unconsolidated snow. These fields are presently coldest
regions with temperatures dipping to �80 �C and dominated by strong winds with
blowing snow.
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Fig. 4 Synthetic Aperture Radar image of eastern Antarctica, depicting several sets of lineaments.
The important feature associated with the lineament is that there is vertical movement along them

Among several lineament sets, NW-SE and NE-SW trends are more prominent.
In many cases, escarpments with pronounced down throw, are seen continuing for
more than 400 km. Lineaments sets are present in almost entire Antarctic continent
and affect all the geomorphic features develop during glacial history. Their wide-
spread distribution and parallelism along with development of escarpments suggest
that they are related to basement tectonics (Fig. 4). Measurements made by using
Cryosat2 Digital Elevation Modal and profiles drawn across the escarpment by using
Reference Elevation Model of Antarctica (REMA) have shown an average displace-
ment of nearly 10 m along NE-SW and 5 m along E-W trending lineaments.

5 Dune Complexes and Climate Change Parameter

Misra and Dobhal (2015) emphasized that the compacted dunes represent the effects
of alternating glacial and inter-glacial periods. These effects have been studied and
documented in different parts particularly Europe and North America. Four major



and more than a hundred little ice ages have been identified. The severity of unusual
blizzards lasting for several months and dumping huge amount of snow are reported
from North America in historical times. It can be visualized that these effects must
have been more severe in the icy Antarctic continent. In large areas, the dune fields
are covered by snow sheets. These sheets seem to have also followed two stages,
corresponding with the dune formation however, certain variations such as moisture
content, amplitude, and wavelength of corresponding winds. Glacial and interglacial
periods, however, continued after the formation of dune complexes and snow sheets.
This is evident by the development of enormous glacier catchments, where dune
fields are later obliterated, suggesting that this event postdates dune formation. Wise
et al. (2007) also reported older mega dune fields are covered by younger snow firn.
They observed distinguishing features such as 2 to 4 km spacing, zebra-striped
patterns different from modern dunes as relics of past climate.
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6 Results

The exact nature of the compacted snow dunes in totality has emerged during the
study. The dunes have gentle windward and steeper leeward sides and have formed
perpendicular to the wind direction. Prevailing, as well as paleo-wind directions
which have formed these dunes, match together. This suggests that the wind
directions have not changed ever since their formation. They are the product of
accumulation of snow and have not been carved on ice sheets as believed earlier by
some scientists. Glazed surfaces, however, developed by wind polishing are present
only on the leeward sides. During the present study, they have emerged as significant
criteria for illustrating the paleo-climatic conditions. A certain unique set of events
have played an important role in their accumulation and compaction. The study
suggests that the dune complexes covered almost entire eastern part of the Antarc-
tica, indicating that climatic conditions were of continental nature and were not
confined locally. The dune complexes largely occupy elevated regions. The
prevailing climatic conditions during the summer and winter months were similar
to those, existing in the past, however, they were very severe and long,
corresponding with glacial and interglacial periods during Quaternary era. The
relentless winds were also severe when they formed the compacted snow dunes by
moisture-laden blizzard winds. These intense conditions with enormous snowing
and accumulation prevailed in almost entire eastern Antarctica. Stabilized snow
sheets overlie the dune regions like an overburden. Many a time dune, as well as
dune-like patterns, can be recognized where ever burden is thin. Weather conditions
were similar to those prevailing presently; however, the magnitude was very high
and also continued for a much longer time. Similarly, consolidated snow sheets have
formed under slightly different weather conditions. Other intriguing features asso-
ciated with the compacted snow dunes are their low height and fairly wide lateral
separation. This could be because of amplitude and wavelength of winds prevailed
during their formation.
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Radar images have also been found to be extremely useful in mapping linea-
ments, representing upward continuations of nearly vertical basement faults. Two
sets of parallel lineaments together form orthogonal pattern, similar to the other
shield regions of the world. This study has elaborated disposition of lineaments in
Antarctica for the first time.

7 Synthesis and Conclusions

The individual compacted snow dunes are remarkably similar to each other in height,
width and linearity. Their disposition and geometric mutual relationship form a
regular pattern. These patterns also have exactly the same symmetry throughout
the vast stretch of eastern Antarctica. Any concept to explain their formation must
therefore include all these aspects. Comparison between these unique snow dunes
and desert dunes has brought out very many similarities and dissimilarities. Both of
them are the product of aeolian (wind) action. The desert winds are dry and change
direction with the season as well as between day and night. Polar winds prevailing
over Antarctica are not affected by these factors and have uniform directional
(katabatic) flow. However, during seasons and climatic conditions, their moisture
content has varied. Severe snowing with moisture-laden winds (blizzards) has
provided ideal conditions for their deposition and much cooler glacial (ice age)
conditions favored compaction and metamorphism. Furthermore, the distribution of
snow dune complexes suggests that they covered almost entire eastern Antarctica
and their present-day separation is dependent on three factors, such as preferential
preservation on highlands, later indiscriminate covering by snow sheets and selec-
tive destruction by glaciers. Extensive distribution and similarities have led us to
believe that the event responsible for their formation was of continental extent.
During the formation of desert dunes and sand sheets, particles of different sizes
move by rolling and jumping (saltation) along the wind direction. Finer particles also
move in suspended conditions depending on the wind velocity, extremely fine
particles are lifted up to greater heights and transported hundreds of kilometers
and settle down with the diminished wind velocity (loess deposits). In case of
snow dunes, the falling crystals are being lighter, glided to long distances and it
appears that this is mostly responsible for the large separation between the dunes.
Furthermore, the amplitude and wavelength of flowing wind could have played vital
role in geometric similarity and vast extent.

Mapping and monitoring glacio-morphic details in snow-clad mountainous
regions are very difficult because of inclement weather and difficulties in getting
proper logistic support. Satellite data obtained in visible and infrared regions also
fails to provide sharp images due to high radiance values and persistent cloud cover.
Furthermore, cover of fresh snow and dark winter months hamper collection of
proper satellite imagery in Antarctica. SAR data highlights terrain roughness and
also images subsurface features, such as facies characters of snow dunes and ice
sheets to a certain extent.
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Compacted snow dune complexes have formed mainly in two stages. During first
stage enormous snowfall with high moisture content and severe winds accumulated
snow in the form of fore-dunes and coincided with the wet inter-glacial period. This
was followed by glacial cycle of metamorphism of accumulated snow to form
compacted dunes. The disposition of snow dunes is having a very high degree of
uniformity and regularity. A significant difference observed between the foredunes
and the snow dunes are the spacing between them. The paleo-wind directions
deduced from the study of compacted snow dunes and snowfields correspond with
the prevailing wind direction.

The findings that the lineaments observed in satellite imagery are surface expres-
sions of basement faults that have propagated upwards through the thick cover of ice
sheets and snow, can significantly contribute to our understanding of the Geology,
particularly to the tectonics of Antarctica. Occasionally only in peripheral areas, the
rocks get exposed in summer months, when snow melts. Operating surface geo-
physical surveys are also very difficult in extreme climatic and logistic constraints.
Even the optical remote sensing has not been successful in Antarctica because six
dark winter months, persistent clouds cover other inclement weather conditions of
haze and mist. Under these conditions, mapping of basement faults by SAR data has
emerged as a powerful tool. Furthermore, the study has demonstrated that the
lineaments exist in entire 1,000,000 sq. km. mapped areas in eastern Antarctica.
Varying density and disposition of lineaments can also be utilized to interpret
subsurface tectonic features (Misra et al. 1991).
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Investigating the Effect of Environmental
Variables on the Isotopic Composition
of Transpiration: Implications to Study
the Monsoon Processes

Amey Datye, Charuta Murkute, S. Chakraborty, Pramit K. Deb Burman,
M. N. Patil, and T. Dharmaraj

Abstract The isotopic composition of plant sap water and leaf water has been
studied extensively to investigate the plant physiological processes and their inter-
action with the environmental parameters. Yet, the knowledge of ecosystem water
pools, such as soil water and transpiration, remain poorly constrained. We propose
an alternative method to study the effect of environmental variables on the isotopic
composition of plant transpiration.

A small-scale field experiment was carried out to collect transpiration water
samples along with rainwater throughout the summer monsoon season of 2017
and 2018. It was observed that the isotopic records of the transpired water very
well captured the variabilities observed in the isotopic values of the rainwater. The
difference between δ18O of rainfall and δ18O of transpired water is more during low
rainfall events and small during high rainfall events. Isotopic values of the transpired
water showed strong sensitivity to the soil water content. It means that the soil
water uptake by plants is strongly controlled by the soil water dynamics, which
modulate the isotopic values of the transpired water. The break phases of monsoon
result in characteristic isotopic values of precipitation and the transpired water.
These characteristics features could be useful in delineating the low rainfall regime
during the monsoon season.

Keywords Transpiration · Precipitation · Water isotopes · Soil water · Monsoon

1 Introduction

Trees and other vegetation influence the atmospheric water cycle in various ways
(Sheil 2018). Plants uptake water from the soil via roots, use it for metabolic and
physiologic functions and ultimately release it to the atmosphere. Transpiration, the
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loss of water vapor from plants, is a physical process controlled both by external
physical and plant physiological processes (Pallardy 2008). Transpiration accounts
for 39% of terrestrial precipitation and contributes up to 61% of the vapor generated
through evapotranspiration on a global scale (Schlesinger and Scott 2014). It also
plays a significant role in influencing the regional and global climate (LeMone et al.
2007). Hence the study of transpiration is a crucial component of ecohydrological
research. Atmospheric parameters, such as temperature, relative humidity, rainfall,
wind speed, etc., control the transpiration process (Hanami 1974). Solar radiation is
essential for photosynthesis, and transpiration and photosynthesis are strongly
coupled (Tuzet 2011). Similarly, soil parameters, such as soil water (SW) content,
and soil temperature (ST), also regulate the process of transpiration (Wang et al.
2011).

Evapotranspiration (ET) is a gross measure of surface-atmosphere water flux
comprising of physical and biological components, namely evaporation and tran-
spiration, respectively. Several methods exist to measure ET, such as flux-gradient
technique (Singh et al. 2014), lysimeter (Bala et al. 2016), Bowen ratio energy
balance (Unlu et al. 2010). On the other hand, the eddy-covariance (EC) technique is
widely used to study the biosphere-atmosphere interaction, including the estimation
of the ET (Baldocchi et al. 2001). In the Indian context, the EC technique has been
used to measure the ET and to characterize the energy and water exchanges of
several ecosystems with the atmosphere in central India (Jha et al. 2013; Rodda et al.
2021), northeast India (Deb Burman et al. 2017; Chatterjee et al. 2018; Sarma et al.
2018; Sarma et al. 2022; Deb Burman et al. 2019), North India (Watham et al. 2014),
south India (Patil et al. 2014), west India (Dharmaraj et al. 2012) and also the
mangrove environments (Rodda et al. 2016; Gnanamoorthy et al. 2019; Chakraborty
et al. 2020).

Apart from the meteorological observations, isotopic studies of plant materials
have been carried out to investigate the transpiration process. Plants ingest soil water
through the roots, and the soil is mostly recharged by the precipitation process.
Hence the isotopic signature of the rainwater is transferred to the plant. Yu et al.
(2014) performed the isotopic analysis of rainwater and leaf water at a south-eastern
site of the Tibetan plateau. They argued that hydrogen isotopic values of leaf water
reliably inherited the isotopic characteristics of Indian monsoon variability.

Water sources used by plants have been studied by several investigators. Xu et al.
(2011) observed that dominant canopy trees used groundwater primarily, but
midstory and understory trees used rainwater but switched to groundwater during
the dry season. Schwinning et al. (2005) performed the isotopic analysis of stem
water and observed that deeper levels waters were used by different species during
drought conditions. However, the same species sourced their water from shallower
levels after the heavy rainfall events.

The use of multi-level soil water by the plants plays a vital role in determining the
isotopic composition of the transpired water. The reason being that soil waters at
different levels experience different extents of evaporation and hence isotopic
fractionation. Near-surface waters usually undergo rapid evaporation, especially
during low humidity and windy condition. This makes the remaining water
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isotopically enriched (Tang and Feng 2001) subsequently used by trees. It is known
that the plant physiological processes do not alter the isotopic composition of the
water that they ingest from the soil (Ehleringer and Dawson 1992). Hence, the
isotopic composition of transpired water usually represents that of the soil water
(Cernusak et al. 2016). Since soil water is primarily recharged by rainwater, it is
believed that the isotopic values of the transpired water mimic that of the rainwater
(Gibson et al. 2008). However, Chakraborty et al. (2018) demonstrated that this
assumption is valid only during heavy rainfall conditions. These authors showed that
during the active phases of monsoon, soil water content remained high and hence
suffered little fractionation. But during the break phases of monsoon, soil water
undergoes relatively rapid evaporation, causing isotopic enrichment in the remaining
water. This isotopically enriched water, when ingested by plants, produces tran-
spired water enriched in heavier isotopes. The work done by Chakraborty et al.
(2018) mostly addressed the issue of surface soil water. But the effect of deeper level
waters on the isotopic characteristics of the transpired water was not taken into
account. Soil water dynamics are greatly influenced by the rainfall processes and
groundwater movement. This is more prevalent, especially during the rainy season
when the recharge process is strongly influenced by the active and break phases of
the monsoon.

Hence to understand variation in the isotopic composition of transpired water
during high and low rainfall events and their response to soil water dynamics, a field-
scale experiment was conducted in a semi-arid environment of western peninsular
India. Transpiration and rainwater samples were collected throughout the monsoon
season of 2017 and 2018, and its isotopic analysis was carried out. Based on two
years of observations (2016 and 2017) Chakraborty et al. (2018) also showed that the
isotopic values of the transpired water could be used to delineate the active and break
phases of monsoon. We also like to test this hypothesis for the year 2018.

The objectives of this study are i) how the isotopic values of transpired water are
modulated by the soil water dynamics during the monsoon season, and ii) whether
the isotopic records of plant transpiration provide useful information about the active
and break phases of monsoon in 2018.

2 Study Area

The experiment was conducted at the Indian Institute of Tropical Meteorology, Pune
Campus. Pune (18�430N, 73�510E, 559 m AMSL) is an urban city in the state of
Maharashtra. Geographically it is situated in the western peninsular region of India,
having a semi-arid climate. The area receives rain during the summer monsoon,
which extends from June to September. Mean annual rainfall is about 740 mm (India
Meteorological Department; IMD). More than 90% of precipitation is received
during the summer monsoon season. The IITM campus has abundant vegetation
and is surrounded by several hillocks on its western side.
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3 Materials and Methods

3.1 Collection of Transpired Water

Plant transpiration samples were collected during the monsoon season of 2017 and
2018. Samples were collected from multiple plants. In 2017 samples were collected
from two plants, namely, Cassia fistula and Tabebuia sp. In 2018, the same Cassia
fistula was used, additionally with different plant; Mahogany sp. Cassia plant is
smaller in size (~ 10 ft) while the other two plants are mature. To collect the
transpired water, the ‘chamber method’ of Menchaca et al. (2007) was followed.

A branch having 4–5 leaves was placed inside a pre-weighed transparent plastic
bag. It is ensured that the leaves did not have any intercepted water. The bag was
sealed by cable ties to ensure that it maintained a closed system. Sampling was
started during the morning hours (typically 08:00) when transpiration peaks up. It
continued until about 17:00 in the afternoon. At the end of the sampling period, the
plastic bag was taken to the laboratory, weighed, and the collected water was taken
out using a micro-pipette. Water samples were transferred to leak-proof plastic
bottles and labelled. Precautions were taken to avoid any evaporation after sample
collection.

Apart from the transpired water, rainwater was collected using an ordinary rain
gauge in the same vicinity on a daily scale. The time of rainwater collection was
fixed at 08:30 (local time) to commensurate with the daily collection of meteoro-
logical data by the IMD. It is to be noted that collected rainwater practically
represents the previous day’s rainfall, whereas the transpired water means the
same day process. So, there may be an offset of about 24 hours, but a finite time
lag between the percolation of rainwater through the soil and ingestion by the plant
reduces this offset by a few hours.

Finally, the Isotopic analysis (both δ18O and δD) of the samples was carried out
by using an LGR water isotope analyzer (Model: TIWA-45-EP). The analytical
precision of the instrument was <1‰ for Hydrogen and < 0.1‰ for oxygen,
respectively (Sinha et al. 2019). The deuterium excess, defined as d ¼ δD � 8δ18O,
is a secondary isotope parameter often used to study the moisture source conditions
(Johnsen et al. 1989; Pfahl and Wernli 2008). For example, in an oceanic environ-
ment, d-excess is strongly anti-correlated to the relative humidity and positively
correlated with the sea surface temperature. On the other hand, rainwater or dews
derived from secondary moisture sources, such as from the re-evaporated raindrops
or the evapo-transpirated vapor, usually show high d-excess values. In this study, we
will examine the d-excess characteristics both for rainwater and the transpired water.
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3.2 Environmental Parameters

Radiation and Wind parameters were collected from an eddy-covariance micro-
meteorological tower located about 100 m off the sampling site. Radiation param-
eters were recorded using a Kipp and Zonen radiation sensor (Model-CNR4); Wind
Parameters were recorded using a Sonic Anemometer (Model- Gill WindPro). The
reanalysis data product of ERA5 (Hersbach et al. 2020) was used to get soil
temperature and soil moisture information. Monsoon active and break period record
was obtained from the Monsoon Report 2017 and 2018 published by IMD.

4 Results

Figure 1 shows the isotopic time series of rainfall (open circle) and transpired water
(closed circle). Bars represent the amount of rain (mm/day). Panel A presents the
variation in δ18O of transpired water of Tabebuia sp. and rainwater (Year 2017).
Panel B shows the same for Cassia fistula and rainwater (Year 2017); similarly,
Panel C depicts the variation in δ18O of transpired water of the Mahogany plant and
rainwater (Year 2018), and Panel D shows the variation in δ18O of transpired water
of Cassia fistula and rainwater (Year 2018).

Figure 2(a) shows the Local meteoric water line (LMWL) for the year 2017.
Figure 2(b) shows the relationship between d-excess and δ18O of rainfall. Figure 2(c,
d) represent the same for the year 2018. The open circles indicate data points when
rainfall was low (<5 mm/day), and filled circles indicate high rain events (>5 mm/
day).

5 Discussion

5.1 Isotopic Characteristics of Rain and Transpired Water

For the monsoon season of 2017, the minimum and maximum values of δ18O are
approximately �15 and + 1‰, while the same for δD are �114 and +1‰ respec-
tively. The values are reported on the Vienna Standard Mean Ocean Water
(VSMOW) scale. The 2018 monsoon season minimum and maximum values of
δ18O are approximately �2, +4‰ and for δD are 4, +26‰, (relative to VSMOW)
respectively. Total seasonal rainfall during 2017 and 2018 was 785 and 601 mm,
respectively.

Higher depletion in δ18O was observed in 2017, especially during September and
October. The month of September 2017 is marked with high rainfall events. This,
followed by the formation of Deep Depression over Gangetic West Bengal and
adjoining the north Bay of Bengal took place during 9–10 October (IMD Report
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October 2017). Since low-pressure systems are known to produce depleted isotopic
values in precipitation (Lawrence and Gedzelman 1996; Chakraborty et al. 2016),
the higher depletion in the late phase of 2017 was attributed to the deep depression
over the Gangetic West Bengal. It is observed that the isotopic pattern of the
transpired water had a close resemblance with that of the rainwater (Fig. 1). This
implies that the source of soil water is mainly rainwater and its isotopic composition
is more or less conserved. However, careful observation of these two time series
reveals that the transpired waterδ18O maintains a small positive offset concerning the
rain samples. During periods of high rainfall, this offset reduces. On the other hand, a
significant difference between the isotopic values of rainwater and transpired water
was noted during the weak rainfall period.

The local meteoric water line (LMWLs) represents the site-specific variation of
hydrogen and oxygen stable isotope ratios. LMWL of 2017 and 2018 show different
characteristics.

The slope of LMWL for the year 2017 (7.69 � 0.11; Fig. 2a) is not significantly
different from that of the Global Meteoric Water Line (GMWL slope ¼ 8;
Dansgaard 1964), while the intercept (8.02 � 0.55) is somewhat smaller (GMWL
intercept 10).

Figure 2(b) shows the relationship between d-excess and δ18O of rainfall for the
year 2017. This kind of plot is generally used to study the sub-cloud raindrop
evaporation. A significant amount of raindrop evaporation increases the isotopic
values of rain but decreases its d-excess values (Gat 1996; Crawford et al. 2017).
Two distinct trends are visible in the plot. Data points during high rain events are
marked with filled circles, while data points associated with low rainfall are marked
with open circles. A higher slope (�6.95) during low rain events indicates that
raindrops experienced sub-cloud evaporation. These low rain events, which mostly
occurred during early June and mid-August, coincided with the break phases of the
monsoon. But during other rain events (marked with lower slope, i.e., 0.37),
raindrops did not undergo significant sub-cloud evaporation. The rainfall events
which produced a lower slope in the δ18O-d-excess line mostly belonged to the
periods which witnessed relatively heavy rainfall (towards the end of July and
August). This aspect has also been discussed later.

Similarly, Fig. 2(c) represents LMWL for the year 2018. Slope (6.38 � 0.34) and
intercept (7.31 � 0.36) are significantly lower compared to that of GMWL. This
indicates rainwater during this year experienced a significant amount of evaporation.

The d-excess and δ18O plot (Fig. 2d) for the year 2018 also show two trends.
During the low rainfall events, d-excess and δ18O show a strong negative

correlation, suggesting evaporative enrichment of raindrops.
These low rainfall events occurred during the end of July and the first week of

August. On the other hand, a lower slope (�1.8) was observed during high rain
events. High rain events occurred during mid-July and towards the end of August.

As stated earlier, soil water plays an important role in modulating the isotopic
composition of the transpired water. Since the water content in soil is significantly
controlled by rainfall, we examine the characteristic behaviour of the isotopic
composition of the transpired water for high and low rainfall regimes. To
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characterise the rainfall variability (the Pune city), the climatological mean of daily
rainfall was calculated based on the last 22-year (1996–2017) rainfall data obtained
from the IMD, which is 4.85� 9.76 mm. Accordingly, daily rainfall within the range
of 0–5 mm was considered a low rainfall regime, and> 5 mm was considered a high
rainfall regime. To gain a comprehensive understanding, rain and transpiration
samples collected during the years 2016, 2017, and 2018 have been considered for
this purpose (the data for 2016 and 2017 have been obtained from Chakraborty et al.
2018). The δ18O and δD of the transpired water are plotted, and the regression lines
are generated, known as Local Evaporation Line or LEL (op cit.). The corresponding
LMWL and the LEL were plotted for the two rainfall regimes and are shown in
Fig. 3 (upper panel for >5 and lower panel for <5 mm/day rainfall).

It is observed that the LMWL representing the high rainfall events yielded a slope
of 7.77, and the corresponding slope of LEL was 6.23. Since the slope is linked to
evaporation, the LMWL slope 7.77, which is not significantly different from that of
the GMWL (slope ¼ 8), implies that raindrops during the heavy rainfall events did
not undergo sizeable evaporation. On the other hand, the LMWL slope for the low
rainfall events registered a slope of 6.93, implying a significant number of raindrops
underwent evaporation. This also means that relative humidity was relatively higher
during the high rainfall events than the low rainfall events. This is also reflected in
the slope value of the LEL, which produced slope values of 6.23 and 4.36 for the
high and low rainfall regimes, respectively. High humidity suppressed soil evapo-
ration, which did not allow significant isotopic fractionation and helped produce a
relatively higher slope in the corresponding LEL.

6 Effect of Environmental Parameters on Transpiration
Isotopes

In this section, we examine the effect of Soil Water (SW) content and Soil Temper-
ature (ST) on the transpiration isotopes. Towards this, we consider these two
parameters at multiple depths, such as Level-1(0–7 cm), Level-2 (7–28 cm),
Level-3 (28–100 cm), Level-4 (100–289 cm) for both years.

Tables 1 and 2 present the correlation values between δ18O of transpired
water vs. SW content, and δ18O transpired water vs. ST respectively.

In 2017, δ18O of transpired water showed a good negative correlation with soil
water content for all levels, though the correlation is stronger for the upper-level
water content. But during the low rainfall regime, the correlation between δ18O of
transpired water and soil water content increased with depth.

Figure 4 shows the variation of soil water content at different levels. Rainfall
variation is also displayed. Level-1 and Level-2 soil water content showed near
synchronous variation with rainfall. While the soil water content of Level 4 showed a
progressively increasing trend. Due to this increased soil water availability at lower
levels, plants tend to uptake water from this stratum during the low rainfall periods.
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Fig. 4 Variation of soil water content with rainfall at different depths for 2017 (upper panel) and
2018 (lower panel) respectively
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Since the low rainfall events enhance evaporation from the upper soil layers, the
plants switch to lower levels to meet their water demand during this time. Hence the
transpired isotopic values are expected to be more influenced by the deeper level soil
water. This is indeed observed in the case of the year 2017 for both the plants when
daily rainfall was less than 5 mm (Table 1). Similar behaviour was observed in the
case of δ18O and soil temperature as well. As evident in Table 1, during the low
rainfall events, δ18O of the transpired water had a stronger relationship with the
deeper level of soil temperature.

In 2018, δ18O of transpired water shows a better correlation with the upper levels
soil water content. In contrast to the Year 2017, even during the weak rainfall
regime, the correlation between δ18O of transpired water and soil water content
did not change with depth.

Similar to 2017, upper soil levels (Level-1 and Level-2) show variability in soil
water content with the amount of rain received. Even soil water content of lower-
level (Level-4) showed an increasing trend. But this trend is not prominent as seen in
2017 (Fig. 4). Low values in soil water content of Level-4 are observed during Jun
and July. Higher values in soil water content of Level-4 are observed towards the end
of the monsoon season. Due to this reason, plants were unable to uptake water from
lower soil levels even during low rain events.

The Mahogany plants are known to have large roots that spread laterally or stay
near the surface (Gilman and Watson 2011). This characteristics feature could
explain the higher correlation with SW at upper soil levels throughout the season.

Transpiration is strongly influenced by several meteorological and soil parame-
ters. So, it is expected that isotopic values of the transpired water would also be
controlled by them, which has been discussed earlier. However, these environmental
parameters are often interconnected; as a result, a simple bivariate analysis may lead
to over or underestimation of the correlation values (Le Duy et al. 2018). To
circumvent this problem, principal component analysis (PCA) is performed in
which an equal number of synthetic variables are generated which are orthogonal
to each other. To examine the inter-dependency, the following parameters are
considered. These are, δ18O of rainfall (δ18Orain) and transpired water (δ18Ocassia),
d-excess of rainwater (drain) and transpired water (dcassia), soil water content at four
levels (SW-L1, SW-L2, SW-L3, SW-L4), soil temperature at four levels (ST-L1,
ST-L2, ST-L3, ST-L4), net radiation (Rnet), relative humidity (RH), and wind speed
(WS). In a two-dimensional space, two leading principal components are represented
by the x and y-axis; then, the biplot technique (Gabriel 1971) is used to describe the
PCA result. The arrow vectors describe the variables in this space. The length of an
arrow represents the variance, and the cosine between two arrows represents the
linear correlation between the two variables. The variables that are better explained
by the two principal components will be longer. Acute and obtuse angle represents
positive and negative correlation, respectively, while a right angle implies a lack of
correlation. Such kind of analysis is often performed to study atmospheric processes
(Lone et al. 2020; Metya et al. 2021a, 2021b). We have done this analysis only for
2018 since all the essential parameters are available for this year. Figure 5 shows the
result, in which we see that δ18O of rain and transpired water are closely related.
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Fig. 5 Result of bi-plot analysis. The relation between different parameters is shown

Both of them show an inverse correlation with the rainfall amount, the manifestation
of the amount effect. The isotopic values show a reasonably strong negative corre-
lation with the soil water content at Level-1. But this is slightly reduced for Level-2
and becomes weakly positive for the lower levels SW content. δ18O of transpired
water show practically no correlation with the soil temperature at the upper two
levels, but with a negative correlation with the lower-level soil temperature.

SW content strongly depends on radiation; hence a strong inverse correlation was
found between net radiation and upper-level SW. However, this dependency
decreases with depth, as revealed in this figure, i.e., reduced correlation between
net radiation and soil water at levels 3 and 4. Since increased radiation promotes
evaporation and hence enriches the isotopic composition of remaining soil water, a
positive correlation is expected between δ18O of transpired water and the radiation
parameter, which is indeed shown in this figure.

7 Active and Break Phases of Monsoon

Active and Break phase is an important attribute of the Indian Summer Monsoon.
Active and break events are defined as periods during the peak monsoon months of
July and August, in which the normalized anomaly of the rainfall over a specified
area, called the monsoon core zone, exceeds +1.0 or is less than�1.0 respectively,
provided the criteria are satisfied for at least three consecutive days (Rajeevan et al.
2010). The monsoon core zone is denoted approximately by an area covering from
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Fig. 6 Isotopic time series of rain and transpired water and their association with the active-break
phases of monsoon for 2017 and 2018. The stippled bars show the standardised rainfall anomaly
over the core monsoon zone of India. The thick blue (pink) bars depict the active (break) phases of
rainfall over the core monsoon zone of India

18�N to 28�N and 65�E to 88�E. Sampling site Pune is situated at the periphery of
this zone.

To study the relationship between the isotopic composition of rain and transpi-
ration during active and break phases, the normalized anomaly of the rainfall over
the core monsoon zone was considered (the year 2017 and Year 2018) (Monsoon
Report 2017 and 2018, India Meteorological Department).

In Fig. 6 red line indicates δ18O of rain; the green line indicates δ18O of transpired
water (Cassia fistula). Bars represent standardised anomalies of rainfall over the core
monsoon zone. Red shading shows monsoon break periods, while blue shading
shows active periods of rain. The upper panel represents variability for the year
2017, while the lower panel indicates variability for 2018.
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Fig. 7 d-excess time series and their sensitivity with the active and break phases of monsoon is
illustrated. The blue bars represent the active, while the red bars show the break phases of the
monsoon. As shown here, during the active phases, the difference between rain and transpired water
d-excess is small. But during the break phases, this difference is relatively large

The isotopic composition of rain is governed by the amount of rainfall
(Dansgaard 1964); it generally reduces with an increase in rainfall amount. It is
observed that during the events of positive rainfall anomaly, the proportion of 18O is
reduced, both in the rain and transpired water. On the other hand, enrichment in 18O
of precipitation and transpiration is witnessed during the events of negative rainfall
anomalies.

During the break phases of monsoon 2017 (31 July to 7 August and 11 August to
18 August) difference between rain δ18O and transpiration δ18O is high. The
difference diminishes during active phases of monsoon (20 July to 24 July and
27 August to 31 August).

Similar results were obtained for the year 2018. During break phases of monsoon
(28 July to 31 July and 4 August to 7 August) difference between rain δ18O and
transpiration δ18O is more with the difference between δ18O of rain and δ18O of
transpiration diminishing during active phases of monsoon (21 July to 24 July and
18 August to 25 August). It was observed that d-excess of transpired water is
generally lower than that of rain (Fig. 7) owing to evaporative enrichment of soil
water. During the events of deficient rainfall, this difference is increased (marked



246 A. Datye et al.

with red shading in Fig. 7). It was also noted that the difference between d-excess of
rain and that of transpired water reduced drastically during high rain events (marked
with blue shading in Fig. 7). High humidity and soil moisture availability are
responsible for lowering the soil evaporation, leading to a reduction in the difference
between d-excess of rain and transpired water.

d-excess is associated with changes in relative humidity and temperature, so
active and break periods have an impact on d-excess characteristics of rainwater as
well as transpired water. This feature could be useful to get more information about
active and break phases of monsoon at a regional scale by using isotopic records of
transpiration. The study shows that a dry environment would cause isotopic enrich-
ment of the transpired vapour. Hence, if dryness increases, the isotopic values of
transpiration and precipitation would also increase. This characteristic feature would
provide an alternative means to assess the climate change-related scenario for a
specific region. In addition to this, collection and isotopic analysis of soil water could
provide information about soil-plant interaction of different species in the changing
climate.

8 Conclusions

Isotopic analysis of plant transpired water and rainwater were carried out during
the monsoon season of 2017 and 2018. Different plants were used for this purpose.
The isotopic values of the transpired water were found to be strongly controlled by
the soil water dynamics, that is, soil water influx through precipitation and soil water
evaporation modulated by environmental conditions during the monsoon seasons of
the studied years. Active period increases while break periods help reduce the soil
water content. This, in turn, affects soil moisture availability and hence the isotopic
composition of transpiration. Investigation of soil moisture content from multiple
depths and corresponding transpiration isotopes suggest that plants switch from
upper soil levels to deeper soil levels to mitigate the water need during periods of
low rainfall.

It was observed that the break periods strongly affect the isotopic composition of
both rain and the transpired water. This signal is stronger in the secondary isotope
parameter, the d-excess. Hence, the combined analysis of the isotopic characteristics
of rainfall and transpired water could provide an alternative means to delineate the
break phases of monsoon.
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Investigating the Effect of Air-sea Carbon
Dynamics and Water Quality Parameters
on the Coral Reef Ecosystem
of Lakshadweep Sea

Ravi Ranjithkumar, Saravanan Kumaresan, Supriyo Chakraborty,
Amey Datye, Nowfer Kuly, and Kumar Balachandar

Abstract The integral parameters which assist in sustaining the coral reef ecosys-
tem are being influenced by ocean warming and any small variations in these
environmental parameters are known to cause substantial damage to this susceptible
ecosystem. Lakshadweep Sea encompasses several atoll-based islands in the Ara-
bian Sea and is known for its coral wealth. We studied the carbon dioxide concen-
tration (pCO2) at the air-sea interface along with important water quality parameters
at the coral reef ecosystem of the Lakshadweep Sea covering different islands over a
period of four years (2014–2018) to understand their influence on this ecosystem.
The annual range and mean values were calculated from the monthly average values
for all the parameters and presented.

The sea surface temperature (SST) and salinity varied between 26.68–30.36 �C
and 34.06–36.15 psu respectively. On the other hand, pH showed variability of
8.17–8.22 during the observational period of 2014–2018. The dissolved oxygen
(DO) was found with a normal range of 3.96–4.51 ppm indicating the Lakshadweep
water is well mixed and aerated by localized currents. The primary productivity
(PP) was found with a lower range of 0.68–1.96 mgC/m3/hr. whereas an elevated
partial pressure of air-sea pCO2 was recorded in the range of 388–402 ppm.
Increased levels of SST could be noticed during the study period which might be
responsible for the prevailing coral bleaching in the island ecosystem. Average
air-sea pCO2 in the Lakshadweep Sea was found to be 400 ppm in the year 2017
that favored active dissolution of CO2 into the sea and trigger the acidification
process by decreasing the pH below 8.5. This process might have reduced the
CO3

� ion available for coral building and also rising SST have synergistically
been affecting this precious ecosystem and denude its biodiversity. CO2
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sequestration was found to be insignificant since the primary productivity showed
lower values. The present investigation reaffirms that the variations of these vital
parameters in the Lakshadweep Sea have a notable impact on this sensitive
ecosystem.

Keywords Air-sea pCO2 · Sea surface temperature · pH · Coral reefs · Lakshadweep
Sea

1 Introduction

The Indian Tropical Ocean represents only 13% of the global ocean surface.
However, its role in increasing the global ocean heat constant is significant and
accounts for about one-quarter of the heat elevation over the last two decades (Beal
et al. 2019). Among the oceans, the Indian Ocean stands out as one of the most
rapidly warming ocean basins due to marine heat waves and as a result, the wealth of
corals, phytoplankton, fishes and shellfishes are being severely impacted
(Gnanaseelan et al. 2017; Beal et al. 2019; Collins et al. 2019). The SST of the
tropical Indian Ocean has risen by 1 �C during 1951–2015 on an average of 0.15 �C/
decade, while the global average has risen by 0.7 �C (0.11 �C/decade) (Krishnan
et al. 2020). Therefore, the decadal observations show that the Indian Ocean
especially its northern part becomes more vulnerable due to the rise in SST.

Approximately 30% of CO2 emitted each year is being absorbed by the surface
ocean, causing a shift in the chemistry of the seawater carbonates (Sabine et al. 2004;
Canadell et al. 2007) and it influences the reduction in pH and Carbonate (CO3) ion.
The reduction in 0.1 unit of pH has been reported to have increased the acidity by
30% and the CO3 ion decreased simultaneously by 11-15% (Orr et al. 2005; Feely
et al. 2009; Hofmann et al. 2010; IPCC 2014). Further, it has been projected that
there will be a reduction in pH by 03-0.5units at the end of this century if the ocean
continues to absorb the emitted CO2 at the same level (IPCC 2007). Precipitation of
calcium carbonate in the ocean also plays an important role in the carbon cycle and
~40% of the CaCO3 in the ocean is being precipitated in the coastal zones of tropical
seas, where coral reefs are a major component (Guttuso et al. 1998). The decrease in
surface ocean aragonite (carbonate mineral) may affect the calcification of coral reefs
(Guttuso et al. 1999; Kleypas et al. 1999) and hence reduce this CO2 source to the
atmosphere. In general, the air-sea exchange of CO2 is balanced in the coral reef
ecosystem when flourished with phytoplankton diversity and the net primary pro-
ductivity and respiration are more or less equal. At the same time, when the partial
pressure of CO2 in the air is higher, it would tend to dissolute in the water and as a
result, the free hydrogen ion binds with CO3

- ion which is available for reef-building.
Consequently, the aqueous carbon dioxide CO2 and bicarbonate (HCO3) levels
increase while the concentrations of carbonate (CO3

-) and the pH decrease (Sabine
et al. 2004) which lead to ocean acidification. It is evident that ocean acidification
affects phytoplankton diversity and lessens the primary productivity in the coral reef
ecosystem. Therefore, when the sequestration of CO2 becomes insignificant which
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leads to degradation of the coral reef ecosystem. It is considered a complicated
ecosystem because when there are effective CaCO3 precipitation and lesser phyto-
plankton diversity, this ecosystem acts as a source for CO2 and if the phytoplankton
community is rich in the ecosystem, this will act as a sink for CO2. The integral
parameters (physico-chemical) which assist in sustaining the coral reef ecosystem
are also affected by ocean warming and ocean acidification. Any small variation in
these environmental parameters causes huge physical damage to this susceptible
ecosystem.

The Lakshadweep is a Union Territory of India and is about 200-400 km off the
Kerala coast. The Lakshadweep Sea is bestowed with atoll based islands with
fringing reefs and submerged banks, having a lagoon area of about 4200 km2, the
territorial waters of 20,000 km2, the exclusive economic zone (EEZ) of 400,000 km2

and the total shelf area of around 7,770 km2 (Varghese 1990). The Lakshadweep Sea
is an attractive place for oceanographers since it is encompassed with all ideal
aspects of oceanographic features (Mukhopathyay et al. 2007). Studies were made
in the previous decades to understand the hydro-biology of the Lakshadweep Sea
(Jayaraman et al. 1959, 1960; Patil and Ramamirtham 1963; Uda 1973; Pillai et al.
2001) in terms of environmental variables and their role in this ecosystem. These
studies also described the role of ridges and atolls which influence the movement of
water in the islands. The shoreline dynamics of the Lakshadweep islands were
studied by Chandramohan et al. (1993). A review on the distribution of SST by
using satellite-derived data in the Lakshadweep Sea was made by Abhiya et al.
(2015) and Shaji et al. (2017). In Lakshadweep islands, localized currents are
playing a major role in determining the physico-chemical parameters. Several
surge channels are present in the outer reef oriented towards NW-SE and NE-SW
directions. The lagoon current occurred towards the southeast during February-
August followed by south-southwest movement in the subsequent periods. The
current speeds vary between 0 and 0.7 m/s with an average value of around 0.2
m/s inside the Lagoon (Prakash et al. 2015). This localized current facilitates the
normal range of DO at the near-shore waters of the Lakshadweep Islands. Sedimen-
tation load and nutrient enrichments due to terrestrial run off would severely impact
the coral reefs but the coral reefs of Lakshadweep Sea are away from the mainland
would not have been affected. However, a drastic depletion of coral reefs in these
remote places might be because of the common phenomena of rising in SST and
acidity, as the Lakshadweep provides a favorable geographic setting for the rapid
increase of SST causing coral bleaching (Shenoi et al. 1999) ( see supplementary
photos). However, considerable importance is being given worldwide for the miti-
gation of climate change impacts (Furnas 2003; Hutchings et al. 2005) as it offers
some management options that will enhance the reef resilience, prior to the critical
threshold levels being reached due to climate change. The present study was carried
out with a view to investigate the impact of air-sea pCO2 movement along with other
physico-chemical parameters on the current status of the coral reef ecosystem of the
Lakshadweep Sea.
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2 Materials and Methods

2.1 Study Area

The present study was carried out in the lagoons of near-shore shelf region of the
Kavaratti, Agati, Bangaram and Thinnakara islands of the Lakshadweep Sea (8�-12�

3’ N latitude and 71� E-74� E longitude) during 2014–2018 (Fig. 1).

Fig. 1 Map showing the study area in the selected Lakshadweep islands (Agati, Kavaratti,
Bangaram and Thinnakara)



Investigating the Effect of Air-sea Carbon Dynamics and Water. . . 255

2.2 Sample Collection and Analysis

SST, pH, and Salinity were measured in situ by a calibrated water quality instrument
(Model: Quanta-Qd04193). Primary Productivity (PP) measurement was carried out
by incubating the light and dark bottles in situ as described by Strickland and
Parsons (1972) for ~12 hrs (day). Niskin water sampler was used to collect the sea
surface water samples at 0.5 to 1.0 meter depth. The collected water samples in
duplicate were transferred gently to the DO (Dissolved Oxygen) bottles without
making air bubbles. Both PP and DO samples were fixed by adding magnesium
sulphate and alkaline iodide in the field and brought to the laboratory for the
estimation of dissolved oxygen by following Winkler’s titration method. The pri-
mary productivity was calculated based on the variations in the oxygen levels both in
the dark and light bottles (Grasshoff et al. 1999).

2.3 Air-Sea pCO2

The pCO2 measurements were done the at air-sea interface (~1meter above the sea
level) at the study sites by using LI-COR 820-CO2 gas analyzer and it was period-
ically calibrated using NOAA gas cylinders. Regressions between the parameters
were carried out and also Analysis of Variance (ANOVA) was done for the param-
eters on the temporal basis (year wise) using SPSS software (Version 17.0).

3 Results

Inter-annual range and mean values for sea surface temperature (SST) (Fig. 2),
Salinity (Fig. 3), pH (Fig. 4), dissolved oxygen (DO) (Fig. 5), primary productivity
(PP) (Fig. 6), and air-sea pCO2 (Fig. 7) are obtained from the monthly average values

Fig. 2 Inter-annual range and mean values of sea surface temperature (SST) during 2014–2018 at
Lakshadweep Sea
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Fig. 3 Inter-annual range and mean values of salinity during 2014–2018 at Lakshadweep Sea

Fig. 4 Inter-annual range and mean values of pH during 2014–2018 at Lakshadweep Sea

during 2014–2018 at Lakshadweep Sea are shown in the respective figures. The
overall annual variations of SST, Salinity, pH, DO, PP, and pCO2 were recorded in
the range of 25.42 to 33.50 �C, 30.07 to 37.75 psu, 7.90 to 8.45, 2.87 to 6.21 ppm,
0.44 to 3.88 mgC/m3/hr. and 360 to 418 ppm respectively.

The range within the average values obtained annually is also shown in Figs. 2, 3,
4, 5, 6, and 7 and the values of SST (26.68–30.36 �C) and salinity (34.06–36.15 psu)
were noticed with higher side whereas the average values of pH ranged between
8.17–8.22 with varying trends. A normal range of average levels of DO
(3.96–4.51 ppm) was noticed whereas the lower range of average values was
found for the PP (0.68–1.96 mgC/m3/hr). The range of annual average levels of
air-sea pCO2 (388-402 ppm) showed a slightly increasing trend during the study
period.
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Fig. 5 Inter-annual range and mean values of dissolved oxygen (DO) during 2014–2018 at
Lakshadweep Sea

Fig. 6 Inter-annual range and mean values of primary productivity (PP) during 2014–2018 at
Lakshadweep Sea

Fig. 7 Inter-annual range and mean values of air-sea pCO2 during 2014–2018 at Lakshadweep Sea
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4 Discussion

The Sea of Lakshadweep is known for its coral reef wealth and associated fauna and
flora. However, it was observed that in recent years, due to climate change impact the
vital environmental parameters essential for the health of the coral reefs are dwin-
dling. Inter annual variations of these parameters were found to be vulnerable for this
ecosystem in the Lakshadweep Sea. The overall range and their monthly average
values of the parameters such as SST, salinity, pH, DO and PP was reported by
Saravanan Kumaresan et al. (2018) for the Lakshadweep Sea for the period from
2014 to 2015. Those data have been used in this investigation to study the inter-
annual variations for the subsequent years (2016, 2017 and 2018).

The year-wise variations of the parameters were statistically assessed using
ANOVA (Table 1). The results showed that the PP and pCO2 were noticed with
significant variations as their values changed inter annually with higher side and PP
was found on the lower side. The parameters such as SST, pH, DO and salinity did
not show any significant variation as their values were maintained with a similar
trend in the Lakshadweep Sea during the period of study (Table 1).

ANOVA was also made for the same parameters between the initial year (2014)
and the final year (2018) to understand the variation over a period of four years
(Table 2). Highly significant variation for SST and pCO2 was noticed between these
years indicating a significant change occurred during the study period. Likewise, pH
and PP also showed slightly significant variation between these years showing its
declining phase in the Lakshadweep Sea. However, pH showed little elevated level
during 2018 but the values were found well below the normal level for the sea waters
(pH -8.5). The parameters of DO and salinity were not found with significant
variations, showing a similar trend.

The linear regression was made between the parameters of sea surface tempera-
ture (SST) and salinity (Fig. 8), salinity and pH (Fig. 9), air-sea pCO2 and pH

Table 1 ANOVA for all the parameters between the years from 2014 to 2018

Parameters 2014–2015 2015–2016 2016–2017 2017–2018

SST-mean 29.043 (0.121) 28.780 (0.567) 29.339 (0.114) 30.108 (0.230)

SST-Variance 0.540 0.840 1.789 1.607

PP-mean 1.346 (0.000)a 1.820 (0.043)c 1.328 (0.000)a 1.353 (0.000)a

PP-Variance 0.012 0.120 0.146 0.154

DO -mean 4.294 (0.126) 4.213 (0.314) 4.294 (0.568) 4.254 (0.774)

DO-Variance 0.491 0.487 0.313 0.195

pH-mean 8.181 (0.551) 8.164 (0.961) 8.189 (0.176) 8.268 (0.002)b

pH-Variance 0.016 0.015 0.008 0.005

SAL-mean 35.779 (0.202) 35.561 (0.101) 34.823 (0.325) 34.606 (0.737)

SAL-Variance 0.738 1.647 1.993 1.126

pCO2-mean 377.311 (0.000)a 382.380 (0.367) 387.237 (0.009)c 389.267 (0.138)

pCO2-Variance 5.126 18.038 47.911 41.620

Note: c0.05 level significant; b0.001 level significant; a0.0001 level significant
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Table 2 ANOVA for all the
parameters between years of
2014 and 2018

Parameters 2014–2018

SST-mean 29.921

SST-Variance 1.048 (0.024)b

PP-mean 1.219

PP-Variance 0.137 (0.020)b

DO -mean 4.401

DO-Variance 0.259 (0.258)

pH-mean 8.259

pH-Variance 0.011(0.007)b

SAL-mean 35.114

SAL-Variance 0.660 (0.016)

pCO2-mean 380.139

pCO2-Variance 12.267 (0.000)a

Note: c0.05 level significant; b0.001 level significant; a0.0001
level significant

Fig. 8 Linear regression
between sea surface
temperature (SST) and
salinity
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(Fig. 10) and for sea surface temperature (SST) and dissolved oxygen (DO) (Fig. 11)
using the average values obtained annually. The results showed a highly significant
correlation between SST and salinity (R2 0.54) and also between SST and pH (R2

0.158) whereas a less significant correlation was found between air-sea pCO2 and pH
(R2 0.010) and also between SST and DO (R2 0.021). The correlation analysis shows
that the SST is strongly coupled with the salinity and pH but weakly related to
DO. The possible reason for a weak correlation between SST and DO is that the SST
has no influence over the DO but the localized current favours for its normal range in
the near-shore waters of the Lakshadweep islands. The pH was influenced by CO2

dissolution in the sea but the less significant correlation between air-sea pCO2 and
pH might be due to the regression made between the water pH and air pCO2

(Fig. 10).
SST of the Lakshadweep Sea could also be noticed with the increasing trend as

compared to the studies carried out previously (Jayaraman et al. 1960). Mohit Arora
et al. (2019) reported significantly high SST ca. 30.71 �C, 30.77 �C and 30.86 �C
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Fig. 9 Linear regression
between salinity and pH
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Fig. 10 Linear regression
between air-sea pCO2

and pH
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Fig. 11 Linear regression
between sea surface
temperature (SST) and
dissolved oxygen (DO)
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during the warmest months (April–May) in 1998, 2010 and 2016 respectively. They
reported that the year 2016 recorded highest level and it was 0.15 �C and 0.09 �C
more than that of 1998 and 2010 respectively. They also reported that the thermal
threshold as 29.99 �C and coral bleaching threshold as 30.40 �C for the Lakshad-
weep Sea. Our study also indicates an increasing level of SST and exhibiting the
similar threshold limit for coral bleaching as the average level is crossing 30.36 �C



Investigating the Effect of Air-sea Carbon Dynamics and Water. . . 261

during the study period. Abhiya et al. (2015) reported that the SST of the Lakshad-
weep Sea has been increasing at a rate of 0.2 �C per decade. Shaji et al. (2017)
analyzed the satellite-derived data which seem to be corroborating our observations.
A similar annual SST trend of 28.50 �C in 1985 to 28.92 �C in 2005 was reported in
the Lakshadweep Sea (Vivekanandan et al. 2008). It was also reported that most
serious threat to Lakshadweep coral reef happened in 1998 with massive bleaching
of corals and more than 80% of the coral cover was severely affected (Srivastava and
Syedismailkoya 1998; Arthur 2000; Vivekanandan et al. 2008). Recovery of corals
was witnessed by Idrees Babu and Suresh Kumar (2016) in some locations and also
specified that the growth rate was slowed down due to the stress exerted by increased
SST, higher rate of bleaching with maximum coral mortality was also reported
during 2015–2016 coupled with El Nino event. Salinity values in the present study
were found to be higher and coincided with the previous studies in the Lakshadweep
Sea (Jayaraman and Gogate 1957; Beal et al. 2000). It was reported that the higher
values were due to the sinking of Red Sea water of high salinity from the northern
part to the southern part of the Arabian Sea.

The level of pH recorded in the present study showed that the acidification is set
off and reduces the process of formation of carbonate ions which are vital for the
calcifying organisms (corals) and it is substantiated through the reports made by
Sabine et al. (2004) and IPCC (2007) that the reductions in pH of 0.3–0.5 units are
projected by the end of this century as the oceans continue to absorb anthropogenic
CO2. A similar level of pH (7.55–8.26) in the Arabian Sea was reported by Raj and
Rajashekhar (2014) during the contemporary period. As far as DO level is
concerned, it was found to be independent in the Lakshadweep Sea as it is being
influenced by the local currents irrespective of temperature. Shirodkar et al. (2009)
reported more or less similar DO values from the Mangalore coast in the Arabian Sea
and by Iyer et al. (2003) in the coastal waters of Cochin. The PP was noticed below
the normal level in the Lakshadweep Sea (0.68–1.96 mgC/m3/hr) as the availability
of nutrients is limited in the lagoon area (Saravanan Kumaresan et al. 2018).
Imbalance in the nutrients due to poor loading might be the reason for lesser
productivity as reported by Arrigo (2005) and Bhavya et al. (2016a; b).

The average global atmospheric CO2 was 409.8 � 0.1 ppm in 2019. Currently, it
is increasing at a rate of approximately 2.5� 0.1 ppm per year (https://gml.noaa.gov/
ccgg/trends/graph.html). This is significantly higher than the rate observed during
the 1960s, ca. 0.6 � 0.1 ppm. Chakraborty et al. (2020) reported surface CO2

concentration at a western Indian site is increasing over the last few years. However,
the CO2 variability at this terrestrial environment is controlled both by the biosphere
activity and the monsoon circulation that carries pristine air from the southern ocean.
Hence the amplitude of CO2 variability in the western Indian region is quite higher
than that observed in the marine environment of the Lakshadweep Islands. Never-
theless, the increasing trends of CO2 observed at the western Indian site and in the
nearby Arabian Sea environment seem to be in tandem with each other.

The higher partial pressure of CO2 at the air-sea interface tends to dissolute the
CO2 into the sea and accelerates the acidification process. Kleypas et al. (1999) have
described that the rising CO2 in the atmosphere could lower the saturation state of the

https://gml.noaa.gov/ccgg/trends/graph.html
https://gml.noaa.gov/ccgg/trends/graph.html
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CO3
� mineral (i.e. coral-aragonite) in the surface waters of the oceans. The present

study also indicates that a high CO2 concentration scenario likely to adversely affect
the coral-mineralisation process leading to their progressive degradation.

Water reacts with CO2 that dissolute from the atmosphere to form HCO3
� ions

and in the process, depletes the CO3
� ions. CO3

� and HCO3
� ions are in equilibrium

with each other in the oceans; so an increase in the abundance of one causes a
decrease in the abundance of the other. At a typical pH (8.5), most of the inorganic
carbon is stored in the form of HCO3

� ions but there is still enough CO3
� available

for the formation of CaCO3. The continuous addition of CO2 brings the free H
+ ions

in the sea which in turn binds with CO3
� ions, reducing the availability of the

important CO3
� ions for the shell-forming marine organisms. This could be another

reason for the destruction of corals in the Lakshadweep Sea in addition to a rise
in SST.

As more carbon dioxide enters the oceans, the saturation horizons (the boundary
between saturated and under-saturated waters) for both aragonite and calcite move
closer to the surface, thereby shrinking the area in which calcification can take place
(Gehlen et al. 2007). Reports are indicating that the reefs would continue to degrade
and get threatened with extinction when the atmospheric CO2 levels reach 450 ppm
(Ove et al. 2007). pH of the ocean surface has already fallen by 0.1 unit-representing
a 30% increase in acidity which not only slows down the coral growth but also
weakens the coral skeletons (Ove et al. 2007).

5 Conclusions

We have carried out atmospheric and geochemical investigations in the Lakshad-
weep Sea from 2014 to 2018. We found the average air-sea pCO2 levels varied
between 388 and 402 ppm during the study period. These levels surpassed the
threshold limit to the coral reef ecosystem in the Lakshadweep Sea. This might
have affected the reef-building capacity of the ecosystem since the current level of
air-sea pCO2 is believed to cause substantial damage to coral reefs. Various inves-
tigations including our study show that SST is increasing in the Lakshadweep Island
ecosystem. Our study also reaffirms that lowering pH and reducing the availability of
CO3

� ions would synergistically affect this precious ecosystem and denudes its
biodiversity. Hence, an integrated management strategy has to be implemented to
safeguard the coral reef ecosystem since they are serving as an early warning sign to
the entire biodiversity on the earth, especially for the marine environment.
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Trend Analysis and Change Point Detection
of Annual and Seasonal Precipitation
Timeseries Over Varanasi District, Uttar
Pradesh

Antara Gupta and Ajai Mishra

Abstract Urbanization has burdened cities with many problems associated with
growth and the physical environment. Some urban areas are becoming increasingly
vulnerable to natural disasters such as floods and drought. As a result, researching
the features of these events and their physical explanations becomes increasingly
necessary. This work studies rainfall trends in Varanasi district, one of the biggest
urban cities in Uttar Pradesh, India, from 1901 to 2019. Monthly, seasonal, and
annual rainfall patterns have been studied using daily data series of 119 years. The
total duration was divided into six different periods of 1901–1920; 1921–1940;
1941–1960; 1961–1980; 1981–2000, and 2001–2019 for a detailed analysis. Two
non-parametric statistical tests were used, including the Mann-Kendall test
(MK) and the Sequential Mann-Kendall test (SQ-MK). Analysis of rainfall data
for 1901–2019 did not show a clear trend for the region. Sen’s slope estimator tests
describe a statistically significant positive trend is observed in the monsoon season
(0.02 mm/year) from 1901 to 1920. However, during the last 40 years, the rainfall
trend appears to be increasing, though the result is not statistically significant. The
Sequential Mann-Kendall test (SQ-MK test) was also applied for change point
detection in annual and seasonal precipitation time series. SQMK results show the
mid-1960s is the most probable change point year in the Varanasi time series.

Keywords Climate change · Precipitation · MK and SQMK test analysis · Change-
point detection

1 Introduction

Investigations of changing the rainfall pattern are of great significance for India
because of its dependency on rainfall for food security and the country’s economy
(Gadgil and Gadgil 2006). Urbanization has established a network of competitive

A. Gupta (*) · A. Mishra
Department of Geology, University of Lucknow, Lucknow, India

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
B. Phartiyal et al. (eds.), Climate Change and Environmental Impacts: Past, Present
and Future Perspective, Society of Earth Scientists Series,
https://doi.org/10.1007/978-3-031-13119-6_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-13119-6_15&domain=pdf
https://doi.org/10.1007/978-3-031-13119-6_15#DOI


urban centers that set the physical reference points for today’s globalization. Some of
the urban locations in India, i.e., Delhi, Mumbai, Kolkata, Lucknow, and Varanasi,
are becoming increasingly vulnerable to natural hazards related to weather and
climate (De and Dandekar 2001). The globally averaged precipitation is expected
to rise, but regional and continental scales precipitation patterns are unlikely to have
any systematic pattern (IPCC 2007). A recent Ministry of Earth Science (MoES)
report highlighted that the summer monsoon precipitation (June to September) over
India has declined by around 6% from 1951 to 2015, with notable decreases over the
Indo-Gangetic Plains and the Western Ghats (Krishnan et al. 2020). The report
further emphasizes an emerging consensus, based on multiple datasets and climate
model simulations, that the radiative effects of the anthropogenic aerosol forcing
over the Northern Hemisphere have considerably offset the expected precipitation
increase from GHG warming to the observed decline in summer monsoon precipi-
tation trends. Intergovernmental Panel on Climate Change (IPCC) report has clearly
said that climate change will affect agriculture, and increase the risk of human
hunger and water scarcity (IPCC 2007). Worldwide, many attempts have been
made to study rainfall trends’ spatial and temporal variability. It is expected that
average precipitation may increase in some areas, but over some areas, it may
decrease as well. Both intensification and weakening are expected at continental
and regional levels (Dore 2005). The summer monsoon accounts for nearly 80% of
the annual rainfall and primarily regulates the hydrology of the Indian subcontinent.
A small change in the monsoon rainfall can have profound economic and environ-
mental impacts since a large population in India depends on agriculture and allied
sectors that are climate-dependent. The frequent occurrence of climatic extremes in
recent years has given rise to questions and concerns on whether the characteristics
of hydro-climatic variables are changing or not. Precipitation is one of the major
indicators in climate change impact studies that influence the Varanasi region’s
water management system and agriculture sector. Therefore, this study examined
the historical variations in monthly, seasonal, and annual rainfall patterns in the
Varanasi district to observe the effect of climate change on a regional scale. Thus, it
is pertinent to identify and deliberate on the changes in key hydro-climatic variables
that will help in the judicious management of water resources in the Varanasi region.
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2 Literature Review: Rainfall Trends in India

Several studies have reported the important issue of rainfall trends in India and at
regional scales (e.g., Parthasarathy et al. 1987; Srivastava et al. 1992; De 2001;
Prakasa Rao et al. 2004; Kothawale and Rupa Kumar 2005; Dash et al. 2007; Jain
et al. 2017; Kulkarni et al. 2020) using the observed daily data as well as model/
satellite data sets. Subbaramayya and Naidu (1992) analyzed the monsoon rainfall
for various sub-divisions of India using the 1871–1988 period data. They reported a
decreasing trend until the end of the nineteenth century; an increasing trend followed
this until the middle of the twentieth century, and then the trend reversed again until



1970. After that, an increasing trend was observed. Over the last six decades of their
study, they noted a significant increasing trend in southeast peninsular India, which
is in the opposite phase of the rest of the country. Prakasa Rao et al. (2004) studied
the impacts of urbanization on meteorological parameters in fifteen Indian cities.
They found that the radiation levels, bright sunshine hours, wind speeds, and total
cloud amounts have decreased in some cities over the last 40–50 years, while relative
humidity and rainfall amounts have been increasing in other areas. Rainfall variabil-
ity and its trend highly depend on the temporal scale. Pramanik and Jagannathan
(1954) analyzed rainfall records consisting of 80–100 years of annual records until
1950. These authors discovered systematic variations over certain regions and
random fluctuations in long-term annual rainfall trends over India as a whole.
Kumar et al. (2010) analyzed a long-term data set (1871–2005) and found no
significant trend for rainfall (i.e., annual, seasonal, and monthly scale) in India as a
whole. However, in the last 60 years, India’s rainfall trend is mostly decreasing
(Kulkarni et al. 2020). No trends were reported over the western Himalayas on
seasonal and annual rainfall patterns from 1893–1990 (Pant et al. 1999). Rajeevan
et al. (2006) and Guhathakurta and Rajeevan (2008) analyzed rainfall time series
from 1901 to 2003, consisting of 1476 rain-gauge stations across India. They
observed a significant decreasing trend during the monsoon period for three
sub-meteorological divisions (Chhattisgarh, Jharkhand, and Kerala). A significant
increasing trend for eight sub-divisions (Jammu and Kashmir, west Uttar Pradesh,
Gangetic West Bengal, Rayalseema, Madhya Maharashtra, Coastal Andhra Pradesh,
Konkan and Goa, and north interior Karnataka) Jain et al. (2017) analyzed precip-
itation and discharge data for the last 61 years in the Indian River basin. They
concluded that annual peak rainfall decreases in upstream areas of the basins over the
same period, while annual peak rainfall is rising in plain areas of the basins. The
number of different magnitudes of daily rainfall events is higher in the head regions
and at the mouth of the basins than in the whole basins. The Indian summer monsoon
(ISM) is one of the most energetic and vigorous regional monsoon systems and
exhibits highly complex Spatio-temporal variability from June to September
(Goswami 2011). Since the 1950s, several observational studies indicated a sub-
stantial rise in the rate of intense precipitation events (Goswami et al. 2006; Rajeevan
et al. 2006) and a decreasing pattern in low to moderate rainfall events and low-level
circulation correlated with ISM over the Indian subcontinent (Dash et al. 2009). The
intensity of summer monsoon rainfall is modulated by the intra-seasonal variability,
which is characterized by active/inactive spells of increased/decreased precipitation
over India. Active spells and weak spells/breaks of the ISM have been extensively
studied since Ramamurthy’s (1969) study, particularly in the last decade (e.g., Singh
et al. 1992; Krishnamurthy and Shukla 2000; Krishnan et al. 2000; Goswami et al.
2003; Kripalani and Kumar 2004; Goswami 2005; Rajeevan et al. 2006). The
frequency of heavy rainfall events during the monsoon season was found to be
rising over the Andaman and Nicobar Islands, Lakshadweep, the west coast (i.e.,
30 cm in coastal Karnataka followed by 25 cm in Konkan and Goa coast), and some
pockets in central and northwest India (i.e., 12 cm in Punjab). It was, however, found
to be declining over most of India during the winter, pre-monsoon, and
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post-monsoon seasons (Dash et al. 2007). They further show that Seven subdivisions
regions such as Tamil Nadu, Madhya Maharashtra, West Madhya Pradesh, East
Rajasthan, Bihar Plateau, East Uttar Pradesh, and North Assam, do not show any
trend in ISM. Mall et al. (2007) observed a westward shift in rainfall activity over the
Indo-Gangetic Plain region. Goswami et al. (2006) reported that despite considerable
year-to-year variability, there has been a significant increase in the frequency and the
intensity of extreme monsoon rain events in central India over the past 50 years; the
observed trends predicted enhanced risks associated with extreme rainfall over India
in the coming decades. However, some pockets of significant long-term rainfall
trends and change point detection in precipitation series have been investigated by
many researchers throughout the world (Raghavendra 1974; Chaudhary and
Abhyankar 1979; Serra et al. 2001; Turkes and Sumer 2004; Partal and Kahya
2006; Dash et al. 2007; Kumar and Jain 2009; Zarenistanak et al. 2014;
Mukhopadhyay et al. 2016; Zarenistanak 2018). In the Varanasi district and adjacent
region, along with rapid urban development, population growth, excessive use of
groundwater, and the main river Ganga have increased significantly day by day.
Several studies have examined the changes in water quality, Land use, Land cover
under climate change, Ganga River hydrological, and sedimentological assessment.
Still, few have considered the long-term rainfall trend pattern and the exact year
when those changes started. This type of research is extremely important for
groundwater, irrigation, and future water resource management in the Varanasi
district and other parts of South Asia. The main objective of the present study is to
detect trends and change points in annual and seasonal precipitation series from 1901
to 2019 over the Varanasi region, Eastern India.
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3 Study Area

Varanasi, also earlier known as Benaras or Kasi, is a famous Hindu holy city situated
on the banks of the river Ganga in the Indian state of Uttar Pradesh. In Rigveda, the
city is known as Kasi, which means “the luminous.” It is often referred to as a “city
of temples and learning.”Varanasi district is located between the latitude 25�9030”N
to 25�34022” N and longitude 82�400400 E to 83�1101000 E (Fig. 1b). The region is
about 50 Km North of the Vindhyan ranges, which form the northern flank of the
peripheral bulge and mark the southern limit of the Ganga basin (Craton). Varanasi
district and its environs are located at an average height of about ~76 to 80 m above
the mean sea level (MSL) and, by and large, have largely even topography with a
low relief in km scale undulations. The Ganga is the principal river of Varanasi,
flowing incised into its narrow valley from south to north direction (Shukla and Raju
2008). The climate is mostly humid subtropical, with hot, humid summers, severe
monsoons, and mild winters. The area receives about 80% of its annual rainfall of
80–120 mm from the southwest monsoon from July to August (Singh 1994; Fig. 1b).
In summer, the maximum temperature rises to 47 �C, and in winter, the minimum
temperature drops to 4 �C, with the average annual temperature being 24 �C. The



groundwater elevation contour map of the Varanasi area reveals that the general
slope of the water table is from north to south. The water table contours indicate that
Ganga and Varuna rivers are affluent rivers that receive water from the groundwater
table (Shukla and Raju 2008). The water table elevation varies from 60 to 70 m
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Fig. 1 Study area map, (a) Rainfall distribution pattern (mm/day) derived from TRMM satellite
data for the Uttar Pradesh region, presented on an annual scale (b) showing the annual rainfall
distribution pattern (mm/day) map derived from TRMM satellite data for the Varanasi district
region



above MSL. Intensive pumping of water due to population increase and urbanization
in Varanasi shows a lowering trend of the groundwater level in some parts of the
area. Gupta et al. (2018) show that the water quality parameters like CaCO3, HCO3,
Electrical Conductivity (EC), and Total hardness are increasing in the last few years,
and the average decline of groundwater level in the last 15 years in the Varanasi city
environs is about 1.43 m (Sinha 2003).
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4 Data & Methodology

Daily rainfall data obtained were converted to monthly, seasonal, and annual
averages for Varanasi district, Uttar Pradesh. Seasons were defined as follows:
Winter (January–March), Pre-Monsoon (April–June), Monsoon (July–October),
and Post-Monsoon (November–December). Observed daily precipitation of
119 years’ data from 1901 to 2019 obtained from the Indian Meteorological Orga-
nization (IMD), Pune. The data were carefully analyzed for homogeneity and
missing data. To test the homogeneity of the data, a standard normal homogeneity
test (Alexandersson 1986) and a standard normal homogeneity test by
Alexandersson and Moberg (1997) were applied. For the trend analysis, monthly
rainfall data were used to form seasonal and annual series of these variables. Basic
statistics such as minimum, maximum, mean, standard deviation (SD), and coeffi-
cient of variation (CV) of annual and seasonal rainfall are given in Table 2.

Trends in rainfall data can be identified either by using parametric methods such
as those described by Kashyap and Rao (1976) or by using non-parametric methods
such as those followed by Fox et al. (1990). The parametric methods depend mainly
on prior knowledge of the frequency distribution followed by the data. Dooge (1986)
stated that no amount of statistical refinement can overcome the disadvantage of not
knowing the frequency distribution involved. Parametric methods are also
unsuitable if the data contain outliers. On the contrary, non-parametric methods
are not influenced by outliers in the data, and these can be used without the
imposition of any frequency distribution on the data. Hence, non-parametric
methods were selected for analysis. These nonparametric methods are preferable
for detecting trends because they are less affected by the presence of outliers in the
data (for more details, see Kothyari and Singh 1996). In the present study, the
magnitude of the trend in a rainfall time series was determined using a
non-parametric method known as Sen’s estimator (Sen 1968), and the statistical
significance of the trend in the time series was analyzed using the Mann-Kendall
(MK) test (Mann 1945; Kendall 1975) and the Sequential-Mann-Kendall (SQ-MK)
test (Sneyers 1990) used for determining the approximate year of the change or
beginning of a significant trend. The following sections give details of these
techniques.



¼
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4.1 Mann-Kendall (MK) Test

The non-parametric Mann-Kendall (MK) test (Mann 1945; Kendall 1975) checks
the null hypothesis of no trend versus the alternative hypothesis of the existence of
an increasing or decreasing trend. The s (S) is defined as follows (Salas 1993), and
Kumar et al. (2010) follow these steps:

S ¼
XN�1

i¼1

XN
j¼iþ1

sgn Xj� Xið Þ , ð1Þ

Where N is the number of data points; Xj and Xi are sequential data for the ith and jth
terms; Assuming (Xj-Xi) θ, the value of Sgn (θ) is computed as follows:

Sgn θð Þ
1 if θ > 0

0 if θ ¼ 0

�1 if θ < 0

8><
>:

ð2Þ

This statistic shows the number of positive differences minus the number of negative
differences for all differences analysed. The test is performed on a large sample
(N > 10) using a normal distribution, with the mean and variance as follows:

var Sð Þ ¼ N N � 1ð Þ 2N þ 5ð Þ �Pn
k¼1tk tk � 1ð Þ 2tk þ 5ð Þ

18
ð3Þ

The number of trends (zero difference between comparison values) groups is n, and
the number of data points in the kth linked group is tk. For the one-tailed test of the
statistic (S), the standard normal deviate (Z-Statistics) is calculated as follows
(Hirsch et al. 1993):

Z ¼

S� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var Sð Þp

0
Sþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var Sð Þp

8>>>><
>>>>:

ð4Þ

In a two-sided test, if the computed value of [Z] > zα/2, the null hypothesis (H0) is
rejected at the level of significance, and the alternative hypothesis is accepted. The
null hypothesis was evaluated at a 95% confidence level in this analysis.
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4.2 Sen’s Slopes Estimation

Sen's (1968) method assumes a linear trend in the time series and has been frequently
used to determine the degree of trend in hydro-meteorological time series
(Lettenmaier et al. 1994; Jain et al. 2012). The Sen’s slopes (Ti) of all data pairs
are initially calculated in this manner,

Ti ¼ Xj� Xk
j� k

For i ¼ 1,2 . . .N ð5Þ

Where, Xj and Xk denote data values at time j and k (j > k), respectively. Sen’s
estimator of the slope is obtained as the median of these N values of Ti.

β ¼
T

N þ 1
2

N is odd,

1
2

T
N
2
þ T

N þ 2
2

� �
N is even:

8><
>:

ð6Þ

A positive value of β shows an upward (increasing) trend in the time series, while a
negative value suggests a downward (decreasing) trend.

4.3 Sequential Mann- Kendall (SQ-MK) Test

Sneyers (1990) suggested the Sequential Mann-Kendall test find the probable year of
starting a major trend. This SQ-MK test creates two series, one progressive u(t) and
one backward u’(t) (details see Sneyers 1990). If they cross each other, there is a
statistically significant trend, then diverge and acquire specific threshold values. The
point at which they cross indicates the approximate year when the trend begins. In
this case, u(t) is a standardized variable with a zero mean and a unit standard
deviation. As a result, its sequential behaviour oscillates about zero. u(t) is the sum
of the z values found from the first to the last data point. Similarly, u’(t) values are
calculated backward, beginning at the end of the series. This test considers the
relative values of all terms in the time series (x1, x2,. . ., xn). The following steps
are taken from Zarenistanak et al. (2014), which are in sequence:

I. The magnitudes of xj the annual mean time series (j¼ 1. . . n) are compared with
xk (k¼ 1,. . ., j-1). The number of cases xj> xk is counted and denoted by nj each
comparison.

II. The equation then gives the test statistic t:

tj ¼
Xj

1
nj ð7Þ
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III. The mean and variance of the statistic are:

e tð Þ ¼ n n� 1ð Þ
4

ð8Þ

And

var tj ¼ j j� 1ð Þ 2jþ 5ð Þ
72

ð9Þ

IV. The sequential vales of statistic u are then calculated as:

u tð Þ ¼ tj � e tð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var tj

� �q ð10Þ

Similarly, the values u0(t) are computed backward, starting from the end of the series.

V. The magnitudes of xj, the annual mean time series (j¼ n,. . .1) are compared with
xk (k¼ j-1,. . .,1). At each comparison, the number of cases xj> xk is counted and
denoted by nj

VI. The equation then gives the test statistic t:

tj ¼
Xj

1
nj ð11Þ

VII. The mean and variance of the statistic are:

e0 tð Þ ¼ N � jþ 1ð Þ N � jð Þ
4

ð12Þ

And

var0 tj
� � ¼ N � jþ 1ð Þ N � jð Þ 2 N � jþ 1ð Þ þ 5ð Þ

72
ð13Þ

VIII. The sequential values of statistics u0(t) is then calculated as follows:

u0 tð Þ ¼
P

tj � e0tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var0 tj

� �q ð14Þ

The sequential Mann-Kendall could be considered an effective method of determin-
ing a trend’s beginning year(s). The point at which the curves representing the



�
forward and backward u connect signifies the beginning of a trend or a change in
value. The critical value for a 95% confidence level is 1.96.
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5 Result & Discussion

5.1 Statistical Characteristics of Annual, Seasonal,
and Monthly Rainfall

Basic statistical attributes of annual and seasonal (monsoon, post-monsoon,
pre-monsoon, and winter) rainfall events for the whole period of 119 years
(1901–2019) of Varanasi district, such as mean, standard deviation (SD), and
coefficient of variations (CV), were analyzed and annual, seasonal results are
given in Table 1. The mean and SD of the annual rainfall data of Varanasi districts
are 83.33 mm and 18.34 mm, respectively. In the case of seasonal rainfall, these
values are 221.74 mm and 50.77 mm (monsoon), 17.07 mm and 18.47 mm (post-
monsoon), 9.05 mm and 7.86 mm (pre-monsoon), and 17.33 mm and 15.45 mm
(winter) throughout 1901–2019. These values indicate that the regions with medium
rainfall have less variability than the regions with relatively lower rainfall. Box plot
diagram showing the monthly rainfall characteristics of Varanasi district (Fig. 2).
The annual mean rainfall over Varanasi from 1901 to 2019 is 83.33 mm with a
standard deviation of 18.34 mm, respectively. For Varanasi, rainfall during July is
the highest (772.96 mm) and contributes to 29.32% of annual rainfall, followed by
June (10.18%), August (29.1%), and September (20.2%) of the annual rainfall.
Rainfall in December is the least (4.49 mm) and contributes only 0.45% to the
annual rainfall. During the southwest monsoon (July–September), Rainfall contrib-
utes 71% of the annual rainfall. The contribution of Pre-Monsoon (April–June),
Post-Monsoon (November–December), and winter rainfall (January–March) to
annual rainfall is 19, 8, and 2%, respectively.

The simple regression analysis of mean annual and monsoonal rainfall over
Varanasi showed a long-term insignificant negative trend (Fig. 3). One of the most
significant consequences of global warming would be an increase in the magnitude

Table 1 Summary statistics of annual and seasonal rainfall (mm) series of Varanasi district (1901
to 2019)

Statistics summary Annual Winter Pre-Monsoon Monsoon Post-Monsoon

Min 40.12 0 0.07 114.42 0

Max 130.65 85.63 34.36 344.56 99.65

Mean 83.33 17.33 9.05 221.74 17.07

Std. error 1.68 1.42 0.72 4.65 1.69

Variance 336.31 238.84 61.91 2577.55 341.28

SD 18.34 15.45 7.86 50.77 18.47

CV (%) 22.01 89.16 86.96 22.89 108.21



and frequency of extreme precipitation events (Goswami et al. 2006). We have
characterized the time series into six-time intervals (1901–20; 1921–40; 1941–60;
1961–80; 1981–00, and 2001–19). The Mann-Kendall and Sen slope estimator has
been used to determine the rainfall trend and rate of change. The 119-year trend
analyses for the Varanasi district were carried out using monthly, average annual,
and seasonal (monsoon, pre-monsoon, post-monsoon, and winter) rainfall data.
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Fig. 2 Box-plot shows the climatological variation of monthly rainfall in Varanasi district during
the last 119 years (grey dots represent the outlier’s rainfall value; black horizontal lines in the box
are median; upper box line upper quartile and lower line lower quartile)

Fig. 3 Long term pattern of rainfall trend both on annual (line with blue dots) and seasonal
(summer monsoonal; line with red dots) timescale for the Varanasi district (1901–2019)



�
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5.2 Quantification of the Trend

To understand the magnitude or rate of change in the precipitation time series, we
have used the Sen slope estimator, which results are given in Fig. 4, Table 2. The
analysis of the trends of rainfall variations shows large variability in the magnitude
and direction of the trend. The Monthly data series indicated that the majority of
months have very little change throughout the months, but they are not statistically
significant. Only in February and March during 1921–40 the rainfall amount shows a
gentle increasing trend, which is statistically significant at a 95% confidence level
(Fig. 5). Also, the same kind of positive and statistically significant trend was noticed
in July after 2000. The maximum reduction was observed in April (�0.97 mm/year)
during 1901–20, and the maximum increase in December (1921–40; 1 mm/year) and
February (1981–00; 1 mm/year) is not statistically significant. Seasonal analysis
showed that in the last 20 years, most of the seasons were increasing their rainfall
slope except winter and post-monsoon seasons. In the case of monsoon rainfall from
1901–1920 years, the rainfall trend was positive by 0.02 mm/year and statistically
significant at 95% (Fig. 6). The maximum increase in monsoon rainfall was of
0.38 mm/year from 1981-to 2000; after 2000, the rainfall magnitude was reduced
by half (0.16 mm/year) of the previous duration. Box plot (Fig. 4) provides the Sen
slope of precipitation time series at an annual and seasonal time scale over the
Varanasi district from 1901 to 2019. According to this box plot diagram, median
annual rainfall, the series slope is positive (0.17 mm/year), but the monsoonal
rainfall slope is negative ( 0.22 mm/year). The highest median negative slopes

Fig. 4 Box Plot presents the Sen slope of Varanasi Annual and seasonal rainfall pattern (Horizontal
line in the box present median value; box upper limit horizontal lines are upper quartile and lower
lines are lower quartile)
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are observed in winter (�0.4 mm/year). This implies that the trend line has the
steepest negative slope in the winter month, followed by the monsoonal month. Dash
et al. (2007), analyzing the rainfall data for the 1871–2003 period, found the same
three sub-divisions showing the maximum increase in monsoon rainfall, while they
found a maximum decrease in Nagaland, Manipur, Mizoram & Tripura, followed by
East Madhya Pradesh, and Orissa.
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Fig. 5 Trend’s detection diagram presents the annual, seasonal, and monthly rainfall for the
Varanasi study area. The grey color indicates increasing, and the white color indicates a decreasing
trend. The Star symbol indicates a significant trend at a 95% confidence level

On the other hand, Kumar et al. (2010) analyzed the all-India rainfall data period
of 1870 to 2008, and the results highlighted on an all-India basis February, April,
August, October, and November experienced increasing rainfall, whereas June, July,
and September showed decreasing rainfall pattern. The months of January, March,
May, and December showed little or no change in rainfall trend. The monsoon
rainfall showed a decreasing trend, and all other seasons’ rainfall showed an
increasing trend. The maximum magnitude of the trend was found in the monsoon
season (negative), and the minimum in the winter season (positive). Roxy et al.
(2015) observed a significant weakening trend in Indian summer monsoonal (ISM)
rainfall from 1901 to 2012 over the northern regions of India, along the Ganga-
Brahmaputra-Meghna basins. They further show that increased Indian Ocean
warming could reduce rainfall over parts of South Asia by weakening the land-sea
thermal contrast, dampening the summer monsoon Hadley circulation in the upper
atmosphere, and dampening the land-sea thermal contrast. Our studies also suggest
that monsoonal rainfall has decreased but not significantly in the last 119 years data
(Fig. 3). Some studies have suggested the role of anthropogenic aerosols in



weakening the monsoon circulation during recent decades (Sanap et al. 2015;
Bollasina et al. 2011; Meehl et al. 2008). But the observed window of 20 years of
data in the last 39 years (1980–2000 & 2001–2019), the monsoon rainfall appears to
be increasing though it may not be statically significant. The regional variation in
summer monsoon rainfall in the northern Indian region, including the Varanasi
district, maybe remotely influenced by the sea surface temperature (SST) of the
Indian Ocean (Roxy et al. 2015). So, we hypothesize that this regional variation in
the Varanasi region SST factor could control the summer Monsoon, although this
hypothesis needs to be tested. In comparison, new research indicates that anthropo-
genic aerosols have a cooling effect and interact with greenhouse warming over the
Indian Ocean (Dong et al. 2014; Ning et al. 2014). Considering the strong seasonal
variability in the northern Indian region and short-term persistence in atmospheric
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Fig. 6 Trends and magnitude of changes in annual and monsoonal rainfall for the Varanasi district.
The up-arrow indicates increasing and down-arrow decreasing trends, respectively



�

changes, it is evident that, on longer time scales, the warmer ocean plays a larger role
in weakening the monsoon and vice-versa (Roxy et al. 2015).
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5.3 Changepoint Detection of Precipitation

Graphical representations of the results obtained by applying the SQ-MK test to
annual rainfall and seasonal series are shown in Fig. 7. Figure 7 shows some
examples of warming trends observed in annual and seasonal series. The intersection
points of u(t) and u’(t) time-series are the mutation points that indicate the year when
the trend begins (Mosmann et al. 2004). Here we have used the SQ-MK test for
change point detection to find out climate trends in the climate of the Varanasi
district. The result shows that the annual and monsoon precipitation pattern
remained almost the same, most of the (annual and monsoon rainfall) negative
mutation points that are statistically significant occurred in 1963 and the 2000s.
This also indicates that the 2000 decade was characterized by deficit rainfall (Fig. 7).
Post-monsoon rainfall SQ-MK test result shows most of the negative mutation points
that are not statistically significant began in the 2000s. Multiple change points have
been noticed; it may not be recognized as a significant turning point due to a
probability value much higher than the accepted level of significance (ρ 0.05).

Fig. 7 Graph showing the sequential values of the forward series u(t) (dashed line) and backward
series u’(t) (solid line) obtained by SQ-MK test for (a) annual and seasonal series: (b) Monsoon; (c)
Pre-Monsoon; (d) Post-Monsoon and (e) Winter
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All mutation points (either positive or negative) in the winter series occurred after
the 1960s. Similarly, all negative mutation points in the seasonal period occurred in
the ~1963s. Following the 1960s, most of the mutation points lie in the 2000s.
Mukhopadhyay et al. (2016) found a significant mutation point around1950–66 s in
annual precipitation over the Lower Ganga plain, West Bengal region. Another
study by Tiwari and Pandey (2019) applied the SQMK test for the long-term
(1851–2006) rainfall time series under seven meteorological regions of India.
These authors noted that a mutation point in North Central India (NCI), the Gangetic
region, and West Peninsular India (WPI) was around 1955. Consistent with this
finding, precipitation data from the northern parts of India (mostly in the middle and
lower Ganga plain region, including the Varanasi district region) have also shown
significant change years in or around the mid-1955 to 1963s.

6 Conclusions

The present study has examined trends and change point detection in the monthly,
seasonal, and annual rainfall time series in the Varanasi district region. The analysis
revealed that the annual and monsoon rainfall had similar trends during the obser-
vation period of the last 119 years (1901–2019). There is a gentle increase in
southwest monsoon rainfall while a small decreasing trend in winter and the post-
monsoon season has been observed over Varanasi for the last 40 years. This suggests
that the annual and seasonal rainfall trend in the Varanasi district has not changed
significantly in the last 40 years. The annual precipitation rate varied from 1.59 mm/
year (1901–1920) to 1.27 mm/year (2001–2019), whereas monsoonal precipitation
varied from 2.37 mm/year to 1.39 mm/year. No noticeable decreasing trends were
detected by statistical tests in annual and seasonal precipitation time series. There-
fore, it is inferred that no significant change in overall precipitation was observed in
the last century (1921–2019). However, an increasing trend in rainfall was observed
during the last 40 years, though the result is not statistically significant.

On the other hand, the SQMK results conclude that most of the significant
mutation points in the annual and seasonal precipitation series began in the 1963s.
The long-term trend of annual and seasonal rainfall in pre and post-change point
periods (1963, 2000) in the Varanasi district does not indicate the role of the ENSO-
ISMR inverse relationship but is remotely influenced by the sea surface temperature
of the Indian Ocean. These trend analysis results and change point detection in
precipitation series are important for policymakers, water resources management,
and agriculture. In this paper, we discuss the climate change issues in the Varanasi
region in respect of long-term rainfall variability; however, for a comprehensive
assessment, other factors such as changes in temperature, heatwaves, etc. should also
be taken into account in the future study.
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Assessment of Snow Cover Changes Over
the Tons River Basin During Last Two
Decades (2000–2019)

Aradhana Thakur, Anupma Sharma, and L. N. Thakural

Abstract Tons river originating from Bandar punch mountain of Uttarakhand, is a
major tributary of Yamuna river. Covering a stretch of 148 km, the river contributes
runoff from an area of 5146 km2. The water availability in the river depends on the
precipitation received in different forms. The present study is principally concerned
with snow cover changes over the Tons river basin on monthly, annual, and seasonal
basis over two decades (2000–2019). In the present study, MODIS data was used
with a non-parametric Mann-Kendall test (MK test) and Sen’s slope estimator. The
monthly zone wise snow cover area analysis reveals spatial and temporal variations
in snow cover. A notable variation is detected in higher elevation area (>3000 m
elevation) of the basin. Annual snow cover variation is also found in the middle of
the basin. The average snow cover for the area varies from 38 to 50%.

Keywords Tons · Snow cover · Trend · MK test · Sen’s slope

1 Introduction

Snow is a key component of the hydrological cycle in hilly regions and a vital
resource in many parts of the world, especially in mountainous regions. Mountain
regions hold a substantial amount of freshwater in the form of snow and glaciers and
thawing occurs during the summer season, which offers critical flow of water in the
pro-glacial rivers supporting downstream ecology, agricultural activities, power
generation, and domestic water supplies. In India, snow and glacier melt plays an
important role in streamflow contribution to Himalayan rivers (Bhambri et al. 2011).
The snow cover area is influenced by many factors like elevation, temperature,
aspects, sunshine hours and wind velocity (Shukla et al. 2017). Several studies
have been carried out for mapping the snow cover over the Himalayas and the
estimation of snowmelt runoff contribution on stream network. Kumar et al. (2007)
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have analysed the contribution of runoff from snow and glacier melt in the Beas river
at Pandoh dam and found that about 35% runoff was received from the snow and
glacier melt during the summer. Singh and Jain (2002) have evaluated the snow and
rainfall contribution over the Satluj river at Bhakra dam location and found that 59%
of runoff is contributed from thawing of snow and glacier. Singh et al. (2018)
assessed the zone wise snow cover variability for the North-West Himalayan basin
(NWH), Lesser Himalaya elevation zone (LHZ), Middle Himalaya elevation zone
(MHZ) and Higher Himalaya elevation zone (UHZ) during 2001–2016. They found
an insignificant negative trend of snow cover over NWH, LHZ andMHZ before shift
(2001–2010) while UHZ followed an increasing trend. Similarly, Sood et al. (2020)
analysed the temporal variation in snow cover over Himalayas for the decade
2008–2019 and found a shift in snow cover. In LHZ, snow cover followed the
increasing trend in first half of decade while negative trend in second half of decade.
A negative trend in first half of decade and positive trend in second half of decade is
seen in MHZ and UHZ. The Tons river flows through Garhwal region of Himalyas.
The runoff over the Tons river basin depends on snow cover and rainfall, and
approximately 50% area of the basin is layered with snow during the winter season.
Climate dissimilarities have an intense effect on snow cover changes that
unfavourably influences the snowmelt runoff, glacier mass balances and river
discharge. The present study analyses the snow cover changes over the Tons river
basin on monthly, annual, and seasonal basis over the last two decades (2000–2019).
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2 Material and Methodology

2.1 Study Area

Tons river originating from Bandar punch mountain of Uttarakhand in India, lies
between 30�3000 to 31�3000N and 77�2500 to 78�4500E. The elevation of Tons river
basin ranges from 462 to 6280 m and a major part of the basin lies in Uttarakhand
while some part of basin is in Himachal Pradesh (Fig. 1). Tons river is a major
tributary of the Yamuna river in the Himalayan reaches and contributes the highest
amount of water to the Yamuna. Precipitation and snowmelt in the Tons river basin
are the sources of water to the river.

2.2 Data Sources

To fulfil the objective of the study, MODIS data and SRTM digital elevation model
(DEM) were employed to study the snow cover changes. The extent of snow
enveloped area was extracted using 912 MODIS Terra (MOD10A2) imageries at
8 days interval for the period February 2000 to December 2019.To delineate the
elevation zones, SRTM DEM was used, which was procured from the USGS Earth
Explorer.
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Fig. 1 Location map of Tons basin

2.3 Methodology

In the present study, zone wise snow cover trends on monthly, seasonal and annual
basis were investigated. To accomplish the study, the Tons basin was divided into
seven elevation zones (Fig. 2, Table 1). Fig. 3 shows the step by step procedure to
extract the snow cover area and trend estimation. Mann Kendall and Sen’s slope test
were used to determine the trend and its magnitude, respectively (Mann 1945; Sen
1968; Kendall 1975; Thakur et al. 2020).

3 Results and Discussion

In the present study, zone wise snow cover trends were investigated. The first zone
(zone1) is a non-snow zone while the last zone (zone 7) shows constant snow cover
area over the study period. The middle five zones are considered for the snow cover
change detection analysis on monthly, seasonal and annual basis. Figure 4 shows the
month wise snow cover area over the Tons basin for the year 2019 and the zone wise
results are discussed below:
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Fig. 2 Zone map of Tons river basin

Table 1 Elevation zone
classification

Zone Area (km2) Elevation (in meters above msl)

Zone 1 130.73 <1000

Zone 2 1535.02 1000–2000

Zone 3 1908.53 2000–3000

Zone 4 826.01 3000–4000

Zone 5 612.42 4000–5000

Zone 6 131.16 5000–6000

Zone 7 1.93 >6000

Zone 2 The zone 2 was enveloped with snow during the winter season only
i.e. January to March and covers a small fraction of the area. In zone 2, snow
cover followed the insignificant rising trend during January to March. In January,
the snow cover is increasing with 0.98 z-statistics and 0.002 Sen’s slope while
February and March reveal zero Sen’s slope (Table 2).
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Fig. 3 Snow cover
extraction and trend analysis
flowchart

Zone 3 This zone covers an area of 1908.5 km2 which is the highest area covered by
an individual zone. In this zone, snow cover changed during monsoon season but it
is not significant. The January month is showing upward insignificant changes with
z-statistics 1.4 and 0.009 magnitude of trend. In February and July to October, snow
cover over the area is following a negative insignificant trend with z-statistics�0.10,
�0.48, �1.46, �1.13, and �0.50,respectively. There were no changes in snow
cover during the month of March and April while June, November and December
showing the insignificant positive trend (Table 2).

Zone 4 Trend analysis of snow cover over zone 4 shows some significant trend.
Trend analysis on monthly basis reflected a significant positive trend during the
month of June and July with z statistics 1.65 and 2.88 followed by 10% and 1% level
of significance, respectively. February, April, September and October months show
insignificant negative trend of snow cover while in the remaining months snow cover
has increased insignificantly. Snow cover is increasing in all the seasons however, a
significant trend with 10% level of significance was observed during the monsoon
season. The average annual snow cover is also increasing with 1.78 Z-statistics and
0.003 magnitude of slope (Table 2).

Zone 5 It covers an area of 612.4 km2, having upward significant trend of snow
cover in June and July with Z-statistics 2.50 and 1.78 at 5% and 10% respective level
of significance. In zone 5, the snow cover is declining in January, February and
September while in remaining months, there was a rising trend. The seasonal
analysis indicates, during pre-monsoon to post-monsoon season there is upward
change while in pre-monsoon season snow cover is increasing notably with 10%
level of significance. In the winter season, snow cover area followed an insignificant



downward trend with z-statistics�0.03. The annual snow cover shows a rising trend
with z-statistics 1.59 and Sen’s slope 0.003 (Table 2).
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Fig. 4 Snow cover area maps of study area based on MODIS terra snow cover products

Zone 6 In this zone, monthly snow cover shows both upward and downward trend.
In the month of January, May, August and December, there was negative trend while
remaining months followed an upward trend. In the month of June, a significant
trend of snow cover with z-statistics 2.27 at 5% level of significance was found
(Table 2).

4 Summary and Conclusion

Topography and weather have a very notable connection, especially in higher
altitude regions. The present study highlights the spatiotemporal trend of snow
cover over the Tons river basin, which occupies a small portion of the Himalayan
region. From the analysis, it was observed that the average annual snow cover with
maximum area (50%) was present in year 2019 while minimum area (42%) was
present in the year 2000. In case of winter season, the average winter snow cover was
maximum (74%) in 2019 while minimum (53%) was present in the years 2013 and
2016. It was also noticed that the snow cover during the month of June is increasing
with time in upper part of the basin. At higher elevations, snow cover area is
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increasing in the month of June and maximum changes were detected in the middle
part (3000 to 5000 m elevation) of the basin.
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Extreme Rainfall Trends and their
Statistical Significance

Sanjay Kumar, L. N. Thakural, Sunil Gurrapu, and J. P. Patra

Abstract Atmospheric temperature is likely to increase due to increase in green-
house gases concentration (Global Warming), which in turn is likely to impact
evapotranspiration and atmospheric water content there by significantly changing
the rainfall magnitude, frequencies and its intensities. Global warming may also
affect the seasonal, inter-annual variabilities and spatial distribution of rainfall. The
implication of these changes are significant for climatically and ecological sensitive
Himalayan regions as small changes in the climate can relatively produce large
changes in the probabilities of extreme events, which might have severe conse-
quences in this region. Therefore, an understanding of climate related extremes in the
region is important to mitigate the negative impacts of climate change. This study
investigates the extreme rainfall events observed over a period of 25 years in a small
town in the foothills of Himalaya. Consecutive day extreme rainfall i.e. annual one
day, two days and three days maximum rainfall values are extracted from daily
rainfall data. These extreme rainfall values are investigated for trend analysis using
non-parametric (Man-Kendall and Sen Slope) tests. Results show an increasing trend
in the extreme rainfall events over the time. However, inferences from significance
test show that these trends are not significant at 95% level of confidence. The study
estimates, Mann Kendall, and “Sen Slope Estimator” statistics to infer the above
results.

Keywords Extreme rainfall · Trends · Non-parametric · Mann-Kendall

1 Introduction

Global warming intensifying the occurrence of unprecedented hot spells and down-
pours faster than predicted by historical trends (Diffenbaugh 2020; Seneviratne et al.
2012). Diffenbaugh (2020) mentioned that predictions that relied only on historical
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observations underestimated by about half the actual number of extremely hot days
in Europe and East Asia, and the number of extremely wet days in the U.S., Europe
and East Asia. The change in climate has occurred at a global scale, still its effects
often vary from region to region. Several studies in recent past have been conducted
to quantity the rainfall variability and trend over India under the changing climate.
Moreover, rainfall distribution and trend analysis is being targeted by the climatol-
ogists, hydrologist and agriculturist to evaluate the influence of climate globally
(Ghosh et al. 2009; Kampata et al. 2008). In recent past, number of climatic studies
have been conducted to examine rainfall trend and variability over Indian region (Lal
2001; Sinha Ray and De 2003), metrological sub-divisions (Kumar et al. 2010) and
river basins scale (Jain and Kumar 2012; Thakural et al. 2017, 2018). It is also
revealed that trend and variability at large-scale may vary from regional scale
(Barsugli et al. 2009; Bisht et al. 2017; Raucher 2011; Taxak et al. 2014).
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The extreme climatic events in Himalayan region have also been studies by
different authors (Rimi et al. 2018; Ma et al. 2017; Wang et al. 2015). Rimi et al.
(2018) mentioned that anthropogenic climate change doubled the likelihood of the
2017 pre-monsoon extreme 6-day rainfall event at northeast Bangladesh and also
showed that the magnitude of this contribution is sensitive to the climatological
period in use. Wang et al. (2015) studied the Himalayan snowstorm of October 2014
resulted from the unusual merger of a tropical cyclone with an upper trough, and
their collective changes and mentioned that climate warming have increased the
odds for similar events.

Understanding of rainfall trends and their distribution in Himalayan region is
needed to formulate the adaptation strategies and optimal management of water
resources management under climate change conditions. Several parametric and
non-parametric statistical techniques are accessible for the investigation of trend in
hydro-meteorological variables. However, non-parametric tests are considered to be
more robust owing to their ability to handle both ordinal and ranked data along with
the outliers. The present study aims to quantity extreme rainfall trends and their
significance for Roorkee city using non-parametric statistical approach and infer-
ences are made.

2 The Study Area

Roorkee city lies in the Haridwar district of Uttarakhand state in North India. It is
spread over a flat terrain under Shivalik hills having Himalayas in east & north-east
direction and situated on the banks of Northern Ganga canal. The city is located at
29 52 N 53 E with an average elevation of 268 m above msl. An absolute
unpredictable continental climate exists over Roorkee due to its closeness to gigantic
Himalaya experiencing a warm and temperate climate. There is lot of rain in driest
month. The average annual temperature and rainfall of the city is 23.7 �C and
1170 mm respectively. Figure 1 shows the index map of study area.
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Fig. 1 Location map of study area

3 Materials & Methods

3.1 Data Used

The daily rainfall for 25 years (1995–2019) recorded at the metrological observatory
in National Institute of Hydrology campus has been used for the analysis. For the
detection and quantification of trends, consecutive day extreme rainfall i.e. annual
one day, two days and three days maximum rainfall values are extracted from daily
rainfall data. These extreme rainfall values are investigated for trend analysis using
non-parametric (Man-Kendall and Sen Slope) tests, however, a linear trend line
(with slope ‘m’) is also fitted for preliminary investigation of trends and their
significance.

3.2 Trend Analysis

Spatio-temporal variability and investigation of rainfall trends are essential input for
climatic studies in a region. Trends in data can be identified by using either
parametric or non-parametric methods, and both the methods are widely used. The
non-parametric methods do not require normality of time series and also are less
sensitive to outliers and missing values. The non-parametric methods are extensively



used for analyzing the trends in several hydrologic series namely rainfall, tempera-
ture, pan evaporation, wind speed etc. (Chattopadhyay et al. 2011; Dinpashoh et al.
2011; Fu et al. 2004; Hirsch et al. 1982; Jhajharia and Singh 2011; Jhajharia et al.
2009; Tebakari et al. 2005; Yu et al. 1993). A number of studies have been attempted
using both methods to investigate the trend of climatic variables at Country scale
(Kumar et al. 2010; Jain and Kumar 2012) and regional scale (Chakraborty et al.
2013; Patra et al. 2012; Thakural et al. 2017, 2018).
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The present study analyzes the trend of rainfall series of Roorkee station using
non-parametric (Mann-Kendall test and Sens’s estimator of slope).

3.3 Magnitude of Trend

The magnitude of trend in a time series was determined using a non-parametric
method known as Sen’s estimator (Sen 1968). This method assumes a linear trend in
the time series and has been widely used for determining the magnitude of trend in
hydro-meteorological time series (Lettenmaier et al. 1994; Yue and Hashino 2003;
Partal and Kahya 2006). In this method, the slopes (Ti) of all data pairs are first
calculated by

Ti ¼ xj � xk
j� k

for i ¼ 1,2, . . . ,N ð1Þ

where xj and xk are data values at time j and k ( j > k) respectively. The median of
these N values of Ti is Sen’s estimator of slope which is calculated as

β ¼
TNþ1

2
ifN is odd,

1
2

TN
2
þ TNþ2

2

� �
ifN is even:

8<
: ð2Þ

A positive value of β indicates an upwards (increasing) trend and a negative value
indicates a downwards (decreasing) trend in the time series.

3.4 Significance of Trend

To ascertain the presence of a statistically significant trend in hydrologic climatic
variables such as temperature, precipitation and streamflow with reference to climate
change, the non-parametric Mann–Kendall (MK) test has been employed by a
number of researchers (Yu et al. 1993; Douglas et al. 2000; Burn et al. 2004;
Singh et al. 2008a, b). The MK method searches for a trend in a time series without
specifying whether the trend is linear or non-linear. The MK test checks the null
hypothesis of no trend versus the alternative hypothesis of the existence of an



�

increasing or decreasing trend. Following Bayazit and Onoz (2007), no
pre-whitening of the data series was carried out as the sample size is large
(n 50) and slope of the trend was high (> 0.01).
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The statistic S is defined as (Salas 1993):

S ¼
XN�1

i¼1

XN
j¼iþ1

sgn xj � xi
� � ð3Þ

where N is the number of data points. Assuming (xj– xi) ¼ θ, the value of sgn(θ) is
computed as follows:

sgn θð Þ ¼
1 if θ > 0,

0 if θ ¼ 0,

�1 if θ < 0:

8><
>:

ð4Þ

This statistic represents the number of positive differences minus the number of
negative differences for all the differences considered. For large samples (N > 10),
the test is conducted using a normal distribution (Helsel and Hirsch 1992) with the
mean and the variance as follows:

E S½ � ¼ 0 ð5Þ

Var Sð Þ ¼
N N � 1ð Þ 2N þ 5ð Þ � Pn

k¼1
tk tk � 1ð Þ 2tk þ 5ð Þ

18
ð6Þ

where n is the number of tied (zero difference between compared values) groups and
tk is the number of data points in the kth tied group. The standard normal deviate
(Z-statistics) is then computed as (Hirsch et al. 1993):

Z ¼

S� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Sð Þp if S > 0

0 if S ¼ 0
Sþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Sð Þp if S < 0:

8>>>>><
>>>>>:

ð7Þ

If the computed value of │Z│> zα/2, the null hypothesisH0 is rejected at the α level of
significance in a two-sided test. In this analysis, the null hypothesis was tested at
95% confidence level.
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4 Results and Discussions

Prior to non-parametric test, preliminary trend lines are fitted to the extreme rainfall
values as shown in Figs. 2, 3 & 4 and their results (slope and their significance) are
shown in Table 1. Subsequently non-parametric statistical methods, Sen’s estimator

Fig. 2 One-day maximum rainfall and its trend

Fig. 3 Consecutive two-day maximum rainfall and its trend



¼

Data Series t-test

�

�

of slope (SE) and Mann–Kendall (MK) test have been carried out for estimating the
magnitude and testing the statistical significance of trend (at confidence interval of
95%) respectively. However, prior to non-parametric test, data series was tested for
presence of any auto-correlation. The outcomes of the analysis are shown in the form
of Table 2.
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Fig. 4 Consecutive three-day maximum rainfall and its trend

Table 1 Preliminary trend line and its slope

Trend line (y mx + c)

S.
N.

Trend
(m)

P
values

Lower limit
(95%)

Upper limit
(95%)

1 One-day max. rainfall 3.39 0.04 2.17 0.16 6.62

2 Consecutive two-day
max

3.59 0.12 1.63 0.96 8.15

3 Consecutive three-day
max

4.10 0.07 1.91 0.33 8.54

Table 2 Sen slope (mm/year) for consecutive 1 day, 2-day, 3-day rainfall at Roorkee

Rainfall Z Statics Sen Slope significance at 95%

1-day maximum rain 1.19 2.03 Non-significant

2-day maximum rain 1.00 2.17 Non-significant

3-day maximum rain 1.33 2.90 Non-significant
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It is revealed from Table 2 that the consecutive 1 day, 2-day and 3-day rainfall at
Roorkee station is having the increasing trend. Moreover, 3-day rainfall is showing
the maximum slope (2.902 mm/yr) during the study period. However, the trend is
found to be in-significant at the 95% confidence level.

5 Conclusion

The impact of climate change on extreme rainfall events has been an area of interest
for researcher because of the severe consequences these heavy rainfall events have
on human life. It has been experienced that extreme rainfall events and their
frequencies are increasing because of global warming and associated climate
changes. These extreme rainfall events resulted in disastrous floods in different
regions of the world including Indian sub-continent causing loss of property and
life. The impact of these changes in climatically and ecological sensitive Himalayan
regions would be significant. Therefore, an understanding of these extreme rainfall
events in this region would be important for mitigating the adverse impacts of
climate change and associated phenomenon.

The present study attempted to find empirical evidences of increasing trends in
extreme rainfall events in a small town in the foothills of Himalaya. Twenty-five
years of daily rainfall data is used for extracting the one-day annual maximum
rainfall and consecutive two (and three) day maximum rainfall. Non-parametric
statistical tests (Man-Kendall Tests) (Mann-Kendall and Sen’s Slope) have been
used to detect and quantify the trend in extreme rainfall events. The results show that
there is an increasing trend in the extreme rainfall values at 1-day, 2-day and 3-day
maximum rainfall given by the slopes of the trend lines fitted in the observed
extreme rainfall events. The non-parametric significance tests, however indicate
that these trends are not significant at 95% confidence level. The study signifies
the importance of empirical evidences over climatic projections within statistical
level of significance of these trends.
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Examination of Historical Trends
and Future Projections for Climate
and Land-use Variables and its Impacts
on Kalna River Flow in Goa, India

Ashwini Pai Panandiker, B. Venkatesh, Shubham Gude, K. Mahender,
and A. G. Chachadi

Abstract There is always pressure on water availability due to increasing levels of
societal demand and from economic activities. Hence, understanding the effect of
climate change on various components of the water cycle is crucial in management
of this resource. To devise sustainable water resource strategies, seeing how much
change in climate and land-use/land cover (LULC) affects hydrologic regimes can
help decision-makers to incorporate necessary measures in the policy instruments.
The objective of this study was to analyze the impact of climate coupled with land-
use change on Kalna river flow situated in North Goa. The assessment involved
temporal rainfall analysis to understand the historical trends. Further, future climate
and land-use change projections were evaluated to comprehend the impact on the
river flow. An ensemble of models was used for future predictions. For climate
modeling, the Norwegian Earth System Model (NorESM) was used under two
scenarios that included RCP 4.5 and RCP 8.5. The land-use change was simulated
using the Land Change Modeler (LCM). Finally, hydrological modeling was done
using the Soil and Water Assessment Tool (SWAT) model. The results from
NorESM and LCM were used as an input to SWAT model to predict future flow
for Kalna River.
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The historical trend in rainfall was statistically scrutinized using Mann-Kendall
Test and Sen’s Slope method. Average annual rainfall data from India Meteorolog-
ical Department rain gauge station at Mapusa for the period between 1980 and 2018
was used. An increasing linear trend was observed which was supported by
Kendall’s tau and Q (Sen’s slope) indicating strong positive correlation between
rainfall and duration. The land-use change analysis was done using satellite images
of 1993, 2014 and 2019 map for validation. A Kappa co-efficient of 0.73 indicated
acceptable accuracy. Multi-Layer Perceptron neural network was used for prediction
of land-use for 2030 and 2040. These two future land-use maps were used as an input
and SWAT model was calibrated for the years 2011 to 2015 and validated for 2016
to 2018. Two statistical measures, Nash Sutcliffe Efficiency (NSE) and R2 with
value of 0.7 showed goodness of calibration. It was then used to predict the future
streamflow till 2050. As compared to baseline average monsoon rainfall data
(26.87 mm), the future projections under both RCPs (4.5 and 8.5) scenarios indicate
an increase in rainfall and streamflow. This increase in average streamflow is more
pronounced in RCP 4.5 as compared to RCP 8.5. As per the LCM projections, the
forest area is likely to decrease by 2040 with a distinct increase of 14% in barren land
owing to quarrying and mining activities. The decrease in the forest cover along with
changing climate decreases the streamflow clearly demonstrating the importance of
the green cover. Currently, around 10% of the water required by the water treatment
plant at Chandel is extracted from Kalna River. Based on the simulations, site-
specific recommendations are given to aid in the strategic planning of this watershed.

Keywords Climate change · Land-use change · Hydrological model · River flow

1 Introduction

Land cover and climate change and their impact on hydrological processes are
widespread concern and great challenge to researchers and policy makers. The
current understanding of the link between land cover change and watershed func-
tions at larger scales and their possible variations with vegetation, geology and
rainfall pattern are still limited (Vaidyanathan and Venkatesh 2011). The LULC
change especially the alteration in the forest cover can alter the rainfall process into
runoff by modifying hydrological parameters like surface runoff, percolation, lateral
flow, and evapotranspiration (Lele and Krisnaswamy 2019; Sajikumar and Remya
2015). On the contrary, climate change alters precipitation, the water content in the
atmosphere and soil moisture (Wang et al. 2008). Surface temperature is projected to
rise over the twenty-first century under all assessed emission scenarios. Extreme
precipitation events will likely become more intense and frequent in many regions
(IPCC’s Fifth Assessment Report (AR5) 2014). Climate change is likely to affect
global water availability through compounding changes in seasonal precipitation and
evaporation (Konapala et al. 2020; Moors et al. 2011; Asokan and Dutta 2008).
Climate change studies in India predict intense impacts such as higher annual



average rainfall and increased drought on water resources. This can have negative
impacts on water supply (Krishnan et al. 2020).
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In general, assessing the impacts of climate change on watershed hydrology
requires the use of watershed models and General Circulation Models (GCMs) or
Regional Climate Models (RCMs). Several studies have recently been carried out on
the impacts of climate change on streamflow or runoff in (Sharma et al. 2019;
Narsimlu et al. 2013; Givati et al. 2019).

Further, land use is one of the foremost drivers of hydrologic processes, influenc-
ing the available water resources and flow regimes in a river basin worldwide
(Gashaw et al. 2018). Assessing land-use/land cover (LULC) impacts on hydrology
is essential for watershed management and ecological restoration (Panandiker et al.
2019). Investigations on land-use change impacts on water resources in India have
been done by Wagner et al. (2019), Anand et al. (2018), Babar and Ramesh (2015),
andWagner et al. (2013). However, to devise sustainable water resource strategies, it
is also crucial to establish interaction between climate coupled with land-use
changes and local hydrology through proper assessment. To be precise, seeing
how much change in climate and LULC affects hydrologic regimes or which land
use shall be appropriate for the local hydrological regime can help decision-makers
to incorporate necessary measures in the policy instruments (Anand et al. 2018). A
few old studies, such as Wilk and Hughes (2002), examined the impacts of land-use
and climate change on India’s water resource availability using empirical models.
There are very few studies (Sinha et al. 2020; Woldesenbet et al. 2018) that have
tried to examine the impact of both land use and climate change together. More
studies at a regional or local level in India are required to closely examine the impact
of future land-use coupled with climate change on the river flow using distributed
numerical models.

The overall objective of this study include: (i) LULC change detection analysis;
(ii) impact assessment of climate change on surface runoff under RCP 4.5 and 8.5
emission scenarios; and (iii) combined impact assessment of LULC and climate
change on the surface runoff for the Kalna river watershed in North Goa, India.

2 Study Area

Kalna river originates from a mountain in the State of Maharashtra from a village
known as Kalane (Karmali wada). It enters Goa near village Assapur (Pernem taluka,
North Goa district) from where it flows southwards and joins Colvale river at Ozorim
village and finally uniting with Chapora river at Taramas. Tidal influence is up to
Bailpur village. This is 9.5 km long and passes through Assapur, Kristanvadi,
Bailpur, Kutwal, Kessarwane, Muryavaddi, and Tamaras. The location of the river
is shown in Fig. 1. Kalna is a perennial river. The depth of the river is around
300–500 cm during monsoons; 70 cm between November to February and later
drops down in summer. The discharge for the river is monitored by WRD during the
months of June to October at Hasapur station. The watershed area with Hasapur as



an outlet is 118.51sq.km. The Water Treatment Plant (WTP) at Chandel which is
operated by the Public Works Department (PWD), Government of Goa is situated
close to the Hasapur monitoring station. This WTP pumps 15% of its raw water
directly from the Kalna river while the rest is from Tillari canal. Treated water from
this plant is supplied to Dhargal, Pernem, Mandrem and Morjim areas. Agriculture is
the major occupation of the local population in the study area. Coconut, bananas,
areca-nuts, chillies, vegetables are the major cash crops of the area and paddy forms
the conventional food crop. Direct pumping from the river for irrigation is also being
practiced by the kulaghars, orchards and agricultural fields. The climate of the area is
warm and humid. The area receives an annual rainfall of about 3400–3600 mm
mainly from Southwest (SW) monsoon during June to September.
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Fig. 1 Location of the Kalna river watershed
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3 Methodology

The overall objective was to understand the impact of land-use coupled with climate
change on the near surface hydrology. To do so various activities were undertaken
which were: (1) trend analysis of past precipitation data; (2) predictions for future
climatic parameters; (3) estimation of probable land-use change; (4) forecasting the
future river flow using a hydrological model with inputs from the climate and land-
use change model. The methodology that was adopted is described below:

3.1 Trend Analysis

Rainfall is a crucial parameter in a hydrology study. The historical trend in rainfall
was statistically scrutinized using Mann-Kendall Test and Sen’s Slope method. The
precipitation data was collected from India Meteorological Department (IMD) for
39-year period (1981–2019) for Mapusa station (1503600.21” N 73048043.39

00
E) that

is located close to the Kalna river watershed. Significance of trends was determined
using Mann Kendall statistical test and magnitude by Sen’s slope.

3.1.1 Mann-Kendall Test

The non-parametric Mann–Kendall criterion was originally developed by Mann
(1945) and rephrased by Kendall (1975). Detection of trend is a complex subject
because of characteristics of data, and the main idea of trend analysis is to detect
whether values of data are increasing, decreasing or trendless over time (Kisi and Ay
2014). The Mann–Kendall statistical test has been frequently used to quantify the
significance of trends in hydro-meteorological time series (Duhan and Pandey 2013;
Silva et al. 2013). It is calculated as given in Eq. (1):

S ¼
Xn�1

i¼1

Xn

j¼iþ1
sgn xj � xi

� � ð1Þ

Where, n is the number of data points, xi and xj are the data values in the time
series i and j (j > i), respectively, and sgn(xj � xi) is the sign function as shown in
Eq. (2):

Sgn xj� xið Þ ¼
þ1

0

�1

8><
>:

if xj � xi > 0

if xj � xi ¼ 0

if xj � xi < 0

ð2Þ

The variance is computed using Eq. (3):
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Var Sð Þ ¼ n n� 1ð Þ 2nþ 5ð Þ
18

ð3Þ

Where, n is the number of data points. The standard normal test statistic ZS is
computed using Eq. (4):

ZS ¼

S� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Sð Þp ie3waf S > 0

0 if S ¼ 0
Sþ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Sð Þp if S < 0

8>>>><
>>>>:

ð4Þ

If the calculated value of |Zsk| > Zα/2, the null hypothesis is rejected at significance
level α.

3.1.2 Sen’s Slope

The magnitude of trend in time series can be determined using Sen’s slope. Sen
(1968) developed a non-parametric procedure for estimating the slope of trend in a
sample of n pairs of data. The Sen’s method uses a linear model to estimate the slope
of the trend, and the variance of the residuals should be constant in time, calculated
using Eq. (5):

Qi ¼
xj � xk
j� k

from i ¼ 1,2,3, . . . :n ð5Þ

Where, xj and xk are the data values at times j and k (j > k), respectively. The
median of these N values of Qi Sen’s slope estimator is calculated as shown in
Eq. (6):

Q ¼
Q n

2ð Þ if n is odd

1
2

Q n
2ð Þ þ Q nþ2

2ð Þ if n is even
�

8<
: ð6Þ

A positive value of Q indicates an increasing trend and a negative value indicates a
decreasing trend in time series.
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3.2 Climate Modeling

The projected climate scenarios RCP 4.5 and 8.5 were used. For climate simulation
(precipitation and rainfall), a 30-year baseline period was generated using the
Norwegian Earth System Model (NorESM). The resolution used was a horizontal
grid of 25 km � 25 km. The following steps were followed to get the data from the
NorESM model for a historical period (1950–2005) and projected period
(2006–2100) from NASA’s Climate Data Services (CDS) portal.

1. Python script was used to download the NorESM data from NASA Earth
Exchange Global Daily Downscaled Projections (NEX-GDDP)

2. Climate Data Operator (CDO) was used for selecting the study area and
converting the files into the required format

3. R software was used for data analysis and plotting.

The precipitation (mm/day) output from the NorESM was compared with the
gridded data from the India Meteorological Department (IMD). The historical data
(1950–2005) was used for this verification. Statistical methods of linear scaling and
quantile mapping were used for bias correction of the model outputs. The bias-
corrected data was used for future rainfall and temperature predictions until 2060.

3.3 Land-use Change Analysis

The satellite images were organized and classified for analysis and understanding.
Landsat images are among the widely used satellite remote sensing data and their
spectral, spatial and temporal resolution make them useful input for mapping and
planning projects (Panandiker et al. 2019; Mishra et al. 2014; Sadidy et al. 2009).
Landsat TM 5 images for 1993 and Landsat 8 images for the years 2014 and 2019
were used in developing the future land-use/cover maps for Kalna river watershed.
These images were mostly for the month of April/May. The images were projected
to WGS-1984 and UTM Zone—43 N co-ordinate system. ERDAS Imagine software
was used to perform land-use/cover classification in multi-temporal approach. Each
image was separately classified using the supervised classification maximum likeli-
hood algorithm in ERDAS Imagine. Based on the NRSA land-use/land cover
classification system, level 1 has been used for this study. Five categories of land-
use were that were used for classification were agricultural land, built-up or urban
area, barren land, forests (dense vegetation, shrubs, and marshes) and water bodies
(rivers, ponds, lakes and open mine pits filled with water). The built-up category
includes settlements, mining areas, and man-made construction activities such as
roads.

The TerrSet Land Change Modeler (LCM) was used to compare and identify the
land-use maps generated using the Maximum Likelihood method. Use of such
model gives a better understanding of the functions of the land-use systems and



the support for planning and policy making. Such models can also predict the
possible future change and use of the land cover under different scenario (Anand
et al. 2018; Mishra et al. 2014; Ahmed and Ahmed 2012). The change analysis panel
of LCM provides a rapid assessment of quantitative change by graphing gains and
losses by land cover categories. A second option, net change, shows the result of
taking the earlier land cover areas, adding the gains and then subtracting the losses.
The third option is to examine the contribution of changes experienced by single
land cover (Clark Labs 2009). The change analysis between 1993 and 2014 were
computed and studied using LCM. Accordingly, the transitions and exchanges that
took place between the various land-use/cover categories during the years were
obtained in a graphical form. All the land cover categories were used in sq. km
unit. The transition sub-models (Forest to Agriculture and Forest to Barren) along
with DEM and Slope images were used to predict future land-use for 2019. Amongst
the modeling algorithms, Multi-layer Perceptron (MLP) neural network was selected
since it uses minimal parameters and has been extensively enhanced to offer an
automatic mode that requires no user intervention. Simulated map was validated
with the actual land-use map of 2019. The validation was statistically tested using
Kappa co-efficient. Further, future maps for 2030 and 2040 were generated.
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3.4 SWAT: Hydrological Modeling

The Soil and Water Assessment Tool (SWAT2012) version with the QSWAT 1.9
interface was used for this research. It is a physically based semi-continuous time
model developed by the United States Department of Agriculture (USDA) at the
Grassland, Soil, and Water Research Laboratory in Temple, Texas. SWAT is
designed to predict the effects of land management practices on hydrology, sedi-
ment, and contaminant transport in agricultural watersheds under varying soils, land
use, and management conditions. It can operate on a large basin and can simulate
several processes such as flows in rivers and sediment transport on a daily/sub-daily
time step. SWAT is based on the concept of hydrologic response units (HRUs),
which are portions of a sub-basin that possess unique land-use, management, and
soil attributes. The runoff, sediment, and nutrient loadings from each HRU are
calculated separately based on weather, soil properties, topography, vegetation,
and land management and then summed to determine the total loading from the
sub-basin (Arnold et al. 2013; Park et al. 2011; Neitsch et al. 2012; Kiniry et al.
2000). SWAT simulates various hydrologic processes; including surface runoff
generation using either SCS curve number method or Green and Ampt infiltration
equation. For the estimation of evapotranspiration, Penman-Monteith method was
employed. Groundwater flow, lateral flow and percolation are assessed through mass
balance of the underlying system.
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4 Results and Discussion

4.1 Simulations from Climate Model

The bias correction of the NorESM output concerning IMD observations was done
using the statistical linear scaling method. The reduction in the root mean square
error (RSME) value after bias correction of historical precipitation data is shown in
Table 1. Using the bias-corrected historical data, future rainfall, and temperature
(minimum and maximum) were projected under RCP 4.5 and RCP 8.5 for the period
from 2006 to 2100. These outputs were used in the hydrological model to predict
future streamflow.

4.2 Simulations from Land Change Modeler

An evaluation of resemblance between the simulated LULC map for 2019 and the
actual 2019 map was done to examine LCM’s applicability to predict the change.
Kappa statistics (K) for similarity was estimated to understand the similarity between
the projected and the observed land-use maps for 2019. The Kappa coefficient range
is between 0 and 1, with 0 representing poor and 1 indicating excellent accuracy. A
kappa coefficient of 0.73 was obtained, indicating good accuracy. Using this cali-
brated model, future land-use maps for the years 2030 and 2040 were prepared. The
future land-use projections for the Kalna river watershed are depicted in Fig. 2. The
area under different land-use categories for the years 1993, 2014, 2030, and 2040 is
shown in Fig. 3. As compared to the baseline in 2019, the forest area is likely to
decrease by 1.5% in 2030 and 3.1% in 2040 respectively. Most of the north-eastern
region of this watershed is located in the State of Maharashtra. Being an undulating
terrain, only a marginal increase in the settlement area is expected. The settlements
may increase by 3.3% by 2030 and 7.4% by 2040. Around 7.1% rise in agricultural
activities is expected by 2030 and 12.7% by 2040. There is presence of basalt (minor
mineral) in this watershed. Further, the Dodamarg tehsil of Maharashtra (North-
eastern region in the watershed) had open cast activities for mining of iron/manga-
nese. This along with quarrying of basalt may lead to increase in the barren area by
7.8% in 2030 and 14.5% in 2040.

Table 1 Statistical analysis of bias correction of precipitation data

Before bias correction After bias correction

Mean
model

Mean
observed

Mean
model

Mean
observed

15.375 73.875 6.26 9.46 3.20 9.44 9.46 0.02
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Fig. 2 Kalna river watershed: Land-use change projections for the year 2030 and 2040

Fig. 3 Time-based variation in the area under various land-use categories

4.3 Simulations from SWAT and Future Projections

The future LULC maps for the years 2030 and 2040 were used as an input and
QSWAT model was calibrated and validated. The 2019 LULC map was used to
assess the current or baseline situation. The calibration efficiency was evaluated
using statistical measures such as NSE and R2. The calibrated and validated models
for Kalna watershed is presented in Fig. 4. Since the NSE and R2 values were above
0.6, they were acceptable and, hence, used for future streamflow predictions. Fur-
ther, using the rainfall and temperature projections from the NorESM model under
the RCP 4.5 and 8.5 scenarios, the streamflow was simulated till 2050. The variation
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in the mean rainfall and runoff (flow) of JJAS (monsoon) during the Kalna river’s
future time is presented in Fig. 5.
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Fig. 5 Variation in mean rainfall and runoff in JJAS (monsoon) during future time period

The Kalna river basin (up to gauging point) is largely dependent on monsoon
rainfall for its flows. As compared to this baseline data, the future projections under
both RCP (4.5 and 8.5) scenarios indicate an increase in rainfall and streamflow.
Under the changing climate conditions, this increase in average streamflow is more
pronounced in RCP 4.5 as compared to RCP 8.5. The runoff is likely to be more
during the decade of 2031–2040. The scenarios that combine climate and land-use
change indicate a further decrease in the streamflow quantity. The forest cover is
likely to decrease by 3% up to 2040s and an increase in the agricultural and barren
areas (14%) is expected. A decrease in the forest cover coupled with changing
climate is likely to decrease the run-off, clearly demonstrating the importance of a
green cover.

5 Conclusion and Recommendations

While analysing the climate change scenarios exclusively, it was observed that the
streamflow or runoff is likely to increase under both the RCP scenarios (4.5 and 8.5)
when compared with the baseline of 2010–18. The flow is likely to be less under
RCP 8.5 as compared to RCP 4.5. It must be noted that under RCP 8.5, the high
levels of greenhouse concentrations are assumed until the end of the twenty-first
century. Further, climate combined with land-use change reveals that the streamflow
is likely to decrease with the decrease in forest cover. As a general tendency in land



cover change, open forest usually gets converted into agricultural/urban settlement.
In such a case, a slight increase in runoff and a corresponding decrease in evapo-
transpiration is predicted (Aggarwal et al. 2012). Around 10% of the water required
by the water treatment plant at Chandel is extracted from Kalna river. Hence, new
water intensive industries should be restricted. In case of water guzzling activities/
industries, rain water harvesting should be made mandatory and compliance should
be checked regularly. Recharging of groundwater could enhance the base-flow,
thereby improving the water availability during non-monsoon periods. Considering
the delivery, conveyance, and application losses, actual irrigation will be consider-
ably more, depending upon the type of irrigation method. Hence, agriculture and
horticulture activities in these sub-basins need attention. Water conservation mea-
sures such as drip irrigation; system of rice intensification should be encouraged.
Regulating the use of canal water to avoid wastage and over-use should be looked
into. Developing irrigation design and scheduling guides for local crops needs to be
done to enhance water-use efficiency of agriculture sector. The functioning of the
existing Water User’s association (WUAs) needs to be scrutinized and regularised.
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Temporal Trends in Water Discharge
Characteristics of the Large Peninsular
Rivers: Assessing the Role of Climatic
and Anthropogenic Factors

Harish Gupta, S. Kiran Kumar Reddy, and Vamshi Krishna Gandla

Abstract In recent years, the growing water scarcity at the regional and global level
has become a topic of increased discussion, particularly concerning its response to
changing societal use and climate vagaries. For the Indian peninsula, the southwest
monsoon accounts for >80% of annual precipitation, and rain-fed peninsular rivers
serve as an important source for domestic and agricultural uses. Therefore, this study
examines the trends of peninsular rivers’ annual water discharge (WQ). We com-
puted location-specific trends of more than 300 locations covering ten large and
several coastal river basins using daily WQ data provided by the Central Water
Commission, India. The results are based on 50 years’ annual discharge data for
7 locations, more than 30 years of data for around 150 locations, and more than
20 years of data for additional 100 locations spread across the Indian peninsula. The
discharge trends for the peninsular rivers were statically calculated. On-parametric
Mann-Kendall test and linear regression analysis were applied to identify peninsular
rivers with remarkable discharge variations. In the case of large rivers, the change
varies between �79.1% and 29.5%. Large peninsular rivers except Mahi and
Sabarmati experience a regular reduction in their annual water flux. Annual dis-
charge chart of the rivers such as the Brahmani (�14%), Mahanadi (�12%),
Godavari (�11%), and Sabarmati (�20%) illustrated a relatively small reduction,
whereas a significant reduction of the annual water discharge of the Krishna river
(�79%; p < 0.001), Pennar river (�78%; p < 0.05), Cauvery river (�54%;
p < 0.01), Tapti river (�28%; p < 0.1) and the Narmada river (�62%; p < 0.01)
observed. However, Mahi exhibited a minor increase in the water discharge. Overall,
large peninsular rivers showed a 30% reduction in annual water discharge. Studies
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suggest that despite a significant increase in the frequency and the intensity of
extreme monsoon rain events, there is no appreciable upward trend in average annual
rainfall in most peninsular basins. The peninsular region hosts 45 mega and more
than 3800 large dams and several thousand minor structures. Therefore, diverting
water from dams for various purposes could be one of the major reasons fora decline
in annual WQ in these basins. We anticipate that local or sub-basin-scale changes in
rainfall patterns might be another important factor for observed water discharge
trends based on location-specific discharge trends. Factor analysis, a data reduction
technique, revealed that in the case of large rivers, storage capacity, rainfall, and
evapotranspiration rates (3 factors) have eigenvalue>1 and explain about 87% of the
variance. The statistical analysis endorses that (i) the construction of dams has
significantly impacted the water annual and seasonal discharge patterns across
large basins; (ii) although the precipitation is the major water source to the peninsular
basins, it becomes a subordinate factor in the case of large peninsular rivers,
following evapotranspiration losses.

322 H. Gupta et al.

Keywords Water discharge · Temporal trends · Indian Peninsula · Large rivers ·
Rainfall · Dam

1 Introduction

Rivers, lakes, and wetlands as surface water resources account for about 70% of the
water used by humans globally. The surface water supply is vulnerable to fluctuation
in annual rainfall, climatic conditions, and anthropogenic pressure. The rising
demand for water for societal use, myopic policy-making, unregulated urbanization,
and uncertainties associated with freshwater supply due to variations in annual
rainfall and global warming are challenging ecological balance and affecting
society’s social and economic well-being. Several global, regional, and local scale
studies have already evaluated water resources’ vulnerability to global warming and
human activities (Vörösmarty et al. 2000). It is projected that under the enhanced
greenhouse effect, the hydrological cycle will strengthen leading to a substantial
alteration in annual/seasonal precipitation, its intensity, and the frequency of rainy
days throughout the world (Pachauri et al. 2014). According to Kummu et al. (2016),
while over the past century, global water use has grown four times, the population
facing water scarcity increased from 14% of the world population (0.24 billion) in
the 1900s to 58%(3.8 billion) in the 2000s. Mekonnen and Hoekstra (2016) submit-
ted that 4.0 billion people (making up two-thirds of the global population) face
severe water scarcity at least a month each year; and pointed out that nearly 50% of
those people reside in China and India.

India, which houses 17.7% of the global population, occupies about 2.4% of the
global land area with 4% of freshwater resources. India’s population has grown
multifold, from 330 million in 1947 to over 1330 million in 2011. Consequently, the
per capita surface water availability declined from over 5400 m3in 1951 to 1900
m3in 2001 (Kumar et al. 2005). The present surface water accessibility is less than



1500 m3 per capita (CWC 2017). According to Kumar et al. (2005), the water
requirement in the year 1997–98 for different uses in India was about 629 km3. In
2010, this requirement was 712 km3 and is projected to increase to 833 km3 by 2025
and 899 km3 by 2050 (UNICEF 2013). Thus, for a diverse and highly populated
country like India, intermittent river discharge assessments are vital for proper
planning and management of water resources.
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Indian rivers are broadly divided into the peninsula and the Himalayan rivers
(Jain et al. 2007). Despite draining 45% of the geographical area, the Himalayan
rivers contribute about 65% of the annual water discharge. The peninsula basins
occupy the remaining area yet contribute only 35% of the annual flux. However,
50 urban cities are located in peninsular India, which creates enormous pressure on
available water resources for domestic, agriculture, and industrial activities. Hence,
periodically monitoring of the water resources is critical to this region. Earlier
attempts on water discharge trends from Peninsular India rivers are limited to either
a single large river (Gupta and Chakrapani 2005; Bastia and Equeenuddin 2016) or a
group of small-scale rivers. Recently, Gupta et al. (2021) provided a comprehensive
account of Peninsular India’s water discharge and temporal trends. Continuation
with the previous efforts, this study’s key objective is to offer accurate and updated
information on the water discharge of the Indian peninsula using annual water
discharge data from 10 large rivers, covering a considerable length of time
(5–50 yrs). A subordinate objective was to understand the key factors determining
temporal changes in large peninsular rivers’ water discharge.

2 Study Area and Source of Data

Godavari, Krishna, Mahanadi, Cauvery, Pennar, and Brahmani (flowing to the Bay
of Bengal), and Narmada, Tapti, Mahi, and Sabarmati (flowing into the Arabian Sea)
are the ten large rivers that drain the Indian peninsular region (Fig. 1). The catch-
ments of these ten large rivers constitute an area of 1.11 � 106 km2. Most of these
rivers are well covered with a gauge-discharge (GD) network. Relatively smaller
rivers and streams mostly drain from either side of these areas, covering Western and
Eastern Ghats. Kale (2003) pointed out that the peninsular rivers are generally
incised in rock or alluvium and have stable channels. Hence, it is uncommon to
have bank-line changes and shifts in channel position due to large floods.

Mountain chains confine the triangular-shaped Indian peninsulato the north, east,
and the west. Indian peninsula experiences diverse climatic regimes. The elevation
of this region ranges between the mean sea level (MSL) and 2674 m. Except for the
rivers draining the north-western parts of the peninsula (20% of total area), all other
large rivers debouch into the Bay of Bengal, indicating the east-ward general slope
of the Indian peninsula. The Aravalli and Vindhyan mountains mark the northern
boundary, whereas the Eastern Ghats and the Western Ghats form the eastern and
western margins. The Western Ghats (50 to 80 km wide) run parallels the Arabian
Sea coast for almost 1600 km from the southern tip of Tamil Nadu to the



Maharashtra-Gujarat border (Reddy et al. 2019). About 1400 km long, northeast-
southwest trending (along the Bay of Bengal),the Eastern Ghats are a group of
discontinuous and dissimilar ranges of small relict mountains. The Eastern Ghats
region is 100 to 200 km wide with an average height of 600 m. The Eastern Ghats
lies parallel to the Bay of Bengal branch of the southwest monsoon resulting in low
precipitation. Hence, the Pennar is the only large river originating from the Eastern
Ghats. The Arabian Sea branch of monsoon winds brings the rainfall to the Western
Ghats. The orographic effect of the Western Ghats(average elevation of about
1200 m) favors high precipitation on the windward side of the mountain chain,
resulting in a remarkably high runoff in a relatively smaller west-flowing coastal
rivers (Reddy et al. 2019). However, the leeward side of the Western Ghats remains
relatively dry, as most of the moisture of these rain-bearing winds has already been
lost. Therefore, the large rivers (i.e., Cauvery, Krishna, and the Godavari) originating
from the east side of the Western Ghats are known for low surface runoff. Thus, the
Western Ghats have an “unfair” advantage over the Eastern Ghats. Only Mahanadi
and Brahmani originate from the Satpura range among the east-flowing large rivers.
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Fig. 1 Map showing the network of gauge stations on the ten large river basins



These basins receive plentiful rainfall from the Bay of Bengal branch of the
southwest monsoon.
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The responsibility to monitor and develop surface water resources in India lies
with the Central Water Commission (CWC), an apex organization of Govt. of India.
The Water Year Book (available on www.cwc.nic.in) is a periodical publication of
the CWC detailing the annual discharge, and data can also be retrieved through the
WRIS portal (https://india-wris.nrsc.gov.in). The methods and procedures followed
while making gauge and discharge measurements are detailed in CWC’s annual
handbook for hydrometeorological observations and analytically explained by
Bisoyi et al. (2018). We have obtained data on daily water discharge of 244gauge
and discharge stations of the CWC, spread across the basins (upstream of tidal
influence) to calculate the area-weighted seaward water discharge from the Indian
peninsula covering ten large rivers (Fig. 1). The 90 m spatial resolution Shuttle
Radar Topography Mission-Digital Elevation Model (SRTM-DEM) (http://srtm.csi.
cgiar.org/) was used to extract basin properties such as basins boundaries and
channel gradient. The basin-wise population density was extracted using the
block-level population data from the 2011 Census of India (www.censusindia.
gov.in). The non-parametric Mann-Kendall test was applied for the long-term trend
analysis for annual water discharge. Climatological normal of district-wise rainfall,
obtained from the Indian Meteorological Department’s (available at https://data.gov.
in/keywords/annual-rainfall) data for 1951–2000, used for obtaining the basin-wise
mean annual rainfall. The National Register of Large Dams (cwc.gov.in/main/
downloads/NRLD_06042018.pdf) lists the basin-wise storage capacity of dams.

3 Results and Discussions

3.1 The Hydrological Regime of Large Peninsular Rivers

The runoff derived from the gauge data shows remarkable variability in the ten large
peninsular rivers. For instance, runoff produced by the Krishna river (81 mm) and
Pennar river (23 mm) is remarkably lower than the Brahmani river (489 mm),
Mahanadi river (372 mm), Narmada river (308 mm), and the Godavari river
(277 mm). Hence, the yearly mean runoff variability amid the large rivers differs
by orders of magnitude (Fig. 2). Among these rivers, the Krishna and the Pennar,
with mean annual runoff <100 mm, are categorized as arid rivers. The Tapti,
Cauvery, Mahi, and the Sabarmati rivers are categorized as semi-arid rivers
(100 to 250 mm). The Brahmani, Mahanadi, Godavari, and the Narmada river
come under the humid category (250 to 750 mm). The parts of the Cauvery, Krishna,
and the Godavari covering the leeward side of the Western Ghats are only catego-
rized as wet or high-runoff (>750 mm) regions of the large peninsular rivers (Fig. 2).
It is interesting to note that in spite of draining through a relatively small proportion
of the global land, the peninsular rivers witness all four runoff classes (Fig. 2). A
wide range of climatic conditions acting in conjunction with a range of topographic
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and geological variations produce this intricate and attention-grabbing pattern of
runoff over the peninsular region. Overall, the large rivers average runoff (212 mm)
is analogous to the global mean (360 mm; Milliman and Farnsworth 2011). The
long-term combined seaward mean annual discharge of the large rivers calculated at
respective terminal gauge stations is 219 km3. Among them, the Godavari river
alone contributes about 39% of water flux (85.4 km3), followed by 21% from the
Mahanadi, 12% from the Narmada, 9% from the Krishna, and 8% from the
Brahmani river. Thus, the remaining 11% of annual water flux comes from five
large rivers (Pennar, Cauvery, Tapti, Mahi, and Sabarmati).
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Fig. 2 Runoff distribution map of the ten large rivers flowing in peninsular India
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3.2 Temporal Variability of Water Discharge from the Large
Peninsular Rivers

The long-term temporal variation in the annual water discharge for the ten large
rivers is depicted in Fig. 3. To identify rivers with significant discharge changes, the
discharge trends for these rivers suggest that among the large peninsular rivers, the
Mahi and the Sabarmati show a growing trend. However, the remaining large
peninsular rivers witness a regular decline in their mean annual flux (Fig. 3). This
decline in annual water discharge is smaller for the rivers such as Brahmani
(�13.7%), Mahanadi (�12.2%), Godavari (�10.6%), and Sabarmati (�20%). How-
ever, this decline become considerably large for the Krishna river (�79.1%;
p < 0.001), Pennar river (�77.9%; p < 0.05), Cauvery river (�53.7%; p < 0.01),

Fig. 3 The long-term variability in the mean annual water discharge trends of the ten large
peninsular rivers



Tapti river (�27.8%; p < 0.1) and the Narmada river (�62%; p < 0.01) . On the
other hand, the Mahi river exhibits an insignificant increase in discharge.
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3.3 Controls to Variations in Long Term River Discharge

The impact of different natural and anthropogenic controls on the hydrological
regime is evident from the observed sizeable variability in runoff across the penin-
sula. Basin parameters such as area, length, mean basin elevation, and lithology are
not directly related to the long-term water discharge. India holds the largest arable
land globally and ranks second in the agricultural output. Besides, the Indian
agricultural sector remains the largest employer. In the year 2000, Indian agriculture
accounted for 85.3% of water use, which is going to be 83.3% by 2025 (CWC 2007).
It implies that the agricultural sector will remain the largest water user. Out of
140 million hectares of land under agriculture, about 22 million hectares are irrigated
by the networks of canals and 39 million hectares by groundwater pumping. It means
that the remaining 56% of Indian cultivable land is monsoon-dependent. Due unique
geographical location, tropical/sub-tropical monsoon characteristics, and landscape,
the Indian mainland experiences severe flooding and droughts concurrently in
different parts of the country. Based on probabilistic Budyko analysis, Singh and
Kumar (2015) predicted that the southern region of India is most vulnerable to
vagaries of climate as up to a 10% decrease in precipitation may cause a 25%
reduction in the water supply. Various large-scale phenomena, like El Niño, La
Niña, Indian Ocean Depressions, etc., determine the inter-annual variability in
monsoon rainfall over India, whereas orography influences the spatial variabilities.

During four months of monsoon seasons, about 75% to 80% of annual rainfall is
received and flows in rivers peaks. This rainfall spread over a short time may cause a
flood, but the less/non-rainfall spread over a longer span may result in a drought.
Climate change and meteorological variability in rainfall in India have already been
analyzed and discussed. Besides, a growing number of studies by Rao (1993),
Goswami et al. (2006), Rajeevan et al. (2008), Krishnamurthy et al. (2009), Jain
(2017), and Bisht et al. (2018) have reported, changes in daily and seasonal rainfall
patterns across Indian mainland. Roxy et al. (2017) found that between 1950 and
2015, extreme rain events over central India increased three-fold. This study notes a
10–30% increase in rainfall events over the region where more than 150 mm of
rainfall is registered in a day despite a general weakening of monsoon circulation.
Jain (2017) examined trends in mean annual rainfall, number of rainy days, rainfall
intensity, and riverine flow of a few selected Indian peninsular rivers. They observed
that despite the increase in yearly peak rainfall in most basins, the number of flood
peaks of smaller magnitude showed a slight falling trend in different decades,
whereas there was no trend for severe floods (Fig. 4). According to Jain (2017),
river regulation through storage reservoirs has reduced peak flows in the past
50 years.
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Fig. 4 Map showing the rainfall trends and the distribution of large dams over the ten large
peninsular rivers

The peninsular region supports about 46% (559 million) of the Indian population
(Population Census 2011). Also, out of 51 million-plus Indian cities, 27 lie in this
region. Besides, about 0.91 million km2 (>60% of total) land is under agriculture.
The peninsular rivers act as a key freshwater source for this relatively more urban-
ized part of the mainland. Over the last few decades, agriculture and population
pressure have resulted in a notable alteration in land-use and land-cover (LULC)
patterns and witnessed a growing number of water flow regulating structures and
inter-basin transfers for societal uses (Gupta et al. 2012). Water conflicts, dispro-
portional distribution of water resources, and water stress Considering the increasing
water requirement, the National Water Development Agency (NWDA), India, has
suggested its rivers’ interlinking. Inter-River Linking (IRL) is a mega project that
will ease water scarcities in southern and western India. It will also mitigate the
recurrence of floods in eastern India. The project aims to link 30 major rivers and
transfer 185 km3 of water through an about 15,000-km network of canals and about
3000 small and large reservoirs. The Godavari and Krishna rivers are already linked
through a 174 km canal. Currently, the Ministry of Water Resources and River
Development is commencing projects to interlink four rivers in the first phase of this
initiative, covering the Ken-Betwa, Par-Tapi-Narmada, and Damanganga-Pinjal
projects.

Direct water consumption for India’s domestic, industrial, and agricultural sectors
has increased significantly over the past decades. The mounting demand for water
forced the administrators to devise different ways to utilize the surface runoff. As a
result, 41 mega-dams, over 3800 large dams, and several thousands of minor
irrigation structures have been constructed. Several more are planned across the
peninsula to cope with the growing demand for food and energy (CWC 2007). These
dams have an adequate storage capacity of about 216 km3. Among the large dams,
over 3200 are constructed in the large basins, and the remaining dams are on the
coastal rivers (NRLD). The Krishna basin alone has 935 large dams, followed by the



Godavari (837), Tapti (445), Narmada (353), and Mahanadi (266; Fig. 4) basins. The
cumulative storage capacity (49 km3) of all dams in the Krishna basin far exceeds its
current seaward flux (6.24 km3). The cumulative storage capacity of dams in the
Godavari basin is about 37 km3, followed by Narmada (29 km3), Mahanadi
(18 km3), and Tapti (11.8 km3) basins.
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4 Conclusion(s)

Altogether, ten large Indian peninsular rivers discharge237 km3 of water annually.
Rainfall and water loss through natural processes and human consumption are
identified as major factors influencing riverine discharge. Despite low runoff, it
was found that large rivers deliver higher water flux by virtue of basin size. Spatial
variance in precipitation exerts direct control on the surface runoff. Water loss from
the low rainfall basins is greater than from the higher rainfall basins, and large rivers
lose more water than the minor rivers. Only 30% of total rainfall is transformed into
riverine discharge in the peninsula. In the absence of any noteworthy decline in
annual precipitation across the peninsular basins, the significant decline in the annual
discharge of the Krishna river, Pennar river, Cauvery river, Tapti river, and the
Narmada river can be attributed to human influence. The presence of several mega-
dams and over 3800 large dams might also explain the decline in water discharge
from the Indian peninsula. The inter-annual variability of rainfall might not play an
important role, as discharge decline is mainly confined to heavily regulated large
basins and a few minor rivers. However, the impact of climate change, which can be
measured as rainfall intensity and frequency of extreme events on the peninsular
rivers’ annual water discharge, remains to be examined.
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Groundwater Responses to Climate
Variability in Punjab, India

Gopal Krishan, Nitesh Patidar, N. Sudarsan, Rajesh Vasisth, and B. S. Sidhu

Abstract Groundwater has the potential to show resilience to the climate variability
due to its high residence time in the aquifer systems which makes it less vulnerable to
climate change. The recently recharged water in the shallow groundwater aquifer is
more susceptible to the climate variability than the very old water in the deep
aquifers. However, irregular patterns of rainfall and change in its frequency and
intensity over a period of time can influence the groundwater storage through
variable recharge. Northwestern states of India—Punjab, Haryana and Rajasthan
fall in arid to semi-arid regions with mean annual rainfall ranging from
500–600 mm/year and the region is underlain by Indus river aquifer systems. The
present paper highlights groundwater responses to rainfall variations during 1901 to
2019 using a simplistic empirical relationship of annual rainfall and recharge in
Punjab. It has been found that 20% decrease in the annual normal rainfall volume of
600 mm would result in 65% decreased recharge. From this it is inferred that there
are possible impacts of climate change in respect of projected change in mean annual
precipitation on groundwater resources.
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1 Introduction

In North-West region of India viz. Punjab, Haryana, Rajasthan and Delhi; being an
agrarian belt water demand for irrigation is very high and population is profoundly
dependent on groundwater and as a result groundwater draft is leading to falling
water table and permanent decrease in groundwater storage (Rodell et al. 2009;
MacDonald et al. 2016; CGWB 2017). Depletion of groundwater levels have
become a global concern due its high negative consequences (Aeschbach-Hertig
and Gleeson 2012; Famiglietti 2014). However, globally 24% of the recharge water
is extracted (Aeschbach-Hertig and Gleeson 2012) but rapid declines are observed in
local wells measurements and generally not shown by large scale gravity experi-
ments data (Rodell et al. 2009) making high resolution monitoring data indispens-
able (Scanlon et al. 2012; MacDonald et al. 2016). In North-West, India the high
resolution data is lacking and whatever data existed have highlighted high depletion
(Lapworth et al. 2014, 2015, 2017) which indicated depletion in groundwater in the
Indo-Gangetic plan caused by pumping and, to some extent, by climate variability
(MacDonald et al. 2016). These variations are discussed in detail at a regional scale
by Bonsor et al. (2017).

There are several issues related to the groundwater depletion such as lowering of
water table, reduced storage (Inflow -means recharge<outflow means-discharge/
extraction) and base flow, saline water ingression and increased pollution
(Sophocleous 2000; Foster and Chilton 2003; Konikow and Kendy 2005).

Extraction of groundwater is often followed by the capture (Bredehoeft and
Durbin 2009) and this process helps in the water storage and the renewal capacity
of groundwater depends on residence time defined as the time taken from recharge to
discharge while groundwater age is the time taken from infiltration to reaching the
sub surface (Kazemi et al. 2006). For efficient groundwater management more
emphasis needs to be given on supply component which is specifically groundwater
recharge. Renewal of groundwater takes place as a result of recharge and this
depends on several factors amongst which rainfall is the most important. However,
groundwater has responded to climate variability (Scanlon et al. 2006) but any long
term irregularities in rainfall will affect the recharge.

In the present study, rainfall pattern of period 1901–2019 was studied to find
groundwater responses for the period 2000–2019 in Punjab state of India. Punjab
state has relatively variable geology and geomorphology consisting of shivaliks,
alluvial plains and arid regions (Gopal et al. 2015). Groundwater systems are either
single aquifer in shivaliks or multi aquifer in other parts of the state (CGWB 2017).
More pressure on groundwater resources have been found due to the unprecedented
demographic growth rates (Census 2011) and increasing demands for irrigation in
entire state. Alarming groundwater depletion rates have been observed in central
parts of Punjab due to higher dependency on groundwater in urban and rural areas
(Gopal et al. 2015). Irregular and unpredicted rains in the state have compelled the
people to opt for digging more wells for meeting the irrigation demands.
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The urbanization and deforestation have increased during the past decades in the
area leading to decreased recharge to groundwater. Increasing impervious area
associated with urbanization has led to decreased infiltration and consequently
affected the groundwater recharge. Moreover, the changes in land cover have also
affected the groundwater recharge. The climate change is another driver which
altering the groundwater balance. Therefore, the assessment of impacts of these
changes on groundwater resources in this area is important. It is observed that the
groundwater abstraction is relatively high during kharif periods as compared to other
periods.

The research presented here investigates the multi-decadal impacts of increasing
groundwater abstraction in the context of possible impacts of irregularities in rainfall
pattern. Its underlying aquifer system can be considered typical of many other
rapidly growing cities and the wider developing world.

This study investigates the impacts of groundwater extraction during the past
decades considering the spatial-temporal variability in precipitation. The aquifer
system of the study area is an important source of water which satisfies a consider-
able fraction of irrigation and domestic needs. The key objective of the study was to
assess the impact of recent groundwater development and its probable future evolu-
tion under various management scenarios. The trend in precipitation and groundwa-
ter levels were analyzed. In addition, the recharge estimation and modelling were
performed.

2 Materials and Methods

2.1 Study Area

Present study is carried out for the Punjab state which lies in latitude 29o32’ to
32o28’N and longitude 73o50’ to 77o00’ E having a total area of 50,362 km2which is
home to 27 thousand people (2011 Census). The entire state is divided into 3 socio-
cultural regions (Fig. 1): Malwa (comprising of districts Roopnagar, SAS Nagar,
Patiala, Fatehgarh Sahib, Sangrur, Ludhiana, Moga, Barnal, Mansa, Bhatinda,
Firozepur, Faridkot, Muktsar and Fazilka), Majha (comprising of districts Pathankot,
Gurdaspur, Amritsar and Tarn taran), Bist Doab (comprising of districts
Nawnashahr, Hoshiarpur, Jandhar and Kapurthala). Punjab is an agrarian state
contributing grains enormously to the central pool. There are 3 perennial rivers in
the state Ravi, Beas, Satluj, and one seasonal river. Ghaggar. Water from these rivers
has been diverted into network of canals but the water from these rivers and canals
are not able to fulfil the water demand leading to development of a large number of
groundwater structures.

The deterioration of the human health and environment due to land use/land cover
(LULC) changes has been a principal concern in an urban environment.

Landsat satellite of NASA has been providing a continuous data since 1970s and
have been one of the most commonly used satellite data for land cover analysis.



Landsat data was acquired for this study. The bands record the radiations between
visible and infrared regions of Electro-magnetic spectrum. Landsat satellite images
(Table 1) were freely obtained from the data centre of USGS (www.earthexplore.
usgs.gov.in). The Operational Land Imager (OLI) of Landsat-8 was acquired which
is a multi-spectral data at 30 m spatial resolution. The visible, NIR and SWIR bands
were selected for the LULC mapping for Rabi season (Dec-Mar) of 2018.
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Fig. 1 Study area

Table 1 Landsat 8 OLI tiles used for LULC

Sl. No Season Date of Sensing (dd/mm/yyyy) Tiles (Path-Row)

1 Rabi 2018–2019 26/11/2018 147–038

2 28/12/2018 147–039

3 19/12/2018 148–038

4 19/12/2018 148–039

5 26/12/2018 149–038

6 26/12/2018 149–039

The SRTM-DEM (Shuttle Radar Topography Mission—Digital Elevation
Model, 1-arc sec spatial resolution) was used. The downloaded tiles were stacked
together and cropped out with the study area shapefile. The elevation map is
prepared by dividing the range of altitudes into six ranges. The contour lines were

http://www.earthexplore.usgs.gov.in
http://www.earthexplore.usgs.gov.in


generated in the 10 m interval by using the ‘Contour’ Spatial analysis tool in
Arcmap 10.5.
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Good quality images with less than 10% cloud cover were obtained. Processed
Level 2 data product was used in the study where top of atmospheric reflectance
converted to Surface reflectance. Image pre-processing involves geometric correc-
tion being applied to the images. Since datasets used were multi-temporal, they
needed to be analyzed and registered uniformly to compare the change detection.
After stacking the bands together, the tiles were mosaicked and the study area was
clipped out. The supervised classification technique was adopted for the area already
have ground truth data, drawn signature polygons were grouped into respective
classes. The image was classified into five different classes such as, Water body,
Agricultural land, Fallow land, Settlements and Hilly area. The area under each land
cover is estimated.

2.2 Groundwater Level Data

Groundwater level data for the years 2000 and 2016 was collected from State
Department of Agriculture and Farmers Welfare, Punjab. Aquifer data was taken
from Bonsor et al. (2017). Groundwater availability and draft data was taken from
CGWB (2017) for finding stage of groundwater development. Groundwater data for
the years 2000 and 2016 was used to assess the spatiotemporal variations. Inverse
distance Interpolation (IDW)interpolation technique was used to generate spatial
maps of groundwater levels for the year 2000 and 2016.

2.3 Rainfall Data

Rainfall data for the period 1901–2019 was acquired from India Meteorological
Department (IMD). The data is 0.25 degree gridded daily data which was generated
using a dense network of point stations.

2.4 Groundwater Recharge

Groundwater recharge was estimated using a simplistic empirical equation given by
Cave et al. (2003) for semi-arid regions:

Y ¼ 148 ln xð Þ � 880 ð1Þ



338 G. Krishan et al.

2.5 Trend Analysis

The magnitude and significance of trend in the estimated 119-year recharge was
determined using modified Mann-Kendall (MK) (Hamed and Rao 1998). The used
modified MK test can handle autocorrelated series in the trend analysis. The MK test
is a non-parametric trend analysis and thus can be applied on the data of any
distribution. It has widely been used to ascertain trend magnitude and significance
in the meteorological and hydrological variables, such as precipitation, temperature
and river discharge. The MK test determines whether the ‘null-hypothesis’ is correct
and provides level of significance (p-value) and trend (increasing/decreasing). If the
‘null-hypothesis’ exists, there is no-trend in the data series, otherwise, direction of
the trend (increasing or decreasing) is identified. In this study, the modified MK test
was performed on estimated recharge. The data series is divided into seven different
periods considering three different intervals, i.e. 117-year, 60-year, 30-year. The
created data series include 1901–2019, 1901–1960, 1961–2019, 1901–1930,
1931–1960, 1961–1990, 1991–2019.

3 Results and Discussion

3.1 Land use, Elevation and Contour Maps

Land use, elevation and contour maps of Punjab state are shown in Fig. 2. 55% of the
total area is cultivated and comes under the category of agriculture, 22% area is
fallow; 17% area comes under settlement and remaining 6% area is either water body
or hills. From the elevation and contour maps it is found that Punjab state is a plain
with gentle slope and an approximate elevation of 650 m AMSL in the northeast. In
the north adjoining Himachal Pradesh and Jammu and Kashmir, the elevation is
approximately 180 m AMSL. The south-western area is desertic and undulating.

Fig. 2 Land use, elevation and contour maps of Punjab state
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3.2 Groundwater Level Variations

Groundwater level variation map (Fig. 3) was prepared for the years 2000 and 2016
and it was observed that groundwater level is decreasing only in the central parts of
the Punjab and it is seen there is no water level fall in the south-western districts of
Punjab. The entire Fazilka districts and parts of Muktsar and Ferozepur district were
supposed to have water table of less than 5 m below ground level (bgl). The most
exploited districts were Hoshiarpur, Patiala, Sangrur, Barnala and parts of Ludhiana
and Jalandhar. In the year of 2000, water level varied from 0.44 to 92.32 m with an
average of 9.4 m and in the year of 2016, water level varied from 0.94 to 93.28 m
with an average of 12.96 m. There was increase in average depth to water level by
3.56 m indicating a decline of 0.22 m/yr.

Groundwater decline effects can be clearly seen in the stage of groundwater
development (Fig. 4) where out of 22 districts 18 districts have more than 100%
stage of groundwater development (CGWB 2017). It has been found that key driver
of groundwater depletion in Punjab is growing demands for various purposes, the
same was reported by Lapworth et al. (2015) for Bist doab area; and reported for
entire Punjab by Gopal et al. (2015).

Fig. 3 Groundwater level difference of year 2000 and 2016
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Fig. 4 Stage of groundwater development
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Fig. 5 Month wise rainfall pattern (1900–2019)

3.3 Rainfall Analysis

From the rain data (1900–2019), this can be clearly seen that 80% of the rainfall
occur in monsoon period (July to September) (Fig. 5).
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3.4 Rainfall Recharge

The trend analysis was performed on annual recharge from 1901 to 2019 using
modified MK test. The test was performed considering seven different periods. The
results obtained are shown in Table 2. As expected, the value of slope, intercept,
p-value and trend direction is different for each period. The test suggests that there is
a significant increasing trend in recharge for the period of 1901–1960 with p-value of
0.0009. However, no significant trend was found when the entire period between
1901–2019 was analyzed. Similarly, all other periods exhibit no-significant trend as
indicated by higher p-values, similar trends were observed by Gopal et al. (2015).

This study provided an overview of the impact of long term rainfall on ground-
water recharge. Rain is the recharge source and recharge is found varying with the
rainfall pattern and variations. It has been found 20% decrease in the annual normal
rainfall volume of 600 mm would result in 65% decreased recharge (Fig. 6).

4 Conclusions

The study shows that the annual rainfall variations will affect the recharge. The trend
analysis was based on daily precipitation data, therefore an analysis using sub-daily
data is required to understand the impacts of short events on recharge. Moreover,
scanty precipitation will affect the replenishable groundwater and will ultimately
affect groundwater availability in the area. The spatio-temporal analysis of ground-
water indicates that the central part of the study is the most affected due high
groundwater extractions. It can be inferred that if the groundwater extractions
continuous at current pace, the aquifer is likely to deplete below safe limits. Such
overexploitation might expand laterally to neighbouring areas and therefore the
impact may expand from local to regional scale. These impacts might reduce the
baseflow contribution to river, lead to drying of wetlands and land subsidence
(Fig. 7).

Table 2 Summary of modified MK test on recharge for different periods between 1901 and 2017

Sr. No. Period Trend P-value Slope Intercept

1 1901–2017 No-trend 0.0905 0.14 57.43

2 1901–1960 Increasing 0.0009 0.56 46.10
3 1961–2017 No-trend 0.4212 0.22 80.50

4 1901–1930 No-trend 1.0000 0.00 56.95

5 1931–1960 No trend 0.0932 1.18 53.93

6 1961–1990 No trend 0.6177 0.49 72.26

7 1991–2017 No trend 0.8676 0.08 61.62
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Fig. 6 Rainfall recharge

Fig. 7 Trend plots for different durations between 1901 and 2019
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Reflections on Temporal Trends in Water
Quality and Climate Variability at Three
Degradation Hotspots of Leading Rivers in
India

Apoorva Bamal, Akash Sondhi, Niharika Singh, and Priyam Saxena

Abstract River and riparian ecosystem restoration have significantly become the
new approaches to reverse the past degradation activities and prevent future losses.
Factors such as climate change, clearing of riparian zones, construction on wetlands
and degrading river water quality are contributing to deterioration of the river and
riparian ecosystem. These activities cumulatively pose challenges to the short and
long-term agendas proposed by various organizations. It is important to look for
solutions that will help reduce the extent of the degradation caused by the key
drivers. The current restoration practices that are taken as the action plans for
rejuvenation of rivers and associated riparian zones are not available to achieve the
legally mandated goals, which are meant for the improvement of the structure and
function of the degraded units.

While conditions of riverine ecosystem at specific location are also determined by
the status of the riparian zone and vice-versa, conditions of upstream and down-
stream of particular riverine ecosystem are interdependent. Thus, degradation of
upstream and downstream of the river is interlinked, which also connects their
revival solutions. Individual rivers can be affected by similar or different key drivers
of degradation; therefore, the restoration schemes differ in the magnitude of their
exposure to these certain factors. Three identified leading rivers of India to assess the
degradation hotspots are the Ganga, Brahmaputra and Godavari. For each identified
river, degradation hotspot has been recognized based on four parameters viz.
population dependence, sources of economy, river water quality, and biodiversity.
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Based on their geographical location with respect to the particular river selected and
the extent of secondary data available regarding the river and riparian ecosystem
degradation in a particular district, rivers are studied in certain aspects to evaluate
degradation issues and monitoring implementation on the same grounds.

This study is an approach to assess the degradation trends and its causal factors in
the identified hotspots of the above mentioned rivers in India. The paper also reflects
the impact of climatic variability on water quality of these rivers. It suggests
modifications in existing conservation approaches and new action plans by taking
in account their existing mortified scenario.

Keywords River ecosystem · Riparian ecosystem · Degradation hotspots ·
Conservation approaches · Climatic variability

1 Introduction

The Indian River system is composed of seven key rivers together with their
numerous tributaries and bulk of these rivers flow into the Bay of Bengal, while
the others flow into the Arabian Sea (Naiman and Décamps 1997). Rivers are of
great importance to nature and humankind in one or the other possible ways. This
importance of rivers is often due to the associated riparian zone that forms a
transition between river and their floodplains, ultimately forming one of the most
diverse and dynamic components of the landscape.

The ecosystems of these riparian zones, also known as riparian ecosystems, are
the areas that occur along the water bodies and vegetation communities in these areas
and play a transition role between terrestrial and aquatic ecosystems (Gregory et al.
1991). These areas exhibit distinct land properties due to unique soil and vegetation
characteristics that are strongly influenced by free and unbound water in the soil. The
ecological health of the river, including the relationship that the aquatic organisms
have with each other and the environment, plays an important part in the mainte-
nance of the associated riparian ecosystem (Holmes et al. 2004).

The river and riparian ecosystems are together recognized as important areas of
conservation due to the services they provide to the society such as serving as
corridors, connecting the otherwise disconnected landscapes through exchange of
water, sediment, nutrients, pollutants, and organic materials (Tockner and Ward
2001).

The Riparian ecosystems are beneficial for the rivers as they add stability to the
banks, therefore decreasing the risk of erosion. On the other hand, change in the
water flow regime due to climate change, dam construction, etc. can lead to the loss
of riparian ecosystem as these activities disconnect rivers from their floodplains.
Therefore, there exists an ideal inter-connection between river and riparian ecosys-
tem as the degradation of the river body affects the associated plant community and
vice-versa (Nilsson and Berggren 2000).

In recent years, degradation of river and riparian ecosystem has been observed
owing to multiple reasons, due to which the utilizable water resources have been
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limited to 28.1% of the total water available (Tonkin et al. 2018). The degradation is
in terms of drop in the water quality of the river, narrowing of the river course,
sedimentation, floods and vegetation clearing in the riparian zone (Karr and Chu
2000). Such conditions are correlated with each other and occur due to various key
drivers such as climate change, urbanization, implementation of hydroelectric pro-
jects, and other human activities such as mass bathing in the river body and
discharging industrial and domestic sewage in the same (Richardson et al. 2007).
These specific drivers of degradation are not present along the whole river but at
particular locations. Therefore, there are certain degradation hotspots wherein the
occurring ecological disturbances (in terms of loss of function and productivity)
cannot be recovered un-aided (McIver and Starr 2001).

Although majority of the rivers and their associated tributaries in India are in great
need of conservation, for the current study three main rivers of the country are
considered. The selection of the rivers is attributed to some of the essential param-
eters such as population dependence on a particular river site, occurrence of floods
and water quality of the river. Considering these parameters for major rivers of the
country, the identified rivers for the assessment study are Ganga, Brahmaputra and
Godavari.

As the river flows across definite countries, states, districts and locations, the
rivers can be segregated in terms of upstream and downstream of the same. While
upstream of river is a location close to the source or origin of river, downstream is
further down along the river receiving river water flowing through the upstream
location (Lorenz and Feld 2013). Furthermore, factors and drivers of river and
riparian ecosystem degradation vary for the upstream and downstream degradation
hotspots.

Amongst the identified rivers, river Ganga has the highest population dependence
and river Brahmaputra has the lowest population dependence. Population depen-
dence is taken into consideration as there is a directly proportional relationship
amongst the population and demand for resources. While for river Ganga and
Brahmaputra average annual flood occurrence is 5–12, the average annual flood
occurrence for Godavari is 3–5 (Dhar and Nandargi 2003). The water quality in all
the three rivers is degrading. Such factors play an important role in selection of rivers
and their respective hotspots for the assessment of river and riparian ecosystem
degradation.

This study unveils the causal factors for degradation of three leading rivers in
India to provide proximal conservation approaches for their restoration and
rejuvenation.

2 Study Area

The identified rivers for the assessment study are Ganga, Brahmaputra and Godavari
with one upstream and one downstream degradation hotspot identified (Fig. 1).
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2.1 River Ganga

As the river Ganga originates from Gangotri glacier in the Himalayas at an elevation
of 7010 m in the Uttarkashi district of Uttarakhand, the upstream district chosen is
Uttarkashi (30� 430 N and 78� 260 E) (Singh et al. 2007). Uttarkashi district has a
geographical area of 8016 km2 and supports a population of 0.33 million people.
Forest department administers 88% of the district. The forests in this district are rich
in pine, deodar, spruce, kharshu, birch, and junipers and thus forestry plays an
important role in economy of this district as it involves people in the business of
propagation and exploitation of forest and forest produce (Table 1). Along with
forestry, agriculture, animal husbandry, and the existing industries are also the
sources of economy for the district (Awasthi et al. 2003).

The downstream district chosen for river Ganga is Allahabad (25� 270 N and 81�

500 E). Allahabad has a geographical area of 5482 km2 and supports a population of
5.9 million people. Main sources of economy in the district are agriculture, tourism,
and units of small and medium scale industries. Main agricultural crops are wheat
and rice (Sharma et al. 2014). Due to the industrial and domestic wastewater,
discharge in the river there has been degradation in the river ecosystem.

Fig. 1 Upstream and downstream degradation hotspots for three selected rivers
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Table 1 Salient features of three major river basins in India

River Ganga Brahmaputra Godavari

Basin extent

Longitude
Latitude

73� 20 to 89� 50 E
21� 60 to 31� 210 N

88� 110 to 96� 570 E
24� 440 to 30� 30 N

73� 240 to 83�

40 E
16� 190 to 22�

340 N
Area (km2) 861,404 194,413 312,812

Population
dependence

448 million 35.43 million 60.48 million

States
covered

Uttarakhand, Uttar
Pradesh,
Madhya Pradesh, Chhat-
tisgarh,
Bihar, Jharkhand, West
Bengal,
Haryana, Himachal
Pradesh, Rajasthan,
Delhi

Arunachal Pradesh, Assam, West
Bengal, Meghalaya, Nagaland

Maharashtra,
Andhra
Pradesh,
Madhya
Pradesh,
Chhattisgarh

Sources: http://nmcg.nic.in/location.aspx
https://waterresources.assam.gov.in/portlet-innerpage/brahmaputra-river-system
http://grmb.gov.in/grmb/home
Central water commission

2.2 River Brahmaputra

The upstream district chosen for river Brahmaputra is Dibrugarh (27� 280 N and 94�

540 E). It has a geographical area of 3381 km2 and supports a population of 1.3
million people. This district is considered as an economic hub of North East region
of India. Main sources of economy in the district are oil and natural gas, tea
production, tourism, power generation, fertilizer, and cottage industry (Gogoi et al.
2011). Due to increase in the resource demand by the growing population in the
district, there has been rapid deforestation, encroachment on the riverbanks and
increasing pollution levels in the river leading to the river and riparian zone
degradation.

The downstream degradation hotspot chosen for river Brahmaputra is Guwahati
(26� 80 N and 91� 480 E). It has geographical area of 556 km2 and supports a
population of 0.9 million people. The main sources of economy in the city are
small-scale industries such as Cotton textile, etc. and large-scale industries such as
Indian Oil Corporation Ltd. (Das 2008). The city being a tourist hub has increased
demand for land and other resources leading to growth of industrial units in the city
that are polluting the river immensely (Kotoky and Sarma 2017).

http://nmcg.nic.in/location.aspx
https://waterresources.assam.gov.in/portlet-innerpage/brahmaputra-river-system
http://grmb.gov.in/grmb/home
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2.3 River Godavari

The upstream district chosen for river Godavari is Nashik (20� 000 N and 73� 470 E).
It has a geographical area of 15,582 km2 and supports a population of 1.48 million
people. The main sources of economy in the district are agriculture and a number of
large-scale industries such as Hindustan Unilever Ltd., etc. In addition to this, the
district is also famous for its wine industries. Nashik district hosts the Kumbhmela
that holds tremendous sacred importance (Yadav et al. 2016). It experiences great
deal of deforestation that results in the degraded health of the river due to increase
sediment and pollution load in the river.

For river Godavari the downstream district chosen is Aurangabad (19� 150 N and
75� 200 E) having a geographical area of 10,100 km2 out of which 135.75 km2 area is
covered by forest. Aurangabad supports a population of 3.7 million people. The
main sources of economy in the district are a number of industries with silk and
cotton textile industries being the major ones. Since the district is a hub of large
number of industrial units, the water quality of the river is generally poor due to the
industrial discharge in the river (Pote et al. 2012).

3 Methodology

The methodology adopted to study the degradation hotspots of the selected rivers
necessitated the use of secondary data and the unit of observation has been confined
within the limits of the study area mentioned earlier:

• Selection of rivers: Rivers for the study were selected on the basis of population
dependence, occurrence of floods and pollution levels amongst the rivers.

• Identification of degradation hotspots: One upstream and one downstream deg-
radation hotspot were identified for each selected river on the basis of their
population, sources of economy, river water quality and forest cover and avail-
ability of the data regarding the above-mentioned aspects.

Tools and techniques for data collection and analysis:

• The study of assessment of degradation hotspot was carried out with secondary
data available for the degradation of river and riparian ecosystem of the selected
degradation hotspots. Secondary data taken into account includes reports from
various organizations (government, NGOs, institutes, etc.), published journals,
online research articles, research papers, books, etc. that would specify the level
of environmental changes that have occurred since last 10 years in the area under
consideration.

• The detailed information regarding the research problem of degradation of river
and riparian ecosystem degradation was collected on the basis of the following
parameters:
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(a) Population and its growth rate in the study area
(b) Water quality of the rivers in the identified degradation hotspots and its

causes (CPCB ENVIS|Control of Pollution n.d.)
(c) Forest cover in the study area (Forest Survey of India n.d.)
(d) Occurrence and causes of floods in the degradation hotspots
(e) Other degradation factors and causes (if applicable)

• The comparative analysis was done with the help of different graphical tools and
formulation of tables to assess the difference between the extent of degradation
factors and causes in different hotspots to formulate conservation plans required
for the revival and rejuvenation of the rivers and associated riparian zone.

4 Results

4.1 River Ganga

4.1.1 Decrease in Forest Cover (Forest Cover as Percentage
of Geographical Area)

On comparing the forest cover area (in terms of forest area as percentage of
Geographical area) in Uttarkashi (upstream district) and Allahabad (downstream
district); it was observed that the forest cover in the upstream and downstream
hotspot has changed in different ways. While in Uttarkashi, there has been a decline
in the forest cover area, in Allahabad the forest cover area has increased during the
years (Figs. 2 and 3).

It is a known fact that although river Ganga in its upstream is subjected to much
less anthropogenic pollution but the ecosystem in this segment of the river is highly
sensitive and fragile and degradation of such fragile ecosystem directly or indirectly
affects the riparian ecosystem and vice-versa.

In Uttarkashi, the forest cover has decreased from 3145 km2 (39.23%) in 2009 to
3028 km2 (37.77%) in 2017 of the total geographical area. Such scenario is a result
of the deforestation activities happening in the district since many years. Deforesta-
tion in Uttarkashi is attributed to many reasons. One of the important reasons is
increase in population of the district wherein the population has increased from
295,013 in 2001 to 330,086 in 2011 (Census of India 2011). Although due to its
geographical location, Uttarkashi supports only 3.48% of Uttarakhand population
but the increasing population demands more resources for their survival and forest
area is one the leading resources in demand. Moreover, the forest cover studied here
is not solely the riparian zone but is inclusive of the associated riparian zone of the
river.

Some percentage of deforestation is done to clear the land for developmental
activities such as construction of residential areas, hydroelectric projects or agricul-
tural activities; the other percentage of the deforestation is attributed to the need of
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Fig. 2 Change in forest
cover in Uttarkashi

Fig. 3 Change in forest
cover in Allahabad

wood material serving different purposes that can be material building, fuel, etc.
Such decrease in forest cover area of the district exhibits urgency for attention of the
concerned authorities as well as the people so that proper monitoring can be done
in time.

In Allahabad there has been an increase in the forest cover area from 94 km2

(1.85%) in 2009 to 127 km2 in 2017 which is just 2.32% of the total geographical
area of Allahabad. This increase in forest cover area can be a result of plantation
activities done during the years.

However, the forest cover area in Allahabad is comparatively much less than that
of Uttarkashi whereas the population of Allahabad is 1,112,544 in 2011 (Census of
India 2011) which is larger than that of Uttarkashi. This becomes a reason for less
forest cover area in Allahabad because such large population has much higher
demand of land leading to less forest cover area. Also along the river, there has
been observed less vegetation and tree cover, which can be attributed to the fact that



Reflections on Temporal Trends in Water Quality and Climate Variability. . . 353

due to holy importance of river Ganga in Allahabad, the demand for land in its
vicinity has increased several folds that is disturbing the riparian ecosystem of river
Ganga in Allahabad (Kulshrestha and Sharma 2006). Thus more plantation activi-
ties, especially in the areas, which are closely associated with the river, are required
by the authorities to assure better health of the river and riparian ecosystem.

4.1.2 River Ecosystem Degradation

On comparing the different water quality parameters (pH, DO, BOD, total coliform)
of river Ganga in Uttarkashi and Allahabad, it can be concluded that the water
quality of river Ganga in Allahabad is much poor than that of Uttarkashi. Such
scenario can be attributed to many polluting drivers present in the district. One of the
key drivers is large number of industries present in Allahabad which directly
discharge their effluents in the river and amongst them paper and pulp industries
contribute the most pollutants by volume (Figs. 4, 5, 6, and 7).

In addition to the industrial waste, more than half of the waste generated in river
Ganga is from domestic sources. This pollution happens because of the poor
sewerage system of the district where more than 61% of the district area is
un-sewered and there are more than 57 drains in Allahabad (National Mission for
Clean Ganga n.d.). The key problems that persist here are the growing quantum of
untreated sewage that is discharged in the river and the inadequate flow of water to
dilute and assimilate this waste. This inadequate flow is because of the lack of
vegetation cover along the river and pumping of ground water, which leads to the
deepening of the ground water, and thus there occurs movement of water from river
to ground water thus reducing the river flow.

Fig. 4 pH of river in river
Ganga
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Fig. 5 Total coliform in
river Ganga

Fig. 6 Dissolved oxygen in
river Ganga

Fig. 7 BOD in river Ganga
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4.1.3 Impact of Dam Projects on River Water Quality

Although the anthropogenic pollution is comparatively low in Uttarkashi, there has
been fragmentation of more than half of the river due to the hydroelectric projects in
this district as the river in the upper segment has high potential for harnessing
hydropower. Two dams in this district are ManeriBhali 1 and ManeriBhali 2. Studies
have also shown that dams contribute to river water pollution (Zhang et al. 2010).
Dams reduce the flow regime and water velocity in the middle and downstream of
the rivers. This causes decreased water environment capacity leading to degraded
river water quality (Estrats and Sl 2006).

However, upon releasing water, there is increase in sediment load in the down-
stream river which increases water turbidity causing anoxic conditions for inhabi-
tants therein. Water discharged from dams into rivers also lead to sudden change in
water temperature leading to fluctuations in DO level. This ultimately causes change
in BOD levels impactingaquatic habitants (Sharma and Goyal 2020).

Another threat to riparian ecosystem of river Ganga that occurs due to dam
construction is lowering of ground water table because of the riverbed deepening
which ultimately lowers the accessibility of water tables to the plants.

4.2 River Brahmaputra

4.2.1 Decrease in Forest Cover (Forest Cover as Percentage
of Geographical Area)

On comparing the forest cover of Dibrugarh and Guwahati, it can be deciphered that
both the degradation hotspots are losing their forest cover at a great pace (Figs. 8 and
9). Such deforestation in both the locations can be attributed to the increasing
urbanization that is taking place in both upstream as well as downstream hotspot
of river Brahmaputra. This increasing urbanization is directly linked to the increas-
ing population in Dibrugarh and Guwahati.

While in the upstream district the population growth is 11.92% from 2001 to
2011, in the downstream location the population growth is 11.24% (Census of India
2011) leading to more demand for land in the upstream district. Such increase in
population is not only due to high birth rate but also due to migration of population
from other states. Moreover, there has been an increase in migration of population
from rural to urban areas in search of better employment opportunities, health care
facilities, and education. It is evident that as the forest cover is decreasing, the built
up area in the degradation hotspots has been increasing.

In addition to this, there has been a great demand of fuel wood in areas of Assam
wherein there is still high dependency on fuel wood for cooking. Therefore, to carry
out their daily routines people from rural as well as urban areas are involved in
degrading the natural resources. Moreover, clearing of vegetation along the river has
also increased due to the developmental activities taking place in the areas near the
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Fig. 8 Change in forest
cover in Dibrugarh

Fig. 9 Change in forest
cover in Guwahati

river. This clearing leads to reduced flow of the river because of the barriers present
such as constructed infrastructure, etc. and thus the sediment load keeps on increas-
ing leading to problem of floods in the downstream of the river.

Wetlands, referred to as kidneys of nature, are also of immense importance in
river and riparian ecosystem and they are shrinking due to increasing urbanization in
Guwahati. The settlements in Guwahati have increased in last two decades, as there
have been construction activities on its wetlands leading to fragmentation of the
wetlands. Thus, the associated riparian ecosystem is getting affected due to these
activities.

Deforestation activities are also major sources of degradation in the specified
areas such as soil erosion, siltation, etc. These problems are also an ultimate cause of
environmental hazards such as floods, landslides as the slope stability is reduced due
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to the settlement activities taking place. Thus, plantation activities especially along
the river are required to combat the ultimate problems faced by the river and riparian
ecosystem.

4.2.2 River Ecosystem Degradation

On comparing the water quality of river Brahmaputra in Dibrugarh and Guwahati, it
was inferred that Guwahati has poor river water quality than that of Dibrugarh.
Although the river water quality of Dibrugarh has degraded over the years, the river
water quality in Guwahati is on the extremes now (Figs. 10, 11, 12, and 13).

Such poor water quality in Guwahati can be attributed to many reasons and the
top most reason is the developmental activities happening in the city. The develop-
mental activities in the city include the dynamic interplay of socio-economic,
institutional, and technological activities. Along with this, the fact of Guwahati
city being a tourist hub is also contributing to the poor water quality of the city. In
addition, the industrial growth in the city is a major contributor of degradation factor
of the river ecosystem. Many small and medium scale industries are emerging in the
city amongst which cotton and textile industries are the most polluting ones.

In addition to the above-mentioned polluting drivers, there is another key driver
of pollution in the river Brahmaputra. Bharalu River that is an important tributary of
river Brahmaputra is the only river that is within the entry and exit of the city. There
has been severe encroachment on the banks of river Bharalu that is contributing to
the heavy levels of pollution. Industrial waste that is discharged into the river is
highly polluting the water. On the other hand, domestic wastewater is also
discharged in the river without any pre-treatment. It is thus evident that when such
polluted and degraded river joins Brahmaputra in the city, it leads to high levels of
pollution in the river water.

Fig. 10 pH of river
Brahmaputra
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Fig. 11 Total coliform in
river Brahmaputra

Fig. 12 DO in river
Brahmaputra

Fig. 13 BOD in river
Brahmaputra
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Another activity of humans such as direct dumping of waste and discarding holy
material in the river is also an important driver of pollution of river Brahmaputra.
Such pollution is not only making the water unsuitable for the human consumption
but also making it dangerous for the aquatic life present in the river and the
remaining vegetation along the riverbanks.

In addition to pollution, the urbanization in Guwahati and Dibrugarh is also an
important factor leading to flash floods, which have become common in recent
decades due to change in land-use pattern. Dibrugarh and Guwahati are amongst
top 17 worst flood affected areas and majority of the crop area is under different
flood categories (Sharma et al., 2012). Therefore, the problem of encroachment of
riverbanks is not is not only affecting the river ecosystem but is also leading to the
poor health of the riparian ecosystem.

4.3 River Godavari

4.3.1 Decrease in Forest Cover (Forest Cover as Percentage
of Geographical Area)

On comparing the forest cover of Nashik and Aurangabad, it was ascertained that in
the upstream district, i.e. Nashik, the forest cover has reduced from 1089 km2

(7.01%) in 2015 to 1068 km2 (6.88%) in 2017 while in the downstream district,
i.e. Aurangabad, the forest cover has increased from 557 km2 (5.51%) in 2015 to
570 km2 (5.63%) of the total geographical area in 2017. Such scenario can be
attributed to the drivers of deforestation in Nashik (Figs. 14 and 15). One of the
main drivers is increase in land demand along the riverbanks due to the holy
importance held by the river. The increasing population in the district accounts for
the land demand that leads to clearing of vegetation and forestland along the
riverbanks. This leads to conversion of natural river channel into the decorative
channel thus disturbing the riparian ecosystem that is associated with the river.

It was in earlier decades that there was encroachment of flood plains in the district
for the conversion of the land into agricultural fields. However, due to the increase in
population and demand, the agricultural fields are now being converted to plots
residential and industrial areas, thus disturbing the main source of economy in the
district. Along with this, the wetlands are also threatened and constantly shrinking in
the district due to the developmental activities happening in Nashik. Moreover,
Nashik has been receiving high rainfall and this climatic activity leads to situation
of floods in many parts of Nashik, which leads to carrying of silt and sediment in the
downstream of the river thus causing problems in the lower segment of the river.

There has been an increase in the geographical area of Aurangabad from
10,107 km2 in 2015 to 10,131 km2 in 2017. Thus, the increase in forest cover is
relative to increase in the district area. Moreover, population in Aurangabad is much
larger than that of Nashik despite of the fact that geographical area of Nashik is more
than that of Aurangabad. However, due to the holy importance of river in Nashik, the
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Fig. 14 Change in forest
cover in Nashik

Fig. 15 Change in forest
cover in Aurangabad

land demand is much higher. Thus, river Godavari close to its origin is also being
degraded along with its associated lands.

4.3.2 River Ecosystem Degradation

On comparing the water quality of river Godavari in Nashik and Aurangabad, it is
known that water quality in Aurangabad is much deteriorated than that of Nashik
(Figs. 16, 17,18, and 19). One of the specific key drivers of this scenario is the large
number of industrial units in Aurangabad. Amongst these, cotton textile industries
are most polluting ones and they are quite large in number in Aurangabad. In
addition to these industries, large numbers of other polluting industrial units that
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are directly discharging their effluents into the river water without any pre-treatment
are also prevalent. The domestic waste generated by such huge population is also
directly discharged into the river. The wastewater discharged in the river causes
problems for the aquatic life forms present in the river by altering the water quality of
river. Thus, the water becomes unsuitable not only for human consumption but also
for aquatic life forms in the river.

Moreover, the water quality of Godavari River in Nashik has also started deteri-
orating due to different anthropogenic activities taking place in the river such as
mass bathing, discarding holy material, etc. Due to high rainfall when flood condi-
tions occur in the river, the polluted river water flows downstream, thus adding to
more pollution in the downstream river segment.

Fig. 16 pH of river
Godavari

Fig. 17 Total coliform in
river Godavari
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Fig. 18 DO in river
Godavari

Fig. 19 BOD in river
Godavari

5 Discussion

5.1 Precipitation Trend in Degradation Hotspots

Climate change and precipitation (rainfall) trend are closely associated and have
been observed as a proxy for one another (Sun et al. 2018). Rainfall for both
upstream and downstream hotspots in all the three rivers have been analyzed for
the past decade (2009–20) to assess the impact of climate variability on river water
quality (India-WRIS n.d.).

It was observed that all the upstream hotspots received higher rainfall as com-
pared to the downstream hotspots (Fig. 20). In addition to this, except Nashik, almost
all the hotspots received lesser actual rainfall than the normal rainfall with an average
deviation of 50% (negative) from the normal. This is in accordance with the
deteriorating water quality of rivers with due course of time. Therefore, apart from
the factors mentioned in earlier sections for degrading river water quality, less
rainfall is an additional agent. Due to the reduced rainfall, there is less dilution of
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Fig. 20 Average rainfall trend in degradation hotspots

Table 2 Climate change via precipitation, temperature and flow regime alterations in the river
basins

Precipitation Temperature River water flow

Mean decadal Decadal Mean decadal Decadal Average Decadal
precipitation
(mm)

change
(%)

temperature
(�C)

change
(%)

water flow
(m3/s)

change
(%)

Ganga 1051.2 3 25.7 1.7 1.7 104 6.4

Brahmaputra 2589.2 1.5-2 17.3 1.46 2.0 104 5

Godavari 1106.8 3–4 29.6 1.6 1.5 104 5.2

Source: Jain and Kumar 2012; Chowdhury et al. 2016; Borse and Agnihotri 2017; Tamuly et al.
2019

the sewage discharged in the river and hence the basic water quality parameters such
as TO, BOD, total coliform, etc. are not in the permissible limits.

5.2 Climate Variability and Water Qualityin River Basins

With due course of time, climate change has affected river basins by a number of
means. This impact is assessed by analyzing temporal data of factors viz. precipita-
tion, temperature and flow regime over a period of time (Table 2).

Upon analyzing the decadal data for precipitation, temperature and water flow for
Ganga, Brahmaputra and Godavari, it is validated that apart from the anthropogenic
activities mentioned in earlier sections, climate change over a period of time has led
to degradation of the river ecosystem. Studies have shown that over the period of
10 years, precipitation in the three river basins has reduced up to 4% and the
temperature has increased by approximately 1.46–1.7%.This disturbs the normal
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course of living of the river water organisms. Apart from the amount of actual
rainfall, there is a huge disturbance in rainfall temporal pattern, i.e. there is untimely
rainfall which impacts the agriculture of specific regions. In less or untimely rainfall
conditions, there is a need to irrigate the farmlands through other sources such as
groundwater (in most regions). Such situations when prevalent for a prolonged time
lead to ground water depletion and disturbance in environmental sustainability.

The reduced precipitation over the years has also led to reduction in the river flow
regime by 5–6.4%. International studies have highlighted that reduced water flow
regime essentially impacts chemistry, hydromorphology and ecology of the rivers
(Whitehead et al. 2009; Arheimer et al. 2005). Due to this, there is a serious
reduction in the water environment capacity which not only affects the river eco-
system but also leads to reduced water availability of water for human beings.

Case Study of Brahmaputra River Basin: Precipitation and Temperature
Trend for 1971–2000
Amongst the three selected river basins, Brahmaputra has showcased least degrada-
tion factors. However, the decadal change percentage is significant and can be
validated with detailed study inclusive of precipitation and temperature trend anal-
ysis conducted by Sharma and Flügel (2015).

The trend analysis highlighted the forecasting of significant decrease in precipi-
tation and increase in temperature (Fig. 21). Following this trend, the climate model
predicted the temperature to increase by 5 �C and precipitation to decrease by 20% in
next 100 years. Upon considering this pattern for other two river basins, the
degradation extent can be well speculated. This is in accordance with the fact that
even though narrow factors are different for different river basins, the broader factors
are comparable for these basins.

Study by Sharma and Goyal (2020) has also highlighted that even though the
increasing snow melt is causing increased sea water level, its stagnation state is
worsening the degradation rate. As mentioned earlier, decrease in forest cover in the
riparian zone is leading soil erosion into the rivers leading to increased turbidity in
the river. This, in combination with reduced water flow is also impacting the
important water quality parameters of river. Recent studies by Kaushal et al.
(2019) and Anand et al. (2018) have provided basic indications that apart from the
industrial effluent discharge in the river, climate change is also contributing an
observable share to the degraded river water quality. Due to this, water quality
parameters especially pH, DO, TDS and BOD are severely impacted.

6 Conclusion and Recommendations

Degradation of river and riparian ecosystem is one of the major concerns because the
interplay of the river and riparian ecosystem provides the ecosystem services in
association with all other ecosystems. However, there has been a disparity in the
extent, factors, and key drivers of degradation of the upstream and downstream
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Fig. 21 Mean monthly temperature (upper lines) and precipitation of UBRB (upper Brahmaputra
basin) from CCLM projections ( COSMO model in climate mode) and bias corrected projections (
CCLM_DEB) are compared to the observed data ( CRU (climatic research unit)) for the period
(1971–2000). (Adapted from Sharma and Flügel 2015)

hotspots of each of the three rivers. This is because of the difference in geographical
locations in the upstream and downstream hotspots that describes the extent of
anthropogenic and natural disturbance in each of the location. It was seen that
while in the upstream districts of all the three rivers the disturbance was due to
more demand of land for increasing population, in the downstream districts the
disturbance was more related to pollution levels in the river and clearing of riverbank
vegetation leading to poor health of the river and riparian ecosystem. There has also
been evident reduction in precipitation in these hotspots, caused due to climate
change. Over the years, while the precipitation has reduced to almost 50% of the
normal rainfall, the water quality has also degraded. Moreover, degradation in the
upstream of the rivers are creating problems for the downstream of river leading to
increased siltation and sediment load which creates problems of flooding in the
downstream of the river.

The study has also analyzed that river degradation is also driven by prolonged
climate change with alterations in the precipitation, temperature and water flow
regimes. Over the years, Ganga, Brahmaputra and Godavari basins, have experi-
enced apparent variations in the aforementioned factors. This has also contributed to
the water quality aspect in these rivers. Therefore, in addition to policies for
anthropogenic activities, there is a need for environmental sustainability in terms
of climate change.

Although the services provided by the river and riparian ecosystem are essential
for human beings but encroachment of these areas to satisfy the growing is not an
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alternative. This is essentially visualized through a systems thinking approach
wherein there is inter and intra-river structure correlation. Therefore, the ecological
role played by these systems shall also be considered while retrieving the services.

To protect the river and riparian ecosystem from degradation due to several key
drivers of degradation, following recommendations are suggested as conservation
approaches:

• Close monitoring of the condition of the rivers and associated riparian zone
should be done wherein the monitoring stations are set up at close locations and
direct linkage of these monitoring stations with the government monitoring
stations so that disturbances in the river and riparian zones can be immediately
addressed.

• Increasing the green cover in the areas along riverbanks with species that are
native to that area so that the species get sufficient weather conditions to bloom,
as they are the foundation of ecosystem in their habitat and thus protect the
biodiversity of the region.

• Most of the projects under STP (Sewage Treatment Plant) infrastructure are either
under execution or tendering stage but only 20% of the projects are built
up. Therefore, proper sewerage system in the cities that lack a proper sewerage
system should be designed and connecting them with STPs so that direct dis-
charge of domestic waste can be controlled and pollution levels of the river can be
kept in check.

• As most of the degradation hotspots are tourist hub, thus, the tourism activities
should be kept in check and clearing of riverbank vegetation for the purpose of
developmental activities should not be allowed as such clearance leads to envi-
ronmental problems such as landslides and floods.

• In addition, tourism along the rivers can be used as a medium to promote
awareness regarding the conservation of rivers and associated riparian zones.

• Controlled mass bathing and holy material discarding activity in the rivers should
be done when the water quality of the river is not in the permissible limits.
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Drought Frequency Assessment
and Implications of Climate Change
for Maharashtra, India

Rashmi Singh, Sonal Bindal, Anil Kumar Gupta, and Madhuri Kumari

Abstract Droughts are likely to worsen in the coming decades, affecting millions of
people, and ecosystem across India and the world. Agriculture employs 58% of the
country’s workforce and accounts for 18% of GDP. Around 55% of India’s agricul-
ture is dependent on rainfall, India will be the worst affected if drought conditions
persist and are not urgently addressed. The aim of this study is to study the drought in
Maharashtra, India which accounts for 15% of GDP. In Marathwada, north Maha-
rashtra and western Vidarbha regions, water scarcity affects nearly 60% of the state.
Data on soil moisture, precipitation and temperature were used to assess drought.
According to the findings, Maharashtra has the highest farmer suicide rate since
2000. The results show 50 million people with 45 million hectares of crop were
affected due to drought in 2001–2002. Furthermore, 4291 farmers committed suicide
in 2015 due to drought. It was also found that 36.9 million people were impacted that
year. In 2018–2019 Maharashtra drought,40 million people were affected in 32 dis-
tricts. Hence, for assuring that government policies are efficient enough to keep
countries’ economy safe requires assessing drought vulnerabilities.

Keywords Drought · Vulnerability assessment · Crop failures · Climate change ·
Farmer suicide

1 Introduction

Drought affects an estimated 55 million people worldwide each year, and they are
the most serious threat to livestock and crops in almost every part of the world.
Drought threatens people’s livelihoods, increases the risk of illness and death, and
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triggers mass migration. Water scarcity affects 40% of the world’s population, and as
many as 700 million people are at risk of being displaced by 2030 (WHO, Drought).
The risk of drought is further burdens by impacts of climate extremes. The most
serious and dreadful environmental problem that the world faces is climate change
due to global warming (Shahid et al. 2016).

Climatic extremes are more likely in a warmer climate with increasing climatic
variability. As a consequence, natural hazards such as flooding and drought in
severity, frequency, length, and spatial scale. In all-natural disasters, in terms of
the number of people directly affected, drought ranks first (Udmale et al. 2014).
Drought is difficult to comprehend and describe to shifts in hydro-meteorological
and socio-economic variables, and the temporal variation in water demand in various
regions of the world (Scherer and Diffenbaugh 2014; Wang et al. 2015).

One of the main impacts of global climate change is more frequent and extreme
hydrological catastrophes (Favre et al. 2004). Changes in the distribution of rainfall
due to global climate change can, therefore, trigger regular droughts. Cook et al.
(2018) and Craig et al. (2019) identified that the footprints of human-caused climate
change and the warming projections were responsible for drought in the Pacific
Northwest, western part of north America, California, and the Mediterranean. Pro-
jections show that warming would increase the risk and severity of drought over
most of the subtropics and mid-latitudes in both hemispheres over the next century
because of regional decreases in precipitation and widespread warming (Cook et al.
2018).

Globally, the drought disaster-affected area will rise with the increasing global
temperature, from 15.4 to approximately 44.00% by 2100 (Yu et al. 2017). Climate
forecasts are typically used on global as well as local levels to determine drought
conditions for the twenty-first century (Strzepek et al. 2010; Orlowsky and
Seneviratne 2013; Dai 2013). Sheffield et al. (2012) suggested that the shifts in the
climatology of drought in recent times are marginal. Dai (2013) discovered, how-
ever, that droughts are ramping up due to global warming. This difference of opinion
may be accredited to the inefficiency of climate models in dealing with regional level
precipitation (Figs. 1 and 2).

Fig. 1 Global impact of El Nino—April to September
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Fig. 2 Global impact of El Nino—October to March. Retrieved from http://www.srh.noaa.gov/
jetstream/tropics/enso_impacts.htm

A drought is an event of prolonged shortages in the water supply, whether
atmospheric (below-average precipitation), surface water or ground water. Drought
is a normal feature of climate and its recurrence is inevitable (Mishra and Desai
2005). While droughts occur naturally, human activity, such as water use and
management, can exacerbate dry conditions. What is considered a drought varies
from region to region and is based largely on an area’s specific weather patterns.

Drought is broadly classified into three types: Meteorological drought (occurs
when there is a prolonged time with less than average precipitation), Agricultural
drought (when the soil moisture availability to plants has dropped to such a level that
it adversely affects the crop yield and hence agricultural profitability) and hydrolog-
ical drought (occurs when low water supply becomes evident, especially in streams,
reservoirs, and groundwater levels) (Li et al. 2009) (Fig. 3). Meteorological drought
is described by the India Meteorological Department (IMD) as a situation when
rainfall over an area is less than 75% of the normal precipitation (i.e., a rainfall
deficiency of 25%) (MOWR, GOI).

There are four major reasons for drought in India- delay in the onset of monsoon,
variability of monsoon rainfall, long break in monsoon and aerial difference in the
persistence of monsoon. El Niño-related droughts have also been identified as reason
for decline in Indian agricultural production. The phenomenon is that instead of the
usual high-pressure air mass over the southern Indian Ocean, an ENSO-related
low-pressure converging centre emerges which then draws dry air continuously
from Central Asia, desiccating India during what should have been the humid
summer monsoon season. Droughts in India are caused by this reversed flow of
air. Figures 1 and 2 shows El Niño’s global effect. It is clearly seen that the warmer
and drier (drought) effect is seen in Indian region caused by El Niño.

Maharashtra produces more than a third of India's sugar cane. But droughts have
become more frequent and severe in parts of Maharashtra. Since 2000, most of the
state has been experiencing drought. 2013 was the worst drought in 40 years. 4000

http://www.srh.noaa.gov/jetstream/tropics/enso_impacts.htm
http://www.srh.noaa.gov/jetstream/tropics/enso_impacts.htm
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Fig. 3 Schematic diagram showing the drought propagation under climate change

farmers committed suicide after crop failures. In Maharashtra, where 64.14% of the
population relies on agriculture for a living, only 16% of the total cultivated area is
irrigated, less than half the national average. Rain feeds more than 80% of
Maharashtra's agriculture.

1.1 Implications of Drought and Climate Change

Dai (2013) documented that during 1950–2008, the percentage of global dry areas
increased by about 1.74% per decade. In Africa, East Asia, and South Asia, the
largest rise in dry areas has been noticed. In many of these areas, the growing
frequency and severity of droughts has seriously affected agriculture, people's liveli-
hoods, and the national economy. The Intergovernmental Panel on Climate Change
(IPCC 2007) observed that, in recent decades, increased water stress due to a
combination of rising temperatures and dry spells has caused food grain production
to decline in many Asian countries.

During 1901–2018, India’s average temperature increased by about 0.7 � C. This
temperature increase is mainly attributable to warming caused by GHGs,
counterbalanced by forcing due to anthropogenic aerosols and LULC shifts
(Krishnan et al. 2020). By the end of the twenty-first century, average temperature
over India is projected to rise by approximately 4.4 �C relative to the recent past
(1976–2005) under the RCP8.5 scenario. In the recent 30-year period (1986–2015),
temperatures of the warmest day and the coldest night of the year have risen by about
0.63 �C and 0.4 �C, respectively. By the end of the twenty-first century, these
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temperatures are projected to rise by approximately 4.7 �C and 5.5 �C, respectively,
relative to the corresponding temperatures in the recent past (1976–2005), under the
RCP8.5 scenario (Krishnan et al. 2020).

The summer monsoon precipitation (June to September) over India has declined
by around 6% from 1951 to 2015, with notable decreases over the Indo-Gangetic
Plains and the Western Ghats (Krishnan et al. 2020). During the last 6–7 decades, the
overall decline in seasonal summer monsoon rainfall has contributed to an increased
tendency for droughts in India. During 1951–2016, both the frequency and spatial
scale of droughts increased significantly. During this time, areas over Central India,
the southwest coast, the southern peninsula, and north-eastern India experienced on
average more than 2 droughts per decade. Over the same period, the area affected by
drought has also risen by 1.3% per decade (Krishnan et al. 2020). Climate model
forecasts suggest a high probability of rising frequency (>2 events per decade),
severity and area under drought conditions in India by the end of the twenty-first
century under the RCP8.5 scenario, because of increased variability in monsoon
precipitation and increased demand for water vapor in a warmer atmosphere.

In the Indian context, very little research on the study of drought scenarios
incorporating climate forecasts has been published (Chaturvedi et al. 2012; Fan
et al. 2012). The changing climate pattern has led to increased precipitation in some
region of the country while, it has led to minimal or no precipitation in other parts. In
this paper, the rising drought condition in Maharashtra is discussed along with its
adverse impact on various sectors. It further assesses the Drought frequency and
implications of climate change for Maharashtra.

2 Materials and Methodology

2.1 Study Area

Maharashtra State is located north of 14�N and south of 22�N in peninsular India.
The Arabian Sea borders it on the west. It is India’s third-largest state by area and
population. It has a population of 112,372,972 and a land area of 307,713 square
kilometers. The state’s urban population is 45%. The state is divided into four
meteorological regions: Konkan, Madhya Maharashtra, Marathwada, and Vidarbha.
Maharashtra’s districts are divided into six divisions: Aurangabad, Amravati, Kon-
kan, Nagpur, Nashik, and Pune (Fig. 4).

Maharashtra has a tropical monsoon climate. Summer heat is relieved by the
arrival of the monsoons in early June. Maharashtra’s summers are hot, with temper-
atures reaching 40 degrees C in most areas. Due to its proximity to the sea, Mumbai’s
mercury rises Latur, Kolhapur, and Solapur, however, have higher temperatures.
Winter temperatures range from 8 to 24 �C. Pune, Nashik, and Nagpur have pleasant
cooling temperatures, while Mahabaleshwar, Matheran, and Khandala are typically
chilly. The southwest monsoon season brings the most rain (June to September). The
state receives 400–6000 mm of rain per year for 3–4 months. The wettest month is
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Fig. 4 Study Area Map showing the districts of Maharashtra

July, and the transition to colder weather is October. Winter arrives in November and
lasts until February.

3 Methodology

The data was collected for the period of 1995 to 2020 for analyzing the occurrence of
drought in India. Secondary data was collected for the affected districts along with
impacts such as farmer suicide, crop loss and economic losses. Maharashtra has been
considered as study area because of its severe drought frequency and severity which
is increasing over the years. A thorough analysis on districts of Maharashtra was
conducted as a representative for the entire India.

The secondary data was collected from various governmental agencies, research
papers, policy briefs and relief documents prepared by state disaster management
authorities and national disaster management authority such as reports of DAC &
FW, MoA, Crisis Management plan, national, GOI, and Maharashtra govt., DAC &
FW, etc. The occurrence of drought events in Maharashtra was collected, keeping in
mind the authenticity and validity of data. The data was further cleaned and was
linked with geospatial data, in order to assess the drought vulnerabilities.
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4 Results and Discussion

The results of this study indicate that under the 3-time period chosen for data
collection i.e., 1995–2005, 2005–2015 and 2015 till date, it is observed that total
32 out of 36 districts were affected due to drought along with the onset of drought
from 2000–2001 in Maharashtra. Before that, it was under drought condition in the
late 70s and 80s. One of the worst droughts of the century, with an average
precipitation shortfall of 19%, was the 1987 drought. 59–60% of the crop area and
a population of 285 million were affected globally (PACS, 2001–2008). Post 1995,
Maharashtra had drought in year 1997, although it was not that significant, it affected
Marathwada marginally. Drought year 2001 impacted 26 districts, thus affecting
454.99 lakh population in the state (Krishnan et al. 2020).

Another consecutive year i.e., 2002 was announced a drought year in Maharash-
tra. In fact, 2002 drought was one of the worst droughts in India, ranking fifth in
terms of severity, had 51% precipitation shortfall. 300 million people were under the
claw of this disaster spreading over 18 states of India, shrinking GDP by 3.1% and
the estimated agricultural revenue loss was around Rs 38,000 crore (PACS,
2001–2008). 32 districts out of 35 were drought-hit in Maharashtra, in which
185 lakh livestock were influenced. Figure 5 shows the trend of affected districts
in Maharashtra post 1995.

The 2012–2013 droughts in Maharashtra came about after the region received
lower rainfall during the monsoon season June to September 2012. It is considered as
the region’s worst drought in 40 years affecting 34 districts. The worst-hit areas
included Solapur, Beed, Pune, Nashik, Latur, Ahmednagar and Parbhani. This
drought is worse drought than the one in 1972, which was termed as a ‘famine’
(2013, SANDRP) affected 2.5 crore people. This was also seen as a direct impact of
climate change, wherein temperatures rises, soil moisture availability and rainfall
declines, indicating a climate change scenario. Remote sensing approaches have

Fig. 5 Number of districts impacted by drought in Maharashtra
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aided in assessing drought vulnerability by displaying the effects of precipitation
loss, soil moisture, and thus vegetation due to water stress in numerical values (Berg
and Sheffield 2018).

Figure 5 clearly depicts the number of districts getting affected due to drought
yearly. The trend analysis also highlights the peak number of districts were impacted
in the year 2012–2013. SANDRP (2013) called 2012 drought even worse than the
1972 drought for the cause that the effect of former was more intense than later. A
total 34 districts were under drought in Maharashtra. Three districts which fall under
Marathwada region: Aurangabad, Jalna and Osmanabad were worst impacted with
more than 50% rainfall deficit. The recent 2018 drought caused suffering to 40 mil-
lion people in 31 districts of Maharashtra. Similar condition was seen in 2015 as
well. Figure 6 shows the frequency of drought in the districts of Maharashtra in last
decade.

This data presentation is an indication of the drought scenario of the entire state. It
depicts that the districts in Marathwada region i.e., Latur and Osmanabad were
affected by drought every time the state was announced drought-hit. Even Beed,
Aurangabad, Jalna, Nanded, Parbhani and Hingoli also were declared drought
except in the year 2011. The Konkan region (Thane, Sindhudurg, Ratnagiri, Raigad,

Fig. 6 Radar assessment for districts impacted by drought in Maharashtra
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Palghar and Mumbai city) remained least affected by drought. Ahmednagar, Dhule,
Buldhana, Satara were also constantly under drought condition. This figure thus
shows that almost all the divisions in Maharashtra face drought situation frequently
except for Konkan region which remains safe.

Marathwada is one of the meteorological subdivisions of Maharashtra which has
seen worst drought from 2012 onwards. Although, it had no drought from 1999 to
2011, but the past decade left Marathwada dry. It has 8 districts, Latur, Aurangabad,
Beed, Jalna, Parbhani, Hingoli, Osmanabad and Nanded. In 2019, Beed received
87.5 mm (32% deficit) rainfall in June, normal rainfall being 128.4 mm in this
district. It was even worse in the month of July (77 mm rainfall i.e., 40% deficit,
normal rainfall being 127 mm). Parbhani, having normal rainfall of 145.3 mm,
received only 86 mm in June (41% deficit). The rainfall deficit in year 2015 was
90.6% for Jalna, 90.3% for Beed, 86.36% for Osmanabad, 89.3% for Parbhani,
84.75% for Latur, 83.9% for Aurangabad and 78.84% for Nanded, in the month of
July (Rainfall data 2021). Similar trend also existed in the past which made
Marathwada a dry region and constant hit by drought.

Another serious effect of drought is the increasing rate on farmer suicide in India.
India recorded total 308,826 suicides from 1995 to 2014. Maharashtra is worst
affected in this context. Compared to other drought-hit states in India, Maharashtra’s
farmer suicide count is maximum as per NCRB data. Figure 7 shows the farmer

Fig. 7 Depicting the vulnerabilities od districts of Maharashtra for drought
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Fig. 8 Framer suicide count in Maharashtra

suicide count of four most affected states. It clearly shows that among the most
affected states, Maharashtra has the maximum farmer suicide cases recorded by
NCRB (Fig. 8).

Farmer suicide has also seen rising trend in Marathwada with increase in drought
events and water shortage. As indicated in Fig. 8, Marathwada alone recorded 4700
farmer suicide cases in 2015–2019. 1109 farmers ended their lives in 2015. In Beed,
1681 farmer suicide was recorded till November in year 2019 and 1132 cases were
recorded in Nanded (NCRB).

The present data collection and analysis showed that Maharashtra is showing
increasing trend in drought disaster and the related outcome. For a state with
maximum number of dams, water resource management and drought mitigation
should not be a great challenge. Despite that, Maharashtra is constantly failing in
tackling the drought condition and is showing poor water management plan. It is
thus a need of the hour to carry out thorough drought assessment for this region, as it
will be an indicative of all other states in India. Proper water resource management
can help fill the gap between people and water availability and proper mitigation
planning is needed to provide immediate relief to drought affected population.

From a meteorological and agricultural point of view, it is not possible to deem
this year’s drought worse than that of 1972. Hydrologically, this year’s drought may
prove to be worse for some districts than in 1972 (Fig. 9). The responsibility for this
lies in the wrong decisions taken by the Maharashtra government and the Union
Government on the construction of unprofitable and undesirable major dams, incor-
rect cropping patterns, water diversion for non-priority purposes, neglect of local
water systems and unchecked water management. India's manmade drought is the
product of the non-seriousness of the Indian government regarding water conserva-
tion. Question is that why the state is so heavily reliant on rainfall despite having the
highest number of dams in India and the highest irrigation expenditure. This is the
biggest policy failure. Why is irrigation mostly in sugarcane growing areas, leaving
the rest of the crops at the mercy of the rain (Fig. 9).
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Fig. 9 Shift in rainfall patterns from the year 1972 to 2012 for the drought affected districts of
Maharashtra

5 Conclusion and Recommendations

It is clear from the discussion and results that a the state of Maharastra state has
varying monsoon, and the distribution of precipitation results into different climatic
conditions in different districts. Thus, for a proper and more realistic drought
monitoring, the study must be done from district level. Such macro level study,
although, has not been conducted widely and it calls for this as a need of the hour.
Drought is hitting all the possible aspect of human and environment and its now a
mandatory call for including the regulations related to drought mitigation as a serious
and indispensable policies (Manual for Drought Management 2009). The imple-
mentation of these policies must be checked regularly to assure proper functioning of
the systems involved in the drought mitigation and management processes (Drought
Management Plan 2017). Further, these policies must be implemented for increasing
the capacity for local adaptation as a long term relief measures.

Detrimental effects of drought have long been observed in all regions, a condition
arising from both climate change and human activity, and humanity’s inability to
cope with this crisis has been seen so far. In recent years, the arid and semi-arid
regions have experienced several drought and below average record of precipitation,
resulting in irreversible harm, particularly in the agricultural sector. It is now, a need
of the hour to bring a check to this accelerating drought years. Drought monitoring,
using modern indices to forecast the beginning and end of the drought season,
severity and other characteristics, is therefore considered important in order to
establish the necessary pre-occurrence drought management steps.
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Multi-temporal Impact Analysis
of Covid-19 Lockdown and Unlock
Measures on Major Air Pollutants
in Guwahati City, India

Ritwik Nigam, Kanvi Pandya, Alvarinho Luis, and Mahender Kotha

Abstract The novel coronavirus which is also known as (SARS-CoV-2) was first
detected in Wuhan, China in late December 2019. It is a highly contagious and
mutable disease that has become a pandemic. The majority of nations had opted for
partial to total lockdown restrictions as a measure to contain the spread of
COVID-19. India announced a 68-day nationwide lockdown on March 25, 2020
which was subsequently extended and succeeded by different phases (with relaxa-
tion in restriction rules) till May 31, 2020. The lockdown has dramatically impacted
the economy of the country. However, it has come as the breathing space for the
environment as its anthropogenic exploitation came to standstill. Drastic reduction in
pollution level and increment in environment-friendly variables have been observed
around the world. The present study assessed the trends of particulate matter (PM10),
sulphur dioxide (SO2), and the Oxides of Nitrogen (NOx) during the pre-lockdown,
lockdown, and post-lockdown periods and similar period of 2019 for Guwahati city
situated in northeast India. The meta-analysis of continuous data was performed
using descriptive statistics on air pollutant data was acquired from the Central
Pollution Control Board and Assam Pollution Control Board. The result revealed
that as much as 63.02%, 80.28%, and 84.25% reduction in the mean concentration of
PM10, SO2, and NOx pollutants, respectively, and the fluctuation from the mean
values were also drastically reduced by 93% for PM10, 96.11% for SO2 and 89.47%
for NOx in comparison to a similar period of 2019. The significance of the study is to
show how the different sets of restrictions (in phases) imposed upon a city can
significantly reduce pollutant concentrations. The study suggests that after
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modifications (to minimize the economic damages) the lockdown can also be one of
the important measures to arrest high pollution levels in the urban and industrialized
areas.
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1 Introduction

The novel coronavirus, which was first detected in Wuhan, China, in late December
2019, has been commonly known as COVID-19 or SARS Cov-2. COVID-19 is a
highly infectious respiratory disease. Due to its highly contagious nature, the
COVID-19 had been reported in more than 210 countries around the world. Conse-
quently, on March 11, 2020, the World Health Organization (WHO) declared it a
global pandemic (WHO 2020). Humans are not naturally immune to this virus, due
to which the COVID-19 is causing high mortalities. The limited availability of
vaccines to control the infection and high mortality rate has consequently led to a
panic across the world. Until December 4, 2020, 64,350,473 confirmed cases had
been reported worldwide, out of which 1,494,668 have died due to COVID-19
(WHO 2020). As of December 2020 (at the time of editing this manuscript), an
effective vaccine to build immunity against the COVID-19 was being tested.

Due to the contagious nature of COVID-19, the majority of nations were forced to
introduce different measures to slow down the infection. The WHO had
recommended city curfews (lockdown as a measure to build up the health infra-
structure to be able to fight the COVID-19. China was the first to introduce a month-
long city lockdown and social distancing and quarantine the susceptible populations.
Thereafter, Europe became the epicenter of the COVID-19 outbreak. Similar mea-
sures, along with the partial to complete lockdown, were imposed across the world
through Brazil and Mexico were the exceptions to implement those measures soon,
as they were skeptical about the danger posed by COVID-19. However, by the last
week of March 2020, the governments of these two Latin American countries also
decided to go for a lockdown (Londono et al. 2020).

On the other hand, India recorded its first COVID-19 positive case on January
30, 2020. As the counting soured to 500 confirmed cases, India, without any delay,
announced the complete lockdown for three weeks starting from March 25, 2020.
The total shutdown implementation restricted the movement of 1.3 billion
populations, making it the world’s largest lockdown ever imposed (Subramani and
Roman 2020). Various restrictions were put into effect, such as; total restriction on
domestic and international air travel and a complete restriction on public transport
(trains and buses). All the shops and markets, except pharmacies and essential-
commodity shops, remained shut. The lockdown was subsequently extended in
different phases, and after May 17 various services partially reopened (News
World-24, The Economic Times, May 1, 2020). The lockdown consisted of four
phases, lasting for 68 days from March 25, 2020, to May 31, 2020. The restrictions
were subsequently lifted, as the lockdown progressed. Currently, India is only



second to the USA (13,759,500 with 9,571,559 confirmed COVID-19 cases, along
with 139,188 mortalities (WHO 2020).
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The lockdown was placed to control the rapid infection rate and develop adequate
health infrastructure to cope with the current pandemic. Contrary to the aim of
imposing this severe measure, the lockdown restricted the majority of economic
activities, which had led to numerous regional repercussions around the world
(Berman and Ebisu 2020). In addition to the health crisis, the pandemic led to
poverty and socio-economic inequality, warned the UN (UNDP 2020). Even the
International Monitory Fund regarded the worldwide lockdown as the worst eco-
nomic slump since the great depression. The global economy will decline to a 3%
growth rate as the pandemic will severely impact the global economy. (UNDP 2020)
was evident when the United Kingdom economy was reported to shrink by 20.4%
during March 2020 (Partington, June 2020).

The International Labour Organization had predicted in April 2020 that 30 million
jobs were lost till March 2020 across the world due to lockdown 10 (Financial
Times, April 2020). In India, the unemployment rate was already 6.7% in March
2020 because the GDP rate fell from 8.2% during Q1 of 2018 to 3.1% in Q1 of 2020
(Buccholz, Sept 2020). Later, due to nationwide lockdown unemployment rate
increased unprecedentedly to 23% on April 19, 2020. According to the Centre for
Monitoring Indian Economic estimates, 140 million people lost their jobs (Vyas
2020). Besides, cumulatively, the Indian economy had to bear the monitory loss of
USD 4.5 billion each day during the first phase of lockdown. The lockdown
implementation left millions of laborers stranded, mainly in the metro cities due to
the shutdown of public transportation (Subramani and Roman 2020). Implementa-
tion of Unlock phases from June 2020 led to partial recovery with the national
unemployment rate reversed to March 2020 level (Sharma 2020).

The lockdown period led to the colossal damage to the world’s economy. On the
positive note, a novel term has been coined, the ‘Anthropause’ for the Covid-19
induced lockdown, because it provided a substantial break in anthropogenic activ-
ities around the world, especially traveling (Rutz et al. 2020), which led to the break
on the anthropogenic exploitation of the natural environment. Significant positive
impacts of lockdown were evident with the substantial improvement in the air
quality across the world. Drastic reduction in greenhouse gas levels was observed
in Europe and major Chinese cities (Monserrate et al. 2020; European Environmen-
tal Agency 2020). A major slump in air pollution was observed in cities located in a
temperate climate, and industrialized cities in Europe (He et al. 2020). Barcelona had
observed a steep reduction in NO2 and PM2.5 of 31% and 51%, respectively (Tobías
et al. 2020). Total lockdown restriction during phase-1 and phase-2 led to a reduction
in 88 Indian cities (Sharma et al. 2020). Gujarat state-observed massive reduction in
air pollution during lockdown (Selvam et al. 2020), where the highly polluted
industrial cities of Vapi and Ankleshwar reported a steep decline in SO2 and NO2

of as much as 80% and 91%, respectively, in comparison to 2019 days (Nigam et al.
2020).

The present study was undertaken to determine the multi-temporal trends of SO2,
NOx, and PM10 during the 37 days of Pre-lockdown (Feb 16, 2020 to March



24, 2020), 68 days long lockdown period (March 25, 2020, to May 31, 2020) and
90 days of unlocking period (June 1 to August 31, 2020) when the restriction of
movement of people and services were lifted in a phased manner to get the economy
back to the business as usual. We also draw a comparison with a similar period of
2019. The need to determine air pollutants’ trends in Guwahati city was evident
because it is the highest polluted city located in Northeast India. Moreover, it is
regarded as one of the highest black carbon-emitting cities in the world, which is
even responsible for increasing the mean temperature of Guwahati city by 2 �C
(Duarah 2012). The lockdown phase allowed determining pollution trends in the
absence of anthropogenic activities, which are the major pollution source in the
study area.
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1.1 Study Area

Guwahati, 26�1002000N 91�4404500E, is the largest city located in northeast India
(Fig. 1) with a total area of 262 sq. km. The topographic elevation vary from 50 to
680 m above Mean Sea Level from the Brahmaputra river’s southern bank to the
foothills of the Shillong plateau (Assam Online Portal 2015). Guwahati experiences
a humid subtropical climate (Koppen climate classification ‘Aw’) (Peel et al. 2007).
The air temperature ranges from 32.2 �C in June to 23.6 �C in January. It receives
substantial precipitation during the southwest monsoon period (May–September),
with the mean annual precipitation around 1751.8 mm (IMD 2020). Demography
wise, it is one of the fastest developing city in India, with a population of 957,352 in
2011, which was projected to increase to 1,116,267 in 2020. It is known as the
gateway to North-East India (Bhushan 2005) due to its strategic location. In recent
times, due to rapid industrialization, it has become the most important economic hub
of North East India.

The city’s urban morphology was traditionally confined to the Brahmaputra
river’s southern bank, which has now been extended in the form of corridors
radiating towards the east, west, and south. The eastern corridor is supporting
rapid residential development. At the same time, the west hosts ‘Gauhati University’.
The Gopinath Bordoloi International airport and the southern corridor, Guwahati-
Shillong road (GS road), is the busiest of all, which houses major commercial centers
and dense residential areas (Assam Online Portal 2015). The GS road also connects
Assam, Dispur, with Guwahati’s capital city.

1.2 Methodology

The Government of India had launched the National Air Quality Index (NAQI) in
2016 to monitor and improve the declining air quality across the country. The
Central Pollution Control Board (CPCB) carries out 24-hour monitoring of air



pollution at each monitoring station and publishes a daily NAQI bulletin. The AQI
includes a 24-hour concentration of eight different major pollutants (Table 1). The
objective of NAQI is to provide a numeric value, along with qualitative and color-
coding categories of each pollutant, which could be understood even by the layman.
In the daily NAQI bulletin, the highest single pollutant value, most commonly, the
particulate matter value, is considered the AQI value.
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Fig. 1 Location map of study area

This study has adopted the methodology given by Nigam et al. (2020). The total
duration of 394 days under the scope of the present study was further divided into
eight different phases (197 days of each 2020 and 2019; see Table 1). The division
was based upon the phases implemented during the lockdown and unlocking period
by the Government of India to contain the spread of COVID-19. The 24-hour mean
concentration values (μg/m3) of the three major air pollutants (PM10, NOx, and SO2)
for the duration of 394 days (Feb 16, 2020, to Aug 31, 2020, and a similar period of
2019) were acquired from the CPCB and Assam Pollution Control Board (APCB)



Phase Date Activities allowed

AQI database. We also used 18-year mean rainfall data of Guwahati city from the
Indian Meteorological Department.
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Table 1 Different phases of Covid-19 induced lockdown and unlocking in India, along with the
activities allowed during each phase

S
No.

1 Pre-
lockdown

Feb 16–March
24, 2020

Business as usual.

2 Lockdown
Phase-1

March 25–April
14, 2020 (21 Days)

Total shutdown except for essential services.

3 Lockdown
Phase-2

April 15–May
3, 2020 (19 Days)

Similar to Lockdown phase-1.

4 Lockdown
Phase-3

May 4–17, 2020
(14 Days)

Cities are divided into Red, Orange, and Green zones
with the reopening of some activities in the
green zone.

5 Lockdown
Phase-4

May 18–31, 2020
(14 Days)

Lockdown extended in metropolitan cities. Red zone
further divided into Containment zone and Buffer
zone. Relaxation in the green and orange zone.

6 Unlock 1.0 June 1–June
30, 2020
(30 Days)

Reopening in some states in a phased manner having
low Covid-19 caseload.

7 Unlock 2.0 July 1–31, 2020
(31 Days)

Lockdown only in the containment zones. Night cur-
few 10 PM-5 AM everywhere.

8 Unlock 3.0 August 1–31, 2020
(31 Days)

Night curfew uplifted, lockdown observed only in
Maharashtra and Tamil Nadu.

Descriptive statistics (Mean and Standard deviation) and inferential (linear cor-
relation) statistical techniques were used to compute the multi-temporal trend values.

The mean was computed to find out the average of the air pollutants during each
phase,

Mean ¼ Xi
N

ð1Þ

where Xi is the sum of the daily pollutant value in the phase and N is the total number
of days in the phase.

The standard deviation was computed to account for the range of fluctuation from
the mean during each phase,

Standard deviation ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

Xi� μð Þ2
N

r

, ð2Þ

where Xi is the daily pollutant value in the phase, μ is the mean pollutant value of the
phase and N is the total number of days in the phase.

Moreover, the difference between 2020 and 2019 pollutant values were computed
using:



Þ
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Mean percentage difference ¼ New Value� Old Valueð
Old Value

100, ð3Þ

where, New value is the mean phase value for 2020 and Old Value is the mean phase
value for 2019. We also constructed the correlation matrix plot to determine the
correlation between the pollutants value and the mean daily rainfall for 2019
and 2020.

2 Results

The phase-wise distribution of the air pollutants for 2019 and 2020 is shown in
Fig. 2. The standard deviation observed in pollutant levels during each phase in 2019
and 2020 is presented in Table 2. The mean difference in (%) and standard deviation
(SD) difference in (%) using 2020 and 2019 in the same phase for Guwahati is
shown in Table 3.

The PM10 during the pre-lockdown (169.22 μg/m3) period was nearly similar to
the 2019 similar period (170.28 μg/m3) (Fig. 2). During phase-1, the mean concen-
tration was higher (168.7 μg/m3) than the previous year (112.32). Similarly, for
phase-2 PM10 was (40.55 μg/m3) compared to (19.34 μg/m3) during a similar period
in 2019. Since phase-3, the mean concentration of PM10 (45.69 μg/m3) was signif-
icantly lower than that in 2019 (123.57 μg/m3). During phase-4 it came down by

1) –

2) –
3) –
4) –
5)

6) –
7) –
8) –

Fig. 2 Mean concentration of pollutants during each phase in 2019 and 2020



Phase

) )

more than 250% to 36.92 μg/m3, when compared to that in 2019 (126.72 μg/m3).
The unlock-1 phase coincided with the onset of the southwest rainfall, so the
concentration decreased by 57% from 52.29 to 33.31 μg/m3. Unlock-2 recorded
the lowest PM10 concentration among all phases (26.21 μg/m3) and (67.83 μg/m3) in
2019. During the last phase, it increased to 35.23 μg/m3, when compared to
117.51 μg/m3 in 2019.
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Table 2 Breakpoints for AQI scale 0–500 (unit: μg/m3) (due to unavailability of data for all the
6 air pollutants, only 3 pollutants are considered in the present study). Source: Central Pollution
Control Board

AQI Category AQI PM10 PM2.5 NO2 O3 CO SO2

Good 0–50 0–50 0–30 0–40 0–50 0–1.0 0–40

Satisfactory 51–100 51–100 31–60 41–80 51–100 1.1–2.0 41–80

Moderately
polluted

101–200 101–250 61–90 81–180 101–168 2.1–10 81–380

Poor 201–300 251–350 91–120 181–280 169–208 10–17 381–800

Very poor 301–400 351–430 121–250 281–400 209–748* 17–34 801–1600

Severe 401–500 430 + 250+ 400+ 748+* 34+ 1600+

Table 3 Standard deviation observed in pollutant levels during each phase in 2019 and 2020

PM10 (μg/m3 NOx (μg/m3 SO2 (μg/m3)

2019 2020 2019 2020 2019 2020

Pre lock down 64.36 57.58 33.56 37.6 3.89 0.488

Phase-1 63.25 42.57 25.44 8.63 4.75 1.65

Phase-2 44.08 20.65 28.04 2.95 3.33 1.84

Phase-3 253.07 17.69 10.73 4.16 8.75 0.34

Phase-4 191.49 21.5 12.86 4.998 0.29 0.24

Unlock-1 23.2 13.19 11.6 3.29 2.7 0.23

Unlock-2 66.26 9.54 9.97 15.86 1.83 0.86

Unlock-3 180.23 10.15 6.7 4.18 0.34 0.44

NO2 was higher (63.54 μg/m3) during 2020 pre-lockdown when compared to the
same period in 2019 (56.17 μg/m3). NO2 was significantly lower during 2020
(14.25, 5.82, 8.0, 7.28, 6.3, 10.56 and 7.99 μg/m3) from phase-1 to unlock-3,
respectively, in comparison to (41.98, 36.97, 20.99, 27.01, 25.38, 22.91 and
19.58 μg/m3) for the same period in 2019.

SO2 concentration was 13.77 μg/m3 during 2020 pre-lockdown when compared
to the same period in 2019 (20.7 μg/m3). A similar trend for SO2 during 2020 was
observed during all remaining phases (16.47, 15.15, 14.7, 14.86, 15, 71, 16.30, and
18.12 μg/m3), respectively. It is noted that during 2019 the concentration was higher
at 21.73, 76.85, 22.83, 16.01, 12.51, 10.94, and 11.65 μg/m3, respectively.

A scatter plot matrix (Fig. 3), a grid (or matrix) of scatter plots, is a graphical
equivalent of the correlation matrix, which is used to assess air pollutant data and to



� �

visualize the bivariate relationships between combinations of variables of
pre-COVID-19 (2019) and COVID-19 (2020) for Guwahati city. Each scatter plot
in the matrix visualizes the relationship between a pair of variables, allowing many
relationships between several pairs of all air pollutant variables to be explored at
once. Figure 3 clearly shows the variable distribution of the pollutant variables from
pre-COVID-19 (2019) to the COVID-19 lockdown period (2020) in all combina-
tions of scatter plots. From the matrix plot, a positive correlation between PM10 and
NO2, SO2 is found. No correlation is observed between the air pollutants and rainfall
(Table 4).
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The percentage difference in PM10 concentration was �0.62% during the
pre-lockdown. It was 50.19 and 109.6 during phase-1 and phase-2. Since the
phase-3, the mean concentration dropped significantly by �63.02%, phase-4
(�70.01%). During the unlock phase, the difference narrowed down to
(�36.29%), but later it again increased (�61.35%) during unlock-2 and
(�70.01%) unlock-3. Rainfall played a prominent role in leading to the higher
difference between 2019 and 2020, along with decreased concentrations during
lockdown periods. While the difference in SD continuously increased from
pre-lockdown to phase-3 (�10.53% to �93%) and then decreased in phase-4 and
phase-5 by 88.77% and 43.14%, respectively.

NOx was found to be the most reduced pollutant among the three species in 2010
when compared to that in the 2019 period. Although the concentration was higher in
2020 (12.03%), however, since phase-1 it showed continuous reduction till
unlock-3. The NOx difference during pre-lockdown decreased to (�66.07% in
phase-1) and (�89.47% in phase-2). It was �61.60% in phase-3 and showed an
increasing tendency in phase-4 (�61.13%) and unlock-1 (�71.63%), before it
decreased to �53.90% and �59.19% during the unlock-2 and unlock-3,
respectively.

SO2 is mainly produced by vehicular emission, evident from the observed trends
in % difference between 2019 and 2020. The highest difference was observed in
phase-1 (�80.28%), while in phase-1 (�33.47%) and phase-3 (�61.23%). With the
increase in vehicular traffic during phase-4, the difference was reduced to �7.19%
subsequently, which increased during the three unlock periods (25.57%, 49.00%,
55.53%). The SD difference of SO2 during pre-lockdown was�87.45% and with the
advent of lockdown, it decreased by �65.26% and �44.74% in phase-2. The
maximum difference was observed in phase-3 (�96.11%), which rapidly reduced
by �17.24% and then abruptly increased by �91.48%; this anomaly needs to be
understood. Later in unlock-2, it decreased by �53% before increasing by 29.41%
(Table 5).
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Fig. 3 Matrix plot for phase-wise distribution of air pollutants
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Table 4 Mean difference in (%) and standard deviation difference in (%) observed during 2020 in
comparison to 2019 similar phases in Guwahati

PM10 NOx SO2

Mean
difference
(in %)

Standard
deviation
(in %)

Mean
difference
(in %)

Standard
deviation
(in %)

Mean
difference
(in %)

Standard
deviation
(in %)

1 Pre-
lockdown

0.62 10.53 +13.12 +12.03 33.47 87.45

2 Phase-1 +50.19 32.69 66.05 66.07 24.20 65.26

3 Phase-2 +109.6 53.15 84.25 89.47 80.28 44.74

4 Phase-3 63.02 93.00 61.60 61.23 35.61 96.11

5 Phase-4 70.86 88.77 73.05 61.13 7.19 17.24

6 Unlock-1 36.29 43.14 75.17 71.63 +25.57 91.48

7 Unlock-2 61.35 85.60 53.90 +59.07 +49.00 53.00

8 Unlock-3 70.01 94.36 59.19 37.61 +55.53 +29.41

3 Discussion

It is evident from the recent studies that reductions in most of the pollutants were
observed all over India during the lockdown period. A study across 12 cities located
in different spatial segments Indo-Gangetic Plain (IGP) showed a substantial
decrease (35%) of PM2.5 concentrations across the cities located in IGP after the
implementation of lockdown (Das et al. 2020). In Saurashtra and South Gujarat
regions, reductions up to 30–84% in NO2 concentration were observed, while O3

increased by 16–48% due to reduction in NO2. The average decrease in AQI values
by 58% was mainly observed in industrial cities such as Ahmedabad, Gandhinagar,
Jamnagar, and Rajkot (Selvam et al. 2020). The atmospheric pollution level (NO2,
PM2.5, and PM10) in Ahmedabad city also showed a significant improvement during
the study period, implying a positive response of COVID-19 imposed a lockdown on
the environment (Aman et al. 2020).

In Delhi, the pollutant level came down to its five-year low during the first week
of lockdown phase-1, where PM2.5 concentration dropped to 42 μg/m3

—a scenario
observed in March 2016 (The Hindu, June 30 2020). AQI reduction in Delhi was
49% compared to the previous year; thus, an improvement of about 60% was
observed in the industrial and transport hub (Mahato et al. 2020). During the
lockdown period, reduction in PM2.5, among all other pollutants, was maximum in
Gaya, Kanpur, Nagpur, and Kolkata (Sharma et al. 2020). The study of variation in
ambient air quality during COVID-19 lockdown in Chandigarh carried out by
Suman Mor et al. (2020) showed significant reductions in all air pollutants during
the first and second phases of the lockdown.

The concentration of PM10, PM2.5, NO2, and SO2 reduced by 55%, 49%, 60%,
and 19% for Delhi, and 44%, 37%, 78% and 39% for Mumbai, respectively, during
the post-lockdown phase leading to a significant improvement in air quality (Kumari
and Toshniwal 2020). The reduction in mean concentration from the pre-lockdown
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phase to during lockdown of the primary air pollutants is observed in Kolkatta City
(Sarkar et al. 2020). Garg et al. (2021), in a similar study on 16 cities designated as
hotspot region covering almost two-thirds of India, also reported a significant
reduction in the observed (mean) levels of PM10, PM2.5, and NO2 concentration
during the lockdown period from March 25 to April 25.
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Fig. 4 Matrix Plot air pollutant data showing the linear relationship for 2019 versus 2020

The current study assessed the impact of COVID-19 induced lockdown and
unlocking period on the concentration of PM10, NOx, and SO2 compared to the
similar period of 2019 for Guwahati city, India. The trend analysis of air pollutants
during eight different phases of lockdown and unlock (Fig. 3) has determined that
high density of vehicular traffic, diesel railway engine depot at Guwahati, their
continuous operation, and industrial estates around the city were the major source
of high pollution in the city. The evidence of their significant share can be verified
from the current study results. The COVID-19 induced lockdown restricted the
transportation and industrial sectors, whose shutdown due to COVID-19 led to a
higher reduction of pollutant concentrations than in 2019 similar periods (Fig. 4).
PM10 is mainly produced by suspended dust particles triggered by vehicular move-
ment, NOx by incomplete combustion of fossil fuels, while SO2 is produced by
combustion of non-renewable energy in the transportation and industrial units.

The rainfall is a significant determinant that helps to lower the pollutant levels
which occurred negligibly during the study period. In the absence of an adequate



amount of rainfall, the difference in the trends between 2019 and 2020 is a result of
the continuous operation of select industrial establishments during the lockdown
(Table 2).
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During phase-3, with restrictions eased, the economic activities were restarted
gradually, which led to the increasing trend in the pollutants. During phase-4
(lockdown) and phase-5 (unlock-1), PM10 mean concentrations exhibited an increas-
ing trend due to increased vehicular movement and industrial operations.

Concurrently, it is evident from the negative correlation between AQI values and
COVID-19 lockdown days (Fig. 4) that most air pollutants decreased since March
25, 2020, as the lockdown period got extended in a phased manner. The most
obvious reason was the shutting down of the industrial and transport sector since
the lockdown phase-1 started, and as the days progressed, pollutants were subse-
quently flushed out (CPCB 2020).

However, different trends of some pollutants (minimal increment during later
phases) are probably due to two primary causes. First, the diversity in the industrial
setup and decline in the number of on-road vehicles (Chen et al. 2020), as Guwahati
city hosts various manufacturing plants. This difference indirectly influences the
emission of different pollutants (as per the raw material used for the processing) and
the finished products’ transportation to the market. The air quality was substantially
improved during the lockdown phases. Moreover, the range of daily fluctuation of
pollutants had narrowed down when compared to the similar period of 2019.
However, as the unlock period started, the south-west monsoon, which plays a
vital role in maintaining the local weather of Brahmaputra plains, also arrived
simultaneously. The monsoon single-handedly helped to stretch the lower air pol-
lutants trend observed since the lockdown at least until unlock-3.

The reduction in pollutants was started as early as since the lockdown phase-1;
however, the present study suggested that the highest benefits were observed during
the lockdown phase-2, which implies that actual benefits of total lockdown were
experienced after two to three weeks since the inception of lockdown. Although it
was generally observed that the lockdown and unlock period progression caused
pollutant levels to dip uniformly, however, some anomalies observed in the result
such as; the higher mean level of SO2 since lockdown phase-4 till unlock-3, in
comparison to the similar period of 2019 could be explained with the fact that,
Guwahati is the most important commercial center of north-eastern India; thus, it
plays a prominent role in goods and services transportation to other remote parts of
north-east. As the restriction on transportation got relaxed during lockdown phase-4,
a considerable amount of goods consignments were transported from Guwahati to
other regional cities, even more than the business-as-usual days, which led to an
increase in SO2 generated from vehicular emission.
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4 Conclusion

The present study assessed the trends of PM10, SO2, and NOx during the
pre-lockdown, lockdown, and post-lockdown periods and a similar period of 2019
for Guwahati city situated in northeast India. The strategic location of Guwahati in
north-eastern India naturally provides it the command over the other sister cities in
the region; however, on the downside, its location makes Guwahati highly prone to
ever-increasing environmental degradation and severely polluted atmosphere. The
meta-analysis of continuous data was performed using descriptive statistics on air
pollutant data was acquired from the Central Pollution Control Board and Assam
Pollution Control Board. The result revealed that as much as 63.02%, 80.28%, and
84.25% reduction in the mean concentration of PM10, SO2, and NOx pollutants,
respectively, and the fluctuation from the mean values was also drastically reduced
by 93% for PM10, 96.11% for SO2 and 89.47% for NOx in comparison to a similar
period of 2019. The significance of the study is to show how the different sets of
restrictions (in phases) imposed upon a city can significantly reduce pollutant
concentrations.

The modified form of the present lockdown measures can be a game-changer if it
also takes care of the economy and the environment. The mild form of lockdown can
be imposed on certain parts of the city on specific days and diversion of traffic in that
specific area. This kind of city planning would provide a trough (a gap) in uniformly
high pollutant concentration levels. A sudden trough on certain days would provide
relief from continuously high pollution levels. A mild form of lockdown could be the
need of the hour if the economy and environment want to go hand in hand.
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Impact of Lockdown on Air Quality
in Megacities of India During COVID-19
Pandemic

Pallavi Pradeep Khobragade and Ajay Vikram Ahirwar

Abstract In the month of March 2020, the World Health Organization (WHO)
declared COVID-19 as a pandemic. Amid the COVID-19 pandemic, Government of
India has also initiated preventive measures by imposing nationwide lockdown
initially for three weeks from 24th March 2020 to 14th April 2020 and extended
up to 3rd May 2020. The aim of this study is to assess the impacts on air quality
(PM2.5, PM10, NO2, NH3, SO2, CO and O3) during different phases of lockdown in
different cities (Delhi, Mumbai, Bengaluru and Nagpur) of India. As a result,
significant reduction in aerosol concentrations were observed; 40%, 53%, 45%
and 34% in PM2.5 and 37%, 53%, 35% and 20% in PM10 at Delhi, Mumbai,
Bengaluru and Nagpur respectively. Other air quality parameters such as NO2,
NH3, SO2 and CO showed declining trends whereas increasing trend for O3 was
observed. The present air quality data were also compared with previous year (2019)
data and found significant reduction in the current year (2020). The overall results
demonstrate that air quality is significantly improved due to nationwide lockdown.
From this study, it can be observed that ambient clean air can be achieved by
reducing people’s mobility in urban areas. This could help in reducing concentra-
tions of air pollutants in cities. This study helps to visualize the pollutants response
due to reduction in anthropogenic emissions in megacities which can help in making
atmospheric governance policies.
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1 Introduction

COVID-19 is spread by the pathogen Severe Acute Respiratory Syndrome corona-
virus 2 (SARS-CoV-2) and caused severe pneumonia outbreaks globally consecu-
tively outspread over the entire world affecting 196 countries by March 25th 2020
raising extreme attention. (Ahmadi et al. 2020; Contini and Costabile 2020; Ficetola
and Rubolini 2021). Covid-19 outbursts have become one of the most challenging
problems for the Government (Ficetola and Rubolini 2021). Maximum countries in
the world have declared some sort of lockdown to reduce human interaction by
following social distancing ceasing the spread of this novel coronavirus thus reduc-
ing the effects of COVID-19 (He et al. 2020). The world is trying to fight with this
novel coronavirus in every best possible way and control rapid spread of this SARS-
CoV-2 in humans (Anjum 2020). The lockdown resulted positively by bringing
unintentional social benefits in terms of air quality improvement in India by
dropping the pollutant concentrations (Gautam 2020; He et al. 2020). The first
affected person by SARS-CoV-2 in India is observed in Kerala in late January
2020 (Gautam 2020; Gautam and Hens 2020). Due to rapid spread of the virus,
Kerala was the top most state reporting maximum number of novel corona virus
affected positive cases. To get the situation of spreading this pandemic under
control, the prime minister of India “Narendra Modi” declared complete lockdown
sessions to decrease the effects and transmissions of the novel coronavirus and
practice social distancing (Gautam 2020). It was decided that social distancing and
home isolation measures will help to reduce the negative impacts of COVID-19
(Han et al. 2020). Aerosols are one of the ways for rapid spread of this virus and are
recognized as one of the important pollutants by national and international agencies,
associated with mortality and morbidity (Dutheil et al. 2020; Gautam 2020).

During lockdown phase, the main contributing sectors to air pollution were
brought into halt. On March 22, 2020, the Lt. Governor of Delhi has notified the
“Delhi Epidemic Diseases, COVID-19 regulations, 2020” ordering all the hospitals
to have a flu corners testing all suspected cases, checking the travel history of the
suspects and have a right to impose home or institution quarantine (Gautam and
Hens 2020). During 2016, 4.2 million premature deaths were reported due to
ambient air pollutants (WHO 2018). The air pollution index during the lockdown
phase considerably prevents premature deaths due to improved air quality. The
recent data over USA and Europe after the lockdown enforcement confirms the
reduction in air quality benefiting environment and living beings (Suhaimi et al.
2020).

The associated viruses need specific environment for their growth and survival
(Rios and Gianmoena 2020). Climatic variables were considered as the finest drivers
of worldwide variation of confirmed Covid-19 cases growth rates (Ficetola and
Rubolini 2021) and have diverse influences on epidemiology of various infectious
diseases (Rios and Gianmoena 2020). COVID-19 may also spread through exhaled
breath droplets known as microdroplets (Riediker and Morawska 2020). The air



pollution weakens the immune system and makes humans susceptible to various
respiratory virus infections (Han et al. 2020).
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Fig. 1 Geographical map of study locations

In this study, we carried out a severe analysis into the issue and estimate how
lockdown affected air quality in terms of PM2.5 and PM10 at various locations in
Indian megacities including Delhi, Mumbai, and Nagpur (Fig. 1). The air quality
data from different sites in the study areas are collected covering the entire region.
Also, statistical analysis is executed to evaluate the relationship between temperature
and humidity in the regions affecting transmissibility of COVID-19. The decrease in



particulate concentrations was observed immediately after a week due to reduced
anthropogenic activities at all the locations.
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Fig. 2 Total active cases in India (%). Source: Ministry of Health and Family Welfare

Figure 2 shows that the highest number of cases has been reported in Maharashtra
(29%), Tamil Nadu (16%), Delhi (13%) and Gujarat (5%) and it is increasing with
time across the country. Few states in India including Arunachal Pradesh, Andaman
and Nicobar Islands, Sikkim, Mizoram, Meghalaya, Dadar Nagar Haveli, etc. are
still in a better position with minimum number of patients.

1.1 Site Description

Delhi, the national capital of India, is located between latitudes 28�2401700 and
28�5300000 N and longitudes 76�5002400 and 77�2003700E at 216 meters above the
mean sea level (MSL). The city covers an area of approximately 1500 square
kilometres. The sites selected for particulate samples data collection are spread
over the entire city. Mumbai, the capital city of Maharashtra is located between
latitudes 19�04033.92400N and 72�52038.733600E is the second most populous city
after Delhi. Delhi and Mumbai are termed as epicentres for corona virus in India;
also Maharashtra has maximum number of COVID-19 cases in whichMumbai holds
first position in positive corona patients (Jain and Sharma 2020). In the south, is
located at latitude 12� 580 20.79120N and longitude 77� 340 50.314800 E in Karnataka
being another megacity is selected for analysis. Another city in Maharashtra state,
Nagpur located at latitude 21� 80 47.87880N and longitude 79� 50 19.896000 E is
selected to check the similarity in the increasing cases whether the number of
positive cases in Mumbai and Nagpur are correlated. The details of the sampling
stations are given in Table 1.



City Name of stations
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Table 1 Details of stations from selected cities

Sr.
No

Number of stations
considered

1 Delhi 10 Anand Vihar-DPCC, Ashok Vihar-DPCC, Bawana-
DPC, Dwarka-Sector 8-DPCC, IGI Airport (T3)-IMD,
Mundka-DPCC, North Campus, DTU-CPCB, Rohini
DPCC, Sirifort-CPCB

2 Mumbai 8 Bandra, Borivali East, Chhatrapati Shivaji Int. Airport,
Colaba, Kurla, Powai, Sion, Vile Parle west

3 Bengaluru 10 Bapuji Nagar, BTM Layout, BWSSB, City Railway
Station, Hebbal, Hombegowda Nagar, Jayanagar 5th
Block, Peenya, Sanegurava Hills, Silk Board
Ballygunge

4 Nagpur 1 Opp GPO Civil Lines-MPCB

1.2 Methodology

Ambient particulate pollutant data (PM2.5 and PM10) is collected from Delhi,
Mumbai, and Nagpur prior a month and during lockdown and compared it with
same interval in 2019 to show fluctuations in air quality parameters. Air Quality Data
i.e., 24 hours average concentrations were obtained from continuous ambient air
quality monitoring 24 hours concentrations of PM2.5, PM10, NO2, SO2, CO, NH3

and O3 was collected from Central Pollution Control Board, Ministry of Environ-
ment, Forests and Climate Change, New Delhi for the period of 24th February 2020
to 12th June 2020 and in 2019 for the same time frame. The stations having more
than 75% data were considered for data collection from each station in every selected
city. Spatiotemporal analysis is done to see the correlation between increasing
number of corona cases and meteorological parameters at all the locations. Meteo-
rological data on temperature and relative humidity for the study locations have been
collected from worldweatheronline.com. Correlation between meteorological
parameters and fluctuations of confirmed corona positive cases is analysed to
understand the relationship between them.

2 Results and Discussions

2.1 Effect on Air Quality

The lockdown resulted in appreciable drop in particulate matter concentrations at all
the major locations in the cities. A voluntary public curfew was observed on 22nd
March 2020 in India few days after which noticeable downfall are observed in PM2.5

and PM10 concentrations. All air quality control units positioned in the city were
selected and used to collect data for 60 days (from February 24th 2020 to 12th June

http://worldweatheronline.com
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2020). PM2.5 and PM10 was found to be higher in all the selected study areas before
the lockdown period as per the standards set by NAAQS and WHO. PM2.5 and PM10

concentrations were within NAAQS limit immediately after the lockdown period
due to low pollutant concentrations. The particulate pollutant concentration showed
tremendous downfall after the public curfew immediately followed by lockdown due
to stopping anthropogenic activities including industrial activities and vehicular
movements. The data concerning assessment of sources of PM2.5 and PM10 in the
cities were obtained from local study report prepared by Automatic Research
Association of India (ARAI) and The Energy and Resources Institute (TERI)
(https://www.teriin.org/sites/default/files/2018-08/Report_SA_AQM-Delhi-
NCR_0.pdf).
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Although highly variable, in Delhi, the particulate concentration for PM2.5 at
Anand Vihar, Ashok Vihar, Dwarka and Sirifort after the lockdown period is found
to be comparable (mean: 90.10–100.91 μg/m3). IGI and North Campus showed
minimum PM2.5 concentrations (54.29–65.82 μg/m3) indicating the influence of
lower anthropogenic activities. Bawana, Mundka, DTU and Rohini have comparable
PM2.5 concentrations (110.91–132.43 μg/m3) in the city. Particulate concentrations
for PM10 at Bawana, Dwarka, Mundka, DTU and Rohini exhibit comparable
concentrations (mean: 101.54–127.60 μg/m3), AnandVihar, Ashok Vihar and
Sirifort showed comparable PM10 concentrations (85.64–92.61 μg/m3) and IGI
and North Campus were found to have minimum PM10 concentrations
(78.83–85.99 μg/m3). Within few weeks, the AQI and particulate concentrations
dropped down up to 25% after the lockdown (He et al. 2020). The city observed
around 50% reduction in air pollution levels (Gautam and Hens 2020). In Mumbai,
after the lockdown, Colaba, Kurla, Powai, Sion and Vile Parle had PM2.5 concen-
tration within the NAAQS limit (22.77–33.2 μg/m3), Borivali and Chhatrapati
Shivaji Terminal (CSTM) were found to have comparable PM2.5 concentrations
(42.68–43.68 μg/m3) slightly crossing the NAAQS limit and Bandra (50 μg/m3)
station had highest PM2.5 concentration in Mumbai. PM10 concentration at CSMT
were found within the NAAQS standards (38.69 μg/m3), Colaba, Powai and Vile
Parle had comparable PM10 concentrations (40.08–59.37 μg/m3), Bandra, Borivali
and Sion had comparable concentration level (60.8–65.85 μg/m3) and Kurla had
maximum PM10 concentration (72.67 μg/m3) in Mumbai. The PM2.5 concentrations
at Bapuji, BWSSB, Hebbal, Hombegowda, Jayanagar and Silk board were within
NAAQS standards in. BTM exceeded the limit (54 μg/m3) and Peenya (58.16 μg/m3)
had Maximum PM2.5 concentration in. PM10 concentrations at maximum stations
were within the set limits at Bapuji, BTM, Hebbal, Jayanagar and Silk board
(26.25–46.82 μg/m3), Sanegurava Halli crossed the limit (61.95 μg/m3) with max-
imum concentration at City Railway station (82.38 μg/m3). The PM2.5 (37.5 μg/m3)
and PM10 (46.78 μg/m3) concentration were within the NAAQS standards at Civil
Lines in Nagpur city. The northern India has recorded 20 year low air pollution
during the lockdown phase and the data shows 30% drop in air pollution over the
Northeast U.S. (NASA 2020).

In Delhi, reductions in 2020 in comparison to 2019 by (60%) NO2 concentration
(110 25–44 23 μg/m3), (31%) NH3 concentration (11 3–8 3 μg/m3), (36%)

https://www.teriin.org/sites/default/files/2018-08/Report_SA_AQM-Delhi-NCR_0.pdf
https://www.teriin.org/sites/default/files/2018-08/Report_SA_AQM-Delhi-NCR_0.pdf
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SO2 concentration (25 � 10–16 � 7 μg/m3), (2%) CO concentration
(80 � 22–79 � 25 μg/m3) and an increase in (68%) O3 concentration
(23 18–71 62 μg/m3) is observed.

Impact of Lockdown on Air Quality in Megacities of India During COVID-19. . . 407

Increment in concentrations of (63%) NO2 (21 � 9–34 � 44 μg/m3) and (51%)
SO2 concentration (22 � 10–33 � 20 μg/m3) with decrease in (36%) CO concen-
tration (89 � 9–57 � 25 μg/m3) and (19%) O3 concentration (29 � 24–24 � 20 μg/
m3) in Mumbai is observed from 2019 to 2020.

In, reductions in 2020 in comparison to 2019 by (70%) NO2 concentration
(70 � 16–21 � 15 μg/m3), (31%) NH3 concentration (4 � 1–3 � 1 μg/m3) and
(40%) O3 concentration (60 � 43–36 � 12 μg/m3) and increase in (31%) SO2

concentration (9 � 5–11 � 3 μg/m3) and (7%) CO concentration
(26 8–28 10 μg/m3) is noticed.

The COVID-19 lockdown in Nagpur resulted in reductions in 2020 in compar-
ison to 2019 by (36%) NO2 concentration (52 � 16–33 � 18 μg/m3), (47%) NH3

concentration (13 � 7–7 � 5 μg/m3) and (63%) O3 concentration
(140 � 46–52 � 16 μg/m3) although increase (79%) SO2 concentration
(20 � 11–4 � 4 μg/m3), (32%) CO concentration (31 � 11–21 � 8 μg/m3) i
noticed which may be due to stationary source emissions like industrial sectors by
fossil fuel burning (Broomandi et al. 2020).

Significant reduction in concentrations of PM2.5, PM10 and NO2 were observed at
Delhi and Nagpur during 2020 lockdown except Mumbai. Delhi witnessed increased
concentration of O3 during the lockdown period in pandemic, whereas, Mumbai and
Nagpur experienced lowered concentration as compared to year 2019. PM2.5 and
NO2 increased up to 31% and 63% in Mumbai which may be due to emergency
movement of vehicles. SO2 increased at Mumbai and up to 41% and reduced up to
58% in Delhi and Nagpur. Average CO reduction was up to 16% at all the sites. The
variation in NO2 concentration is due to variation of city traffic (Wang et al.
2020a, b). The decrease in NO2 also showed a reduction in PM2.5 concentration
indicating that vehicular emissions are an important contributor to PM2.5 concentra-
tions. Decrease in NO2 and PM2.5 is more in comparison to SO2 and CO, this
indicates that emissions from stationary sources didn’t decrease as much as traffic.
Industrial activities increased in Mumbai whereas reduced at Delhi and Nagpur (Chu
et al. 2021).

2.2 Comparison Between Pre and Post COVID-19

The lockdown resulted in appreciable drop in PM2.5 and PM10 concentrations at all
the major locations in the city. The day after the “Janta Curfew”, a significant drop
down has been noticed at all the sites indicating that anthropogenic activities
contribute majorly to the particulate sources. The counter COVID actions minimised
the overall PM2.5 concentrations during the study period up to 37% and PM10

concentrations up to 40%. The shutting down of redundant commercial activities
reduces the particulate pollution with greater effects in cities with a larger economy,



heavy vehicular pollution and higher industrial activities (He et al. 2020). The
particulate matter level during the lockdown phase remained high, PM2.5 concen-
trations was three times and two times higher than NAAQS standards respectively.
People living in contaminated cities are at more risk from COVID-19
(Moftakhar et al. 2020).
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Fig. 3 Change in air pollutant concentrations at the study locations before and after lockdown

Table 2 Variation in average pollutant concentrations (μg/m3) during 2019 and 2020

Nagpur Delhi Mumbai

PM2.5 PM10 PM2.5 PM10 PM2.5 PM10 PM2.5 PM10

2020 41.96 51.34 117.94 121.15 46.95 59.37 22.08 35.44

2019 79.28 86.59 174.11 208.88 79.13 83.63 30.23 70.83

Percentage reduction in
2020

47 41 32 42 41 29 27 50
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Figure 3 shows the concentrations of PM2.5 and PM10 at Delhi, Mumbai, and
Nagpur before and after lockdown. The temporal investigation showed that there is a
significant decrease in PM2.5 and PM10 concentration at the study locations after the
lockdown. The extent of decline in the pollutant concentration at the study locations
is different. PM2.5 showed an average change in concentration of 42%, 36%, 40%
and 29% at Delhi, Mumbai, and Nagpur respectively whereas PM10 showed an
average change in concentration of 37%, 57%, 36% and 30% at Delhi, Mumbai, and
Nagpur respectively. Comparison was done in between the pollutant concentration
data of 2019 and 2020 during the same time period. A significant decrease in the
pollutant concentration data has been observed in 2020 as compared to 2019. Table 2
shows the decrease in the pollutant concentration during 2019 and 2020 during the
same time period.

2.3 Pre and Post-lockdown Variation in Gaseous Pollutants

Delhi showed notable reductions from pre-lockdown period to post-lockdown in
(53%) NO2 (70 � 17–33 � 15 μg/m3) and (24%) CO (93 � 13–71 � 26 μg/m3)
concentrations while increase in (13%) NH3 (7 � 2–8 � 4 μg/m3), (44%) SO2

(10 � 3–18 � 7 μg/m3) and (71%) O3 (27 � 17–93 � 65 μg/m3) concentrations. In
Mumbai, decrease in (87%) NO2 (85 � 45–11 � 10 μg/m3), (53%) CO
(93 � 22–44 � 9 μg/m3) and (59%) O3 (37 � 24–15 � 11 μg/m3) concentrations
is observed while increase in (47%) SO2 (20 � 3–38 � 22 μg/m3) concentration is
noticed. Showed reductions in (41%) NO2 (32 � 3–19 � 16 μg/m3), (8%) SO2

(12 � 2–11 � 3 μg/m3) and (7%) CO (29 � 10–27 � 10 μg/m3) and increase in
(33%) NH3 (2 � 1–3 � 1 μg/m3) and (38%) O3 (21 � 11–34 � 11 μg/m3)
concentrations. In Nagpur, decrease in (58%) NO2 (65 � 12–27 � 11 μg/m3),
(70%) SO2 (10 � 8–3 � 2 μg/m3) and (20%) CO (25 � 9–20 � 8 μg/m3)
concentrations and increase in (14%) NH3 (6 � 2–7 � 5 μg/m3) and (9%) O3

(48 � 25–53 � 13 μg/m3) concentrations. Despite the decreases in particulate
concentrations, increase in SO2, NO2, NH3, CO and O3 concentrations is observed
which may be due to stationary sources, household cooking fuel and emergency
movement of vehicles. In a similar study at Almati, non-traffic source contribution
has found to be increased during the lockdown (Broomandi et al. 2020; Kerimray
et al. 2020) which may be reason for enhanced concentrations of NH3, SO2 during
the lockdown. Increased NH3 concentrations in Delhi, and Nagpur may be due to
agricultural activities and biomass burning (Bray et al. 2021), fossil fuel combustion
(Wu et al. 2020). Increased SO2 concentrations during the lockdown phase was
observed at Delhi and Mumbai which again may be due to biomass burning and
industrial emissions (Bari et al. 2020). However decrease in SO2 concentrations is
observed at and Nagpur during the lockdown period.

Figure 4 shows the air quality index (AQI) during 2019 and 2020 for PM2.5 and
PM10. The AQI of PM2.5 was moderate for 18% of the days, unhealthy for sensitive
groups for 55% of the days, unhealthy for 26% of the days and very unhealthy



for 2% of the days and AQI for PM10 is good for about 6% of the days, moderate for
55% of the days, unhealthy for sensitive groups for 30% of the days, unhealthy for
8% of the days and very unhealthy for 2% of the days in Delhi during 2020. The AQI
across Delhi is under “satisfactory” (AQI: 51–100) category after COVID-19 (http://
safar.tropmet.res.in/). The lockdown measures in Delhi resulted in a dropdown in
PM2.5 up to 30% (Anjum 2020). The AQI for PM2.5 in Mumbai was good for 7% of
the days, moderate for 58% of the days, unhealthy for sensitive groups for 26% of
the days and unhealthy for 8% of the days. The AQI across Mumbai is under “good”
(AQI: 0–50) category after COVID-19 ((http://safar.tropmet.res.in/). The AQI for
PM10 in was good for 10% of the days, moderate for 77% of the days, unhealthy for
sensitive groups for 13% of the days during the study period in 2020. The AQI for
PM2.5 in Nagpur was good for 6% of the days, moderate for 87% of the days,
unhealthy for sensitive groups for 8% of the days and AQI for PM10 was good for
89% of the days, moderate for 10% of the days and unhealthy for 1% of the days
during the study period in 2020. The data for 2019 for Nagpur is not available. A
significant positive association between PM2.5, PM10 and confirmed corona cases
has been observed indicating that the decrease in particulate concentration during the
lockdown phase helped in keeping the number of positive patients low (Zhu et al.
2020). During 2020, PM2.5 AQI is unhealthy for sensitive group at Delhi, moderate
at Mumbai and Nagpur whereas during 2019, Delhi experienced unhealthy atmo-
sphere and Mumbai had moderate pollution. PM10 AQI was moderate at Delhi and
Mumbai and good in Nagpur during 2020 whereas it was unhealthy at Delhi and
unhealthy for sensitive groups in during 2019.
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Fig. 4 Comparison between PM2.5 based AQI and PM10 based AQI at study locations during 2020
and 2019

2.4 Meteorological Data Collection and Processing

Meteorological factors including temperature (T) and relative humidity (RH) may
enhance air pollution transmitting infection of diseases (Jiang et al. 2020). Ambient
environmental factors including temperature and relative humidity show partial

http://safar.tropmet.res.in/
http://safar.tropmet.res.in/
http://safar.tropmet.res.in/


correlation with airborne pathogens (Suhaimi et al. 2020). Atmospheric temperature
and relative humidity are found to have direct association with the spread of this
pandemic (Wang et al. 2020a, b; Ahmadi et al. 2020). Virus transmission is affected
by many factors including climatic variables like temperature, humidity and precip-
itation (Ahmadi et al. 2020; Méndez-Arriaga 2020; Menebo 2020). This makes it
essential to understand relationship between climatic conditions in a geographical
area and transmission of COVID-19 pandemic (Ahmadi et al. 2020). The data is
collected from 24th February 2020 to 12th June 2020. The meteorological data was
collected after every 3 hours in a day and daily average is calculated. An inconsistent
lagged effect of temperature and humidity is observed on COVID-19 growth rate
(Carleton et al. 2020). A strong relationship between local existing climate and
COVID-19 increasing rates has been observed signifying the possibility of seasonal
difference in the spatial design of outbreaks (Ficetola and Rubolini 2021). Ultravi-
olet radiation indicates a strong effect on COVID-19 growth rate with 1 kJ m�2

increase in hourly UV decreasing confirmed growth rate by 0.09 points causing a
delay in the spread (Carleton et al. 2020).
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Local temperature and humidity has found to influence directly transmitted
diseases by affecting the survival and transmission of the virus outbreak (Ficetola
and Rubolini 2021; Wang et al. 2020a, b). It is expected that the downfall in the air
pollutant concentrations are not correlated with weather conditions (He et al. 2020).
In Nagpur, no specific correlation between T, RH and number of corona cases is
observed. In Mumbai and, T is found to be negatively associated with cases whereas
RH is found to have positive correlation (0.6) with number of cases (Suhaimi et al.
2020). In Delhi, RH is negatively associated with number of cases whereas temper-
ature is found to exhibit positive correlation (0.7) with number of cases. The duration
of the epidemic is insufficient to study the impact of climatic factors on the
transmission of SARS-Cov-2 virus (Wang et al. 2020a, b). It can be concluded
that the total seasonal effects of climatic variables are indeterminate due to uncer-
tainty in the effects of temperature and humidity.

3 Conclusion

Using a suitable and comprehensive dataset of the study areas, the positive effects of
city lockdown on air quality has been analysed which partly offset the costs of the
COVID-19 pandemic. The temporal investigation showed that there is a significant
decrease in PM2.5 and PM10 concentration at the study locations after the lockdown.
The extent of decline in the pollutant concentration at the study locations is different.
PM2.5 showed an average reduction in concentration of 40%, 53%, 45% and 34% at
Delhi, Mumbai and Nagpur respectively, whereas PM10 showed an average reduc-
tion in concentration of 37%, 53%, 35% and 30% at Delhi, Mumbai and Nagpur
respectively. The result shows that the pollutants are significantly decreased, while
the average level of O3 has been increased in Delhi and slightly decreased at Mumbai
and Nagpur during 2020 in comparison with 2019. Decrease in NO2 and CO at Delhi



and Mumbai (Vehicular activities) and increase in SO2 (industrial, however in depth
investigation needed) Meanwhile, around 39% and 43% was the average reduction
of PM10 and PM2.5 respectively, during lockdown compared with previous year
owing to restricted vehicles movement, biomass burning events and construction
activities. We find that the radical precautionary measures against the spread of the
epidemic have a substantial impact on air quality. The remarkable enhancement in
air quality might lead to considerable health benefits. The activities identified
provoking the pollutants to cross the air quality standards must be controlled after
the pandemic is over benefiting human health and society. Overall, the study exhibits
the association between air pollution, meteorology and receptiveness to COVID-19
cases in study areas and finds that the lockdown indeed improved the air quality. The
study shows that lockdown resulted in controlling pollutants for a time being, due to
reduction in anthropogenic activities. This indicates that government should imple-
ment effective control policies after the lockdown to reduce pollutant concentrations
in the cities.
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Understanding Urban Floods as Extreme
Events and Disaster Management: A Case
Study of Bengaluru

Sonal Bindal, Sandipan Samanta, and Anil Kumar Gupta

Abstract Flooding is by far the most natural hazards, affecting the greatest number
of people on the planet. Severe floods in urban areas have become more common in
recent years as a result of uncontrolled urbanisation and climate change, and this
trend is expected to continue in the coming years. Climate change is constantly
changing the weather pattern. There has been rise in annual average temperature,
which has affected the variation of sea-land surface temperature. Thus, leading to
change in the monsoon pattern over Indian ocean and Indian Sub-continent. Now-a-
days, it is usually experienced with increase in number of summer days and lesser
winter days. The monsoon system of the Indian Subcontinent is greatly affected by
Indian Ocean and due to changing pattern, shorter rainfall period having higher
intensity rainfall for very short period of time leading to occurrence of extreme
rainfall events over isolated areas. This leads to the condition of sudden disaster like
situation in urban agglomeration where due to poor water drainage structure the
situation has been occurring more frequently. The results identify 18% of total area is
liable to urban floods out of which 10% area indicates high risk, 50% area shows
medium risk and remaining 34% area falls under low risk of flooding. Thus, making
an alarm to an urban man-made disaster due to heavy rainfall in urban areas. Due to
human involvement in the environment, there have been a dominance over the
natural components leading to change in rainfall pattern.

Keywords Climate change · Extreme rainfall · Urban floods · Population · Land
use/land cover patterns

S. Bindal (*) · A. K. Gupta
National Institute of Disaster Management, Ministry of Home Affairs, Govt of India,
New Delhi, India

S. Samanta
Department of Water Resources, TERI School of Advanced Studies, New Delhi, India

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
B. Phartiyal et al. (eds.), Climate Change and Environmental Impacts: Past, Present
and Future Perspective, Society of Earth Scientists Series,
https://doi.org/10.1007/978-3-031-13119-6_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-13119-6_25&domain=pdf
https://doi.org/10.1007/978-3-031-13119-6_25#DOI


416 S. Bindal et al.

1 Introduction

Over the last 40 years, flood is the most natural hazards, taking account for 43% of
all disasters and distressing the world’s largest population (EM-DAT 2015; Centre
for Research on the Epidemiology of Disasters 2015). In recent years, the severity of
flood events in urban areas has increased significantly. The most populous cities in
India, including Mumbai, Bengaluru, Chennai, and Hyderabad, have suffered sig-
nificant economic losses, as well as severe communication, power, and transporta-
tion failures, epidemics, and, in some cases, the loss of human lives, as a result of
urban floods (Khaladkar et al. 2009; Mukherjee et al. 2018). This is due to change in
patterns of cloud formations which has heavy impact on the changing rainfall
intensity, duration and frequency of the rainfall pattern in future (Trenberth 2011;
Pour et al. 2020).

Flooding in urban areas is also caused by unplanned growth in low-lying areas,
solid waste accumulation blocking drainage routes, and altered rainfall patterns due
to climate change (Pour et al. 2020). Un-managed urbanisation is pushing land use
into low-lying areas and near floodplains. This cumulative settlement is to blame for
altered flow paths and the sealing of natural surfaces, both of which result in
significantly increased runoff volume. The majority of drainage lines in India were
constructed in the past to handle rainfall intensities ranging from 12 to 20 mm (Ali
et al. 2014). These drains are easily overwhelmed when heavy rains fall and as a
result, the overflowing storm water spreads into neighbouring areas, resulting in
flood-like conditions (Rajeevan et al. 2008). Floods of this type range from minor
incidents to major events that inundate cities for several days, causing widespread
societal consequences such as temporary habitation relocation, infrastructure dam-
age, and water quality deterioration (Gupta and Nair 2011).

One of the main consequences of extreme events is urban flooding and water
accumulation in cities, urban and semi-urban areas, not only on the Indian
sub-continent but also globally (Goswami et al. 2006). High-intensity rainfall that
occurs for a short period of time is a growing concern in cities, as it has a direct
impact on the urban social structure as well as the local environment (Mukherjee
et al. 2018). This type of phenomenon has an impact on the entire hydrological
characteristics of the catchment. This has an impact on the elements present at the
surface as well as the biotic components above and below the ground surface. This
type of situation cannot be described as an extreme event in the twenty-first century
because the frequency with which it is likely to occur has increased, putting coastal
areas at risk. Furthermore, climate change, as well as rising sea levels and temper-
atures, have exacerbated the problem by causing glaciers to melt and river land-
scapes to change (IPCC 2007). Over the next century, a global average sea level rise
of 9–88 cm is predicted. As a result, the seas and oceans are experiencing hydro-
logical and climatological changes. Furthermore, they are a major driving force in
the local cyclonic activities, monsoon pattern, and wind-pattern (Kripalani and
Kumar 2004).
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The oceans and seas are clearly affected by climate change and its consequences,
resulting in the occurrence of extreme events such as high intensity rainfall and
shorter wet days (Ali et al. 2014). In addition, rapid urbanisation and industrializa-
tion have resulted in a drastic change in local atmospheric conditions. Many of these
are at risk due to lack of planning and ecological factor development, putting major
cities like Mumbai, London, Chicago, Sydney, Kolkata, and Karachi at risk (Gupta
and Nair 2011; Ranger et al. 2011). As urbanisation encroaches more wet lands,
open spaces, tanks, and wooded areas are converted to urban and suburban areas, the
surface area available for water infiltration into soils decreases. A few examples of
areas that cause less soil infiltration are: residential/commercial/industrial/bitumi-
nous roads/parking lot Land paving has increased impervious surface, reducing
water percolation (Chithra et al. 2015). As a result of high intensity rainfall, these
drainage systems are currently insufficient, causing flooding.

Recent studies highlight the increase in extreme rainfall events due to changing
climate. All this are evident as untimely rainfall, delayed monsoon, large variation in
the rainfall both spatially and temporally, heavy downpour, unseasonal rains, cloud-
burst etc. It has made us visualize that we are at an alarming stage (Trenberth 2011;
Bhandiwad 2015). The Kedarnath flash floods, Chennai floods, season water-
logging and submergence due to rain in Delhi, Kolkata, Mumbai in July 2005,
Chennai in October 2005 and again in December 2005, and Bangalore in October
2005 caused heavy economic damages, loss of life, disruption of transport, etc.
(Guhathakurta et al. 2011; Ramachandra et al. 2017).

As the subcontinent is likely to experience high climatic variability in the future,
Indian cities will experience more flooding from high intensity and longer duration
rainfall events. The primary goal of the current research is to better understand how
urban floods caused by extreme rainfall events in the urban city of Bengaluru affect
the frequency and magnitude of floods that occur in the city. The study evaluates
various hydrological characteristics associated with precipitation and runoff factor,
as well as the region’s vulnerability and risk factor, which could affect millions of
people in the near future. Furthermore, the study attempted to identify and under-
stand the gaps and connections that exist in the management of urban floods (Rafiq
et al. 2016).

2 Materials and Methods

2.1 Study Area

Bengaluru is the third most populous city in Southern India and the fifth most
populous city in India, and it is growing at a rapid pace. The city has a total
population of 10 million people, with an additional 8.5 million people living in the
metropolitan area. The city is located 900 meters above sea level on the Deccan
plateau. It is located in the south-eastern corner of Karnataka State, between the
latitudinal parallels of 12� 390 N and 13� 180 N and the longitudinal meridians of 77�
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220 E and 77� 520 E, at an elevation of about 900 meters and covering an area of
about 2191 square kilometers (Bengaluru rural and urban districts). Apart from
being the state’s political capital, the city is also a major commercial centre for
some of the state’s major industrial establishments.

2.2 Climate

The state capital has a four-season climate that is suitable for living. The tropical
moderate climate has a dry summer season from March to June, followed by the
south-west monsoon season from June to October, which is generally driven by
winds from the Indian Ocean. It also receives a fair amount of rainfall from the
retreating monsoon winds in the north-east until November. Then there’s the mild
winter, with temperatures ranging from 30 degrees in January to as low as 15–17
degrees Celsius. The average annual rainfall is 856.9 mm, with the S-W Monsoon
accounting for more than 60% of the total and the retreating monsoon accounting for
the remainder (Kumar et al. 2016).

2.3 Hydrology

The city’s potable water supply is provided by the Krishna river, which is located
downstream. The Arkavati river is about 50 kilometers from the city, and its
tributaries are used to discharge sewage from the city. The waste is disposed of in
a tributary of the Vishabhavati river, which carries the waste-water load. Freshwater
is obtained from either rainfall or underground sources, which are typically aquifers.
Underground cracks, fishers, and rock joints are known to be confined sources of
water that are extremely difficult to extract. Deep bore-wells and dug-wells are used
to extract water from unconfined aquifers at depths of up to 100 metres below the
earth’s surface.

2.4 Land Use Land Cover Change/Pattern

Intensive encroachment for the rising city, illegal occupying of wetlands, filling of
water-bodies and construction of residential blocks, breaching of natural and ancient
water supply channels and lakes has led to choking of storm water in the city as the
complete hydrology of the city was good as it has a good natural drainage technique
because natural gradient from the plateau and percolation. Storm water drainage
systems are in disrepair, causing drains and sewage to overflow and clog. Water
drainage efficiency has deteriorated over time as a result of population growth.
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Fig. 1 Location map of the study area

In addition, precipitation and waste water runoff into common lakes, water tanks
and channels pollutes the surface water rather than restoring it. So much precipita-
tion, even on unseasonal days, causing metropolitan flooding. Foaming has also
occurred in the past due to the mixing of poisons in surface water lakes. As a result,
the hydrologically rich zone is transformed into a terrible limited condition, affecting
people’s lives (Fig. 1).

The city is losing its green cover and the water bodies, all due to the anthropo-
genic activities one of them is dumping of waste-residential as well as commercial
and industrial. The solid waste which are non-bio-degradable in nature is dumped in
water channels leading to choking of drains which in turn increase the waste load and
some of the waste gets decomposed over the bed of channels and water bodies thus
lowering the water volume in the cross-section of water bodies leading to additional
rain leads to urban flooding.
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2.5 Methodology

Bengaluru’s maximum one-day rainfall of 180 mm in 1997 has a return period of
50 years over the same area and date. This predicts the likelihood of extreme rainfall.
The frequency analysis of point-rainfall is commonly used to obtain such data.
Annual data series are used to study the probability of an event occurring, which
is applicable to random hydrological processes (Goyal 2016). Therefore, the prob-
ability of occurrence of any event for any kind of random variable is given by
recurrence interval or return period of that event:

T ¼ 1=P ð1Þ

Where T is the Time Period and P is the probability of occurrence. Now, if the
probability of occurring of extreme rainfall event is P then non-occurrence is known
as “q”.

q ¼ 1� Pð Þ 2Þ

Pr,n ¼ CrPrqq
n�r ¼ n!

n r !
Prqn�r ð3Þ

Where P r, n ¼ probability of occurrence of extreme rainfall event where P occurring
times r in n successive years. Hence, it can also be concluded that probability of
occurring an event at least once in n successive years.

P1¼ 1� qn ¼ 1� 1� Pð Þn ð4Þ

2.6 Hydro-meterological Assessment

Rainfall is the main cause of Bangalore floods. Because rainfall intensity, duration,
and frequency determine the extent and severity of flooding, rainfall analysis is
critical for flood mapping. Rainfall time series analysis can be done in a variety of
ways. The Indian Meteorological Department (IMD) provides daily station rainfall
data (1981–2020) for this study.

Strange monsoon table is used where cumulative way to find the runoff volume
generated from the daily rainfall, if considered to be daily rainfall occurring on a
particular area and whole volume is considered to be the run-off volume. Consider-
ing an Empirical yet widely used formula for obtaining the runoff volume from the
daily rainfall data by using three following methods. Using the Inglis and Dsouza
formula as between annual runoff R in cm and P as annual precipitation in cm.
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For Ghats Region of Western India : R ¼ 0:85P� 30:5 ð5Þ
For Deccan Plateau : R 1=254 P P 17:8 6

Another theory based empirical formula related to flood area-peak relationship
where the area is known and on basis of it that we can get the peak of flood.

Qp¼ 124A= Aþ 10:4ð Þ1=2 ð7Þ

Where Q is the discharge generated from the A in km2 of a particular catchment.

2.7 SCS-CN Curve Number Method

In this type generally the S parameter is used for the soil-moisture-vegetation
relationship for a particular catchment.

S ¼ 25,400=CN� 254 ¼ 254 100=CN� 1ð Þ 8Þ

The constant 254 is used to express S in mm. The curve number CN is related to S as

CN ¼ 25,400=Sþ 254 ð9Þ

This formula is very widely used and it is prevalent because of the antecedent
moisture condition in the various types of soil groups. Condition-I when soil is
dry, but not to the wilting point. Condition-II Average condition and Condition-III
Sufficient rainfall has occurred in past 5 days.

For AM- III condition

CNIII ¼ CNII= 0:427þ 0:00573 CNIIð Þ 10Þ
Q P 0:2 2= P 0:8S 11

For P > 0.2S, Where, Q is the discharge and P is the precipitation and Snyder’s
Number derived from above equation.

3 Result and Discussion

Rainfall patterns for Bengaluru over 40 years, from 1981 to 2020, show that annual
average rainfall has varied from 875.43 mm, 1094.38 mm, 897.30 mm and
846.05 mm for the years 1981–1990, 1991–2000, 2001–2010 and 2011–2020.
The results of this study reveals that the low and highest annual rainfall is also
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Fig. 2 Shift in the Mean Rainfall for Bengaluru in last four decades

decreasing from 1981 to 2020. Although, there is a decrease in number of rainy days,
but there is an increase in the overall intensity of rainfall and shifting of rainfall
periods. The Fig. 2 depicts that there is a increase in the average rainfall in the month
of October. This is also seen as a direct impact of climate change (Guhathakurta et al.
2011). As a result, it is prudent to understand rainfall and its changing patterns, to be
prepared to deal with its consequences, and to adapt our lives in response to it.

Bengaluru is known as India’s Silicon Valley, but rapid urbanisation and mod-
ernization demands are destroying wetlands, lakes, and water bodies, affecting the
local hydrological characteristics of the watershed. The results show that
pre-monsoon rains used to peak in Bangalore in May, then again in September
and October. Unlike the pre-monsoon season, the monsoon season has longer
periods of recurrent rain. In the past, water had more time to percolate into the
natural ground. However, due to the roads and buildings that cover much of our city,
surface penetration has decreased (Singh et al. 2018). Storm water runoff now
accounts for the majority of rainwater loss. Extreme weather events have increased,
resulting in urban flooding.

Table 1 indicates that the retreating monsoon accounts more rainfall than the
south-west monsoon. Over the years there is increase in the rainfall concentration
over the Bengaluru capital as southern part of India is getting more rainfall than the
northern region. Even the mean annual rainfall of a half-decade is 855.75 mm. This
is due to various anthropogenic activities the situation of climate change and other
factors has been increased leading to have extreme cases of rainfall events in India
(Bhandiwad 2015).

The mass influx of the population from various parts of India has resulted in
increase in the last five decades and there has been a 637% increase in urban areas in
Greater Bengaluru area from 1973 to 2009 and it is still growing. The rise in built up
area from 16% in 2000 to around 24 in 2009 and almost 30% today has seen a
corresponding decrease in wet lands, breaching of lakes and tanks and decrease in
green cover. The mean of 50 years rainfall data from year (1963 to 2013) has been
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used in order to find the various hydrological analysis of the Bengaluru city which
resulted in the changing condition of the area and occurrences of extreme rainfall
events. The annual mean rainfall of the Bengaluru urban and rural is 897.3033 mm
calculated. The mean rainfall of monthly data as normal rainfall is 855.75 mm. This
clearly shows that the area is affected equally by S-W monsoon as well as N-E
retreating monsoon. From the study we can say how maximum of the extreme
rainfall events are usually occurred during the retreating monsoon as from the
table inferred that October being the wettest month in overall 50 years.

The results have found the probability of occurrence of an extreme rainfall event
in next 30 years was found to be 0.333. Recently, extreme rainfall event occurred on
a single day in October 2015, with precipitation more than 120 mm/day in isolated
pockets of Bengaluru. Additionally, risk was calculated for getting an extreme
rainfall event where the probability of occurrence of the event may be at least once
in 30 years is 0.4545. Hence, it clearly shows that with increase in the value of
precipitation of annual mean with lesser duration, leads to increase in the chance of
occurrence of extreme weather event.

By using the Eqs. (5 and 6) given by Inglis and Dsouza, annual rainfall was
calculated as 254.1 mm over the area of Bengaluru city. It is an empirical formula
generally used for the Western Ghats region of South India. Again, by using the
Inglis formula in the flood peak-area relationship, runoff value obtained to be
3277m3/s as the flood peak if it rains for 24 hrs.

Further, by using the infiltration as well as soil-vegetation- moisture condition
through Eqs. (10 and 11). This has helped in understanding the red soil topography
having values from silty to clayey texture of the soil. By considering the AMC type
3 condition, rainfall has occurred almost every day for the month of July. Also, as per
keeping the soil to be mixture of clayey slit of red type soil Group-B soil type is used.
Now, the value of infiltration capacity of the soil for the month of July having an
annual mean rainfall of 126.46 mm, the value comes out to be 0.886m3/s. The CN
number is 90 and 98 for 60% group B and 92, 98 for 40% group C. In that case
96.917 is the weighted AMCIII condition.

The calculation of probabilities of rainfall using different equations helped in
understanding the various scenarios leading to increase in the number of extreme
weather events causing urban floods. The study aids in defining the influence of
anthropogenic activities has resulted in changing hydrological characteristics of a
certain area which may be a Silicon Valley of India.

4 Summary and Conclusion

Urban flood is significantly different from rural floods and modeling of such events
is a challenge to the researchers due to its unpredictable nature. A vast number of
numerical models have evolved over the past few years capable of flood mapping;
most of them are commercial, rigorous and need extensive datasets to generate
precise results. The booming population due to migration to the city for education
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and job has increased the demand for residential, commercial and industrial ele-
ments. The disturbances in the hydrological cycles, demand and supply for domestic
and industrial needs, all leads to shift in the localized climate of Bengaluru city.
More than 79% of the total water-bodies have been vanished, more specifically got
sacrificed due to the rapid changing demographic scenario of the city.

This research presents a simple sophisticated approach to analyze extreme rainfall
events based on past critical events and synthetic hyetographs for the Bengaluru city.
Google Earth projection of risk maps visualizes the areas under high risk of flooding,
namely Gali Anjaneya Swamy Temple junction, Bannerghatta Road, Jayadeva
flyover, Nayandahalli Junction, Silk Board junction, Magrath-Brigade Road junc-
tion, Wilson Garden Quarters in South Bengluru, HRBR Layout and Veerannapalya
in eastern Bengaluru, Rajajinagar Industrial Area in West Bengaluru, LBS Nagar in
Yelahanka zone and Sarjapur Road, Varthur, Panathur, Belagere and Hoodi in the
Mahadevapura zone. Hence, high priority should be assigned to these zones during
flooding circumstances.

The model produces relative flooding based on underlying terrain quality and
input parameters. The critical events can be effectively regenerated using developed
2D flood model for various critical storm conditions. Thus, it proves to be a reliable
approach in urban environment with limited data. Thus, these models can be
developed for and applied to any region with minimum input data requirement as
rainfall event, digital elevation model (DEM) and study area catchment properties.
The past rainfall events can be simulated using developed 2D model to visualize the
flow pattern, identify the low-lying areas susceptible to flooding and generate flood
inundation maps. The flood inundation maps so developed can be used for devel-
oping flood risk maps, setup early warning system to alert population before extreme
events and develop combat strategies. Furthermore, the model can be used to
simulate real-time flood event to map flooded area and accordingly decide combat
strategy and adopt relief measures.

Further, ancient water tanks and the natural water tanks are considered to be the
potential sources of drinking water as well as they are natural way of rejuvenation of
water and soil. The water bodies act as infiltrators and at the same time helps in
maintain the local temperature and the water balance in the ecosystem. The nearby
by soil gets hydrated which leads to recharging of underground aquifers which are
the sources of drinking water. Ancient structures include water tanks, jalashays,
water supply pipes, irrigation reservoirs, and channels (Shivanna and Vyshnavi
2019). After the monsoon season, the tanks or water bodies can store water for up
to six months. Every city is located near a river, but it is worth noting that there is no
major river running through the city. The restoration and resilience of these ancient
strutures must be a part of the city’s disaster resilience plan.

Occurrence of such events cannot be controlled but the risk and damage can
effectively be reduced with the help of modern flood modeling techniques. The areal
extent and depth of flood inundation reflect the most important parameters, partic-
ularly in mapping of flood hazards (Rangari et al. 2019). Since decades there is a
water dispute of Krishna river of Karnataka state with the state of Tamil Nadu due to
water sharing of the state. This is due to the reason that the Karnataka being at the
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upstream takes water from the river and more energy is required to lift the water to
900 m to the Bengaluru city to get potable water. This has occurred due to the fact
that water bodies inside the city has been destructed by encroachment, dumping of
pollution and debris of construction materials and tremendous concretization has led
to the effect of water being flooded or doesn’t gets an ecological path to go inside the
ground or flows to the downstream.

NDWI studies by Ministry of Jal Shakti states that by 2025, grey will dominate
98.5% of the city means there is so much of urbanization that only 1.5% will remain
as green cover in the city. The probability of return period for an extreme rainfall
event occur once in 30 years comes out to be nearly half the probability. On top of
that if reducing frequency and getting more rainfall in shorter period then the
probability will increase thus the extreme event with dilapidated condition of the
sewerage and poor hydrological condition will further aggravate the problem leading
to loss of lives, property and damage to environment as well.

The climate change is a global situation but if locally act, there can be a
tremendous change in the hydrological and climatological characteristics of the
state (Bhandiwad 2015). The area gets rain from the winds of Arabian Sea but
while retreating the rainfall duration is less but the intensity is more. This has
resulted to change in the vegetation and biodiversity of the nearby districts of
Hosur, Mysuru and other places. This is surely an alarm ringing as extensive
destruction of ecology and the water resources has led to destruction of mankind.
It is very much necessary to adopt various techniques to combat the sudden disasters
which are occurring in the area.
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Engendered Climate Risk Analysis:
A Precursor to Gender Equality
and Empowerment
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Abstract Rural and urban poor women are much more vulnerable to climatic
extremes and disasters, as they have very limited resources and have to undertake
multiple tasks of the household, child care as well production to sustain their
families. As natural resources become scarce due to climatic changes coupled with
demographic factors, the existing gender inequalities may increase worsening the
situation for women. The Conference of Parties of the UNFCCC have emphasized
time and again the need for gender balance and gender equity in climate action as
well as negotiations. The LIMA work program on gender and consequently the
Gender Action Plan have highlighted one of the priority areas, as the need for metrics
to create evidence of differential vulnerability and risk to climate change.

Though several climate and gender related indices have been developed from
time to time, they fail to capture the climate related dimension which make women
differentially vulnerable to climate change. In the present study, a new index called
Gender based Climate Risk Index (GCRI) has been used to capture the vulnerability
and resultant risk faced by both men and women at the sub-national (state) level in
India. A combination of the IPCC’s risk assessment framework and Caroline
Moser’s Gender Analysis Framework has been used to arrive at the index. GCRI
has been validated and tested for reliability keeping the availability of data at the
required spatial scales. The study has shown that despite facing the same climate
related hazards and exposure, women faced greater climatic risk as compared to
men, due to their greater sensitivity and low levels of adaptive capacity. Mapping the
index at the sub-national scale has also shown different states need to examine their
causes of vulnerability and incorporate targeted action in their climate adaptation
plans for improving the lives of women and empowering them. It is important that
climate related policy making is made more gender sensitive and gender transfor-
mative to enable women to lead climate resilient lives.
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1 Introduction

Climate change continues to impact populations around the globe by extreme events
and disasters. The brunt of its impacts is borne much more by the vulnerable sections
of the population comprising of rural and urban poor and much more so women, who
have to undertake multiple tasks of the household as well of production to sustain
their families. Other reasons for women’s greater vulnerability are low education,
lack of information, training and institutional support and poor participation in
decision-making at various levels (Goh 2012). As natural resources become scarce
due to demographic factors coupled with climatic changes, women are the most
affected since they are the prime managers of natural resources (MOSPI 1998–99;
RFSTE 2005; UNICEF/WHO 2010, 2012; UN Women 2010; Sonalde et. al. 2010;
Koolwal and van de Walle 2011; Sorenson et al. 2011, Karim et al. 2013; Arora
2014; Asaba et al. 2014; NSSO 2014; Graham et al. 2016).

Women’s inequitable access and control of resources also makes them more
vulnerable to climate change and extremes (Arora-Johnson 2011; Resurreccion
2011; FAO 2011; Nellemann et al. 2011; Ravera et al. 2016). Due to time poverty
for undertaking economic activities as well as leadership roles, women continue to
remain disadvantaged leading to high gender inequalities in different domains thus
failing to achieve the Sustainable Development Goals of gender equality and
empowerment. The poorer performance of women is apparent by the fact that the
global average of HDI value for women (0.705) is almost 6% lower than that of men
(0.749) showing poorer achievement of females as compared to males in different
domains (UNDP 2018). Among the developing regions, South Asia has the widest
gender gap of 16.3% in levels of human development (UNDP 2018), reflecting the
gender-based inequalities. India’s performance in development and gender-based
indices is much lower as it ranks 131 out of 189 countries in HDI (UNDP 2020),
123 out of 160 countries in Gender Inequality Index (UNDP 2020) and 112 out of
153 countries in Gender Gap Index (WEF 2020).

It is reported that climate change will make the situation even worse by increasing
the existing gender inequalities thereby contributing to greater climate related
vulnerability of women (IPCC 2014; Sultana 2018). Studies have shown strong
links between climate related disasters and more deaths, higher injuries and fatalities
of women (Peterson 2007; Cotthem 2009; Neumayer and Plumper 2007; WEDO
2008; Haigh and Vallely 2010; Bradshaw and Fordham 2013). It is important to note
that patriarchy reinforces gender imbalance by preserving certain benefits pertaining
to nutrition, health and power in favour of men. Higher deaths among women during
the time of disasters are also linked to patriarchy induced vulnerability of women
(Arora-Johnson 2011; Onwutuebe Chidiebere 2019).

Thus, climate change multiplies the existing gender inequalities and increases the
problem of marginalization faced by women. It is well accepted globally that
vulnerable communities especially women and female children capacity to cope
and adapt in the face of natural disasters, climate change and other extreme weather
events. Despite working very closely with environment, women face greater



challenges due to changing climate and climatic extremes. The Conference of Parties
of the UNFCCC have emphasized time and again the need for gender balance and
gender equity in climate action as well as negotiations. The LIMA work program on
gender and consequently the Gender Action Plan (Fig. 1) have highlighted one of the
priority areas as the need for metrics to create evidence of differential vulnerability
and risk to climate change.
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Fig. 1 Five priority areas of the Gender Action Plan (Source: UNFCCC, Gender Action
Plan https://unfccc.int/topics/gender/workstreams/the-gender-action-plan)

Several indices have been developed from time to time to quantify vulnerability/
climate related vulnerability of populations and regions such as Water Poverty
Index, Climate Vulnerability Index (CVI), (Sullivan 2002; Sullivan and Meigh
2005), Climate vulnerability Index for Water at the Household Level (CVI-WH)
(Kher and Aggarwal 2015), Global Climate Change Risk Index (German Watch
2013). Some gender specific indices have also been developed over time such as
Gender Inequality Index, Gender Vulnerability Index (GVI) and Women Resilience
Index (WRI). However, all these indices fail to capture the specific dimensions
which make women differentially vulnerable to climate change.

There is thus a need for a more direct and holistic index which can assess the risk
and vulnerabilities faced by women due to climatic variability, shocks and disasters.
Further, since vulnerability varies across temporal and spatial scales, identifying and
quantifying vulnerability at the sub-national as well as smaller spatial scales is
extremely essential to take targeted and pro-active measures to reduce the risk and
enhance the adaptive capacity and resilience of populations especially women. In the
present study, a new tool called Gender based Climate Risk Index (GCRI) has been
developed to quantify the differential climate related vulnerability and risk faced by
men and women. The tool (GCRI) is in line with the UNFCCC agenda of bolstering
the role of women in climate action and decisions through the gender action plan.

https://unfccc.int/topics/gender/workstreams/the-gender-action-plan
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2 Methodology

For conceptualizing the gender-based climate risk index, it was important to consider
the multifarious roles played by women in family, community and society. Different
Gender Analysis Frameworks were considered for the purpose of examining the
roles and needs of women. The framework proposed by Caroline Moser comprising
of Practical-Gender-Needs (PGNs) and Strategic-Gender-Needs (SGNs) of women
was considered the most appropriate and was integrated into the IPCC framework
for climate risk assessment. It is important to mention that PGNs comprise needs
identified by men and women in their socially accepted roles in society (arranging
freshwater, fuel, food, fodder in rural and peri-urban areas). On the other hand,
SGNs refer to the needs of education, income earning, legal status and rights,
ownership and control over productive resources, participation in decision making
(Moser 1993).

A holistic ‘Gender based Climate Risk Index’ henceforth referred to as GCRI,
was therefore, developed based on the IPCC AR 5 Risk Assessment Framework.
Figure 2, depicts how ‘Risk’ to climate change and extremes is an outcome of
interplay between ‘Hazards’, ‘Exposure’ and ‘Vulnerability’. The latter (vulnerabil-
ity) further constitutes ‘Sensitivity’ and ‘Lack of Adaptive Capacity’ as its
sub-components. The sub-components related to PGNs and SGNs were integrated
into the vulnerability component of climate related risk.

The GCRI had 4 components namely Hazards, Exposure, Sensitivity and Lack of
adaptive Capacity. Each of the four components had several sub-components and
indicators selected after an extensive review of literature and consultation with
experts. Overall GCRI values were based on a total of 54 indicators. The validity
of GCRI was established by an expert consultation workshop with specialists from
the fields of climate change, gender studies, health and nutrition, energy, water
sectors from national and international organizations. The reliability of the index

Fig. 2 The interrelation between various components of climate related risks (Source: IPCC 2014)



was established by using Cronbach alpha test for internal consistency among the
indicators of sub-components.
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The index was calculated using the methodology of UNDP Human Development
Index (2009). GCRI was computed as follows:

I GCRIð Þ ¼ IH 1�Hð Þ þ IE I�Eð Þ þ IV 1�Vð Þ

IV ¼ IS 1�Sð Þ þ ILAC 1�LACð Þ
2

*where H is hazards, E is exposure, V is vulnerability, S is sensitivity, LAC is lack of
adaptive capacity.

Secondary data was collected from a variety of sources such as India Meteoro-
logical Department, Census of India, Ministry of Water Resources, Central Ground
Water Board, Central Water Commission, Ministry of Women and Child Develop-
ment, Ministry of Environment Forests and Climate Change.

In order to permit comparison between males and females, the indicators were
normalized using maximum and minimum values from the combined data of males
and females in different states in India. The Indian states were classified into six
equidistant categories namely no risk, low risk, moderate risk, high risk, very high
and finally extreme risk based on their GCRI score. Values closer to zero indicated
least vulnerability/risk whereas, values closer to one depicted high risk.

3 Results

The sub-index values for all the four components of GCRI have shown significant
variation across states. It is important to mention that the index values for hazards
and exposure cannot be segregated by gender and have therefore been considered the
same for males and females. In order to quantify the of Hazard index, as many as
11 climatic parameters were used. The results have shown that the index values
ranged from 0.11 in Sikkim (least susceptible) to 0.67 in Rajasthan (most suscepti-
ble). As many as 12 states, most of which were large and highly populated were
either moderately or highly susceptible to hazards. Interestingly these states occu-
pied almost 64% of the India’s geographical area and were home to almost three-
fourth of the total population of India. India on the whole was moderately susceptible
to hazards with an index value of 0.45.

In terms of exposure index, which was captured by 7 indicators, 12 states
experienced moderate or high exposure comprising of almost 60% of the geograph-
ical area and home to 74% of the total population of India. These states had a large
number of families living below poverty line, a high rate of forest degradation and
considerable number of landless households. India, on the whole was moderately
susceptible to exposure with an index value of 0.39.
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Fig. 3 Comparison of vulnerability index of females and males across states and UTs in India

In terms of the vulnerability component, the male-female differentials in various
indicators were examined and quantified. There were large scale gender-based
differentials across states in vulnerability to climate change and extremes. The
vulnerability index values for females ranged from 0.40 in Chandigarh to as high
as 0.85 in Bihar (Fig. 3). In as many as 31 states, women constituting 97% of the
country’s female population faced either high, very high or extreme vulnerability to
climate change and extremes. On the contrary, males showed much lower levels of
vulnerability ranging from 0.19 in Delhi to 0.50 in Bihar. Males experienced low
vulnerability in 14 states but faced moderate levels of vulnerability in 21 states.
Weighted average of vulnerability for India as a whole stood at 0.72 for females and
0.42 for males. Such huge disparities in the vulnerability of males and females can be
attributed to the high sensitivity and low levels of lack of adaptive capacity of
women, because of their poorer health and reproductive health, low participation
in income earning and decision-making roles as well as other socio-economic,
cultural barriers and patriarchal mindsets which grant women much lower privileges
and resources.

In terms of GCRI, not only a huge variation was found across states in India but
also there were gender differentials in risk to climate change and extremes. The
GCRI values of females ranged from 0.25 (low risk) in Goa to as high as 0.62 (high
risk) in Bihar (Fig. 4). By comparison, males faced much lower level of risk as the
GCRI values ranged from as low as 0.16 in Goa to 0.51 in Bihar (Fig. 5). A weighted
average of GCRI scores reflect a ten percent point difference between the climate-
based risk faced by males and females. Most of the highly populous states such as
West Bengal, Maharashtra, Odisha, Rajasthan, Andhra Pradesh, Madhya Pradesh,
Uttar Pradesh and Bihar, comprising of 55% of geographical area of the country and
home to 64% of the total female population, were in the category of high risk for
females. These states performed poorly in all the four components of GCRI,
especially in sensitivity and lack of adaptive capacity which put together comprise
the vulnerability component. In the remaining states, women faced moderate levels
of risk. By comparison, only 9% of the male population of India, comprising of



almost 3% of geographical area of India faced high risk to climatic extremes and 72%
were at moderate risk. The remaining male population faced no or low risk. It is
important to mention that in none of the states, females were in the no risk zone,
indicating wide gender-based disparity in the level of climate related risk faced by them.
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Fig. 4 Variation in GCRI across states and UTs in India—Females

Fig. 5 Variation in GCRI across states and UTs in India—Males
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4 Conclusion

The results have shown large gender-based differentials among the states in terms of
risk to climate change despite males and females being exposed to the same climate
related hazards and exposure. This was due to much higher vulnerability of women
reflected by their greater sensitivity and limited adaptive capacity. Higher vulnera-
bility of women is because of their poor health and reproductive health status,
inadequate provision of household facilities including sanitation and very limited
access to productive opportunities and resources as well as restricted participation in
community roles. Women were also limited in their adaptive capacity because of
lower literacy levels, poor income and extremely low participation in decision
making at all levels in these states. By contrast, men faced much lower vulnerability
as compared to the female counterparts because of lower sensitivity and greater
adaptive capacity by virtue of better performance in all the above-mentioned
domains. Thus, the developed index has provided a strong evidence of the much
greater sensitivity and poorer adaptive capacity of women resulting in greater
vulnerability to climate change as compared to men. Mapping the index at the
sub-national scale has also shown that different states need to examine their causes
of vulnerability and incorporate targeted action in their climate adaptation plans in
order to improve the lives of women and empower them.

Considering that gender-based distribution of work continues till date in most
developing countries, it is extremely important to bring a change in the mindset
of people to bring about more balance in domestic and economic participation of
women. At the same time, it is necessary to meet the Practical Gender Needs of
women. In turn, these will prevent time and energy poverty in women and lead to
fulfilling their Strategic-Gender-Needs of undertaking economic activities, educa-
tion, skill development and participation in leadership and community activities.
This will help in reducing their sensitivity to climate related factors and enhance their
human capacity to adapt to climate change and extremes. It is extremely important to
invest in women’s education (for increased awareness and knowledge), access to
medical facilities and sanitation (better nutritional status and reproductive health),
economic participation (for income generation and consequent participation in
adaptation and mitigation efforts and adoption of sustainable adaptation strategies)
as well as participation in community, political and administrative domains
(to enhance gender sensitive and transformative decision making at all levels).
Consequently, the reduced sensitivity and enhanced adaptive capacity will have
the potential to enable women to lead climate resilient lives.
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Covid Lockdown Improves the Health
of River Yamuna: A Pilot Study
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Abstract With government announcing a sudden lockdown due to the spread of
COVID-19 pandemic in the mid of March 2020, all major human activities came to a
standstill. The present study analyses the impact of this lockdown on the health of
river Yamuna. Eighteen sample stations were chosen for analysis, through which
Yamuna river flows, two at Noida, three at Vrindawan, four at Mathura, three at
Agra, one each at Firozabad and Etawah and four at Allahabad, Prayagraj. Four
water quality parameters DO (Dissolved Oxygen), BOD (Biological Oxygen
Demand), TC (Total Coliforms), FC (Feacal Coliforms) were studied at these
sampling stations. Period of study was three months prior to lockdown (January,
February, March) and four months post-lockdown (April, May, June, July) data was
then analysed pre- and post- lockdown and comparative studies were done. This
mere comparison showed a marked increase in river Yamuna’s health. DO the
biggest indicator of rivers health increase at all stations except at four stations of
Prayagraj. Coliform’s which pile up because of human activity or tourist inflow
specially at tourist spots, were found to decrease to a remarkable extent, letting the
river breathe. If such parameters could be maintained, then the high costs that go into
river cleaning projects can be saved and save the river from drying.
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1 Introduction

River Yamuna, flowing in north India is the longest and the second largest tributary
of river Ganga. It originates from the Yamunotri Glacier at a height of approximately
6387 meters on the south western slopes of Banderpooch peaks in the uppermost
region of the Lower Himalayas in Uttarakhand, (Misra 2010), after which it travels
through various parts of Uttarakhand, Himachal Pradesh, Haryana, Uttar Pradesh,
and Delhi and ultimately merges with the Ganges at a sacred spot known as Triveni
Sangam at Prayagraj. In its long journey, the Yamuna flows through seven states
where industrial units discharge their effluents, mostly untreated, into it. Between
Haryana’s Panipat and Delhi alone, over 300 units of industrial discharge are
released into river Yamuna (Datta 1992) making it the country’s most polluted
river. The river picks up approximately 80% of its pollutants from Delhi, Agra and
Mathura the NCR (National Capitol Region) (Misra 2010). Due to high density here
population and rapid industrialization, river Yamuna has dumpage of untreated or
partially treated wastes (Gopal & Chauhan 2007).

Major industries are discharging their waste treated and untreated into Yamuna
river including pulp and paper, sugar, textiles, leather, chemical, pharmaceuticals, oil
refineries, thermal power plant etc. (Sharma and Bhadauriya 2019; Kaur et al. 2021;
Sharma 2019). The Central Pollution Control Board (CPCB), Central Water Com-
mission (CWC), Delhi Pollution Control Committee (DPCC), State Pollution Con-
trol Board (SPCB) regularly monitors the river at 19 locations. Literature studies
have revealed about the health of river Yamuna stating that its water is unfit for
agricultural purposes (Sharma 2015; Rai 2015) domestic use and daily use (Sharma
2015; Suruchi et al. 2015). In a recent study it has been mentioned that the
occurrence of antibiotic resistance in the river caused due to sewage discharge
(Lamba et al. (2020). Critical pathogens listed by WHO (World Health Organiza-
tion) have also been found in the river water indicating possible association of
resistant bacteria with fecal matter, which is the cause of many diseases (Lamba
et al. 2020).

The major sources contributing to the pollution of Yamuna are untreated sewage,
industrial effluents (Malik et al. 2014). Dumping of garbage and dead bodies,
immersion of idols and pollution due to in-stream uses of water. The treated,
untreated or partially treated sewage from these STPs (Sewage Treatment Plants)
is discharged directly or through a carrier drain into the river (Bhardwaj et al. 2017).

Due to unavoidable reasons such as power failures, mechanical problems or
maintenance issues, these STPs are unable to operate continuously. This poses a
major threat to water quality, as the collected sewage is discharged into the river at a
few locations without any treatment. Previous reports have shown that Yamuna river
water fails to meet the Water Quality (WQ) (Sharma and Arun 2011; Sharma 2009;
Singh et al. 2018; Sharma and Kansal 2011) standards prescribed by CPCB. Very
few stations meet the criteria of outdoor bathing as far as BOD and coliform content
is concerned. The Water Quality Parameters monitored before lockdown show how
Yamuna water is a big threat to mankind causing water borne diseases, disrupting the

https://en.wikipedia.org/wiki/Ganges
https://en.wikipedia.org/wiki/Triveni_Sangam
https://en.wikipedia.org/wiki/Triveni_Sangam
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aquatic ecosystem. Hence, it is mandatory that steps be taken to reduce the biological
and metallurgical effluent load deposited into the river. With lockdown being
declared due to COVID-19 pandemic human activities came to a standstill and the
river finally managed to breathe after a long time.

Major activities such as tourism, fairs, bathing and cloth washing near the ghats
were curtailed during the lockdown period, showing an improvement in rivers
health. Our findings also draw further attention to what will happen after the
lockdown period. The rivers are surrounded by densely populated areas. Although
the socio-economic effect of COVID-19 spread will remain for some period, the
pollutants will eventually start returning to the river from industrial activities. We
tested this hypothesis using datasets (DO, BOD, Total Coliform, Fecal Coliforms)
due to outbreak during February–March 2020, which may be attributed to the mass
lockdowns. Our findings suggest that there is ample scope for restoring the global
environment from the ill-effects of anthropogenic activities through temporary
shutdown measures. In the name of economic growth, most rivers and streams
have been turned into sewer canals and are getting difficult to be treated (Kumar
et al. 2015; Reddy 2004; Rani et al. 2013; Muthaiyah 2020; Parween 2017).

The present paper is an attempt to evaluate the impact of the lockdown due to the
COVID-19 spread on water quality. This paper attempts to understand the effect of
lockdown due to COVID-19 on major water quality parameters DO, BOD, Total
Coliforms, Feacal Coliforms. With tourism coming to a standstill, coliforms were
found to decrease to a remarkable level, infact Prayagraj reported a good decline in
variation in coliform content. (Sharifi and Khan 2020).

2 Study Area

The present study was performed to assess the changes in four water quality
parameters for DO, BOD, total coliform, fecal coliform three months prior lockdown
(January, February, March) and four months after (April, May, June, July). River
Yamuna flows through major tourist towns in Uttar Pradesh, Agra, Mathura, Delhi,
Prayagraj, Allahabad. Major waste dumping in river is from the NCR (National
Capital Region), for the present study, total eighteen sampling sites (S1–S18) were
selected, CPCB (Centre for Pollution Control board) have permanent monitoring
stations at these sites, here they monitor Water Quality parameters regularly. The
sampling sites and study area are mentioned in Table 1. S1 and S2 sites are located at
Noida, Okhla Barrage and Village Gharbara, as such these are not tourist sites, nor
any major industry here, but dumping of sewage waste takes place at these sites. S4
and S5 sites are located at Vrindawan a major tourist spot as per Hindu culture, sites
(S6–S9) located at different spots at Mathura, birthplace of Lord Krishna, once again
a major tourist spot for people around the world. Sites (S10–S12) are located at Agra,
it is 206 kilometers south of the national capital New Delhi (Fig. 1, shows sampling
sites).
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Table 1 List of sampling sites along with their geospatial locations

S. no. Site no Site location Latitude Longitude

1 S1 U/S Okhla Barrage, Noida 28.5458 N 77.3147E

2 S2 D/S Village Gharbara/Tilwara, Noida 28.4081 N 77.4969E

3 S3 U/S Vrindavan 27.9144 N 77.5178E

4 S4 Kesi Ghat Vrindavan 27.5861 N 77.7008E

5 S5 D/s Vrindavan 27.5825 N 77.5178E

6 S6 U/s Mathura 27.5144 N 77.6808E

7 S7 Shahpur, Mathura 27.4947 N 77.6977E

8 S8 Vishram Ghat, Mathura 27.3686 N 77.7475E

9 S9 D/S Mathura 27.3058 N 77.8016E

10 S10 U/s Kailashghat, Agra 27.2361 N 78.2361E

11 S11 U/s Waterworks, Agra 27.0233 N 78.2508E

12 S12 D/s Tajmahal, Agra 27.1758 N 78.0841E

13 S13 u/s Firozabad 27.1247 N 78.3691E

14 S14 D/s Etawah 26.7505 N 78.0180E

15 S15 U/s Water Intake, Allahabad 25.4139 N 81.8681E

16 S16 D/S Balua Ghat Praygraj 25.4312 N 81.8680E

17 S17 D/s Chhachhar nala, Praygraj 25.4227 N 81.8433E

18 S18 D/s Emergency Outfall, Prayagraj 25.4252 N 81.8563E

Taj Mahal is the most visited tourist spot in India, attracting nearly 6.9 million
visitors in 2018–19 (Sharma 2019). Pouring more load in river Yamuna because of
massive tourists arrival. Site S13 is located at Firozabad is a city near Agra in the
state of Uttar Pradesh in India. It is the centre of India’s glassmaking industry,
responsible for dumpage of industrial waste in the river. Site S14 is located at
Etawah is a city on the banks of Yamuna River in the state of Western Uttar Pradesh
in India. The city lies 300 km southeast of the national capital New Delhi, and
230 km northwest of the state capital Lucknow. Etawah is about 120 km east of Agra
and is about 165 km west of Kanpur. Sites (S15–S18) are located at Allahabad
officially known as Prayagraj, is a metropolis in the Indian state of Uttar Pradesh;
Allahabad lies close to Triveni Sangam, the “three-river confluence” of the Ganges,
Yamuna and Sarasvati rivers. It plays a central role in Hindu scriptures. A place of
religious importance and the site for historic Kumbh Mela held every 12 years; over
the years it has also been the site of immersion of ashes for Hindus (Martin et al.
2016; Singh 2019; Rout 2017). It attracts tourist around the year causing major
pollution to the river. These sites under study count for highly polluted stretches of
Yamuna. At few sites data could not be collected due to lockdown restriction.
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Fig. 1 Study area showing sampling sites

3 Methodology

Water samples were collected from all the selected eighteen sites (S1–S18) on
monthly basis from January 2020 to July 2020. A total of four parameters DO
(Dissolved Oxygen), BOD (Bio Oxygen Demand), Total Coliforms (TC) and Fecal
Coliforms (FC) were analysed using standard methods as prescribed by (APHA
1997). Detail analysis can be found in CPCB manual.

3.1 Statistical Analysis

All values analyzed are presented in Tables 2, 3, 4 and 5 along with increase or
decrease after lockdown compared to values before lockdown. Table 6 gives a
summary of the analysis stating the count of sites where water has been found fit
either for drinking or outdoor bathing after lockdown, in short the effects of
lockdown have been analyzed for water quality of river Yamuna. All data analysis
was done using Excel 2007 (Microsoft Office 2007, Microsoft Corp., USA).
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Table 6 Number of sites with improvement in water quality

Fit for outdoor
bathing (BL)

Fit for outdoor
bathing (AL)

Fit for Drinking
(BL)

Fit for Drinking
(AL)

DO 10 17 4 16

BOD 4 4 0 3

FC 1 4 0 0

Fig. 2 Deviation of DO before and after lockdown

4 Results and Discussion

Dissolved Oxygen (DO) is an essential parameter in water quality assessment and
reflects the physical and biological process prevailing in the water which indicates
the degree of pollution in water bodies. During the study, the DO varied with
a minimum value being recorded at Okhla Barrage, Noida 1.1 mg/l to a maximum
value of 10.13 mg/l at Balua Ghat, Prayagraj, before lockdown, and a marked
increase in values was observed after the lockdown values showed a major increase
of 80.7% at Okhla Barrage, Noida creating history in itself. No study has reported
such an abnormal value in DO due to any experiment or Action Plan which this
lockdown did. With improved DO aquatic life got an opportunity to breathe. Figure 2
shows the deviation of Dissolved Oxygen before and after lockdown. While at other
stations a good increase of approximately 30% to 35% was found at Vrindawan, and
Agra, this could have happened because of the sudden dip in tourism at Agra and
Vrindawan, due to sudden announcement of lockdown, while sampling station at
Firozabad showed the least increase of approximately 16%.
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While DO at four stations sampled at Prayagraj, Allahabad found a minor dip in
value of approximately 9% to 10%. Highest decrease was at Balua Ghat, Prayagraj
approximately 16%. Before lockdown 10 sites were found fit for outdoor bathing
while after lockdown marked improvement in data was observed and 17 sites were
found fit to meet criteria of outdoor bathing as prescribed by CPCB for DO. Table 6.
Only four sites managed to meet the criteria of drinking water for DO before
lockdown. But a major increase was found after lockdown with 16 sites meeting
the criteria for drinking water as prescribed by CPCB for DO. No such study till date
has reported such a massive improvement, showing the failure of big projects for
cleaning the river.

Biochemical oxygen demand (BOD) is the amount of oxygen used by micro-
organism to decompose the organic matter (Jouanneau et al. 2014). It is an empirical
standarised laboratory test which measures oxygen requirement for aerobic oxida-
tion of decomposable organic matter and certain inorganic materials in water,
polluted waters and wastewater under controlled conditions of temperature and
incubation period. (Montgomery 1967).

The quantity of oxygen required for above oxidation is a measure of the test.
BOD was sampled at 18 stations out of which 17 stations showed a decline only one
station at Shahpur Mathura showed an increase of 4.88%. Maximum values recorded
before lockdown were at Village Gharbara, Noida 46 mg/l followed by 25.5 mg/l at
Okhla Barrage, Noida. Such values show that river cannot be considered a river at
these places it seems to be more of a Nala at Noida. Vrindawan and Mathura
recorded values in the range of 9 to 10 mg/l. While Agra, Firozabad and Etawah
recorded values in the range of 12 to 16 mg/l. while Prayagraj recorded values of
2.26 mg/l. Once again the results showed the positive impact of COVID lockdown as
BOD decline shows an increase in DO (The two bear an inverse relation). Figure 3
shows deviation of BOD before and after lockdown. Sampling station Okhla Barrage
Noida, showed the highest decrease of 78.95%. D/S Village Gharbara/Tilwara,
Noida showed a decrease of 53.3%. A good decrease of approximately 30% was
found at three sampling stations in Agra. Four stations of Prayagraj, Allahabad
showed a decrease of10–16%. Below 10% decrease was found at Vishram Ghat,
Mathura, D/S Mathura (Fig. 3).

Total Coliforms Coliform bacteria include all aerobic and facultative anaerobic
gram negative, non-sore forming, rod-shaped bacteria that produce gas upon fer-
mentation in prescribed culture media within 48 hr. at 35 �C. (Kocatepe et al. 2016)
Presence of these bacteria presents significant health hazards. Though CPCB has
prescribed a limit for presence of these coliforms between 500 to 2500 MPN/100 ml
(Table 2) for bathing purpose and 50 or less MPN/100 ml for drinking purpose
(Table 1) none of the sampling stations managed to meet the criteria for drinking
water before and after lockdown. But four sampling stations at Prayagraj (Allahabad;
S15–S18) managed to meet the criteria of water being fit for outdoor bathing before
and after lockdown with coliform content declining massively after lockdown to
68% as shown in Fig. 4. Analysis for Total Coliform showed very high count in fact
very hazardous for meeting any criteria before lockdown. Such high values show
water being highly unfit for any purpose. The highest value was observed at
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Fig. 3 Deviation of BOD before and after lockdown

Fig. 4 Deviation of total Coliforms before and after lockdown

Mathura, 126,666 MPN/100 ml before lockdown, which declined to 92750MPN/
100 ml after lockdown. This could be due to stoppage of sewage discharge,
industrial discharge and subdued tourist activities during lockdown.

Highest decrease was found at Balua Ghat, Prayagraj approximately 93%. Seems
COVID lockdown measures were followed here with full strictness (Fig. 4). Also
Prayagraj being a major tourist attraction because of this river found a dip in tourists
visiting the ghats and polluting the same, people using less of the river side to
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Fig. 5 Variation of Fecal Coliform before and after lockdown

discharge wastes are the major reasons for this result. No study in literature has ever
recorded such results, a 93% decline in Coliform content after lockdown should be
an eye opener for government to impose partial lockdowns in future for survival of
river. Followed by the Water Intake station, Allahabad showing a decline of 82%.
While Emergency outfall station Prayagraj showed a decline of 73.16%, followed by
Chhachhar Nala, Prayagraj of 67%. Sampling stations of Vrindawan and Mathura
also showed decline of 12 to 28%. The lowest decline was observed at Vishram
Ghat, Mathura of 2.96%.

Fecal coliform: commonly used as an indicator of water contamination and
possible presence of pathogenic microbes. Fecal coliforms particularly originate
from the intestinal tract of warm-blooded animals and are mostly associated with
sewage (fecal matter). Most of the drains receive household waste, agricultural
wastes, hospital wastes but the substantial part of it is sewage. The abundance of
fecal coliform varied in the samples collected from the sites. Lowest values were
recorded at Emergency outfall Prayagraj. In fact, water was found meeting quality
norms for outdoor bathing and decline was highest at Praygraj approximately 68%
after lockdown. Before lockdown highest count was obtained from Mathura
90333MPN/100 ml before lockdown this value showed a decline of 38,27% after
lockdown. Stations at Mathura showed very high values before lockdown showing
the poor maintenance of sewage system at the place. Fourteen stations were sampled
for fecal coliform all showed a decline except Taj Mahal station at Agra which
showed a minor increase of 1.38% in fecal coliform content after lockdown. Highest
decline was observed at Prayagraj, 70%. A good decline compared to usual
days shown in Fig. 5 depicting variation of fecal coliform before and after lockdown.
Followed by Chhachharnala, Prayagraj showing a decline of 67.5%, followed by
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Fig. 6 Summary of water quality improvement after lockdown

station Emergency Outfall, Prayagraj showing a decline of 60%. Two other sampling
stations of Agra showed a decline of 45% and above. While Mathura and Vrindawan
stations showed a decline in between 25 to 40%.

No literature survey to date has reported such excellent improvement in Water
Quality Parameters due to any type of experimental or river project for cleaning the
river, which this lockdown showed. Results of coliform also conclude that it is high
time the government takes strict measures to stop the discharge of sewage waste in
rivers. All parameters showed improvement as shown in Fig. 6 after lockdown even
concluding that water is fit for drinking purpose as far as DO and BOD are concerned
(Table 6).

The overall summary of water quality of Yamuna River could be classified as
excellent after lockdown for DO and Coliforms. The results clearly indicate that
rivers overall pollution has decreased to alarming levels after lockdown. Hence, we
conclude that the river falls in good condition in terms of DO, BOD, and coliforms
after lockdown.

5 Conclusion and Recommendations

With all major polluting industries being closed, the lockdown significantly
reduced the toxic load in the river. A massive dip in the number of visitors at
ghats in Mathura, Vrindawan and Prayagraj also helped improve the river water
quality.

Although the partial lockdown has contributed to a positive impact on water
quality, our findings suggest that there is ample scope for restoring the global
environment from the ill-effects of anthropogenic activities through temporary
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shutdown measures. This would ultimately help in improving the quality of river
water and result in its healthy use. The outcome of the present study needs careful
monitoring of tourists at Prayagraj, Agra, major tourist attractions, dumpage of
industrial and sewage waste in NCR for the river to survive. This study highlights
the fact, that the cleanliness of rivers lies in the hands of human beings; no doubt
several issues with lockdown will come up, especially religious, but, before the river
vanishes and water becomes a scarcity it is high time strict measures are taken.

5.1 Data Availability Statement

Major datasets presented in this study can be found online on UPPCB and CPCB
sites.

References

American Public Health Association (1997) Standard method for the examination of waste water,
19th edn. American Public Health Association, Washington, DC

Bhardwaj R, Gupta A, Garg KJ (2017) Evaluation of heavy metal contamination using environ
metrics and indexing approach for River Yamuna, Delhi stretch, India. Water Res 31:52–66.
https://doi.org/10.1016/j.wsj.2017.02.002

Datta C (1992) Yamuna River turned sewer. Econ Polit Wkly 27:2633–2636
Gopal B, Chauhan M (2007) River Yamuna from source to Delhi: human impacts and approaches

to conservation. In: Martin P, Gopal B, Southey C (eds) Restoring River Yamuna: concepts,
strategies and socio-economic considerations. National Institute of Ecology, New Delhi

Jouanneau S, Recoules L, Durand MJ, Boukabache A, Picot V, Primault Y, Lakel A, Sengelin M,
Barillon B, Thouand G (2014) Methods for assessing biochemical oxygen demand (BOD): A
review. Water Res 49:62–82. https://doi.org/10.1016/j.watres.2013.10.066

Kaur L, Rishi MS, Arora NK (2021) Deciphering pollution vulnerability zones of River Yamuna in
relation to existing land use land cover in Panipat, Haryana, India. Environ Monit Assess 193:
Article 120. https://doi.org/10.1007/s10661-020-08832-y

Kocatepe T, Taskaya G, Turan H (2016) Microbiological investigation of wild, cultivated mussels
(Mytilus galloprovincialis L. 1819) and stuffed mussels in Sinop–Turkey. Ukr Food J 5:299–
305. https://doi.org/10.24263/2304-974X-2016-5-2-9

Kumar P, Kaushal RK, Nigam AK (2015) Assessment and management of Ganga river water
quality using multivariate statistical techniques in India. Asian J Water Environ Pollut 12:61–
69. https://doi.org/10.3233/AJW-150018

Lamba M, Sreekrishnan TR, Shaikh Z (2020) Sewage mediated transfer of antibiotic resistance to
River Yamuna in Delhi, India. J Environ Chem Eng 8:102088. https://doi.org/10.1016/j.jece.
2017.12.041

Malik D, Singh S, Thakur J, Singh RK, Kaur A, Nijhawan S (2014) Heavy metal pollution of the
Yamuna River: an introspection. Int J Curr Microbiol Appl Sci 3:856–863

Martin NH, Trmčić A, Hsieh T-H, Boor KJ, Wiedmann M (2016) The evolving role of coliforms as
indicators of unhygienic processing conditions in dairy foods. Front Microbiol 7:1549. https://
doi.org/10.3389/fmicb.2016.01549

Misra AK (2010) A river about to die: Yamuna. J Water Resour Prot 2:489–500. https://doi.org/10.
4236/jwarp.2010.25056

https://doi.org/10.1016/j.wsj.2017.02.002
https://doi.org/10.1016/j.watres.2013.10.066
https://doi.org/10.1007/s10661-020-08832-y
https://doi.org/10.24263/2304-974X-2016-5-2-9
https://doi.org/10.3233/AJW-150018
https://doi.org/10.1016/j.jece.2017.12.041
https://doi.org/10.1016/j.jece.2017.12.041
https://doi.org/10.3389/fmicb.2016.01549
https://doi.org/10.3389/fmicb.2016.01549
https://doi.org/10.4236/jwarp.2010.25056
https://doi.org/10.4236/jwarp.2010.25056


454 D. Ghildyal et al.

Montgomery AC (1967) The determination of biochemical oxygen demand by respirometric
methods. Water Res 1:631–662

Muthaiyah NP (2020) Rejuvenating Yamuna River by wastewater treatment and management. Int J
Energy Environ Eng 5:14–29. https://doi.org/10.11648/j.ijees.20200501.13

Parween M (2017) Waste water management and water quality of river Yamuna in the megacity of
Delhi. Int J Environ Sci Technol 14(1):1280–1288. https://doi.org/10.1007/s13762-017-1280-8

Rai OP (2015) Pollution and conservation of river Yamuna. Chhattisgarh Law J 2:150–152
Rani M, Akolkar P, Bhamrah HS (2013) Water quality assessment of River Yamuna from origin to

confluence to River Ganga, with respect to biological water quality and primary water quality
criteria. J Entomol Zool Stud 1:1–6

Reddy SK (2004) Water pollution and the law. Ind Judicial Rev 1:190–194
Rout C (2017) Assessment of water quality: A case study of river Yamuna. Int J Earth Sci Eng 10:

398–403
Sharifi A, Khan R (2020) The COVID-19 pandemic: impacts on cities and major lessons for urban

planning, design, and management. Sci Total Environ 749:1–14. https://doi.org/10.1016/j.
scitotenv.2020.142391

Sharma PM (2009) Water quality profile of Yamuna River, India. Hydro Nepal J Water Ener
Environ 3:1–7

Sharma K (2015) Pollution study of river Yamuna: the Delhi story. Int J Sci Res 6:1718–1622
Sharma A (2019) Tourists up at Taj Mahal and Red Fort but Qutub Minar loses its No. 2 Spot. The

Economic Times, 10 July 2019
Sharma D, Arun K (2011) Water quality analysis of River Yamuna using water quality index in the

national capital territory, India (2000–2009). Appl Water Sci 1(3):147–157
Sharma P, Bhadauriya M (2019) Yamuna River water pollution: A review. Int J Eng Sci Comput

9(5):21906–21910
Sharma D, Kansal A (2011) Water quality analysis of river Yamuna using water quality index in the

national capital territory, India (2000-2009). Appl Water Sci 1:147–157
Singh R (2019) A comparative statistical study on water pollution between the Ganga and the

Yamuna Rivers. Int J Eng Res Technol 8:899–902
Singh B, Khan S, Shahjahan (2018) Assessment of water quality on the Yamuna river using

principle component analysis: A case study. Int J Res Anal Rev 5:951–954
Suruchi, Ratnani S, Gurjar S, Manish (2015) Study of pollution level in Yamuna River due to

untreated Delhi drains. Int J Sci Res 4:587–588. https://doi.org/10.21474/IJAR01/3131

https://doi.org/10.11648/j.ijees.20200501.13
https://doi.org/10.1007/s13762-017-1280-8
https://doi.org/10.1016/j.scitotenv.2020.142391
https://doi.org/10.1016/j.scitotenv.2020.142391
https://doi.org/10.21474/IJAR01/3131

	Series Editor´s Foreword
	Contents
	About the Editors
	Floral Diversity and Climate Change in the Siwalik Succession
	1 Introduction
	2 Siwalik Flora
	2.1 Lower Siwalik Flora
	2.2 Middle Siwalik Flora
	2.3 Upper Siwalik Flora

	3 Siwalik Climate
	4 Discussion
	4.1 Changing Pattern in the Siwalik Flora
	4.2 Changing Pattern in the Siwalik Climate and the Establishment of Modern Monsoon

	References

	Early Paleogene Megaflora of the Palaeoequatorial Climate: A Case Study from the Gurha Lignite Mine of Rajasthan, Western India
	1 Introduction
	2 Study Site
	3 Early Paleogene Biodiversity of the Gurha Mine
	4 Paleoclimate Versus Modern Climate of the Study Site
	References

	Development of Cenogram Technique Over the Past Six Decades with Some Insights into the Varied Habitats Occupied by Diverse Ma...
	1 Introduction
	2 A Brief Account of the Development of Cenogram Technique Over the Past Six Decades
	3 Methodology
	4 Results (Cenogram Analysis)
	5 Discussion
	6 Conclusions
	References

	Palynofloral Diversity During Mid-Miocene Warming in Kerala Basin, South-Western India: Palaeoclimatic Implications
	1 Introduction
	2 Geological Setting and Stratigraphy
	3 Material and Methods
	4 Results and Interpretations
	5 Discussion
	6 Conclusions
	References

	Non-Pollen Palynomorphs from the Late-Holocene Sediments of Majuli Island, Assam (Indo-Burma Region): Implications to Palaeoen...
	1 Introduction
	2 Regional Setting
	3 Climate and Soil Type
	4 Material and Methods
	5 Results
	5.1 Fungal Remains
	5.2 Algal Remains
	5.3 Zoological Remains
	5.4 Organic Matter

	6 Discussion
	6.1 General View of NPPs Recorded from the Majuli Sediments
	6.2 Major Inferences Drawn from the Retrieval of Fungal Spore from the Late-Holocene Sediment Samples
	6.3 Overall Inferences from the Algal and Zoological Remains

	7 Conclusions
	References

	Climate Variability and Its Causal Mechanisms Over the Northeastern Indian Himalaya
	1 Introduction
	2 Regional Setting (Study Area)
	3 Climate
	4 Methodology
	4.1 Calculation of Palaeoclimate Index
	4.2 Ordination Analysis
	4.3 Granger-Causality Test

	5 Results and Discussion
	5.1 Investigating the Forcing Factors

	6 Conclusion
	References

	Quaternary Climate of Narmada Valley: A Case Study on Understanding Provenance, Weathering and Depositional Environment Using ...
	1 Introduction
	2 Location
	3 Geology
	4 Geomorphology
	5 Methodology
	6 Results
	6.1 Major Oxides
	6.2 Trace Elements
	6.3 Rare Earth Elements
	6.4 Calulations for Weathering Indices and Index of Compositional Variability

	7 Discussion
	7.1 Influence of Sedimentary Sorting
	7.2 Degree of Weathering
	7.3 Provenance
	7.4 Effect of Climate on Geochemistry of Geomorphic Units

	8 Conclusions
	References

	Heterogeneity in Glacier Area Loss in Response to Climate Change in Selected Basins of Western Himalaya
	1 Introduction
	2 Study Area
	3 Materials and Methods
	3.1 Uncertainty in the Study

	4 Results
	4.1 Glacier Area Loss in Jhelum Basin
	4.2 Glacier Area Loss in Suru and Zanskar Basin
	4.3 Glacier Area Loss in Chandra Basin
	4.4 Glacier Area Loss in Spiti Basin
	4.5 Glacier Area Loss in Satluj Basin
	4.6 Glacier Area Loss in Upper Indus Basin (LMR)

	5 Discussion
	5.1 Heterogeneity in Glacier Area Loss in the Selected Basins
	5.2 Comparison of Glacier Area Loss with Previous Studies
	5.3 Observed Climate Change and Its Comparison with Previous Studies in the Area
	5.4 Limitations of the Study

	6 Conclusion
	References

	Proglacial Landscape Transformations in Arctic, Ny-Alesund Area, Svalbard: Paraglacial Processes and Climate Warming During La...
	1 Introduction
	2 Study Area Geomorphology
	3 Proglacial Morphology and Paraglacial Process Dynamics
	4 Material and Methods
	5 Chronology of Deglaciation: Glacial Foreland Exposure Period
	6 Discussion and Conclusion
	6.1 Glacial Foreland, Paraglacial Period and Landform Adjustment

	7 Conclusion
	References

	Impact of Changing Climate Over Polar Ice Sheet: A Case Study from Larsemann Hills, East Antarctica
	1 Introduction
	2 Methodology
	3 Observation and Results
	3.1 Accumulation/Ablation

	4 Discussion
	5 Conclusion
	References

	Prevalent Climate Variables During Ablation Season Around Gangotri Glacier
	1 Introduction
	2 Study Area
	3 Methodology
	4 Result and Discussion
	4.1 Air Temperature (Ta)
	4.2 Relative Humidity (RH)
	4.3 Wind Speed (WS) and Direction (WD)
	4.4 Evaporation (E)
	4.5 Rainfall (R)

	5 Conclusion
	References

	Compacted Snow Dune Complexes in Antarctica and their Applicability as New Climate Change and Basement Tectonic Parameters
	1 Introduction
	2 Snow Dunes, Snow Sheets and their Formation
	3 SAR Images, Mapping of Snow Dunes, Snow Sheets and Basement Tectonic Features
	4 Dune Complexes and Basement Tectonics in Antarctica
	5 Dune Complexes and Climate Change Parameter
	6 Results
	7 Synthesis and Conclusions
	References

	Investigating the Effect of Environmental Variables on the Isotopic Composition of Transpiration: Implications to Study the Mo...
	1 Introduction
	2 Study Area
	3 Materials and Methods
	3.1 Collection of Transpired Water
	3.2 Environmental Parameters

	4 Results
	5 Discussion
	5.1 Isotopic Characteristics of Rain and Transpired Water

	6 Effect of Environmental Parameters on Transpiration Isotopes
	7 Active and Break Phases of Monsoon
	8 Conclusions
	References

	Investigating the Effect of Air-sea Carbon Dynamics and Water Quality Parameters on the Coral Reef Ecosystem of Lakshadweep Sea
	1 Introduction
	2 Materials and Methods
	2.1 Study Area
	2.2 Sample Collection and Analysis
	2.3 Air-Sea pCO2

	3 Results
	4 Discussion
	5 Conclusions
	References

	Trend Analysis and Change Point Detection of Annual and Seasonal Precipitation Timeseries Over Varanasi District, Uttar Pradesh
	1 Introduction
	2 Literature Review: Rainfall Trends in India
	3 Study Area
	4 Data & Methodology
	4.1 Mann-Kendall (MK) Test
	4.2 Sen´s Slopes Estimation
	4.3 Sequential Mann- Kendall (SQ-MK) Test

	5 Result & Discussion
	5.1 Statistical Characteristics of Annual, Seasonal, and Monthly Rainfall
	5.2 Quantification of the Trend
	5.3 Changepoint Detection of Precipitation

	6 Conclusions
	References

	Assessment of Snow Cover Changes Over the Tons River Basin During Last Two Decades (2000-2019)
	1 Introduction
	2 Material and Methodology
	2.1 Study Area
	2.2 Data Sources
	2.3 Methodology

	3 Results and Discussion
	4 Summary and Conclusion
	References

	Extreme Rainfall Trends and their Statistical Significance
	1 Introduction
	2 The Study Area
	3 Materials & Methods
	3.1 Data Used
	3.2 Trend Analysis
	3.3 Magnitude of Trend
	3.4 Significance of Trend

	4 Results and Discussions
	5 Conclusion
	References

	Examination of Historical Trends and Future Projections for Climate and Land-use Variables and its Impacts on Kalna River Flow...
	1 Introduction
	2 Study Area
	3 Methodology
	3.1 Trend Analysis
	3.1.1 Mann-Kendall Test
	3.1.2 Sen´s Slope

	3.2 Climate Modeling
	3.3 Land-use Change Analysis
	3.4 SWAT: Hydrological Modeling

	4 Results and Discussion
	4.1 Simulations from Climate Model
	4.2 Simulations from Land Change Modeler
	4.3 Simulations from SWAT and Future Projections

	5 Conclusion and Recommendations
	References

	Temporal Trends in Water Discharge Characteristics of the Large Peninsular Rivers: Assessing the Role of Climatic and Anthropo...
	1 Introduction
	2 Study Area and Source of Data
	3 Results and Discussions
	3.1 The Hydrological Regime of Large Peninsular Rivers
	3.2 Temporal Variability of Water Discharge from the Large Peninsular Rivers
	3.3 Controls to Variations in Long Term River Discharge

	4 Conclusion(s)
	References

	Groundwater Responses to Climate Variability in Punjab, India
	1 Introduction
	2 Materials and Methods
	2.1 Study Area
	2.2 Groundwater Level Data
	2.3 Rainfall Data
	2.4 Groundwater Recharge
	2.5 Trend Analysis

	3 Results and Discussion
	3.1 Land use, Elevation and Contour Maps
	3.2 Groundwater Level Variations
	3.3 Rainfall Analysis
	3.4 Rainfall Recharge

	4 Conclusions
	References

	Reflections on Temporal Trends in Water Quality and Climate Variability at Three Degradation Hotspots of Leading Rivers in Ind...
	1 Introduction
	2 Study Area
	2.1 River Ganga
	2.2 River Brahmaputra
	2.3 River Godavari

	3 Methodology
	4 Results
	4.1 River Ganga
	4.1.1 Decrease in Forest Cover (Forest Cover as Percentage of Geographical Area)
	4.1.2 River Ecosystem Degradation
	4.1.3 Impact of Dam Projects on River Water Quality

	4.2 River Brahmaputra
	4.2.1 Decrease in Forest Cover (Forest Cover as Percentage of Geographical Area)
	4.2.2 River Ecosystem Degradation

	4.3 River Godavari
	4.3.1 Decrease in Forest Cover (Forest Cover as Percentage of Geographical Area)
	4.3.2 River Ecosystem Degradation


	5 Discussion
	5.1 Precipitation Trend in Degradation Hotspots
	5.2 Climate Variability and Water Qualityin River Basins

	6 Conclusion and Recommendations
	References

	Drought Frequency Assessment and Implications of Climate Change for Maharashtra, India
	1 Introduction
	1.1 Implications of Drought and Climate Change

	2 Materials and Methodology
	2.1 Study Area

	3 Methodology
	4 Results and Discussion
	5 Conclusion and Recommendations
	References

	Multi-temporal Impact Analysis of Covid-19 Lockdown and Unlock Measures on Major Air Pollutants in Guwahati City, India
	1 Introduction
	1.1 Study Area
	1.2 Methodology

	2 Results
	3 Discussion
	4 Conclusion
	References

	Impact of Lockdown on Air Quality in Megacities of India During COVID-19 Pandemic
	1 Introduction
	1.1 Site Description
	1.2 Methodology

	2 Results and Discussions
	2.1 Effect on Air Quality
	2.2 Comparison Between Pre and Post COVID-19
	2.3 Pre and Post-lockdown Variation in Gaseous Pollutants
	2.4 Meteorological Data Collection and Processing

	3 Conclusion
	References

	Understanding Urban Floods as Extreme Events and Disaster Management: A Case Study of Bengaluru
	1 Introduction
	2 Materials and Methods
	2.1 Study Area
	2.2 Climate
	2.3 Hydrology
	2.4 Land Use Land Cover Change/Pattern
	2.5 Methodology
	2.6 Hydro-meterological Assessment
	2.7 SCS-CN Curve Number Method

	3 Result and Discussion
	4 Summary and Conclusion
	References

	Engendered Climate Risk Analysis: A Precursor to Gender Equality and Empowerment
	1 Introduction
	2 Methodology
	3 Results
	4 Conclusion
	References

	Covid Lockdown Improves the Health of River Yamuna: A Pilot Study
	1 Introduction
	2 Study Area
	3 Methodology
	3.1 Statistical Analysis

	4 Results and Discussion
	5 Conclusion and Recommendations
	5.1 Data Availability Statement

	References


