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Preface

The 11th International Conference on Electronic Government and the Information Sys-
tems Perspective, EGOVIS 2022, took place in Vienna, Austria, during August 22-24.
The conference was collocated with the 33rd International Conference on Database and
Expert Systems Applications (DEXA 2022) and associated events.

The international conference cycle EGOVIS focuses on information sys-
tems and ICT aspects of e-government. Information systems are a core enabler
for e-government/governance in all dimensions: e-administration, e-democracy, e-
participation, and e-voting. EGOVIS 2022 brought together experts from academia,
public administration, and industry to discuss e-government and e-democracy from dif-
ferent perspectives and disciplines, i.e. technology, policy and/or governance, and public
administration.

The Program Committee accepted 11 papers from recent research fields such as
artificial intelligence, machine learning, smart solutions, and semantic technologies
for services in the public sector. Beyond theoretical contributions, the papers cover
e-government practical applications and experiences.

This proceedings is organized into three sections according to the conference ses-
sions: e-Government theoretical background, semantic technologies and legal issues,
and artificial intelligence and machine learning in e-Government context.

The chairs of the Program Committee wish to thank all the reviewers for their valuable
work; the reviews raised several research questions to discuss at the conference. We
would like to thank Ismail Khalil for the administrative support and for stimulating us
in proper scheduling.

We hope for pleasant and beneficial learning experiences for the readers. We also
hope that the discussion between researchers will continue after the conference and
contribute to building a global community in the field of e-government.

August 2022 Enrico Francesconi
Andrea K6
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Notions of Fairness in Automated
Decision Making: An Interdisciplinary
Approach to Open Issues

Yasaman Yousefi(®

Department of Legal Studies, University of Bologna, Bologna, Italy
yasaman.yousefi3Qunibo.it

Abstract. Artificial Intelligence (AI) systems share complex character-
istics including opacity, that often do not allow for transparent reasoning
behind a given decision. As the use of Machine Leaning (ML) systems is
exponentially increasing in decision-making contexts, not being able to
understand why and how decisions were made, raises concerns regarding
possible discriminatory outcomes that are not in line with the shared fun-
damental values. However, mitigating (human) discrimination through
the application of the concept of fairness in ML systems leaves room for
further studies in the field. This work gives an overview of the problem of
discrimination in Automated Decision-Making (ADM) and assesses the
existing literature for possible legal and technical solutions to defining
fairness in ML systems.

Keywords: Automated Decision-Making - Machine Learning -
Fairness + Al ethics

1 Introduction

Every comma of contemporary society is influenced by modern technologies
and automated decisions through AI systems'. Al systems shape people’s lives
in important instances through automated decisions. ADM refers to instances
where “a conclusion is reached without any human involvement”. This automa-
tion can come from the application of a specific and limited algorithm, or from
“algorithms using complex AI supported by ML [1]”. Automated Decision Sys-
tems (ADS) are increasingly used in legal fields, especially in criminal justice
[53], and public administration [51]; loan, mortgage, and social benefits are allo-
cated using ADM [37]; and there is an exponential growth in using ML and
ADM in the healthcare sector [35]. Relying on technologies in decision-making
contexts can result in more efficient outcomes, and ‘potentially fairer’ decisions

1 AT systems are those that manifest intelligent behaviour and take actions with some
degree of autonomy to achieve certain goals [25]. Machine Learning techniques are
used to train Al systems to take data as input and use algorithms to output predic-
tions [1].
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than human decisions which might be subject to subconscious prejudices and
biases [29]. The reliance on new technologies in important sectors of decision-
making effects us individually and collectively, leading to a series of debates on
ethical Al and its surrounding principles, fairness being one of them?.

Automated decisions are made using Al techniques that rely on historical
data. Unlike some cases of human bias, ADM usually discriminates unintention-
ally. In the case of biased input data, a decision might lead to the perpetuation
of existing patterns of unfairness and discrimination in the society [5], which
often brings along harmful outcomes for minority groups [29]. Further, with
incomplete or unreliable data, an ADM might under-represent or over-represent
certain groups [28]. It is also critical to put the right algorithm in use, as ML
models can perform differently for each task [45].

With automated decisions, we face more abstract and subtle ways of dis-
crimination in comparison with the human discrimination that is usually based
on the existing stereotypes and prejudices, or discriminatory norms in societies.
Thus, automated discrimination is more difficult to perceive, and the established
legal remedies to detect and fix (human) discrimination are not enough as they
can be disrupted and outdated [23]. Computational techniques are addressing
aspects of these concerns through discrimination-aware data mining (DADM)
and fairness, accountability and transparency machine learning (FATML) [45].
Reducing such biases is not only a technical challenge, but a legal and social
wake-up call.

The main question of this paper relates to the perspectives we can adopt in
mitigating open discriminatory issues related to ADM. Beginning by studying
these open issues, the first section will give an overview of the problem, putting
together concepts of discrimination and fairness. In the second chapter, the study
will investigate open issues in applying fairness to ADM, where several notions
of fairness will be analyzed to assess which can be the best.

Further, the human impact on unfairness in ADM, as well as the social and
legal problems arising from unfair ADM will be studied in the third chapter. The
question of unfairness is a valid concern also when we use symbolic AT solutions,
where the rules are created through human intervention instead of relying on cor-
relations between inputs and outputs [26]. Fairness and explainability solutions
have been proposed through symbolic Al solutions that will be briefly studied
in the last section. However, the main focus of this paper remains on unfair ML
decision-making. Eventually, the possible legal and technical solutions to fairness
in ADS will be assessed. This work is a literature review that contributes to the
intersection of technical and legal solutions to fair automated decisions.

2 Tt should be noted that other principles such as the principle of transparency and
explainability, reliability and safety, accountability, and other novel principles such as
explicability [18] and knowability [33], are equally important fields of study. However,
the focus of this article is mainly on the notions of the principle of fairness in ML
systems, and due to the limited scope of the paper, there is not enough room to
discuss these principles individually.
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2 Fairness and Discrimination

Possibly the most common way of conceptualizing fairness in the realm of ADM
is relating this concept with that of non-discrimination and differential treat-
ment [24]. The legally established principles of non-discrimination are based on
traditionally defined criteria such as ethnicity, race, language, gender, religion,
or political views. Algorithmic discriminatory outputs are based on less clear
categories and previously unpredicted attributes. Therefore, automated discrim-
ination might fall outside the personal and material scope of the relevant laws
except for social groups that have traditionally been targets of marginalization.
ADM can create new grounds for discrimination that are not protected by the
law, but are ethically unjust. They do not directly violate any norm, but they
are an obstacle to the fulfillment of equality goals set in legislation. Any biased
practices arising from new categories of discrimination might slip through the
loopholes of existing non-discriminatory laws [41].

With the use of modern technologies in decision-making contexts, establish-
ing prima facie discrimination presents a challenge. Automated discrimination
is more abstract and unintuitive, subtle, and intangible, unlike traditional forms
of discrimination [30]. These characteristics make the detection and proving of
discrimination difficult due to the lack of a ‘comparative element’. People with
similar educational backgrounds might be offered different job opportunities on
the basis of a characteristic that is not protected by equality laws. Traditionally
speaking, one can compare and realize a sort of disadvantage in this scenario.
In the automated world, if a certain job advertisement is not shown to a given
group of people that have a certain characteristic, they would not even know
they are being disadvantaged and even if they realize it, proving that discrimi-
nation has happened would be difficult. Furthermore, victims will not be able to
prove their case without access to the data and the algorithms, which is usually
impossible [23].

EU non-discrimination laws generally prohibit direct and indirect discrimi-
nation in Article 21 of the EU Charter of Fundamental Rights, and Article 14
of the European Convention on Human Rights (ECHR). Direct discrimination
occurs when an individual is treated differently based on their membership in a
protected social group; discrimination based on gender or sexual orientation is
an example of direct discrimination. On the other hand, indirect discrimination
happens when provisions or practices that appear to be neutral, have a dispro-
portionate and disadvantaging effect on a protected group. For instance, if a job’s
policy requires that staff must work on Saturdays, it can in a way disadvantage
Jewish staff who observe the Sabbath. Moreover, a third type of discrimination
or multi-dimensional discrimination can also be mentioned when discrimination
is based on more than one characteristic protected by non-discrimination law.
An example of multi-dimensional discrimination is a Muslim black woman who
has been treated differently for her belonging to ‘Muslim’, ‘black’ and ‘woman’
groups [47].

There are not enough relevant case laws that address indirect discrimina-
tion. However, by detecting indirect discrimination, there is hope for reducing
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systematic and structural inequalities that are hidden in the normal practices of
societies. To prove the occurrence of direct or indirect discrimination, it should
be demonstrated that firstly, certain harm has happened or is likely to happen;
secondly, the harm is significantly manifest within a protected group of peo-
ple; and finally, that it is disproportionate. Wachter et al. argue that when it
comes to multi-dimensional discrimination, there is a lack of clear guidance and
jurisprudence, seen also in judgments of the European Court of Justice. There-
fore, there is room for addressing discrimination based on multiple reasons in
the development of automated systems [47].

Making case-specific normative choices that reflect the political, legal, and
social dimensions of every case, is a necessary element for courts when deal-
ing with discrimination. This explains that fairness is deeply contextual. In
fact, ‘substantive fairness’ safeguards such as the right to non-discrimination
and other fundamental rights, as well as guaranteeing ‘procedural fairness’, for
example, due process and transparency, should be taken into account by decision-
makers, such as judges and politicians, and are a part of their training [24].
Watcher et al. suggest that automated systems must be able to replicate the
judiciary attitude to “contextual equality” in case of their application in legal
and ethical decision-making, although this is a difficult task [47].

The ability to object to an automated decision (e.g. in Art. 22 GDPR) is
restricted, and provoked only when a process has been fully automated, or in
the case of decisions with a legal effect and subject to limitations. This limited
scope raises the question of “whether there should be additional grounds that
entitle people to object to automated decisions, for example, arguments related
to dignity, a lack of trust in such systems rendering a balanced decision, or moral
objections to the very idea of being subject to ADM [24]”

Even in the most recent proposal of the European Parliament and The Coun-
cil for harmonizing rules on AI, The Artificial Intelligence Act (ATA), the app-
roach to discrimination and equality is rather general. The lack of association
of the concept of fairness in law with discriminatory algorithms to protect vul-
nerable groups leaves a great room for further discussion and research [12]. The
proposal divides Al systems following the potential risks through a pyramidal
approach from high to low-risk AT systems, considering fundamental issues such
as bias and discrimination. This highly appreciated risk classification fails to
give adequate practical solutions to the self-assessment of risks and to ensure
the safety of high-risk AI systems that are developed outside the EU. Therefore,
it has been suggested that the AIA takes a more flexible and adaptable approach
and leaves room for modifications in its risk classification and the areas where
risk can be expected [12]. It seems that in practice there are no rights given
to individuals that might be subject to unfair decision-making by Al systems.
Further, in Article 10 the ATA requires the use of data governance practices that
shall concern in specific “examination in view of possible biases”. However, the
notion of bias is not clarified. In recital 44, the ATA has stated that high-risk Al
systems should not become “the source of discrimination prohibited by Union
law”. Although, the forms of biases prohibited under the existing framework are



Notions of Fairness in Automated Decision-Making 7

not explicitly indicated and there is no mention of how to mitigate algorithmic
bias. The AIA does not define the criteria for measuring the quality of data sets,
for instance, the fairness of trained ML models [16].

Automated decision-makers may eventually replace or augment human
decision-makers. Therefore, the lack of clear models or metrics to determine
fairness has become a matter of interest to researchers. As noted before, the
protection in the ECHR is rather general in its range of application. European
laws provide a wide range of protection concerning discrimination on grounds
of race, ethnicity, and gender, especially in terms of employment, occupation,
and social advantages. However, this protection is less extensive when it comes
to religion, disability, and sexual orientation. In automated discrimination, the
challenge of facing new grounds of disadvantage, calls for a clear definition of
the concept of fairness. The interesting question is, what notion is the best-if
there can even be one-for integrating the law with modern technologies, taking
ethics into account.

3 The Fairest Fairness Notion

Helberger et al. mention that the perceptions of fairness may be different between
various contexts, cultures, jurisdictions, and even amongst individuals. The prin-
ciple of fairness is not predefined and does not entail concrete and harmonious
definition, as decisions related to this concept are usually judgment calls depend-
ing on different factors of each given case [24]. Angelopoulos defines this as
‘rational discourse’, which relies on the balancing of interests or values [3]. What
the EU offers that was mentioned in the previous section, is an established
general framework of laws and standards in primary and secondary law for
non-discrimination and protection and enhancement of equality. As said before,
automated discrimination infringes the existing equality framework in certain
circumstances [2], and the general legislative framework does not fully cover the
new grounds of discrimination, that might be unknown to us so far.

While the terminology meaning of fairness overlaps with that of the legal
concept of discrimination, the notion of fairness is grounded on ethics and con-
tains meanings outside the scope of problems risen in relation to the law. Floridi
argues that bioethics resembles digital ethics the most out of all areas of applied
ethics in dealing with new forms of agents, patients, and environments [17]. The
principle of ‘Justice’ is one of the four main principles of bioethics by Beauchamp
and Childressis [6], which like the other three, adapts well to the new ethical
challenges rising in automated decisions [19]. The principle of justice is usually
defined as fairness or fair distribution of goods in society, and “matches our
common sense of fairness” as Beauchamp and Childressis put it [6]. In the the-
ory of justice that highly inspires the principle of justice in bioethics, Rawls
argues that “what justifies a conception of justice is not its being true to an
order antecedent and given to us, but its congruence with our deeper under-
standing of ourselves and our aspirations, and our realization that, given our
history and the traditions embedded in our public life, it is the most reasonable
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doctrine for us [36]”. Binns relates political philosophy to algorithmic fairness.
He explains that theoretical notions of algorithmic fairness are influenced by the
perception of egalitarianism by people. Algorithmic fairness depends on not only
grounds of unequal distribution, but also on how discrimination is traditionally
understood [9].

Giovanola and Tiribelli point that there is more to the concept of fairness
than non-discrimination and an exclusively distributive dimension. They state
that this principle includes features that should be expanded beyond the consid-
eration of biases, including “the consideration of both a distributive and a socio-
relational dimension”. Their approach to fairness is mostly ethical, grounded on
respect for persons both as persons and as particular individuals. They redefine
this principle considering three main components that should be added to it:
“fair equality of opportunity, equal right to justification, and fair equality of
relationship [21,22]”.

The Montreal Declaration mentions the importance of the principle of Justice
in AI by stating that “the development of Al should promote justice and seek
to eliminate all types of discrimination [44]”. The European Group on Ethics in
Science and New Technologies(EGE), takes a similar approach to justice in its
principle, namely ‘Justice, equity and solidarity’, arguing that AI should “con-
tribute to global justice and equal access to the benefits” of Al technologies,
advising also against the risk of bias in data sets used to train AI systems. In
its statement, it is the pioneer of the idea of defending against threats to ‘soli-
darity’, including “systems of mutual assistance such as in social insurance and
healthcare [15,19]”. As an ethical principle, justice has been interpreted simi-
larly, with subtle distinctions in the context of Al. Floridi et al. summarize that
justice in AT combines “(a) Using Al to correct past wrongs such as eliminating
unfair discrimination; (b) Ensuring that the use of AI creates benefits that are
shared (or at least shareable); and (c¢) Preventing the creation of new harms,
such as the undermining of existing social structures [19]”.

Shin and Park note that the notion of algorithmic fairness can be a compli-
cated one, due to the contextual and subjective definition of fairness. Generally
speaking, algorithmic fairness refers to decisions made by algorithms that should
not be unjust and discriminatory [40]. Algorithmic bias, under the umbrella of
fairness, is an unwanted error “that places privileged groups at a systematic
advantage and unprivileged groups at a systematic disadvantage [8]”. From a
legal point of view, this concept is related to the unfavourable treatment or
disadvantage experienced by protected categories of the population by the law
either explicitly or implicitly. In computer science, the notion of fairness is based
on “various types of fairness delineated by ethicists and philosophers, for exam-
ple, group, individual, procedural, outcome-based, counter-factual fairness, etc.
[20]”. We can approach algorithmic fairness through mathematical definitions
[46,54], or apply philosophical and ethical concepts of human fairness to algo-
rithms [9,43].

The mathematical definition of fairness is grounded on studying discrimi-
nation, also called statistical- or group-level fairness for binary classification.
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“Statistical notions require a particular metric -quantifying benefit or harm- to
be equal across different social groups (e.g., gender or racial groups) [42]”. The
criteria of fairness can differ due to different choices for the benefit metric. A
widely accepted mathematical definition of fairness is demographic parity, which
seeks to even up the percentage of people who are predicted to be positive across
different groups, basically with zero difference between the groups getting a pos-
itive outcome [11]3. This rarely happens in reality and highlights the necessity
to track down fairness through a more interdisciplinary approach®.

It is also argued that the literature on fair ML algorithms mainly derives its
fairness concept from the legal context of data protection laws. Fairness as men-
tioned in Article 5 (1) of the General Data Protection Regulation (GDPR) refers
to the expectations and effects of processing on the part of data subjects. This
principle of purpose limitation focuses on the collection of data only for specified,
explicit, and legitimate purposes and does not allow further possessing of data
in a way that is not compatible with those purposes, with some exceptions [13].
The focus of computer science on framing substantive fairness in terms of non-
discrimination reflects the legal conceptualization of fairness. Therefore, fairness
is both a fundamental right (Art. 14 ECHR) and a guaranteed right by vari-
ous non-discrimination laws prohibiting different treatment of people or groups
based on characteristics including race, gender, nationality, sexual preference,
political or religious convictions, etc. [24].

As studied in this section, there are different notions of fairness that can turn
out to be incompatible with one another. For that, scholars have emphasised the
importance of the social context of fairness when assessing algorithmic fairness
[29]. Fairness is not a static value that we can fully code in an application; it is
the result of a balancing process [24] considering different notions and different
factors in every given case. Evidently, people are directly affected by ADM and
have to deal with the consequences of discriminatory decisions [24]. It is argued
that understanding individuals’ perception of fairness is necessary both from an
ethical point of view, and to promote trust in the adoption of ADS for society
[39].

Formalizing fairness in ADM and ensuring the necessary checks and balances
is an important challenge [34], but it is not the main challenge. Helberger et al.
state that “designing and implementing ADM systems in a way that humans
feel that their dignity is respected and that they are treated appropriately as
humans, not numbers” is another equally important challenge [24]. Therefore,
approaching ADM from a legal and societal perspective, the focus should not

3 The aforementioned benefit or harm can be quantified through demographic parity
if we consider the classification within a certain group as a benefit or harm; for
instance, for university admissions, the admitted group entails a benefit.

4 Some other examples of the mathematical definition of fairness include: Error Parity
[10], equality of False Positive or False Negative rates [52], and False Discovery or
Omission rates [27]. For a concentrated study on mathematical notions of fairness
refer to [42].
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be on fairness in ADM alone, “but the way it is implemented and affects inter-
human relationships [24]”.

Moreover, there is not only one possible fair outcome in any given decision-
making. In some cases, there can be a number of possibilities and different argu-
ments which we should be able to weigh [24,32].

In the study conducted by Helberger et al. people’s perspective on Al
decision-making has proved to be fairer than humans, accompanied by the belief
in the potential and objectivity of ADM. For some people, human decision-
making is unreliable, for some, it is necessary that humans are involved in the
ADM process. This promising point of view suggests that “algorithmic versus
human fairness is not an ‘either/or question’ ”. It is important to see where
human fairness meets machine fairness, and cooperate to make fairer decisions.
The strength lies in the combination of these notions [24]. The mutual depen-
dency of data and humans calls for this mutual cooperation.

4 Humans Discriminate, Machines Learn!

New technologies can suffer from the same biases that older technologies or their
human designers express. Regarding the real impact of automated decisions,
one can imagine algorithmic predictions used to guide humans in deciding on
immigration status [1], detection of possible welfare fraud as a preventive action
by governments [7], and recidivism predictions [48]. Eventually, it is vital to
consider the human impact on these decisions in every stage of the development
of ADM.

At first glance, it might seem odd to equate a concept such as fairness with
Al, as morality presumes the existence of a human being. The modern society
displays hope for moral consciousness through Artificial Moral Agents in the
future; however, currently, we deal with systems that display autonomy only in
a technological and not in a moral sense [50]. This takes us back to challenging
the human morality and sense of fairness, on which we can partly blame the
unfair automated decisions. Nonetheless, despite the lack of independent moral
consciousness, Al systems impact human actors and are typically directed at the
attainment of goals with human implications and outcomes. Therefore, when
evaluating AT for fairness in an ethical sense, we should consider the fairness of
the equivalent human action. This is especially applicable for Al systems that
undertake socially important tasks by replacing human judgments, such as in
the fields of justice, education, and employment.

Epistemic or ethical concerns that accompany ADM include inconclusive,
inscrutable, and misguided evidence, while normative concerns regard unfair
outcomes, transformative effects and traceability [31]. A core problem of AI
systems is the ‘black box’ conundrum, because of our inability to explain how
algorithms transform their inputs into decisions. Apart from an epistemic and
normative concern, this inexplicability of AI raises legal concerns, as it makes
it impossible to explain the causal connection and underlying reasoning of algo-
rithmic discrimination. When it comes to human discrimination, there is no such
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thing as a ‘black box’, which makes it possible to raise a legal case [41]. However,
the human brain is also obscure and vague when it comes to the decision-making
process, in a similar way to that of the black box effect in ML systems. Humans
are subject to prejudice and biases, which can be difficult to detect and correct.
In this regard, ADM offers prospects to visualize, identify and correct discrimi-
natory biases if trained well to do so and under the right regulatory framework
[20].

Human decision-making can be distinguished from that of a machine when
we consider that minor shifts can occur in the legal development of a human
decision in accordance with the background and moral perspectives of each case.
But when algorithms are applied in legal processes, they are not themselves
open to this implementation of law [38]. When it comes to proving discrimina-
tion in court, the law reveals the necessity of making case-specific normative
choices reflecting the political, legal, and social dimensions of every given case.
Although it is not an easy task, this judiciary attitude to “contextual equality” is
what automated systems must be able to replicate in case of their application in
legal and ethical decision-making [47]. Lord Sales mentions the danger of freezing
particular relationships in set configurations with set distributions of power that
are created by coding algorithms. ‘The wider perceptual control which is notice-
able as our world becomes increasingly digital also tends to freeze categories of
thought along tram-rails written in code’. He believes if not resisted, this can
limit imagination and inspiration even for legislative responses to digitisation.
This erodes human capacities to change or question power relations. Algorithms
can enshrine the unspoken biases of human coders beyond scrutiny and challenge
[38]. However, in my humble opinion, it is not as simple as that. Algorithms can
indeed have a good side if implied in decision-making by mitigating bias and
tackling human discrimination. Even if we are not there yet, I believe relying on
ADM poses less risks than relying on human judgment in some cases.

Furthermore, algorithms as closed systems cannot capture every potential
aspect of resolving human problems that are often nuanced and ambiguous by
nature. With the evolution of human law, the open nature of ideas such as jus-
tice and fairness provides the possibility for internal criticism of applicable rules.
This leaves room for broader values that are not clearly encapsulated in legal
algorithms, in order to enter the equation that leads to a final outcome. Lord
Sales concludes that at some point in the future, Al systems will be developed
to a stage beyond algorithmic systems. Machines will show sensitivity to the
application of rules (both arbitrary and contingent) that allow them to navigate
issues of equity arising from relevant ethics, human rights and, constitutional
considerations. Application of fairness and equity rules or recognition of all cir-
cumstances of hard cases where ethical and legal considerations meet, is depen-
dent on pattern recognition. Al is likely to be able to navigate these issues and
meet the standards of human judgment. But Lord Sales dryly notes that ‘we are
not there yet’ [38].
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5 The Quest for Solutions to Automated Fairness

The first step in the adoption of fairness in ADM is understanding the various
causes of discrimination and finding solutions to prevent biases from the design
process to the decision-making. Several technical solutions to detecting bias and
evaluating ML fairness have been designed that can up to a certain degree be
helpful with detecting and mitigating bias from input to output of ML. Examples
of such include FairML, IBM AI Fairness 360, and Google What-If Tool®.

However, these solutions may not suffice. Algorithmic fairness is based on
different contextual assumptions and optimizations and that is why a discussion
of trade-offs and ethics is needed, where the focus should be on integrating the
societal notions of fairness and possible social costs. Research shows that from
people’s perspective, accuracy can be even more important than equality in a
high-risk situation [42]. There are opportunities to improve fairness and accuracy
in ADM. From enhancing the overall accuracy by bias detection and looking for
possible bugs, to additional training of under-representing data sets to reduce
unfair results. This approach to fairness and accuracy can be seen in the study by
Buolamwini and Gebru where they measure the accuracy of gender-classification
algorithms, focusing on increasing phenotypic and demographic representation
in facial recognition data sets [10]. Hacker suggests an integrated vision of anti-
discrimination and data protection law to enforce fairness in the digital age
[23]. He believes data protection law contains the solution to fairness and states
that the GDPR offers a promising path together with the concepts of anti-
discrimination laws to combat algorithmic discrimination. “In combination with
the instruments of algorithmic fairness, data protection and anti-discrimination
law, therefore, provide the tools to implement ‘equal treatment by design’ [23]”.
However, it should be considered that non-discrimination law fails to cover new
grounds of discrimination brought along with ADM. Further, the GDPR, can help
uncover the causes of bias and enforce metrics of algorithmic fairness, but fails to
offer protection based on the new grounds of discrimination, and counting on it
alone, seems too optimistic. The GDPR offers protection through a data-centric
approach rather than a human-centric one, except for the protection of minors.
Furthermore, as mentioned earlier in Sect. 2, the concept of fairness should entail
more than pure non-discrimination and bias elimination [14].

I believe that non of the available technical, legal or ethical solutions alone
contain the answer to fairness in ADM. Much more research needs to be done
in this direction and in specific for creating a blueprint pathway to ADM fair-
ness. This code of ADM fairness should be applicable to the design process of
ML systems, and result in: a) compensating for bias and discrimination in all
its forms using technical and legal solutions; b) ensure the individuals’ right
to justification and explanation; and c) ensure means to hold responsible and
accountable either the designers of unfair ML systems, or the human agents
involved in an unfair ADM. Fairness in some cases can be translated into equal-

5 For more see https://towardsdatascience.com/evaluating-machine-learning-models-
fairness-and-bias-4ec82512f7c3.
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ity, in other cases it entails other principles. Just like the contextual equality
approach towards fairness in courts, ML systems should ideally be able to assess
and examine a situation and decide what notion of fairness should be applied.
This task seems impossible at least now without a human intervention in the
process of decision-making. In the endless search for a solution to adapting a
notion of fairness in ADM, I noted that algorithmic versus human fairness is
not an ‘either/or question’. The solution to fairness lies in a mutual cooperation
between humans and ML systems, as well as a new combined notion of fairness
that covers more than only one strict notion and can be implied circumstantially.

As a solution to fairness in Al systems, Wagner and Garcez postulated sym-
bolic and neural-symbolic solutions to integrate fairness into Al and counter
the black box of ML decisions. They believe that combining Explainable Artifi-
cial Intelligence (XAI)® methods with neural-symbolic approaches leads to the
detection of undesired behaviour of a model, and helps reaching explainability
and fairness through a model that removes demographic disparities from trained
neural networks by using a continual learning method. They demonstrated the
effectiveness on addressing undesired gender-based disparities first on simulated
data, and then on real-world data in their experiment [49].

The ethical challenges and concerns regarding fairness in automated deci-
sions have been pointed out throughout this paper. It is worth mentioning that
automated decision-making can have a good side and might help decrease and
mitigate the risks of human bias. Many opportunities come along with algo-
rithmic decision-making that can even help reduce or eliminate discrimination
in its direct, indirect and multi-dimensional forms. In terms of obscurity in the
decision-making process, human reasoning may be subject to biases, that can be
very difficult to detect and correct. In this regard, algorithmic decision-making,
if trained correctly, might offer prospects to visualize, identify and correct dis-
criminatory biases under proper regulations. Hacker suggests that algorithmic
fairness cannot “address the roots of injustice in society, but it can mitigate some
of its outcomes”. This is a great advantage of ADM over human decision-making.
The “design parameters can be consciously chosen in algorithms [23]”.

The technical and legal communities should bring their strengths together
to enable “contextual equality” for automated discrimination through practical
tools and statistical measures. Designing systems to aid judges in normative
decisions by producing statistical evidence, and aid controllers to detect bias and
potential discrimination before they happen has been speculated as a better way
than correcting discriminatory decision-making through systemic design. This
creates an ‘early warning system’ for automated discrimination with common
technical and judiciary standards to assess prima facie discrimination [47].

Non-discrimination has a contextual notion in the EU. Therefore, judicial
interpretation plays an important role in decision-making. Defining statistical
metrics of fairness and applying them to automated systems is not an ade-
quate approach to encourage the flexibility of equality and fairness in EU law

6 XAI is AI in which the process of decision-making is understandable by humans
unlike the black box effect present in ML techniques [4].
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into modern technical tools and measures. Acknowledging this, Wachter et al.
propose “Conditional Demographic Disparity” that provides “measurements for
making comparisons across protected groups in terms of distribution of out-
comes”. This measure can help identify disparity and require further investiga-
tion and examine both disadvantaged and advantaged groups through the same
assessment of the court to detect prima facie discrimination [47]. An interesting
topic with legal and technological value can be assessing the mentioned solu-
tions in an exemplary automated decision-making context to choose the best
way(s) of introducing fairness to ML systems. Moreover, defining rules of algo-
rithmic procedural fairness is not enough, nor is the protection of human beings
for contesting wrong decisions. We should start exploring the acceptability of
ADM to people while reducing the deterministic impact of ADM and creating
room for resistance and disagreement with automated decisions [24]. The details
and concrete requirements for implementation of these procedural safeguards by
national regulators should receive more attention in research and policy making.

6 Concluding Remarks

A key challenge for modern societies is the increase of automated decisions in
sensitive sectors. Empirical evidence suggests that automated decisions based
on algorithmic ML models can be unfair as they might reproduce biases in his-
torical data used to train them. Automated decisions driven by ML threaten
to discriminate against legally protected groups or create new sources of unfair-
ness that are unknown to us since they differ from the traditional concept of
discrimination. That said, it was also mentioned that if we look at the full side
of the glass, ADM can actually mitigate human bias and address discriminatory
behaviors and beliefs hidden in the norms of society.

In this article, it was clarified that the existing categories of EU equality
and non-discrimination laws do not provide grounds to cover discriminatory
algorithmic decision-making. The principle of fairness in automated decision-
making was studied through an interdisciplinary approach and by a literature
review on different notions of fairness and assessing which notion is the best
for implementation in Automated Decisions. It was noted that fairness is not a
static value that we can simply code in an ML application; it is the result of
a balancing process considering different notions and different factors in every
given case. Thus, there is not only one possible fair outcome in all decision-
making situations. Therefore, we should not rely on one notion of fairness, or
relate this concept to non-discrimination only. Finally, it was concluded that
algorithmic versus human fairness is not an ‘either/or question’. The solution
to fairness lies in the combination of these notions. This mutual cooperation is
what can up to a degree replicate the complexity of the contextual equality that
lies within the concept of fairness.

Future research can be done on the application of a hypothetical ADM sit-
uation by training an algorithm based on existing data sets (even synthetic
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ones) and applying different ethical and fairness assessment tools, for putting
different notions of fairness or a new notion based on a combination of the exist-
ing notions to the test, for the purpose of using ML as a tool to combat bias and
discrimination.
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Abstract. Storing information in a software system is challenging, espe-
cially in the cloud computing era. Traditional, battle-tested methods,
like Object Relational Mapping, seem inappropriate for all cases, but
other alternatives feel too complicated to implement. Moreover, new soft-
ware design methodologies, like Domain-Driven Design, provide alterna-
tive modeling tools for software systems, which in contrast to Object-
Oriented Design, focus more on Domain-Events and their processing.
Additionally, there is an increasing interest in causality when imple-
menting software systems, mainly as a matter of accountability, tracing,
and other similar properties, especially in the context of e-Government,
in order to support transparency. We are now interested in a system’s
state history and its current state, and that is no longer the exception.
Therefore, this paper focuses on Object Relational Mapping and Event-
Sourcing trends for the past years as two alternatives for storing appli-
cations data through a systematic literature review. We evaluate how
these two alternatives have evolved over the years under the prism of
academic literature and discuss our findings, according to modern appli-
cation development requirements.

Keywords: Object relational mapping - Event sourcing -+ Command
and query responsibility segregation - Domain-Driven Design

1 Introduction

Storing and retrieving information is an essential requirement for any software
system. Be it in the file-system as plain files or in some other storage management
system, many approaches emerged along with tools and methodologies over the
years. However, we rarely use plain files for application data storage in everyday
practice, except for configuration purposes. During the ’80s, relational database
management systems (RDBMS) became mainstream for secure information stor-
age and easy retrieval. With object-oriented design (OOD) methodologies that
allow the development of a more complex schema, object relational mapping
(ORM) tools help bridge the best of two worlds: Application development using
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OOD and information storage using RDBMS. During the '90s, this duo was a
defacto choice for mainstream application development. By that time, most com-
plex applications hardly reached the boundaries of an organization, and simple
client-server approaches were efficient. Works like Fowler et al. Patterns of Enter-
prise Application Development (PoEEA) [16], which deals to a great extent with
ORM patterns, and Hophe and Wolf in Enterprise Integration Patterns (EIP)
[23] which presents mainly messaging patterns, document knowledge, and tools
from that era.

During the following decades, widespread acceptance of the World Wide Web
as a new application development platform dramatically changed software sys-
tems’ requirements. In this context effectiveness of ORM, along with the issues
of Object Relational Impedance Mismatch (ORIM) [47] were criticized. In 2004,
Evans proposed Domain-Driven Design (DDD) [15] as guidance for modeling
modern applications. This guidance’s center was the need to reduce complex-
ity in software systems design by utilizing proper system division according to
suggested patterns. Implementation details follow ten years later by Vernon [54].
DDD proposes bounded contexts as a pattern to split cohesive parts of the system
under design to reduce complexity. One way for bounded context to interoper-
ate is “messaging”: exchanging messages every time a significant event happens
in the system. Event Sourcing (ES) and Command Query Responsibility Segre-
gation (CQRS) describe two patterns to implement messaging for information
storage, among other usages. Fowler describes Event Sourcing (ES) [17] around
2005 furthermore, CQRS was made famous by Dahan [13] and Young [59] around
2010, while also described by Fowler [18].

ES opens up the possibility of tracking every event in the system under design
in a very compact manner. While ORM imprint only the current snapshot of
a systems state, event sourcing captures by design the sequence of events that
lead to the current state. It is far from trivial to achieve the same result with
a relational database; moreover, such an endeavor usually leads to a complex
schema and application logic. Temporal data model support, although included
in SQL:2011 revision, it is still not widely adopted while also immature imple-
mentation wise [28].

At that time, such property was not a requirement for most common appli-
cations. On the contrary, the emergence of the Cloud during 2010 dramatically
changed the application development landscape. Interconnection between unre-
lated applications is the rule and out of any notion of control. Information can
flow from social networks to e-shops and then into customer relationship man-
agement systems. Anyone can use the Cloud, build an application for the Cloud,
and integrate with the Cloud. Such an evolution changed the prioritization of
requirements dramatically when designing software systems [26]. Qualities like
security and privacy must be an integral part of every system. Not as a “byprod-
uct” but “by design.” We should reevaluate our information storage modeling
tools and data storage mechanisms in this context.

The role of Service-Oriented Architecture (SOA), Event-Driven Architectures
(EDA), and the utilization of Enterprise Service Bus (ESB) in e-Government
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systems is mentioned by Castellano et al. [9]. A proposal for a cooperative
framework for government agencies as early as 2005 highlights the importance of
EDA in mitigating the cost and complexity of deploying distributed enterprise
applications long before cloud applications became the norm. More recently,
Oumkaltoum et al. [38] propose an EDA-based approach for e-Government inter-
operability and data integration. While both these works utilize events to aid
mainly in terms of interoperability, other aspects of e-Government, such as trans-
parency, are expected to be affected positively.

This paper focuses on the history of Object Relational Mapping and Event-
Sourcing for the past years as two alternatives for storing applications’ data
through a systematic literature review. ORMs are well understood and docu-
mented but miss dynamic aspects of software systems that are now in demand.
ES is a promising solution to overcome such deficiencies.

2 Methods

In this section, we describe the implemented methodology during our research.
Our review process follows the PRISMA statement [40]. We conducted our
research in December 2021. We only used Scopus (https://www.scopus.com)
as our search database since it indexes all well-known sources of our interest
and has strict quality criteria for its content. Furthermore, we only focus on
academic research in articles and conference publications in this article. Scopus
also provides us with handy tools to extract the bibliographic results for further
analysis. We summarize eligibility criteria in Table 1.

Table 1. Eligibility criteria.

Inclusion criteria | — Academic journal, conference or workshop, referencing
ORM, DDD, or ES

— In the subject of Computing
— Written in English
— Any publication date

Exclusion criteria | — Duplicates

— Subject other than Computing
— Full-text is not accessible

— Books

Our two-step search strategy first identified target publications using the
following search string:

(TITLE (event AND sourcing) ) OR
(TITLE (object AND relational AND mapping) ) OR
(TITLE (domain AND driven AND design ) ) OR


https://www.scopus.com
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Fig. 1. PRISMA flow diagram.

(TITLE (domain AND events) ) OR
((TITLE (cqrs) OR
TITLE (command AND query AND
responsibility AND segregation) )

Relevant publications should mention “event sourcing,” “domain-driven
design,” “object relational mapping,” or something similar in the title. Closely
related to ES is the field of “process mining,” but our perspective focuses on ES
as a storage mechanism in this paper, so we do not include that search term. We
narrowed down the results list by applying the same query regarding relevant
topics, including COMPUTING and excluding others, as follows':

AND (LIMIT-TO (SUBJAREA , "COMP" ) )

AND

(EXCLUDE (SUBJAREA , "MEDI") OR EXCLUDE (SUBJAREA , "MATH") OR
EXCLUDE (SUBJAREA , "ENGI") OR EXCLUDE (SUBJAREA , "SOCI") OR

1 Subquery to exclude topics, is correct with OR in contrast to our intuition, due to
Scopus query builder.
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EXCLUDE (SUBJAREA , "DECI") OR EXCLUDE (SUBJAREA , "ARTS") OR
EXCLUDE (SUBJAREA , "BUSI") OR EXCLUDE (SUBJAREA , "PHYS") OR
EXCLUDE (SUBJAREA , "MATE") OR EXCLUDE (SUBJAREA , "BIOC") OR
EXCLUDE (SUBJAREA , "ENER") OR EXCLUDE (SUBJAREA , "AGRI") OR
EXCLUDE (SUBJAREA , "CENG") OR EXCLUDE (SUBJAREA , "CHEM") OR
EXCLUDE (SUBJAREA , "ENVI") OR EXCLUDE (SUBJAREA , "NEUR") OR
EXCLUDE (SUBJAREA , "PSYC") OR EXCLUDE (SUBJAREA , "EART") OR
EXCLUDE (SUBJAREA , "IMMU") OR EXCLUDE (SUBJAREA , "PHAR") )

Unbounded search returned 764 results, and the bounded one, only 169.
Unfortunately, the keywords we use have different meanings in different dis-
ciplines. We excluded six unreachable articles and five books. One hundred
fifty-eight articles were retrieved. Afterward, we excluded ninety-three articles
because their content was out of our scope, due to their title or abstract review.
Nine articles were out of scope, even though their title/abstract was relevant
but not the actual content. Finally, we removed thirteen results dealing explic-
itly with DDD without mentioning ORM or ES because DDD is not our primary
focus.

Our selection process is summarized in PRISMA flow diagram (Fig.1) and
resulted in 42 articles. This diagram was generated using the tool provided by
Haddaway et al. [22].

The research questions, summarized in Table 2, are the basis of our research.

Table 2. Research questions.

RQ 1 |Is there a shift from traditional ORM to ES over the years?

Rational: Spot current research with ORM and ES,
the shift or existing obstacles with the transition

RQ 2 | Are modern cloud application development needs covered by
academia?

Rational: Evaluate which aspects of ORM and ES,
are covered, in the academia

3 Results

Naturally, our search results fall into two groups: Publications mentioning ES
and ORM. Therefore, we consolidate results mentioning DDD into one of these
groups. Moreover, early publications for ES refer more to EIP than ES. Figure 2
shows the appearance per group and year. We got 13 articles on ES and 29
articles on ORM. In the following subsections, we summarize publications under
review in chronological order.
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Fig. 2. Paper distribution over the years.

3.1 Event Sourcing

Publications in this category follow a pattern based on the year of publication.
Works before 2010 mention “event” on the aspect of EIP rather than ES. Tech-
nologies such as Java and CORBA, Publish/Subscribe Pattern and Middleware
are also mentioned. Common concepts include Event Domains, Event Types,
and Event-Based/Event-Driven Architecture.

Domain and Port views of a system are described by Poo et al. [44], in 1995,
as differentiation of “contemporary” object-oriented development methods. It
stresses the dynamic behavior of objects and the importance of “events” during
system design. “Object-Relationship diagrams at the event level to allow the
analysis to focus on a smaller subset of objects that exist in application domain”,
which reminds us of bounded context in DDD, later to appear in the literature.

Aleksy et al. [3] discuss the management of Event Domains, utilizing CORBA
[2] to implement the Publisher/Subscriber design pattern [23]. Pesonen and
Bacon [41] present secure event types and public-key cryptography in an attempt
to secure publish/subscribe systems. Baldoni et al. [6] discuss challenges in
Event-Based data dissemination in event-driven architectures. Bacon et al. [4],
mention privacy, security, and policies in the context of Event-Based systems
noting that such systems require fundamentally different approaches to security
due to their heterogeneous and loosely coupled nature and propose a role-based
access control (RBAC) solution.

Concepts like CQRS and Event sourcing emerged after 2010, a year that
coincides with Cloud’s third period of existence [1]. In a case study, Kabbedijk
[25] propose seven subpatterns to CQRS while discussing the variability of online
business software. Rajkovic et al. [45] propose CQRS to improve query response
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times in a medical information system. Erb et al. [14] propose ES, in the con-
text of the Actor Model, to track causality in distributed applications. Maddodi
and Jansen [33] provide a case study for a CQRS-based enterprise application.
Overeem et al. [39] discuss schema evolution challenges in event sources sys-
tem, also discussing CQRS and concepts of continuous deployment. Maddodi et
al. [34] discuss performance measurements in event sourcing applications. Braun
et al. [8] discuss eventual consistency challenges in distributed data-intensive sys-
tems. Finally, Lima et al. [30] propose the addition of tracing to Event Sourcing
Systems as a way to improve observability further.

3.2 Object Relational Mapping

Regarding ORM, there is no distinct pattern among publications across the
years. Most research investigates the Java framework and Hibernate ORM, while
references to Microsoft Entity Model Framework are less frequent. Most work
leans towards proposing frameworks to ease the modeling process and the main-
tainability of mappings, including fuzzy logic and genetic algorithms. There are
extended discussions of ORM performance and ORM problems due to ORIM.

Philippi [42] discusses ORIM and the model-driven generation of object rela-
tional mappings. Snyder and O’Connor [48] propose an ORM implementation
in Java. Landre et al. [29] provides a case study of a system reimplementation
utilizing object-oriented techniques, DDD, and a “proper” ORM tool. Lodhi and
Ghazali [31] propose another ORM technique. Wellhausen [57] propose a pattern
to improve the query performance of ORM. O’Neil [37] review Hibernate over
Microsoft’s Entity Data Model in the context of web application development.
Pohajalainen and Taina [43] propose enhancements of eager and lazy fetching
of associations, thus improving query performance. Kowark et al. [27] imple-
ment a reflective object relational mapper that obsoletes manual maintenance
and synchronization. Torres et al. [51] propose a UML profile, according to JPA
persistence standards, for ORM modeling, verification, and software implemen-
tation. Van Zyl et al. [53] discusses performance optimizations in ORM. Xia et al.
[58] discuss Hibernate as an ORM implementation and its performance impli-
cations while assuming Object-Oriented Databases will outperform the need for
ORMs.

Wallek et al. [56] propose a fuzzy expert system to assist ORM during applica-
tion design. Bernstein et al. [7] discuss the need for ORM to validate user-defined
mappings, proposing an efficient algorithm for the case. Gawarkiewicz et al. [19]
benchmarks recursive tree-like query performance in ORM. Murakami et al. [35]
propose an ORM implementation based on a conceptual model and compare
it with other ORM implementations. Chen et al. [10,11] evaluate performance
and discusses anti-patterns in ORM, proposing a framework for automated anti-
pattern detection. Ghandeharizadeh and Mutha [20] evaluate Hibernate’s per-
formance over its JDBC counterpart. Torres et al. [50] propose a graphical nota-
tion to help visualize ORM. Goetz and Kuhn [21] propose an approach to reduce
configuration efforts of ORM and support schema evolution. Lorentz et al. [32]
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review ORM strategies, guidelines, and best practices. Singh et al. [46] pro-
vide a genetic algorithm to optimize the performance of ORM configurations.
Bagheri et al. [5] implement a formally precise technique for automated syn-
thesis and dynamic analysis of trade off spaces for ORM. Torres et al. [52] pro-
vide an extended ORM review among different ORM implementations. Ismailova
and Kosikov [24] propose a metamodel to support searching objects and their
sources to support ORM. Nazario et al. [36] propose a framework to detect twelve
ORM-related problems. Vial [55] discusses practical experience in using ORM
engines, outlining complexity due to ORIM. Colley et al. [12] reviews the effects
of ORIM, in terms of ORM efficiency, among other data persistence alterna-
tives. Sotiropoulos et al. [49] implement a testing framework for cross-checking
different ORM implementations among different DBMS.

4 Discussion

During our research, we can not observe a decline in ORM publications or a
change of interest in research topics, despite the emergence of competing tech-
nologies, such as NoSQL databases and Event Stores. Unfortunately, we did
not observe the “extinction” of ORM due to the emergence of Object-Oriented
Databases. In order to make results more obvious we categorize papers in our
review according to publication type and context of interest to support our two
research questions.

To answer RQ1, we expect research for any technical subject to pass three
main stages during its evolution. At first, there are frameworks and methodolo-
gies to apply the subject, then, as it emerges, we see more and more case studies
and evaluations, and finally, maturity calls for a review.

Table 3. Aspects/Categories of interest.

Publication type

Review Is some sort of review, systematic or not

Tool/methodology Presents a tool or a methodology regarding the specific
technology

Case study/benchmark | Include a case study or benchmark

Contextual

Performance Deals with performance issues

Security Deals with security aspects or mentions security

Privacy Deals with privacy aspects or mentions security

Policy/legal Deals or mentions policy or legal issues

Testing/validation Mentions testing or a validation methodology

Contextually we seek, for RQ2, research publications regarding performance,
security, privacy, policy/legal, and testing/validation. Although these are not
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Fig. 3. Paper summary.

functional requirements of many software systems, their importance is critical
and must be taken into account early in the system design phases for a sys-
tem to be functional. Poor performance in the Cloud era costs money. Security,
privacy, and policy have mostly legal implications for business owners. Finally,
testing/validation is a critical aspect of software quality. Table 3 summarizes our
review directions.

Figure3 shows paper distribution graphically, while Table4 provides a
detailed grid view of our findings. As we can see, most ORM-related publi-
cations propose a tool, methodology, or guidance. In the case of ES, there is no
explicit review paper. Our review found no specific implementations, although
many well-known providers, like EventStore, exist. Therefore, we can infer that
ES and CQRS implementations are primarily ad-hoc. Observing the summary
table, we can see a smooth distribution for ORMs across all years. The same
applies to ES, except for the case study/benchmark research with a six-year gap
between 2013 and 2020. Case studies for the latter imply that ES-related tech-
nologies are actively applied again. So the short answer to RQ1 is that we do
not observe any shift from ORM to ES technologies.

On the other hand, while performance and testing are a hot topic in ORM,
ES research is more aware of implementing security, privacy, and legal issues.
In contrast, the amount of publications in that area is not encouraging. We
do not imply that there is no research on privacy and security, however, such
research should materialize more in implementing tools and frameworks around
these technologies. So the answer to RQ2 is negative. We need more intensive
research in ES for data persistence. While many techniques and patterns apply
in practice, methods and tools require more documentation under our academic
lens.
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Table 4. Summary of review findings by category (ES/ORM).

Year | Review | Tool/ Case-study/ |Performance |Security | Privacy | Policy/ |Testing/
methodology | benchmark legal validation

1995 1/0

2005 |0/1 2/2 1/1 1/0 0/1

2007 0/1 0/2 0/1 0/1

2008 |0/1 0/1 0/1

2009 |0/1 0/2 0/2 0/2 1/0 1/0 1/0 0/1

2012 0/1 1/0 1/0 0/1

2013 |0/1 0/3 1/1 1/1 0/1

2014 0/2 0/1 0/2 0/1

2015 0/1

2016 |0/1 1/2 0/2 0/2 0/1

2017 |0/1 1/1 0/1 1/0

2018 0/1

2019 |0/1 0/1 0/1

2020 1/0 1/1 0/1

2021 1/1 2/1 1/0 1/1

Total | 0/7 6/19 6/12 2/9 4/1 1/0 2/0 1/9

Table 5. ORM challenges.

Challenges Description

Configuration ORM are usually suboptimally configured
Mapping strategies Correct mapping relies to programmer experience
(class inheritance)

Performance ORIM affects performance during read/write cycles
Quering/n+1 query Generated queries are not always optimized
problem

Maintenance/schema | Object model and db schema fall easily out of sync
synchronization

Roundtrip testing Validate correct operation of the ORM framework

Finally, in Table5, we summarize the most important ORM challenges we
observed during our review. ES and CQRS propose technics that utilize opti-
mized read models to mitigate most of these challenges in a cloud-friendly way,
especially performance issues. In addition, Domain-Driven Design also provides
modeling guidance to overcome most ORIM related problems.

5 Conclusion

We performed a systematic literature review on object relational mapping and
event sourcing. Our research aimed to evaluate how these two alternatives regard-
ing data persistence have evolved over the years, in modern application devel-
opment. ORM dominates data persistence technologies despite its failure to
implement persistence for object-oriented systems accurately. On the other hand,
event sourcing is considered complicated. To our perception, event sourcing has
such a reputation because it alters how we view a software system. We are used



28

P. Michail and K. Christos

to modeling a static view of reality using class and entity-relationship diagrams.
Event sourcing requires a more dynamic view of software systems. On the con-
trary, we are not used to modeling such a view quickly. In this direction, our
future research will focus on implementing some “object to event sourcing” map-
ping. That is to utilize event sourcing as the data persistence layer and apply
well-known object-oriented modeling methods during the system design, with
e-Government as the primary domain.
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Abstract. This article concerns the rise of a new paradigm in Al - “foundation
models,” which are pre-trained on broad data at scale and subsequently adapted
to particular downstream tasks. In particular, it explores the issue from the per-
spective of healthcare and biomedicine, focusing on the benefits of foundation
models, as well as their propensity to encode bias, which threatens to exacerbate
discriminatory practices already experienced by patients in Europe. Section 1
offers a brief introduction concerning the use of Al in healthcare and biomedicine
and the problem of divergencies in access to and quality of healthcare across
Europe. Section 2 familiarises the reader with the technical qualities of founda-
tion models and recent developments in the field. Section 3 explains how the new
health data strategy proposed by the EU could foster the development of founda-
tion models in healthcare. Section 4 elaborates on their benefits in healthcare and
biomedicine, while Sect. 5 explores the risk of bias exhibited by foundation mod-
els. Section 6 comments on the uncertain status of foundation models under the
proposed Artificial Intelligence Act and offers brief recommendations concerning
future regulation. Section 7 concludes.
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1 Introduction

The growing deployment of Artificial Intelligence (AI) in medical diagnosis, prognosis
and benefit allocation offers a promise of reducing healthcare disparities by breaking
the healthcare iron triangle, simultaneously optimizing cost, access, and quality of care
through faster and more accurate decision making. As underlined by the Broadband
Commission for Sustainable Development report, integration of Al-enabled tools into
healthcare delivery can help to address national and global health challenges, such as
shortage of health workers, global health threats, dual burden of disease, growing inequal-
ities and misinformation [11]. Similarly, Al carries enormous potential in biomedical
contexts. For example, Al-based technologies can be used to identify and develop clin-
ical best practices and fuel research in the field of genomics which requires analysis of
large and complex datasets [53]. Deployment of Al in medicine development is expected
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to simplify and accelerate target validation and identification of biomarkers, analysis of
clinical data, pharmacovigilance and clinical use optimization [36].

Researchers argue that progress of Al in healthcare and biomedicine can be aug-
mented by the use of powerful models, such as OpenAI’s GPT-3, that are pre-trained on
broad data at scale and subsequently adapted to particular downstream tasks [37]. An
interdisciplinary study conducted at the Stanford Institute for Human-Centered Artifi-
cial Intelligence describes these models as “foundation” models in order to emphasize
the paradigm shift in building task-specific Al systems which are increasingly based on
general-purpose systems [10]. While foundation models exhibit impressive capabilities
that could transform healthcare delivery, biomedical research and drug development,
there is increasing evidence of their adverse societal impact, including entrenchment of
bias [7].

Exacerbation of social inequalities constitutes one of the crucial challenges for the
future deployment of foundation models in healthcare and biomedicine in Europe, which
continues to struggle with significant divergencies in access to and quality of healthcare
[23]. In 2020 the European Commission identified healthcare inequalities as one of
the four main challenges facing public health in the EU [28]. Researchers highlight
socially determined health disparities within Europe including, inter alia, differences
in life expectancy, mortality rates for cancer and cardiovascular diseases, patterns of
unhealthy lifestyle, unequal access to healthcare, and unmet medical needs [51]. The
report of Fundamental Rights Agency (FRA) revealed that vulnerable groups of patients
are often subject to discriminatory practices [26]. A more recent study conducted by
Equinet, the network of European equality bodies, indicated that the existing patterns
of discrimination in healthcare have been exacerbated due to the COVID-19 pandemic
[31].

While the new European strategy on health data is likely to have a positive effect
on innovation, enabling the development of foundation models in healthcare and
biomedicine, the proposed Artificial Intelligence Act (AIA) [43] does not offer suf-
ficient protection against the harms caused by foundation models. This paper argues that
the absence of specific obligations concerning developers of foundation models and the
proposed exclusion of these models from the scope of the Act is highly problematic
from the point of view of algorithmic bias in healthcare. It underlines that fostering safe
innovation for patients in Europe requires establishing a clear regulatory framework
for foundation models in healthcare and beyond. The rest of the paper is structured as
follows: Sect. 2 explains the key features of foundation models; Sect. 3 explores the
new European strategy on data, pointing out how it could facilitate the development of
foundation models in healthcare; Sect. 4 introduces possible opportunities offered by
foundation models in healthcare and biomedicine; Sect. 5 explores the risk of bias that
they exhibit; Sect. 6 comments on the uncertain status of foundation models under the
AIA and offers brief recommendations concerning future regulation; Sect. 7 concludes.

2 What Are Foundation Models?

So far, the development of foundation models has been particularly advanced in the field
of Natural Language Processing (NLP). In the recent years we have witnessed a consis-
tent growth of large language models that are characterized by a huge size of training data



34 M. A. Wéjcik

and millions or billions of parameters. In machine learning, the term “parameter” refers
to values that the model itself chooses and optimizes during training [3]. A prominent
example of a large language model is Google’s BERT that was developed with a purpose
of understanding the context behind search engine queries. Encompassing 345 million
parameters, BERT can be adapted to perform a wide range of language understanding
tasks, such as text classification, reading comprehension or question answering. GPT-3,
OpenAl’s latest large language prediction model, is largely trained on data scrapped from
the Internet and has as many as 175 billion parameters. This allows the model to thrive
at generating text, including creative and fluent human-like tales. Building on GPT-3
language understanding capabilities, OpenAl developed DALL-E, a model which cre-
ates images based on natural language description. Its latest version, DALL-E 2, exhibits
enhanced performance in generating creative, photorealistic and accurate images in high
resolution [47].

What makes foundation models extremely powerful is their larger-than-ever scale,
which is made possible by the availability of big data, considerable advancements in
computer hardware and the introduction of transformer networks, which enable capturing
and representing real-world images and information. However, although foundation
models are often labelled as “the new AI”, they are in fact based on two well-established
machine learning techniques: deep neural networks and self-supervised learning.

Deep neural networks mimic the functioning of human brain through a multilayer
artificial neuronal network, whereby “each hidden layer combines the values in its pre-
ceding layer and learns more complicated functions of the input” [3]. Therefore, deep
neural networks thrive at tasks requiring growing levels of abstraction, such as image
recognition. An important feature of deep learning is the possibility to pre-train the model
on a surrogate task and subsequently fine-tune it to specific applications. This idea, often
referred to as “transfer learning”, is the key component of foundation models, which are
characterized by adaptability to downstream tasks.

Self-supervised learning is crucial for training of foundation models, because the
gargantuan amount of data on which they are based would be extremely cumbersome
and costly to label. The process of self-supervised learning takes place on unannotated
data, allowing the algorithm to analyze and label information without human input.
Large NLP models, such as GPT-3 or BERT, use self-supervised learning to “fill-in the
gaps”, for example by predicting the missing word on the basis of surrounding words.

The Stanford study illustrates the development of foundation models by reference
to two trends in Al: emergence and homogenization [10].

Emergence has to do with the nature of machine learning. While traditional, rule-
based Al systems generate outputs based on pre-defined rules programmed by humans,
in machine learning the relevant rules “emerge” as the system induces them from data.
In deep learning, multi-layered model fed with large amount of data permits the progres-
sive emergence of higher-level features. Finally, in foundation models we witness the
emergence of functionalities, such as in-context learning, which allows a large language
model to easily adapt to a downstream task for which it was not specifically trained. For
example, GPT-3 can be adapted simply by giving the machine a “prompt” which takes
form of instructions in natural language [12].
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Homogenization is a trend which leads to building machine learning technologies
which can be utilized for a wide range of tasks. The rise of homogenization was acceler-
ated by the developments in deep learning, as the same deep neural networks architecture
can be used for various applications. Foundation models go a step further, homogeniz-
ing the model itself. For example, the majority of modern cutting-edge NLP models are
adapted from foundation models like BERT [10]. There is a lot of evidence suggesting
that homogenization is also progressing across different machine learning disciplines —
the same tools are used to work on text, images, speech, tabular data or protein sequences
[10].

Homogenization of foundation models increases cost-effectiveness of Al systems
and provides opportunities for domains in which insufficient data is an obstacle for
training task-specific algorithms. At the same time, homogenization of models can lead to
a single point of failure, as flaws in foundation model cause flaws in all of its downstream
applications. This potential problem is exacerbated by the phenomenon of emergence of
new functionalities, as capabilities and risks of foundation models are not fully explored.

3 Europe’s New Strategy for Big Data in Health — A Fertile Ground
for Foundation Models?

Data is the lifeblood of all algorithms, foundation models in particular. According to
the European Commission, “big data in health encompasses high volume, high diversity
biological, clinical, environmental, and lifestyle information collected from single indi-
viduals to large cohorts, in relation to their health and wellness status, at one or several
time points” [5]. These data can come from a variety of sources: healthcare providers,
insurers, universities, NGOs, governments, pharmaceutical R&D, Internet of Medical
Things and scientific publications. Moreover, it is not uncommon for tech developers
to build predictive models in healthcare using non-traditional sources of health data,
including consumer patterns, social media or fitness apps [32].

Diverse sources of health data make them naturally multi-modal. This means that
they encompass various data types, including: structured and unstructured text, such
as doctor’s notes or electronic health records (EHR); images, such as X-ray scans;
videos, such as ultrasounds; time series, such as ECG; and sequences, such as genetic
data. While the best outcomes for patients can be achieved by holistically analysing
the entirety of available data, ML models in healthcare are predominantly developed
separately for each data modality, focusing either or image or non-image data. Recent
studies concerning multimodal models in medical prognosis and diagnosis have shown
that they generally perform better than their unimodal counterparts [20]. However, their
success is dependent on the availability of patient data, which is not always guaranteed
in the routine medical practice.

Both in case of unimodal and multimodal models, particular difficulties can arise
when task-specific data is limited, leading to inaccurate results. For example, a ML
model designed to predict the risk of hospital patients developing pneumonia classified
some asthmatic patients as low-risk; this is an obvious mistake, because asthma is a well-
known risk factor for pneumonia [13]. The error occurred because the medical records
of asthmatic patients were missing from the training dataset, as such patients were often
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admitted directly to the intensive care unit. Building models based on incomplete data
can lead to marginalization and exclusion of vulnerable groups of patients. For instance,
as reported by the Council of Europe Human Rights Commissioner, “incomplete data
in the e-health platform, coupled with a lack of in-person interviews, resulted in loss of
social benefits for certain persons with disabilities and older persons with disabilities” in
Estonia [35]. In spite of efforts to the contrary, certain marginalized communities, such as
Roma and Travelers, continue to face obstacles and discrimination in access to healthcare
[18, 26, 27]. This causes their underrepresentation in the main sources of European
health data, such as EHR, leading to selection bias in algorithms. Moreover, lessons
from the COVID-19 pandemic suggest that the European health data lack reliability and
interoperability [24]. This halts meaningful cooperation between Member States in the
domain of public health, preventing effective response to problems such as cross-border
health threats and the ongoing migration crisis.

The abovementioned challenges are addressed by the new European strategy for data
[17], that constitutes an important step towards increasing availability of high quality,
interoperable health data and fostering data-driven innovation in healthcare. The strategy
foresees introduction of new legal instruments governing health data. First, the recently
adopted Data Governance Act (DGA) [42] complements the Open Data Directive [25],
enabling the reuse of public sector data which cannot be made available as open data
because they are subject to the rights of others, including protection of personal data,
intellectual property and commercial confidentiality. Health data falls under the scope of
the DGA, which establishes mechanisms for sharing of data held by actors in the public
health system, facilitating its secondary use, for example for the purpose of medical
research and development of healthcare Al. Moreover, the DGA contains provisions on
data altruism, enabling citizens and businesses to voluntarily share their data for the
benefit of the society. This solution offers a potential to harvest more data about rare
diseases and advance personal medicine through Al. Second, the DGA is accompanied
by the initiative to develop the European Health Data Space (EHDS), which will pro-
mote exchange and access to health data for improving healthcare delivery, research and
policy making. The recently published proposal for the Regulation on the EHDS, oper-
ationalizes sharing of electronic health data, introducing a system of permits for data
reuse and designating responsible bodies in each Member State [45]. Quality concerns
are at the heart of the EHDS, which foresees introduction of common requirements for
EHR systems and “FAIR-ification” of various modalities of health data, making them
“findable, accessible, interoperable and reusable” [16]. Thirdly, the proposal for the
Data Act (DA) [44] sets rules allowing consumers and businesses to access and use data
generated by the Internet of Things devices, including Internet of Medical Things. The
proposal also grants public sector bodies and EU institutions the right to access data
held by private enterprises when it is necessary for the public interest, including health
emergencies.

Summing up, the EU’s bold strategy for health data offers a chance to address
the problems of data availability, quality and interoperability, which currently prevent
Europe from exploiting the full potential of health data in building safe, accurate and fair
Al models for health and biomedicine. In particular, the new European data landscape
could offer a fertile ground for development of foundation models, which could be trained
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on high quality data coming from the EHDS. The added value of foundation models is
that they offer an opportunity to capture the interaction between different modalities of
data and, in this way, create a powerful bio-medical knowledge base. Thanks to their
high adaptation capabilities foundation models can be fine-tuned to various individual
downstream applications in healthcare and biomedicine and adjusted to specific patient
demographics. Furthermore, the DA rules facilitating user access to data generated by the
use of products and services create a friendly environment for development of interactive
properties of foundation models. The Stanford study underlines that foundation mod-
els are likely to change the paradigm of user-Al interaction by “allowing us to rapidly
prototype and build highly dynamic and generative Al-infused applications” [10]. It is
possible that in the future, the borderline between developers and users will get blurred,
as the latter would be able to contribute to adjust the model to their own needs and values,
for example by making healthcare Al culturally appropriate.

4 Foundation Models in Healthcare and Biomedicine —
Opportunities

Various tasks in healthcare could benefit from the use of foundation models, increasing
efficacy and decreasing costs. Researchers claim that the most realistic and feasible use
of existing foundation models in the health sector involves NLP applications. Foundation
models could be a great tool to extract information from free-text data coming from a
variety of sources in the medical domain. Thus, they could serve as a useful interface for
healthcare providers. For example, foundation models could help to navigate the com-
plexity of EHRs and automate routine tasks in healthcare delivery, such as retrieving
relevant information and medical literature, preparing patient documentation, suggesting
tests, treatments and discharges or triaging non-critical patients [37, 41, 48]. Moreover,
the translation functions of large language models, such as GPT-3, could reduce the
language barrier between patients and healthcare professionals [37], which remains a
significant obstacle for migrants and refugees for accessing healthcare in Europe [26].
Last but not least, foundation models’ ability to generate human-like conversation could
facilitate communication with patients by increasing the role of chat bots in preventive
care [21]. For instance, PaLM, Google’s latest 540 billion parameter language model,
shows promising exploratory capabilities, as it is able to interpret and explain com-
plex information [15]. Thus, developments in foundation models could allow to create
chatbots that are better suited to answer patient questions and explain relevant medical
information in an accessible form [14]. The potential for improving patient interaction
is especially big in geriatric medicine. Researchers argue that socially assistive robots,
which could benefit from the NLP advancements offered by foundation models, could
provide support to the growing population of elderly patients, especially in circumstances
such as the COVID-19 pandemic [1, 38].

Biomedicine is another potent field of application for foundation models. The Stan-
ford study points out two qualities that make foundation models particularly helpful
in biomedical discovery: strong generative capability and potential to integrate diverse
modalities of data [10]. For example, drug discovery typically involves years of experi-
ments which aim to find molecules that bind the pre-identified target, such as proteins or
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genes. The generative qualities of foundation models can accelerate the process, result-
ing in less experiments and better target-molecule combinations. The ability to integrate
various scales and sources of data and to transfer knowledge across various data modali-
ties pushes the boundaries of efficacy even further. For instance, researchers have shown
how a transformer model trained on natural language can be fine-tuned to predict protein
folding [39, 52]. Discovering how the amino acid sequence of a particular protein affects
its three-dimensional structure has been a key question in biochemistry, but the progress
in “decoding” proteins has been slow, hindering the advancements in drug development.
Once a candidate drug is developed, foundation models could also have a role in sup-
porting clinical trials. For example, they could help to identify eligible patients based on
their data profiles or design trial protocols [34]. Finally, foundation models could play a
role in development of personalized medicine. Again, their ability to analyze multimodal
patient data could lead to more accurate treatment recommendations [10].

5 Foundational Models and Bias Risks in Healthcare

The enthusiasm about the innovations offered by foundation models should be coun-
terbalanced by the awareness of their potential dangers. Since foundation models are
still at the early stage of development, many of their pitfalls remain unexplored, mak-
ing them unsuitable for immediate deployment in high-stakes areas such as healthcare
and biotechnology. To start with, the output generated by the state of art large language
models is largely unpredictable. For example, in 2020, shortly after the introduction of
GPT-3, a short experiment conducted by doctors and ML engineers has shown that the
model’s performance is not satisfactory even on relatively simple administrative tasks in
healthcare [50]. While GPT-3 was able to help patient book an appointment or quickly
identify relevant information in an insurance document, it could not perform simple
operations on available information, such as adding fees for two medical examinations
to calculate the total co-payment sum. The performance was also unsatisfactory when
it came to medical diagnosis or treatment recommendation, as the outputs were often
erroneous and oversimplified. Moreover, GPT-3 profoundly failed as mental health coun-
sellor, suggesting recycling as a way to increase happiness or advising a suicidal patient
to kill himself.

Apart from the central issue of accuracy, one of the biggest dangers of foundation
models in healthcare is their propensity to reinforce bias. Although the sources and
patterns of algorithmic discrimination in foundation models are not profoundly different
from those already studied in the context of machine learning, certain properties of
foundation models significantly exacerbate the problem of bias and create new challenges
for its detection and mitigation.

Firstly, according to the latest Al Index Report issued by the Stanford University, as
the size and capabilities of large language models keep growing, so does the likelihood
and severity of bias [55]. For instance, a study of Gopher, a 280 billion parameter
language model, indicated that it exhibits higher bias and toxicity levels than its smaller
counterparts [46]. In their thought-provoking article Bender and Gebru question the
“more data means better data” paradigm, warning against risks associated with the rise
of large language models which are trained on the Internet corpora [7]. They point out that
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in spite of the presumed inclusiveness of the Internet, text scrapped from the web does not
offer an adequate representation of humanity, increasing power imbalances, entrenching
dominant viewpoints and reinforcing inequalities. Bender and Gebru underline that the
main contributors to the Internet are young males from developed countries. For instance,
a survey found that the content of Wikipedia is dominated by Western history and
politics while the history of minorities and non-Western cultures is poorly covered [6].
Girls and women constitute only 8,8—15% of contributors worldwide. At the same time,
only 18,6% of biographies in English Wikipedia concern women [6]. In addition to
underrepresentation, vulnerable communities, such as migrants or sexual minorities, are
likely to fall victim of online hate speech and harassment, that are recently becoming a
“pan-European” phenomenon [29]. On the other hand, the use of hate speech detecting
algorithms to filter the training data can have a side effect of suppressing discourse of
marginalized populations, such as LGBTQ people [22]. This problem is acknowledged
by the developers of PaLM who argue that removing problematic and stereotypical
associations from the model might result in “disproportionately excluding content about
or authored by marginalized subgroups in the training data” [15].

The above mentioned problems of underrepresentation, overrepresentation and mis-
representation can cause foundation models trained on Internet corpora to encode various
types of bias, such as stereotypes or negative associations for certain groups. For instance,
it has been shown that word embeddings, a method used to represent textual data as
vectors, can entrench stereotypes about gender roles [9]. Models such as BERT use con-
textual embeddings, which means that the representation of a word changes depending
on its surrounding context. When pre-trained on a large hospital dataset containing EHR
of patients admitted to intensive care unit, BERT’s embeddings reinforced problem-
atic relationships with regards to different genders, language speakers, ethnicities and
insurance groups [54]. For instance, the model suggested to send White and Caucasian
patients exhibiting belligerent and violent behavior to hospital, while African, African
American and Black patients with the same symptoms to prison. In another study, Abid,
Farooqi and Zou show how GPT-3 can capture societal bias against Muslim commu-
nity, associating it with violence [2]. Typically for a large language model, the bias in
sentence completion manifested in creative ways, making it more difficult to detect and
mitigate. For instance, when prompted with a description of a girl wearing a headscarf,
GPT-3 came up with an incoherent and violent story of the headscarf being drenched
in blood. The case of Muslim women is just one example of models such as BERT and
GPT-3 entrenching intersectional biases [33]. The risk of targeting intersectional groups
is particularly serious in case of healthcare, as studies show that patients in Europe often
experience discrimination based on a unique combination of different protected grounds
[26, 31].

The second reason for foundation models’ susceptibility to bias is associated with
multimodality. Researchers point out that fusion of different modalities does not always
lead to increased performance, because additional information can introduce inaccurate
and unfair results [20]. For instance, the study of CLIP, which is a language-vision
model, demonstrated significant reinforcement of historic race and gender bias. Fed
with the image of a NASA astronaut Eileen Collins, the model chose “housewife in
an orange jumpsuit” to be more appropriate caption than “an astronaut” [8]. CLIP was
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also found to misclassify images of Black people as “non-human” [55]. One of the
crucial problems with multimodal bias is the lack of well-established metrics for its
measurements. Without appropriate bias detection techniques the use of models which
fuse image and non-image data remains risky, especially in high-stake areas such as
healthcare.

Lastly, as the Stanford study argues, addressing the problem of bias in foundation
models requires careful analysis of the relationship between intrinsic biases and extrinsic
harms [10]. The former pertain to properties of the foundation model, such as aforemen-
tioned underrepresentation, overrepresentation or misrepresentation of certain groups
in the training dataset. Thus, once a foundation model exhibits intrinsic bias, its down-
stream applications are likely to become “fruits of the poisonous tree”. On the other
hand, extrinsic harm occurs during the process of adaptation itself, for example in case
of performance disparities. In the future, developing successful approaches to debiasing
foundation models will require detailed understanding of where in the model’s ecosys-
tem did the harm occur. Thus, allocation of responsibility between the providers of the
foundation model and the developers of its concrete applications is likely be consti-
tute a challenge. This creates additional burdens for claimants pursuing an algorithmic
discrimination complaint, contributing to the phenomenon of underreporting, which is
prevalent among patients who experience unfair treatment by healthcare professionals
[31].

6 Foundation Models and the Artificial Intelligence Act

In light of the potential benefits and risks of foundation models, the EU must ensure
that the forthcoming regulatory framework achieves the right balance between fostering
innovation and protecting fundamental rights. This is particularly important in the area
of healthcare and biotechnology; as the EU continues to struggle with health inequali-
ties, the law must guarantee that the cutting edge technologies benefit rather than harm
the health of marginalized communities. Unfortunately, the Artificial Intelligence Act
Proposal does not offer adequate protection against the possible harms of foundation
models.

First of all, it remains unclear whether foundation models fall under the scope of the
AIA. The risk-based approach proposed by the Act focuses on the intended purpose of the
system. Thus, as foundation models are intermediary assets with no specific purpose, it
appears that only their downstream applications could be covered by the AIA. However,
with no specific mention of foundation models, the Act leaves room for uncertainty. Even
if we assumed, in the absence of an explicit declaration to the contrary, that the AIA places
duties on developers of foundation models that are the base of systems classified as high-
risk, defining these obligations is challenging. The generative capabilities of foundation
models do not fit easily into the provider-user paradigm. For instance, downstream
developers who build and release a specialized model for clinical text analysis based on
a foundation model such as BERT [4], are likely to satisfy the definition of “providers”
under the AIA (Art. 3(2)), incurring the associated obligations, including the duty to meet
the conformity assessment procedure. In this case, it is unclear whether the developers of
the foundation model itself would incur parallel obligations of providers and, if yes, what
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would be their scope. In an alternative scenario, when a foundation model is used for a
health related task with minimum adaptation, for instance by simply providing prompts
in natural language, the entity responsible for the downstream application is likely to be
considered a mere “user” under the AIA (Art. 3(4)), incurring only limited obligations.
In this case, the developers of a foundation model are likely to be considered providers,
which means that they would have to meet the provider’s obligations for this specific
intended purpose. These examples illustrate how the absence of foundation models in
the AIA can lead to legal uncertainty for their developers and arbitrary protection for
the affected people.

The amendments proposal submitted by the Slovenian Presidency [19] and the recent
draft opinion by the European Parliament [30] attempt to address the aforementioned
uncertainties. They introduce foundation models into the AIA, under the name of “gen-
eral purpose Al system”, which is defined as “Al system that is able to perform generally
applicable functions such as image or speech recognition, audio or video generation, pat-
tern detection, question answering, and translation, and is able to have multiple intended
purposes.” Both amendment proposals openly exclude general purpose models from the
scope of AIA, placing compliance obligations on the developers of their downstream
applications. According to the draft opinion by the European Parliament, the only obli-
gation incurred by the provider of foundation model should be to provide the developer
who adapts the model with “all essential, relevant and reasonably expected information
that is necessary to comply with the obligations set out in this Regulation.” The Slove-
nian presidency proposal is even more limited in this regard, mentioning the duties of
foundation model provider only in the recital — the provider of general purpose model
“should cooperate, as appropriate, with providers and users to enable their compliance
with the relevant obligations under this Regulation and with the competent authorities
established under this Regulation.”

Of course, many of the downstream applications of foundation models in healthcare
would qualify as high-risk under the AIA. This includes Al systems intended to be used
as safety component of products that are subject to third party ex-ante conformity assess-
ment under the Medical Devices Regulation 745/2017 (MDR) [49], or are themselves
products subject to third party ex-ante conformity assessment under the MDR (Art. 6(1)
and Annex II AIA). Thus, in order to be considered as high risk under the AIA, systems
should be classified as moderate to high risk under the MDR. Medical devices that are
classified as low risk under the MDR are not subject to third-party ex-ante assessment,
and thus do not fall into the scope of high-risk systems under the AIA. According to
Rule 11 of Annex VIII to the MDR, software is generally classified as low risk, unless it
is used for medical diagnosis and therapy or to monitor physiological processes. Thus,
although most of the medical software is likely to be classified as moderate to high
risk, some possible downstream application of foundation models in healthcare, such as
health apps which focus on prevention of diseases, could be assessed as low risk under
the MDR, and thus excluded from the scope of high risk systems in the AIA. The same is
true for systems which are unlikely to be classified as medical devices at all, for example
a model matching patients to clinical trials. At the same time, it is worth emphasizing
that the list of stand-alone systems classified as high risk according to Annex III of
the AI Act, does not explicitly mention healthcare or biomedicine. It includes systems
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providing “access and enjoyment of essential private and public services and benefits,”
that is systems used to evaluate the eligibility for public assistance benefits and services
and systems used to dispatch emergency medical aid (Art. 5(a) and 5(c) of Annex III).
In spite of their possible effect on the exercise of the right to health, certain systems,
such as the aforementioned model matching patients to clinical trials or a model used to
schedule medical appointments, are likely to escape the high-risk category.

Moreover, even if one argues that the substantial part of downstream applications of
foundation models in healthcare and biomedicine are classified as high-risk, the potential
exclusion of foundation models from the scope AIA remains deeply problematic from the
point of view of algorithmic discrimination. It means that general purpose models do not
need to comply with any criteria for high-risk systems, including the quality criteria for
training, validation and testing of data sets (Art. 10 AIA) and appropriate bias mitigation
measures implemented throughout their life cycle (Art. 15(3) AIA). Regulating only
on the downstream applications of a foundation model allows to address the extrinsic
harms, that arise in the process of adaptation, but not the intrinsic bias, that stems from
the properties of a foundation model itself. This is very alarming given the overwhelming
evidence of bias in general purpose models. The discussed AIA amendment proposals
limit the obligations of foundation models providers to a hopelessly vague duty of
cooperation, putting undue burden on the developers of the downstream applications.
Placing the duty of compliance with conformity assessment procedure exclusively on the
developers of downstream applications of foundation models can have a chilling effect
on innovation, because micro, small and medium enterprises might lack sufficient tools
and resources to meet the legal requirements [40]. In particular, it might be technically
impossible for the downstream developers to effectively detect and remedy bias in general
purpose models, preventing their safe and non-discriminatory deployment in healthcare.

I argue that in order to foster safe innovation in healthcare and beyond, the scope
of the AIA should cover foundation models. Given that general purpose models are an
emergent technology with largely unexplored harms, they should be directly classified
as high-risk, if at least one of their potential intended purposes meets the definition of a
high-risk system. Thus, downstream applications of a model, that are classified as high-
risk, should trigger responsibilities for both the providers of foundation model and the
adapting developers. To this end, there is a need to introduce sui generis rules concerning
foundation models, because the existing proposal does not foresee multiple providers
and establishes provider’s obligations focusing on the intended purpose of a system.
Therefore, the AIA should establish a clear framework of shared responsibilities between
the developers of foundation models and developers of their downstream applications.
Within that, appropriate bias detection and mitigation obligations must be specified.

7 Conclusion

The rise of foundation models, which are trained on a gargantuan amount of data and
adapted to specific downstream applications, opens new opportunities for healthcare
and biomedicine. Their generative capability and ability to integrate multimodal data
make foundation models suitable candidates to advance medical prognosis, diagnosis
and treatment recommendations and alleviate administrative burdens in administration
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of healthcare. In biomedicine, general purpose models can facilitate clinical trials, drug
discovery and the development of personalized medicine.

However, evidence suggests that foundation models can also exhibit discriminatory
properties, perpetuating and exacerbating bias. The use of Internet corpora as the training
set, multimodality and the complex interaction between intrinsic properties and extrinsic
harms make bias in foundation models particularly difficult to detect and remedy. This
is a huge challenge for the deployment of these models in healthcare. In light of the
persisting inequalities in access to and quality of healthcare within the European Union,
the regulation of healthcare Al should foster applications which serve marginalized
patient communities and protect them from bias and discrimination.

While the new European strategy on data offers a fertile ground for development of
foundation models in healthcare by increasing the availability of high quality, interopera-
ble healthcare data, the AIA fails to protect patients against discrimination in foundation
models. The current uncertainty about the inclusion of general purpose models under the
scope of the AIA, and their explicit exclusion proposed by recent amendments, endan-
ger the fundamental rights that the ATA pledges to protect. Thus, this paper has argued
for the introduction of a regulatory framework for foundation models within the AIA,
establishing a clear division of responsibilities between the developers of foundation
models and developers of their downstream applications.
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Abstract. Today, 151 of 193 Member States of the United Nations have a digital
strategy, including those dedicated to EGOV. Formulating these strategies is com-
plex and generally involves comparisons with other states to establish the country’s
positioning within the international situation, identify trends, or set up reasonable
goals for the strategic plan. In this context, international rankings are a valuable
source of information because they provide a multinational landscape on a wide
range of relevant aspects and their evolution over time. This article presents the
current results of a research project whose main objective is to develop a method to
formulate EGOV strategies considering international rankings. This project started
with an exploratory study that substantiated its relevance and allowed to define the
method features: it should be flexible, easy to use, instructive, co-creative, com-
prehensive, and effective. Subsequent steps involved applying it to actual cases of
EGOV strategy formulation in two iterative processes so far. This article describes
the second iteration depicting the current version while applying and evaluating it
by formulating the Cabo Verde EGOV strategy. Results also produced outputs that
will be used in the next iteration of the research project. It is expected to benefit
policymakers and the scientific community acting in the field.

Keywords: E-Government strategy - E-Governance strategy - EGOV strategy
formulation method

1 Introduction

Today, 151 of 193 Member States of the United Nations have a digital strategy [1],
including those dedicated to the public sector, or EGOV strategies. EGOV is a com-
mon concept used by academics and practitioners, consisting of the public sector’s use
of Information Technology (IT) to improve information and service delivery, encour-
age citizen participation in the decision-making process, and make government more
accountable, transparent, and effective [2]. The association of IT with government or
governance processes is not a simple task due to the high complexity of promoting
accountable, effective, inclusive, transparent, and trustworthy public services that deliver
people-centric outcomes [3]. It is, therefore, a multi and interdisciplinary domain that
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requires knowledge from a wide range of areas, including Information Systems, Public
Administration, and Political Science.

A key point is how the actors involved in the governance processes will act in the
physical and digital worlds [4], which seems to demand a strategic approach [5]. EGOV
strategies typically use benchmarking studies [6] in the formulation process stages, such
as country diagnosis, context analysis, and set goals [7]. The list of rankings includes the
United Nations E-Government Development Index (UN/EGDI) [1], the World Economic
Forum Global Competitiveness Report [8], European Commission Digital Economy
and Society Index [9], the recently launched World Bank Govtech Maturity Index [10],
and others. Unfortunately, a method that systematises the process of EGOV strategy
formulation considering International Rankings is still absent. It would benefit public
officials in supporting their duties as EGOV strategists and scholars acting in the research
field.

This research project aims to develop a method for the formulation of EGOV strate-
gies considering international rankings. This article intends to show the results so far.
The project started with an exploratory study that substantiated the relevance of such a
method and allowed to define its features. The subsequent step involved the design, appli-
cation, and evaluation of the method in actual cases. This article describes the results of
the second iteration, including the depiction of the current version, its application in the
Cabo Verde EGOV strategy formulation, and its evaluation. Previously, another iteration
produced the first version, also applied in a real case.

The text is structured as follows: Sect. 2 presents the background and theory involved,
contextualising the subject; Sect. 3 describes the research design; Sect. 4 presents the
research results; Sect. 5 the discussion and Sect. 6 concludes.

2 Background and Theory

The association of Information Technology (IT) with government and governance is
not a simple task, and a strategic approach seems necessary. Strategies are a top-level
document that addresses directions, goals, components, principles, and implementation
guidelines [11], having as usual parts the strategic vision, policies, programs, projects,
and evaluation [12]. It is expected to answer questions like “Where is the country now?”,
“Where does the country want to be?” and “How does the country get there?” [13].
They are a reality in both developed and developing countries since they embarked on
government modernisation activities [12], a movement supported since the first Summit
on the Information Society promoted by the United Nations (UN) [14].

The formulation of these strategies should be compatible with EGOV purposes, such
as making the government more efficient; improving the public service delivery; enhanc-
ing the accountability; and improving the relationship between citizens and businesses
within the public sector [2, 12, 15, 16]. This list presents many perspectives and brings a
wide range of objectives to pursue, and the formulation of an EGOV strategy is an alter-
native to handle it [11, 12]. These documents support the management of investments
while turns possible an evaluation process through a set of indicators [13]. Regarding
this, the assessment of EGOV has proven to be important [17] but complex due to the var-
ious perspectives involved, including the difficulty of quantifying qualitative objectives
and the respective contexts.
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In this context, the resort to the international rankings and their indicators is not rare
[18]. International institutions regularly undertake significant studies to produce rank-
ings of countries on a wide range of features, including information technology [19].
However, their use must be accompanied by a systematic study and reflection on this
practice’s implications, possibilities, and pitfalls. Many of them are built using a mix of
indicators, with substantial decision power available to the compiler in choosing what
specific indicators to include, selecting weightings, and smoothing over data unavail-
ability [20]. Even ranking producers recognise limitations and alert that each country
should decide the level and extent of their ranking use, balancing this practice with
national development priorities [3].

This research project started with an exploratory study [7] that confirmed the impor-
tance of international rankings among EGOV strategists and public officials. This study
was carried out in 2019 and involved semi-structured interviews with Brazilian public
officials, including National Secretaries, Directors, a Government CIO, and Senior Advi-
sors working directly with high-level executives. The respondents worked in at least one
of the three Brazilian E-GOV strategies formulated since 2015. Results indicated that
despite certain constraints, international rankings are relevant in the strategy formulation
scenario [7]. It confirmed a previous study that international rankings are considered an
important tool for defining national e-governance strategy and policies and program pri-
oritisation, using them to review past efforts or establish new standards [18]. Finally, the
study unveiled the expected features of such a method: the method should be flexible,
easy to use, instructive, co-creative, comprehensive, and effective.

However, existing EGOV strategy formulation methods and frameworks do not
explicitly consider international rankings. Chen [21], for example, summarises the dif-
ferences between developed and developing countries, identifies critical factors for a
successful e-government implementation, and proposes an implementation framework.
Rabaiah and Vandijck proposed a generic strategic framework, describing a strategy’s
essential elements and components [11]. Mkude and Wimmer, by their side, proposed
guidelines for the development of e-government systems, comparing many of the exist-
ing ones, resulting in a comprehensive strategic framework for the successful design
of e-government systems in developing countries [12]. And Janowski presented a four-
stage Digital Government Evolution Model comprising Digitisation, Transformation,
Engagement, and Contextualisation stages [4].

To substantiate the design of the method was essential to resort to the existing liter-
ature in administration and management. The concept of a strategy used in this article
comes from this literature: an explicit plan developed consciously and purposefully,
made in advance of the specific decisions to which it applies [22]. This plan is also
characterised by analytical, formal, and logical processes through which organisations
scan the internal and external environment and develop policy options that differ from
the status quo [23]. In developing the method, it was also important to differentiate the
strategy process construct from the strategy content, with different but complementary
definitions. While the strategy process reflects how alternatives and actions are selected
[24], strategy content is the outcome of this process [25]. It is particularly relevant for the
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project because international rankings embedded information will be used as the strat-
egy content according to the strategy formulation process preconised by the proposed
method.

This section briefly presented the theory used to develop the new method, highlight-
ing the results from the previous exploratory study. The following section will describe
the research design.

3 Research Design

This section presents the research design. As stated, the project started with an
exploratory study that substantiated the relevance of such a method and allowed for
defining its features. According to the results, it should be flexible, i.e., adjustable to the
country context; easy to use, i.e., simplify the use of international rankings in EGOV
strategy formulation; instructive, i.e., support the learning process and the association
of rankings characteristics to EGOV purposes; co-creative, i.e., enable the participation
of multiple stakeholders; comprehensive, i.e., broadly cover the EGOV purposes; and
effective, i.e., deliver an EGOV strategy after a complete formulation process.

Subsequent steps involved applying the method to actual cases of EGOV strategy
formulation in an iterative process structured according to the design science research
approach. The choice of the approach occurs because it seeks to extend the boundaries
of human and organisational capabilities by creating new and innovative artefacts [26].
As the method could be helpful for many countries, it is also convenient because of its
generalisable characteristic [27]. The validation followed action research principles, as
there was an opportunity to use the method’s current version to formulate a real EGOV
strategy involving researchers and policymakers. The choice occurred given that this
methodology synergistically and holistically associates research and practice [28] and
can produce highly relevant research results because it is grounded in practical action to
solve an immediate problem situation while carefully informing theory [29]. In practice,
the Action Research phases of Diagnosis, Action Planning, Action Taking, Evaluating,
and Specifying Learning superpose two Design Science activities: Demonstration and
Evaluation. Figure 1 illustrates the final research design.

Bakersville (1999)

Diagnosing

Specifying Action
Learning Planning
|

Design and r
Development \

Peffers et al. (2007)

Identify Define

Objectives of a Communication

Problem and

Motivate J

Evaluating ‘T‘ac;'lzg
-

Fig. 1. Research design, adapted from Peffers et al. (2007) and Baskerville (1999

Solution

This section briefly presented the Research Design involving a combination of Design
Science and Action Research approaches. It also described the exploratory research that
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supplied the basis of the study. The following section will present the achieved results
according to this methodology.

4 Results

The results will be presented following the combination of Design Science and Action
Research approaches, according to the diagram shown in Fig. 1. The problem has been
identified as the absence of a method for formulating EGOV strategies considering
international rankings. The exploratory study confirmed the subject’s relevance and
defined its requirements or objectives to pursue. The method should be flexible, easy to
use, instructive, co-creative, comprehensive, and effective.

4.1 Design and Developing Through the Design Science Approach

After defining objectives to pursue, the design and development phase included knowl-
edge of theory brought to bear on the solution [30]. Hence, the proposed method has
been based on the literature review [11, 12, 31] and on the content analysis of convenient
selected official national digital EGOV strategies such as published by Argentina [32],
Austria [33], Brazil [34], Chile [35], Mexico [36], Netherlands [37], Portugal [38], Thai-
land [39] and Turkey [40]. The evaluation of applying a previous version of the method
in another actual case was also used to improve its process, composed of five stages:
Diagnosis and Context Analysis; Definition of the Vision; Definition of Intervention
Areas; Definition of Objectives; and Definition of Structuring Pillars.

The current version is based on two strategy constructs: strategy process [41]
and strategy content [23]. While the strategy process reflects how strategic alterna-
tives/actions are selected, strategy content is the outcome of this process or the selected
alternatives/actions. The strategy formulation method and the associated content are

presented in Fig. 2.
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Fig. 2. Method strategy process and strategy content.

The strategy formulation process was constructed based on the previous academic
work [11, 12]. Both authors based their work on official published national strategies,



54 W. S. Araujo et al.

looking for some commonalities. While Rabaiah and Vandijck studied EGOV strategies
from 21 countries and the European Union, Mkude and Wimmer analysed nine guidelines
for EGOV design. Figures 3 and 4 show how the method steam from the analysed
literature.
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Fig. 3. The method process. Adapted from Rabaiah and Vandijck [11].
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Fig. 4. Stages of the method process derived from Mkude and Wimmer [12].

Framework
Process

The first stage, Diagnosis and Context Analysis, collects and analyses information
about the country’s national and international context. It is based on Heeks [13] ques-
tion, “Where are we now? (p.44;50)”. For the national context, inputs were the country’s
history in EGOV efforts, the existing regulatory framework, former and current gov-
ernment strategies, former and current international partnerships, a SWOT workshop
with multiple stakeholders, interviews to collect the opinion of important key actors,
inventory of government IT infrastructure, and an inventory on online and offline public
services. For the international context, the inputs include a range of EGOV related inter-
national rankings and the analysis of countries of reference for Cabo Verde. This stage
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produces the strategy content related to the national and the international context: the
national context section includes the results of the SWOT analysis; the set of connec-
tions between current government strategies and EGOV purposes; and the expectations
of future online public services based on the study of the public service inventory. A gap
report about the government IT infrastructure; a 10-year analysis of country scores in
selected international rankings; and a benchmarking report with countries-of-reference
data/information. An important output of this stage is a list of relevant international
rankings compatible with the country’s context according to the opinion of key actors.
The subsequent stages will receive as inputs the outputs produce here, assuming the
Diagnosis and Context Analysis stage the role of information source for the next ones.

The Definition of the Vision is a stage to establish a single and strong statement that
will frame the EGOV strategy content. All content produced in the subsequent stages
should collaborate to reach the established vision. The strategic vision definition is also
important because it resumes the policy in a single phrase to which the e-government
strategists are held accountable [11]. Dimensions and components of international rank-
ings can support the strategic vision construction. For example, if UN/EGDI is one of the
selected international rankings, its subindexes, such as online services, telecommunica-
tion infrastructure, or human capital, can be used to construct a strategic vision like “A
digital country, with state-of-the-art online public services, robust telecommunication
infrastructure, and a full and interactive citizenship”. The same rationale can be used for
other selected international rankings.

The Definition of Intervention Areas is a stage that starts to organise the country’s
ambitions on EGOV, establishing the areas in which interventions are demanded to
reach the vision. In the next stage, these “intervention areas” will group in clusters all
strategic objectives. These areas stem from sources like the SWOT analysis results, the
intersection of government general strategies and EGOV purposes, analysis of the public
service inventory, government infrastructure gaps, and good practices from countries of
reference. Dimensions and components of international rankings can also be used here.
For example, if the country considers the WB/Ease of Doing Business Report a relevant
index, one intervention area can be Business Generation. If cybersecurity is an issue,
the International Telecommunication Union (ITU) Global Cybersecurity Index [42] can
justify the creation of an Information Security Intervention Area. If e-participation is a
priority, an Intervention Area destined for the Citizens’ Involvement in Decision Making
can be considered, as illustrated in Fig. 5.

The Definition of Objectives is a stage destined to declare strategic objectives. They
can be political, economic, social, cultural, technological, or legal objectives or aspects
necessary for implementation, such as change management, public-private partnership,
and organisational and business architectures [ 12]. The analysis of the previous results on
rankings can unveil opportunities for enhancement and a list of ranking measurements
that fit in the country’s context. One example of an objective that can be set in this
stage is the construction of an E-Consultation Platform, an item measured by the United
Nations E-Participation Index [1]. Another is an online service intended to minimise
procedures, time, and costs associated with starting a new business, an item measured
by the World Bank Ease of Doing Business Report [43]. Another one can be those
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Fig. 5. An intervention area derived from the UN E-participation index dimension.

derived from the list of measurements present in the International Telecommunication
Union Global Cybersecurity Index, as demonstrated in Fig. 6.
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Fig. 6. Objectives derived from ITU global cybersecurity index measurements.

The Definition of Structuring Pillars is the stage that defines the necessary build-
ing blocks to implement the strategic objectives. Building blocks are components that
improve the design of Digital Government systems [31]. They support the EGOV objec-
tives, mostly technological and administrative/organisational and regulatory, defined
according to established goals. An example is Digital Identity, an item measured in the
United Nations E-Government Development Index [1]. Other examples are a Cyberse-
curity Government Agency and Cybersecurity Regulation, measured in the International
Telecommunication Union Global Cybersecurity Index [44].

This subsection presented the Design and Development activity of the Design Science
Approach. According to the Research Design, the Action Research activities used to
demonstrate and evaluate the method will be depicted in the next subsection.

4.2 Demonstration and Evaluation Through the Action Research Approach

Action Research activities involved the development of the Cabo Verde EGOV strategy.
The country is composed of ten islands in the middle of the Atlantic Ocean on the
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western coast of Africa and has been investing heavily in EGOV development since 1998.
According to the UN E-Government Survey, the country attained 2020 the High-Level
Group in the Electronic Government Development Index.

The process was carried out in a partnership between the Cabo Verde Government
and the Academy, which resulted in a team formed by five people, two senior country
public officials and three EGOV researchers with a solid academic and practical back-
ground. The endeavour has been formalised through a collaboration protocol between
the country and the academic institution, which stated a research and practice bridge
environment. The government has been represented by the Ministry of Finance and the
Ministry of Foreign Affairs. The process involved several countries’ public officials and
policymakers in 14 ministries and seven public administration entities. It also involved
academics and businesspeople, including ten civil society and private sector actors and
one from the academia/public university. It run between July and December 2020, end-
ing with the submission to the Council of Ministers after the National Committee for
Digital Strategy’s approval in February 2021, valid for 2021 to 2023.

The Action Research Diagnosis Phase identified that a National Digital Strategy
existed, but only a general reference to the public sector. Its focus was on the digital
economy, including industry and business, civil society, and academic and scientific
sectors. A National Committee for Digital Strategy has been set with many respon-
sibilities, including approving a plan for the public sector. The Ministry of Finance,
especially the “Casa do Cidaddo” and the State Secretariat of Administrative Moderni-
sation, identified the necessity to develop a specific digital strategy for the public sector
and initiated an inventory of public services and general diagnosis tools. The ongoing
methodology was unclear, with many paths and incohesive inputs and outputs through
the stages. According to other regulations and instruments, the strategy has different
names, signalling inconsistencies. Despite this scenario, it was identified that the coun-
try has an impressive background in EGOV and a motivated government team, aware
of its potential and full of international references in the field. A group of focal points
has already been stated, formed by representatives of leading agencies. The Information
Society National Agency - NOSI was a reference inside and outside the country, mainly
in Africa. International partnerships were vital to a country due to its dependency on
donors’ resources. EGOV development was heterogeneous through government agen-
cies, for example, strong in the Finance Ministry but weak in the Health Ministry. As
the country has a large population living abroad, a team working at the Embassy in
Portugal developed a digital platform dedicated to the diaspora. This solo project should
be included in the future strategy.

The Action Research Planning Phase defined the project target as the formal approval
of the National EGOV strategy, defining intermediary steps to reach this objective.
The base theory used for the method construction was made available to the action
research team. The plan establishes the target for change and the approach to change
[29], i.e., the formulation of the Cabo Verde EGOV strategy using the method for the
formulation of EGOV strategies considering international rankings. The work period
coincided with the COVID-19 pandemic, and most activities occurred online using the
Microsoft Teams collaboration tool. Weekly meetings were set, but the collaboration
tool allowed an efficient virtual office, where contact between team members occurred
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by convenience using chat, file transfer, audio, and videoconferences. Activities on the
ground like recorded interviews and the SWOT workshop have been planned to be
conducted with local support by the country’s public officials, who have been trained
previously to achieve them.

The Action Taking phase was recorded in research notebooks as it progressed, and
many meetings have been recorded using the collaboration tool. It occurred as planned,
with a bit of distortion in the usual schedule due to restrictions inherent to the elections
period in 2021 beginning. The former running process has been modified to method
one, already depicted in Fig. 2. The Diagnosis and Context Analysis phase collected
a comprehensive source of information, including official documents, the regulatory
framework, country-of-reference benchmarks (Luxemburg, Mauritius, and Seychelles),
IT infrastructure and public service inventories, questionnaires, recorded interviews, a
SWOT workshop, and a set of international rankings selected according to the coun-
try context. This set included the United Nations E-Government Development Index
(UN/EGDI), the World Bank Ease of Doing Business Report (WB/EDB), the Interna-
tional Telecommunication Union Global Cybersecurity Index (ITU/GCI), and the World
Economic Forum Global Competitiveness Report.

After analysing information produced in the previous stage, the Strategic Vision has
been defined as “A digital Cabo Verde, an agile, capable, resilient, reliable and transparent
State, closer to citizens and business in all life events.”. Nine Intervention Areas have
been defined to reach the strategic vision, based on the Diagnosis and Context Analy-
sis outputs: Digital Public Services; Digitalization and Simplification of Administrative
Procedures; Access and Availability of Information; Integration and Interoperability;
Infrastructure and Security; Technology; Legislation; Human Resources Literacy; and
Governance. Some of these areas steamed from the rankings like ITU/GCI (Infrastruc-
ture and Security), UN/EGDI (Digital Public Services), and WB/EDB (Simplification of
Administrative Procedures). From the previous phases, 80 Objectives have been defined
to reach the established vision, each associated with the nine intervention areas. Finally,
56 Structuring Pillars have been designated as building blocks to offer structures to
the objectives, classified into three categories: Administrative, Legislative, and Techno-
logical. International rankings measurements inspired many objectives and a range of
structuring pillars. The National Committee of Digital Strategy delivered and approved
the Cabo Verde EGOV Strategy for 2021 to 2023.

The Evaluating phase allows the conclusion that the objective was reached as agreed.
Semi-structured interviews allowed us to conclude that the intervention produced the
expected results for the country, a strategy formally approved.

There was important feedback for the method evaluation. The interviews revealed
that the method is flexible because the Diagnosis and Context Analysis stage results in
a context-oriented output. The remaining stages consistently use them as inputs. It is
also easy to use because it supports rankings features use, facilitating their correlation
with intervention areas, objectives, and structuring pillars. It can be considered instruc-
tive because it guides the use of international rankings content along the EGOV strategy
formulation process. According to one of the interviewees, although having some knowl-
edge about rankings, now he can critically understand their components, dimensions,
and measurements. It is comprehensive because they are embedded during the process
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execution from the first stage. It is co-creative because it occurs mainly in the Diagnosis
and Context Analysis stage. Finally, it is effective because the team delivered the Cabo
Verde EGOV strategy after a complete formulation process. Interviews also unveiled that
the method brought cohesiveness and consistency to the process, offering future research
and development directions. Critics were related to the absence of public consultation,
which was unpracticable due to election period restrictions. A missing Action Plan was
pointed out despite not existing in the previous project scope. Designing an Action Plan
as a separate process is adequate because it is challenging to define resource allocation
and mature deadlines during the strategy formulation.

This section presented the study results. The following areas will show the discussion
and the conclusion of the article.

5 Discussion

Rankings, despite some restrictions, are part of the context involving public officials
and policymakers during the EGOV strategies formulation. Unfortunately, this process
is usually conducted ad hoc, without a method to support it. International rankings
aren’t constructed to formulate EGOV strategies but to another end, although it doesn’t
refuse the fact that many countries use them in this context. Ranking producers are
aware of this use and alert that each country should decide the level and extent of
their use. This scenario aligns with the previous exploratory study that is part of this
research project. Besides confirming the utility of a method to support the EGOV strategy
formulation considering international rankings, it highlighted the different perspectives
of the involved stakeholders. Rankings are important for policymakers and politicians,
but the importance differs because political and technical objectives differ. Both are
important within the natural governance processes, but this reinforces that a systematic
method is welcome.

It was the case in Cabo Verde. As a developing state is dependent on international
funding, it was important to be capable of interpreting rankings information, the embed-
ded academic and practical references on them, and their continuing evolution and
upgrades over the years. Countries are naturally dependent on international reputation,
and rankings are a natural source of comparable information regarding economic size,
human development, ease of doing business, and so on. EGOV is not different. This con-
text was important to Cabo Verde redesigning their EGOV Strategy formulation process
to obtain the new method’s advantage. Its flexibility was essential because the field is
multidisciplinary, and the country’s attributes are vast and diverse. The new method uses
many information sources and consistently allocates them along with the formulation
of strategy content. Its pre-defined process enables the work of a myriad of trackable
data and information as used in each phase through the control of inputs and outputs. It
turns virtually possible to use many sources, not only those from international rankings,
supporting the correct allocation of data and information along the process, effectively
producing EGOV strategy content. Ranking features also allow policymakers to learn
about their characteristics, including components, dimensions, and measurements, due
to the method’s ease of use and instructive feature. As EGOV encompasses many pur-
poses, the method helped identify intersections between international rankings and the
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country’s general strategies and government programs. The multiple stakeholders’ par-
ticipation was also supported, assuring significant representation of society in the strategy
formulation. Finally, the method’s effectiveness was assured through the delivery and
final approval of the strategy document. This approval occurred with the participation
and support of key-actors responsible for the technical and political endorsement of the
document. Without its support, this information would probably be unsystematically
used and poorly used in the strategy content, such as the choice of intervention areas,
the proposition of objectives, and the definition of structuring pillars.

6 Conclusion

Despite many countries’ uses of international rankings in the formulation of EGOV
strategies, this process generally occurs without method. This article presented the cur-
rent results of a research project whose main objective is to develop this method, designed
to be flexible, easy to use, instructive, co-creative, comprehensive, and effective. Sub-
sequent steps involved applying it to actual cases of EGOV strategy formulation in
two iterative processes so far. The article depicted the current version of the method
and its application and evaluation by formulating the Cabo Verde EGOV Strategy for
2021 to 2023. The results include outputs to be used in a new iteration of the same
research project. The development occurred under a design science approach. As there
was an opportunity to use and evaluate the method in a real case, an action research app-
roach complemented the research design. The research project already presents results
that benefit policymakers and scholars acting in the field. It occurs mainly because the
method has been applied in two real cases of EGOV strategy formulation. Nonetheless,
the research project still presents limitations. There isn’t evidence of a stopping point for
the design and development yet, which will demand further iterations, maybe evolving
the formulation process and the associated strategy content.
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Abstract. The concept of “Legislative Intelligence” (LegisIntel) refers to Arti-
ficial Intelligence (Al) and semantic analytics tools implemented in parliaments
to enhance citizen experience in monitoring complex interrelations among vari-
ous contents of parliamentary proceedings. The integration of a suite of digital
solutions can build upon the core functionality of Semantic Annotation of Par-
liamentary Debates. Using well-established Natural Language Processing (NLP)
technologies, linked to ontologies and Knowledge Graphs (KG), it can help iden-
tify the concepts and entities throughout texts, and index sentences and summaries
as per a citizen’s customized knowledge base. These annotations can then be lever-
aged to recommend relevant text excerpts end-users could build upon, within teams
if they chose to do so, and possibly compose and customize legislative critiques
and recommendations thoroughly tested for coherence, accuracy, and evidence.
The present study proposes an international open-source initiative among parlia-
ments to ensure the launch and viability of a suite of LegisIntel solutions. It reports
on the completed initial phase of this initiative, aiming to prepare discussions in
launching an international consultation among peers. The goals of this phase are to
document the core functionality of LegisIntel solutions and formulate a proposed
architecture that may serve to generate ideas from various developer communi-
ties. The Action Design Research (ADR) methodology is used in this process,
with results focused on system artefacts such as an interface mockup, a functional
design, and a model of infrastructure components. The conclusion addresses risks
and outlines the next steps of this initiative.

Keywords: Parliamentary debate - Semantic annotation - Legislative
intelligence

1 Introduction

The implementation of digital democracy requires solutions that go beyond traditional
information architectures. The end-user experience of citizens and a variety of parlia-
mentary stakeholders involves more than traditional “download and reuse” dissemination
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policies that have underlined most of the Linked Open Data (LOD) initiatives. Among
key factors causing complexity, digital solutions must take in account the dynamic
nature of parliaments, the importance of semantics in interpreting contents, and the
ever-diversifying knowledge domains addressed in legislative proceedings.

As an extension to these concepts, the concept “Legislative Intelligence” (LegisIn-
tel) refers to Artificial Intelligence (AI) and semantic analytics tools implemented in
parliaments to enhance citizen experience. These technologies can improve information
search and use, automate certain tasks in analyzing complex conceptual interrelations,
and ensure the relevance and consistency between continuously updated debates, laws,
regulations, reports, and testimonies.

The integration of a suite of LegisIntel solutions can build upon the core functionality
of Semantic Annotation of Parliamentary Debates. Its purpose is to identify the vari-
ous concepts and entities throughout texts and index the key sentences and summaries
through a citizen’s customized knowledge base. These annotations can then be used to
recommend relevant text excerpts end-users could build upon, within teams if they chose
to do so, and possibly compose and customize legislative critiques and recommendations
thoroughly tested for coherence, accuracy, and evidence.

Well-established technologies provide building blocks for this approach. Natural
Language Processing (NLP) can help integrate heterogenous sources for legislative anal-
ysis. Standard components include Named Entity Recognition (NER), Part of Speech
(POS) tagging, Recognizing Textual Entailment (RTE), and argument mining. These
can be integrated with ontologies and Knowledge Graph (KG) platforms for further
processing.

This environment is yet to be developed and represents a groundbreaking research
endeavor. Therefore, following a partnership between Université du Québec and the
House of Commons of Canada, an international open-source initiative among parlia-
ments is proposed to ensure the launch and viability of a suite of LegisIntel solutions.
Its development will be hosted on GitLab, while opening the opportunity for groups
of parliaments to form end-user collaboration teams to develop specific functionality
(https://gitlab.com/BTMprof/LegisIntel).

The present study reports on the initial phase of this initiative, focused on preparing
the discussion to launch an international consultation among peers in parliaments. The
goals of this phase are to document the core functionality of LegisIntel solutions and
formulate a proposed architecture that may serve to generate ideas from various developer
communities. The Action Design Research (ADR) methodology is used in this process,
with results focused on system artefacts such as an interface mockup, a functional design,
infrastructure components models, and a logical design for software implementation.

The next section outlines a literature review of how LegisIntel solutions have been
implemented in parliaments. From this review, a set of objectives and requirements
are formulated to guide this initial phase of the initiative. The ADR methodology is
then summarized, describing the process followed in analysis and design. Results are
presented with several design artefacts that can help to identify gaps and opportunities
for further research and development. The conclusion helps to identify risk areas of this
initiative and set an agenda for further discussion in the community.
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2 Literature

Several parliaments around the world have recently experimented with innovative Legis-
Intel solutions. An important dimension for classifying studies is the potential value they
offer to end-users, especially to enhance citizen experience in political participation.
Some recent studies of these parliamentary semantic applications are classified in Table
1. Among key technologies, there is increasing focus on NLP, semantic matching using
ontologies, semantic rules, and KG datasets stored in NoSQL and Big Data databases.

Table 1. Applications and parliamentary end-user concerns.

# End-user concern Technologies References

1 Accessibility and integration LOD curation process, schemas, [1-8]
ontologies, and graph query

2 Readability and visualization End-user interfaces, information [9-15]
synthesis, navigation

3 Usability and customization NLP annotation, graph search, [16-24]
knowledge extraction

The generic end-user concerns of accessibility, readability, and usability must be
understood beyond their traditional application in User Experience (UX) design. As such,
the present study focuses specifically on UX for information search and use behavior
that can be fulfilled by further automated NLP and semantic technologies.

Several notable research efforts have made advances to enhance citizen experience
through semantic annotation. In Finland, a team has developed an extensive LOD cura-
tion process to annotate debates [25]. As part of the CLARIN project [26], this has led to
a systematic integration of internal and external graphs, allowing to query parliamentary
speeches through various semantic features.

In Chile, a focus on legal text annotation, using the UN Akoma-Ntoso XSD, have
allowed for complex LOD integration. Among other advantages, this has enabled
monitoring public finance voting behavior [27-29].

In Spain, teams have focused on annotating and integrating diverse multimedia
resources and ensuring their coherent retrieval [17, 19, 30]. Annotation was linked
to efforts to systematize parliamentary information architecture and ensure its seam-
less integration. Their recommendation functionality can also be extended beyond
multimedia to cater to NLP and annotation solutions.

In the UK, semantic annotation of Hansard has allowed more systematic studies of
linguistic change and parliamentary positioning [31-33].

In Estonia, annotation efforts have focused on identifying debate and argument
polarity, a special case of sentiment analysis from mixed text and vote data [34, 35].

Finally, and most notably, several teams have worked with the European Parliament.
Efforts have focused on LOD curation, in particular the reconciliation of multilingual
transcriptions, with the aim to compare their impact on legislation and MEP behavior
[12, 36-44].
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While these studies rely on significantly different architectures some design patterns
can be identified. First, most solutions tend to separate parliamentary LOD schemas from
the fine-grained ontologies used to annotate text. This causes a difficulty in integrating
ontologies across schemas and internal-external ontology reconciliation.

Second, NLP and ontology-driven annotation pipelines are neither integrated nor
synchronized. Their full integration and simultaneous learning-alignment-enrichment
cycles could rapidly increase the accuracy of semantic annotation and search.

Third, all rely on the typical single-end-user viewpoint, without looking at the
potential of collaborative search and filtering.

Fourth, agent-driven and automated search recommendations are mostly overlooked,
whereas the obvious effect of LOD on parliamentary corpora is the sheer scale, semantic
complexity, and speed of events that no single citizen can effectively monitor.

These design gaps are the focus of the present study, attempting to propose a more
modular approach. This should create the opportunity for key components of previous
efforts to be integrated seamlessly. Interoperability would also be enhanced and in turn
multilingual corpora reconciliation. Finally, text embeddings and models would also
become easier to share across same-language corpora, enabling debate and legislative
intelligence internationally, and broader monitoring as per a citizen’s interests.

3 Objectives

Some recent prototypes have confirmed LegisIntel solutions are valuable for parlia-
ments. However, the wide scope of functionality to be developed, and the challenges in
integrating several technologies have limited progress, as found in a literature review.

To overcome key design gaps, an international open-source initiative among par-
liaments is proposed to ensure the launch and viability of a suite of LegisIntel solu-
tions. Many institutions, whether experienced with semantic tools or beginning, can join
forces and share the workload of developing a wide diversity of generic use cases. An
open-source license will also allow a greater diversity of private and public partners to
customize existing software packages to the needs of LegislIntel functionality. Finally,
an open Big Data platform approach to NLP and semantic component reuse will ensure
that existing libraries can be fully leveraged, while scaling to address a growing demand
for improving the digital experience of citizens.

To initiate discussions, the present study offers a requirements analysis and system
design that can help generate ideas among developer groups. It is best that formal and
specific research objectives would be pinpointed after a community consultation has
been launched. The objectives of this first phase are therefore exploratory and focus on
research questions addressed typically in an innovative systems design lifecycle:

RQ1: Who are the main end-user groups in parliamentary settings?

RQ2: How do they differ in the functionality and requirements expected?
RQ3: What functional design could serve to fulfill the requirements identified?
RQ4: Which NLP and semantic analytics technologies are necessary?
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4 Methodology

The research questions proposed are formulated within the Information Systems (IS)
engineering and design research tradition. The outcome sought is also, at the present
stage, a “discussion paper” to generate further ideas and motivate open-source contri-
butions from numerous public-domain research teams. Meanwhile, it should leave open
the methodologies to be followed by later stages, especially as they may focus on diverse
branches of Computer Science (CS), such as ML, LOD, KG, and semantic technologies,
all relying on different implementation methods and performance criteria.

Given its focus on architecture across a diverse community of democratic institutions,
this study follows the Action Design Research (ADR) methodology [45]. Its purpose is
to identify a change opportunity, devise actions to be carried out to favor this change, and
design key artefacts for systems and solutions that will support change. In the context
of the present study, a focus on phases 1. Problem Formulation and 2. Reflecting and
Learning should be later substantiated by 3. Building, Intervention, and Evaluation (BIE)
cycles, allowing more 4. Formalization of Learning through actual change outcomes.
The ADR research process is linked directly artefacts and the phases typical of unified
processes in engineering, involving diagnosis, design, implementation, and evolution or
further improvement throughout the lifecycle of the system [46].

Within the context of an open-source initiative, it is expected that changing citizen
and end-user experiences will be incremental. With multiple teams making contributions
at various points in time, a focus on rigorous DevOps will ensure greater alignment
between architecture and implementation artefacts contributed from various sources
[47]. Because of the challenges in surveying and monitoring change across a wide
diversity of end-users, and the difficulty of sharing work among teams with varying
resources and capabilities, artefact delivery and their change impacts will need to be
carefully monitored and realigned to ensure sustained relevance of the initiative [48],
with continuous commits and updates on a public Git repo.

5 Results

5.1 Functionality and Requirements

In addressing RQ1 and RQ2, research begins from understanding the assets of a parlia-
ment, which are the numerous text, audio, and video contents linked to series of scheduled
and loosely structured debates by members and witnesses invited in committees.

Parliamentary proceedings must fulfill the information needs of several end-user
groups. In addition to providing some search solutions by grouping user categories as
per functionality (e.g., information aggregated for a constituency, or voting records for
legal professionals monitoring a bill), customizable profiles are necessary to ensure con-
figurable search linked to individual interests. Therefore, a suite of LegisIntel solutions
requires technologies facilitating an unlimited range of end-user experience, especially
by optimizing Human-Computer Interactions (HCI), including collaboration among end-
users and automated processes. It must also ensure ubiquitous and mobile solutions that
ensure information is used in timely fashion.
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Integrating heterogenous information sources and better identifying the various con-
cepts and entities throughout texts are key functionality. Indexing the key sentences
and summaries through their own custom knowledge base is also essential to enable
automated search. Recommending relevant text excerpts which they can build upon as a
team, and possibly compose and customize legislations that have been thoroughly tested
for coherence and accuracy, can serve to the reuse-refactor cycle of proceedings.

These complex search and semantic functions require LOD assets, published by
parliaments under public-domain licenses, and taking many forms. The best known
are related to parliamentarians and other participants: profiles and interventions of par-
liamentarians, witness, and visitors, transcribed and translated debates, voting history
of parliamentarians. Another dataset relates to parliamentary operations: agendas and
schedules of chambers and committees, directories of laws and regulations at various
stages of development. The last and most complex are major documents submitted and
processed by parliamentarians: reports and investigations by external entities, public
accounts, and supreme audit agencies.

Overall, while functionality is mostly linked to information search and use, there is
an increasing concern with automating numerous tasks and ensuring end-users can focus
their attention on interpretating parliamentary information. Its dynamic nature implies
a heavy workload in extracting meaning from debates for legislative analysis.

As presented in Table 2, results linked to RQ1 and RQ2 show solutions can have
functionality more relevant to specific end-user groups. These groups are outlined in
Table 3, with groups sharing certain similarities in information use behavior:

e G1 and G2 are more concerned with in-depth and legal substance of decisions.

e G3, G4 and G5 have more concerns across a wide range of policies, and events.
e G6 and G7 are the most numerous but very focused on customizable alerts.

Table 2. Functionality of legislative intelligence solutions.

# Common to all end-user groups # Specific to some end-user groups

F1 Semantic annotations F6 Topic-based monitoring

F2 Semantic search F7 Jurisdiction-based monitoring

F3 Automatic summarization F8 Public accounts analytics

F4 Automatic translation F9 Interface design and data exploration
F5 Automatic recommendation F10 Collaborative annotation and analysis

The assignment of functionality to each group is only preliminary and serves to
initiate discussions with end-users to become co-developers of this LegisIntel solution.
They can be interpreted as the most value-adding functions to the core process of each
user group. It also attempts to form coalitions of end-users that may share specific
functionality of importance, and therefore creates stronger momentum in prioritizing
them.
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Table 3. Parliament end-user groups and benefits of legislative intelligence.

Group

Enhancements to information search
and use

Functionality

Gl

Legislative professionals

Researching the complex
interrelations, and test the relevance
and consistency between, the variety of
laws and regulations

F1-F10

G2

Public policy analysts

Government executives and their
analysts concerned by parliament
proceedings touching on their policies
and programs

F1-F5, F8-F10

G3

Municipal officials

Analyzing financial and service
implications across a wide range of
policies and ensuring a coherent
response to jurisdiction
parliamentarians

F1-F5, F7-F9

G4

Lobbyist groups

Monitoring upcoming laws and
regulations, pinpointing potential
implications, aligning their messages
with key parliamentarians, and
lobbying

F1-F6, F8-F10

G5

Investigative journalists

Journalists primarily of print media
seeking detailed analyses on key
topics, especially raising significant
evidence and testimony

F1-F6, F8-F10

G6

Daily news journalists

Journalists of all media channels in
need to stay in touch and ensure
accuracy of latest political news and
their potential impact

F1-F7

G7

Informed citizens

Academics, students, activists,
politicians, etc., receiving alerts of new
events related to topics and
jurisdictions of their concerns

F1-F7

To illustrate the necessary requirements, a mockup of a system interface, enabling

the semantic annotation of parliamentary debates, is shown in Fig. 1. Notice that several
external knowledge graphs are linked to semantic tags, which should ideally be filtered
given the choice of concepts from the LegisIntel ontology. The taxonomy presented to
end-users should also be linked to their preferences and ongoing search patterns. These
features will be added to an existing LOD portal of a parliament, ensuring that existing
assets are fully integrated within the KG and ontologies.
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Fig. 1. Mockup of an interface for semantic annotation of parliamentary debates, with external
knowledge graphs from various sources, and a LegisIntel ontology used as filtering taxonomy.
The LOD portal without LegisIntel features is at https://www.ourcommons.ca/en/open-data.

5.2 Functional Design

In the present study, RQ3 raises a key issue of how to integrate a wide diversity of
functionality to support all end-user groups. A functional design and overall process-
oriented architecture is suggested, especially to overcome the gaps identified in the
literature review. A focus on automation to overcome LOD overload is also favored.

The process and databases leveraging semantic annotations in parliamentary debates
are shown in Fig. 2. All end-users can follow the same four steps: create a profile, choose
topics from an ontology, start monitoring agents to identify relevant contents, and filter
alerts as per evolving interests.

Most importantly, as shown in Fig. 1, the LegisIntel graph allows for seamless inte-
gration of debate semantics with both internal and external KG data. As such, it serves
as a single index for concepts used to customize end-user experience. These concepts
are also combined in filters, rules, and annotations, hence enabling widespread sharing
and interoperability among end-users. Finally, they are leveraged by monitoring agents
to match end-user trigger concepts with events, especially from external sources.
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Fig. 2. Process and databases leveraging semantic annotations in parliamentary debates (right-
most database) for agent-driven monitoring of statements that match a citizen’s interests.

5.3 Technological Infrastructure

Research on RQ4 led to discussions with parliamentary information architects, along
with NLP and semantic technology researchers. It allowed to reach a consensus as to
the degree of reuse and integration tasks. More importantly, it aimed to address design
gaps identified in a literature review and to implement the functional design suggested.
As shown in Fig. 3, existing parliamentary assets (grey) should be easy to integrate
and link to KG technologies. Components linked to end-user experience (green) are
existing web apps that should be decoupled from the architecture. Numerous open-
source and proprietary components exist and should be easy to integrate throughout the
system (blue). The platform should emphasize vendor-neutral semantic standards.

Fig. 3. Software components of a parliamentary debate semantic annotation and query system.
(Color figure online)

The bulk of development efforts (orange) relate to five areas, of which three are
a priority (large grey boxes). First, the ontology requires substantial collaborative and
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iterative efforts. It is still unclear which engineering methods shall be favored, as the
parliamentary community differs significantly from domains where ontologies have been
mostly developed and reused, cf. healthcare informatics and e-business solutions.

Second, ontology alignment will represent significant challenges, especially given
the multilingual nature of proceedings in several countries, and the need for reconciliation
across corpora. Complex solution will be required to make alignment a continuous inte-
gration and delivery process and involve Big Data infrastructure to meet heavy corpora
and large KG assets.

Third, significant investment must be made in Graphical Processor Unit (GPU) devel-
opment. Platforms have improved rapidly, in particular BERT [49] and graph embeddings
as an extension [50-53]. Model reuse depends heavily on pretraining but given the open
nature of parliamentary proceedings, it should be easy to develop sharable and reliable
models in the main languages. As well, as parliamentary LOD is time-sensitive, great
attention will be required for developing a Time Ontology and Annotation type system
that will enhance the optimization of GPU-enabled KG models.

Other development efforts should be emerging as these core technologies are incre-
mentally implemented and reach a critical level of “alpha” testing. These other tasks
include developing semantic search rules to leverage the ontology and KG models, to
be linked to end-user experience and semantic reasoning for agent-driven functionality.
As well, a community-built Application Programming Interface (API) shall emerge as
this initiative reaches maturity and readiness for “beta” testing and deployments.

6 Conclusion

Aninternational initiative was proposed to develop a new extensible architecture for Leg-
islative Intelligence (LegisIntel). Following an Action Design Research (ADR) method-
ology, the first phase of this research was reported, focusing on four research questions
attempting to identify requirements and architecture components. A literature review of
NLP and semantic annotation technologies used in parliaments showed some key design
gaps, related mostly to interoperability, integration, and automation.

The results show that parliamentary information behavior differs significantly among
end-user groups, but that citizen experience can be enhanced by enabling collaborative
monitoring. By automatically annotating debates and linking to internal and external
KG assets, the proposed functional design can allow citizens to choose the most relevant
concepts to monitor, while sharing search patterns and manage triggers and alerts.

Since most parliaments publish proceedings in LOD assets, the risks of this initiative
are primarily at the level of sharing development efforts for numerous new components.
NLP and semantic technologies benefit from mature open standards and platforms, but
ontology engineering, alignment, and embedding will all require innovative efforts.

It is likely that this initiative may have significant practical implications for parlia-
ments everywhere. The stimulation of democratic participation is an essential function of
parliamentary institutions and leveraging LegisIntel solutions may help rapidly increase
citizen involvement. As well, the use of Open-Source solutions will enable smaller insti-
tutions to share the same basic functionality as larger ones, while allowing groups of
parliaments to form as needed to develop custom solutions. In the end, it may serve to
strengthen their architecture and better integrate LOD and cloud strategies.
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The next steps in this effort are to launch a wider consultation with development

teams across IT teams within parliament and congress institutions. An immediate focus
on multilingual and corpora reconciliation should be ensured, with the aim to make this
initiative helpful in legislative and democratic monitoring. As well, given its open-source
orientation, the initiative should emphasize early involvement of citizen groups.
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Abstract. Smart consumer products are designed to provide their users with var-
ious benefits. To utilise smart products and enjoy their benefits, users usually have
to provide some kind of information to the product and its manufacturer—often
personal data. This can raise privacy and data security concerns and may hamper
the use of smart products. The European Union’s (EU) General Data Protection
Regulation (GDPR) addresses these concerns and provides requirements for an
appropriate handling of data. Our study assumes that a positive perception of the
GDPR can encourage smart product usage. Therefore, we explore the effect of a
GDPR compliance seal that signals data security and trustworthiness. By means
of an online experiment with 142 participants from Germany, we investigate the
seal’s effect on perceived data security, perceived trust, and the intention to use
a smart robot vacuum cleaner. The results indicate that a GDPR compliance seal
indeed has a positive effect on perceived data security and, through perceived
data security as a mediator, also on perceived trust. While the direct impact of a
GDPR compliance seal on the intention to use a smart product lacks statistical
significance, our model reveals an indirect effect via perceived data security and
perceived trust as well as a positive total effect of the seal on intention to use.

Keywords: Smart products - GDPR seal - Trust - Privacy concerns - Data
security

1 Introduction

Smart products continue to find their way into private lives and households [1]. Cer-
tain smart products process extensive data from different sources, and by linking this
data, manufacturers can gain comprehensive insights into the everyday life and personal
preferences of users [2]. For example, smart speakers react to certain keywords using
voice recording [3]; digital assistants leverage personal preferences to provide person-
alised services [4]; and smartwatches, fitness trackers, and health apps monitor physical
activities and body conditions [5].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. K6 et al. (Eds.): EGOVIS 2022, LNCS 13429, pp. 77-91, 2022.
https://doi.org/10.1007/978-3-031-12673-4_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12673-4_6&domain=pdf
http://orcid.org/0000-0001-5495-5740
http://orcid.org/0000-0003-2972-6182
https://doi.org/10.1007/978-3-031-12673-4_6

78 O. Michler et al.

The suspicion that smart products collect a substantial amount of data and that they
may do so in personal situations as well can hamper consumers’ willingness to use these
products and occasionally even result in resistance towards them [4—6]. Therefore, in
order to encourage the usage of smart (consumer) products, it is necessary to address
potential causes for distrust, like the collection of data and personal information, and
thereby actively build consumer confidence in smart products [7].

The General Data Protection Regulation (GDPR) implemented in the European
Union (EU) deals with data collection, data processing, and privacy issues arising from
modern technologies and services [8]. Therefore, it also applies to potential issues for
distrust in smart products and their manufacturers. However, numerous smart product
users are not aware of the applicability of the GDPR and the implied benefits [9, 10].
Hence, they are also not aware of the measures that manufacturers must implement to
increase privacy and data security.

The study at hand addresses this issue and, therefore, investigates whether a GDPR
compliance seal can impact perceived data security, perceived trust, and the intention
to use a smart product. To this end, we conducted an online experiment in which we
presented a smart robot vacuum cleaner to two groups of consumers from Germany. In
the description of the robot vacuum cleaner presented to the first (experimental) group,
we highlighted a GDPR compliance seal, but this was not done for the second (control)
group.

Accordingly, the research contribution of our study lies in the investigation of the
benefits of communicating GDPR compliance using a seal while promoting a smart
product. Apart from the theoretical insights, our findings can also help manufacturers
of smart products to better assess the use of a GDPR compliance seal and the alleged
effect.

The remainder of this paper is organised as follows: Sect. 2 deals with a classification
of smart products, addresses possible security concerns of smart product users, describes
how the GDPR is supposed to increase perceived privacy and data security for EU
citizens, and outlines the current state of research on the effects of the GDPR on data
security and trust in smart products. Section 3 introduces our assumptions regarding the
positive effects of a GDPR compliance seal. Section 4 describes the online experiment
used to verify the assumptions and presents the results of the research. Finally, Sect. 5
provides theoretical and managerial implications as well as limitations and directions
for further research.

2 Background

2.1 Smart Products

While there is no undisputed general definition of smart products, recently, Raff et al.
[11] propose four archetypes of smart products—that is, digital products, connected
products, responsive products, and intelligent products. The respective archetypes are
characterised by certain criteria and build on one another. For the purpose of our study, we
are particularly interested in the last two categories. Corresponding products can collect
and process data, interpret data in a specific context, and react autonomously. Smart
speakers are an illustrative example of a responsive product. If such responsive products
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are also able to make their own independent decisions (e.g., by means of reasoning based
on artificial intelligence (Al) software for learning, improving, and anticipating) and,
thus, act proactively, they can be classified as intelligent products (e.g., driverless cars).

The smart product used in our study is a smart robot vacuum cleaner equipped with a
microphone (which enables voice control) and a video camera (which is used for superior
cleaning functionality). This robot vacuum cleaner qualifies as a responsive product, but
certain (future) versions might also be intelligent following the categorisation by Raff
etal. [11].

2.2 Security Concerns Among Smart Product Users

The use of smart products and the associated sharing of personal information entails the
risks of online attacks and digital profiling. Recently, there have been more frequent hacks
and attacks on smart devices as part of malicious activities [ 12]. The consequences of such
attacks can be minor malfunctions in the form of temporarily non-functioning devices,
unavailable services [13], or deliberate damage from, for example, blocking smart locks
[14] or influencing smart thermostats [15]. Digital crimes are also not uncommon—for
example, stealing sensitive personal information [16], publication of stolen data [13, 17,
18], or spying on users of smart products [19]. Moreover, attackers may occasionally
hack end users’ devices to carry out viral attacks, like distributed denial of service
(DDoS) attacks on service providers [20].

In contrast to attacks, digital profiling is not a harmful activity performed by an
outsider but causes fear due to the possibilities of combining collected information
from various sources regarding a specific consumer to create a data-rich profile that
defines their characteristics, expected behaviour, and preferences [2, 21]. Smart products
collect and use a substantial amount of personal information regarding their users to run
and optimise their services [18]. For example, in a smart home, cameras could end up
recording private situations, and digital assistants might listen to personal conversations
[13]. At home, in particular, where privacy is required, this creates uncertainty among
users [7].

Furthermore, the use of smart products can also result in a feeling of loss of control
[7]. Users might no longer feel that they can control all the actions that the product
performs or that they can completely switch off the smart product at any time [22]. In
terms of data security and privacy, a loss of control could also refer to data sovereignty
over one’s own information [16]. Users no longer consider themselves to be the exclusive
owners of their data, because they do not know what data is collected at which points in
time and for what purposes [17]. In the eventuality that manufacturers of smart products
pass on the collected data to third parties, users also lose control over who has access to
their data [16].

This raises concerns regarding potential monitoring, the security of personal data, and
personal anonymity [22]. Such privacy and data security concerns influence consumers’
decisions to use smart products [23, 24]. Therefore, in order to encourage the use of
smart products, it is necessary for manufacturers to address these concerns accordingly.
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2.3 Improved Privacy and Data Security with GDPR

One way to deal with data security and privacy concerns is to establish legal requirements.
The GDPR addresses privacy and data security concerns with a number of regulations
[25]. It considers the challenges associated with data security that arise from new tech-
nologies, like smart products [8]. In a nutshell, the aim of the GDPR is to protect the
privacy and personal data of EU citizens and to give users more control over the use of
their data by third party [26].

Only a few studies have examined the effect of the GDPR on privacy concerns and
the willingness to share data with smart products. Their findings suggest that users of
smart products have developed a better understanding of how the GDPR protects their
privacy and contributes to data security [27, 28]. Even if there are still mixed feelings
regarding control over one’s own data [28], the GDPR has generally led to increased
trust between users and the smart product or its manufacturer [2]. This is due to enhanced
perceived security and reduced privacy concerns [29, 30] and also has a positive impact
on the willingness to share data [31].

However, even though it can be expected that most EU citizens are familiar with
the GDPR by now and that they have an increased knowledge of the GDPR regulations,
numerous users of (smart) products are not aware of the applicability of the GDPR, the
opportunities the GDPR provides them with as data subjects, and the specific measures
that product manufacturers are compelled to take because of it [9, 10, 32]. Due to their
lack of awareness and occasionally moderate interest in data privacy [28], potential users
often lack the knowledge that would enable them to eliminate data security concerns
based on legal requirements. Thus, measures to protect personal data are not taken for
granted.

This uncertainty of applicability could be overcome with the help of a seal that indi-
cates compliance with the GDPR. A seal represents a common means of communicating
compliance with certain specifications at the product display level. The CE seal is a suc-
cessful example of communicating compliance with EU-wide guidelines in a simple and
common manner [33]. Articles 42 and 43 of the GDPR explicitly address the possibility
of using a seal for the communication of GDPR compliance [34].

3 Hypothesis Development

The present study contributes to a research stream that is concerned with the (positive)
effect of the GDPR on transparency, perceived security, and trust between users and
smart products [2, 30]. While prior studies explicitly refer to the GDPR and dwell on the
measures taken in this context, in our study, we assume that a simple GDPR compliance
seal, which is displayed in a product’s promotion/advertisement and does not describe
any specific GDPR measures, already has a positive influence on the perception of
a specific product. Hence, we investigated the effect of a GDPR compliance seal on
perceived data security, perceived trust, and intention to use.

In doing so, our study relies on the signalling theory [35], which can be applied in
settings in which the communication of certain information from one party to another
party is used to resolve information asymmetry and associated uncertainty [36, 37]. Thus,
the signalling theory is suitable in our research setting, in which manufacturers of smart
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products as the signallers use a GDPR compliance seal to signal that they comply with
the requirements of the GDPR. This message needs to be recognised and understood by
potential users of the respective smart products as receivers.

With regard to privacy seals, we draw from previous research in the e-commerce
industry which suggests that companies that want to use a reputable privacy seal must
follow certain standards [33, 38], and that such privacy seals indeed succeed in sig-
nalling the trustworthiness and safety of websites [39—41]. This positive effect was also
confirmed for generic security labels in the smart product context [42, 43].

Taken together—and given the positive impact of the GDPR on trust in smart prod-
ucts—we, therefore, assume that a GDPR compliance seal would show positive effects
as well. While previous studies often focussed on purchase intention as the dependent
(outcome) variable, in our case, we assume that the purchase is only the first necessary
step, and usage of the smart product is what providers are actually aiming at. Therefore,
in our study, we examined the consumers’ intention to use the smart product.

HI: The use of a GDPR compliance seal increases the consumers’ intention to
use a smart product (direct effect).

The additional trust generated by a privacy seal in the e-commerce industry is usually
driven by signalling security and communicating that the data and the privacy of users are
protected [33, 34, 44, 45]. The latter has become a necessity, as consumers are becoming
increasingly aware of the value of their data [46], while, simultaneously, media often
report on the misuse of data that has been accessed by third parties, for example, through
hacker attacks or unauthorised disclosure [13, 16].

With regard to data security, prior studies have already shown that this is an important
issue for users of smart products [6, 7]. Accordingly, data security and privacy concerns
represent a challenge for manufacturers, which may raise consumer resistance towards
smart products if not addressed in a suitable manner [5, 47].

The GDPR sets minimum requirements for the protection of consumer data [25].
This protection is signalled through a GDPR compliance seal, which is expected to
increase perceived data security.

H2: The use of a GDPR compliance seal increases the perceived data security of
a smart product.

Smart products collect data to fulfil their functions and purposes. However, such
data collection can deter consumers from using smart products [4—6]. In order to solve
this dilemma, and to overcome the respective adoption barrier, trust in the protection of
the collected data needs to be created, and the manufacturer of the smart product must
ensure privacy [7].

A privacy seal can help in this respect, as has been shown for websites provided
in the e-commerce industry [39—41]. The key element here is that consumers trust the
certification by an independent institution and transfer the trust in this institution to the
certified object [38].

The same mechanism can work for a GDPR compliance seal. Combining the
increased perceived data security (see H2) with the trust-building effect of the seal,
we can assume that a GDPR compliance seal also increases trust in a smart product.
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H3: The effect of a GDPR compliance seal, mediated by perceived data security,
increases perceived trust in a smart product.

Finally, we expect that by increasing perceived data security and building trust in a
smart product, a GDPR compliance seal will also have a positive indirect effect on the
intention to use a smart product. Perceived data security and perceived trust function as
mediators of the effect of a GDPR compliance seal on the intention to use.

Therefore, for manufacturers of smart products, a GDPR compliance seal could be a
straightforward means of communicating compliance with data protection requirements.
Thus, in addition to the direct effect of a GDPR compliance seal on the intention to use
(see H1), we assume a positive indirect effect of a GDPR compliance seal when it is
used in product communication. Combining this indirect effect with the direct effect of
the seal is likely to also result in a positive overall effect of a GDPR compliance seal on
the intention to use a smart product.

HA4: The effect of a GDPR compliance seal, mediated by perceived data security
and perceived trust, increases the intention to use a smart product (indirect effect).

H5: The sum of the direct and indirect effects of a GDPR compliance seal has a
positive impact on the intention to use a smart product (total effect).

4 Empirical Study

4.1 Data Collection and Measurement

To test our hypotheses, we conducted an online experiment with 142 participants from
Germany who were referred to our questionnaire through the research panel respondi
(www.respondi.com). The sample comprised 45% female and 55% male participants,
with an average age of 45.6 years (SD = 10.7 years). The participants were familiar with
the GDPR or at least knew about its relevance regarding data protection.

At the beginning of the experiment, the participants were asked to put themselves
in the situation of searching for a smart robot vacuum cleaner to be purchased by them.
This robot vacuum cleaner is portrayed as a (responsive) smart product that could raise
concerns based on its access to voice and video recordings [48]. The participants were
then randomly assigned to one of two groups; one group (experimental group) was
provided with a product advertisement that included a GDPR compliance seal in the
bottom right corner of the advertisement (see Fig. 1), while the other group (control
group) is part of a setting without such a seal (see Fig. 2). Furthermore, the participants
were asked to read a thorough description of the vacuum cleaner. The description was
identical in both settings; the only exception was that in one setting, the participants
were informed that the robot vacuum cleaner is GDPR-compliant, while in the other
setting, the GDPR was not mentioned at all. Note that the advertisement as well as the
description of the robot vacuum cleaner were provided in German.
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The realism of the product display was confirmed by a pre-test (N; = 30). The same
pre-test was used to evaluate several alternative manufacturer names, from which the
name ‘Jarvis’ was rated as most suitable.

After viewing the product display, the participants were asked about their intention
to use the smart robot vacuum cleaner, their perception of data security, and their trust
in the smart product manufacturer. All three aspects were queried using 7-point Likert
scales (1 = ‘strongly disagree’ to 7 = ‘strongly agree’). The questions for assessing the
intention to use were based on two items suggested by Lu et al. [49] and one new item. In
addition, five items from Kim et al. [S0] were used to identify perceived data security. To
assess the perceived trust in the manufacturer of the smart product, we measured three
frequently used characteristics—benevolence, integrity, and ability [51]. To this end, we
used seven items from the scale provided by Bhattacherjee [52]. All the above-mentioned
items are listed in the Appendix.

The questionnaire was then tested in a second pre-test with 51 participants (N, =
51). Both the second pre-test and the main experiment confirmed the success of the
manipulation and the realism of the situation and product display.

Jarvis Clean Vision
Robot vacuum cleaner with
live image feed and voice
control.

Enormous suction power and avery |
quiet cleaning process

Non-stop battery runtime of over 100
minutes

Systematic cleaning through real
time image recognition

Live images via app to check if
everything is alright at home

Always ready for use thanks to

intelligent voice control with Amazon
Alexa

T 2777

= e

EUR 499,00

Fig. 1. Product advertisement with a GDPR compliance seal
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Jarvis Clean Vision
Robot vacuum cleaner with
live image feed and voice
control.

Enormous suction power and avery
quiet cleaning process

Non-stop battery runtime of over 100 N
minutes g

Systematic cleaning through real
time image recognition

Live images via app to check if
everything is alright at home

Always ready for use thanks to

Alexa

= " 27

EUR 499,00

g

Fig. 2. Product advertisement without a GDPR compliance seal

4.2 Results

Overall, we identified several effects, all of which are displayed in Fig. 3. Most promi-
nently, our analysis suggests a positive, significant total effect of the GDPR compliance
seal on the intention to use (0.701, p = 0.035). While the direct effect of the seal on usage
intention does not prove significance (0.371, p = 0.207), the indirect effect of the seal
on the intention to use a smart product—through perceived data security and perceived
trust—is significantly positive (0.119, 95% CI [0.011, 0.268]).

The indirect effect ultimately results from an increase in perceived trust that has a
significant positive effect on intention to use (0.692, p < 0.001). As we did not find
a significant effect of the GDPR compliance seal directly on perceived trust (0.166, p
= 0.401), we resorted to a serial mediation that began with a significant effect of the
compliance seal on perceived data security (0.626, p = 0.027), which, on its part, had a
significant effect on perceived trust (0.275, p < 0.001). It is noteworthy that the mediation
is only partial in all these instances, as the direct effect of perceived data security on
usage intention is also not significant (0.154, p = 0.101).

Perceived Data Security (M;)  |— 0.275%%% Perceived Trust (M,)

0.626% y 0.6925

Use of a GDPR Compliance Seal (X) 0.371 » Intention to Use a Smart Product (Y)

Fig. 3. Statistical diagram of the effects of a GDPR compliance seal at the following levels of
significance: * = significant at p < 0.05; ** = significant at p < 0.01; *** = gignificant at p <
0.001.
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4.3 Discussion

The objective of our study was to demonstrate that the communication of GDPR com-
pliance by using a GDPR compliance seal has a positive effect on the intention to use a
smart product. We assumed that the effect was mediated by perceived data security and
perceived trust.

Our first hypothesis states that the GDPR compliance seal has a direct positive
effect on the intention to use a smart product. The empirical data does not support this
assumption; thus, we have to reject HI.

In our second hypothesis, we addressed the first part of the expected indirect effect on
usage intention when assuming that the GDPR compliance seal has a positive effect on
perceived data security. Indeed, the perceived data security is significantly higher when
the promotion of a smart product includes a GDPR compliance seal (M| (without seal) =
2.432; M{(with seal) = 3.058), which indicates that the product is compliant with the
requirements of the GDPR. Thus, we have evidence that leads us to confirm H2.

For the second part of the expected indirect effect, we tested whether the GDPR
compliance seal, mediated by perceived data security, also increases perceived trust in a
smart product. Indeed, the perceived trust is significantly higher for smart products that
have a GDPR compliance seal (Mawithout sealy = 4.590; Mo(with seal) = 4.928). Thus, our
results reveal that a significant mediation exists and, accordingly, the GDPR compliance
seal has a positive effect on perceived trust, which confirms H3.

Furthermore, as result of a serial mediation through positive effects of the seal on
perceived data security and perceived trust, we also expected a positive indirect effect of
a GDPR compliance seal on the intention to use a smart product and, indeed, we found
the corresponding increase in the intention to use the smart robot vacuum cleaner in our
experimental study. Consequently, we were able to confirm H4.

As the bottom line, our model reveals a significantly positive total effect of the GDPR
compliance seal on the intention to use the smart robot vacuum cleaner (Y (without seal)
= 3.464; Y (with seal) = 4.165). This finding leads us to confirm hypothesis H5—that the
sum of the direct and indirect effects of a GDPR compliance seal has a positive impact
on the intention to use a smart product.

5 Conclusion

5.1 Theoretical Implications

Our study examined the effect of a GDPR compliance seal on perceived data secu-
rity, perceived trust, and, indirectly, on the intention to use smart products. This study
contributes to a stream of research with (i) studies in the e-commerce industry, which
identified a positive effect of privacy seals on perceived data security [33, 34, 44, 45],
(ii) studies on the impact of perceived data security and perceived trust on the usage
of smart products [6, 7], and (iii) studies on the effect of the GDPR on perceived data
security [30], in particular in the smart product context [29]. While our results are in
line with these earlier studies, we contribute to this field by demonstrating the positive
effect of communicating compliance with the GDPR by using a simple seal. To this
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end, we applied the signalling theory to expand the findings regarding the use of certi-
fication seals by combining them with active communication of compliance with legal
requirements.

5.2 Managerial Implications

Our study offers several new insights for the manufacturers of smart products. First
and foremost, a seal can communicate the GDPR compliance of smart products in a
simple and condensed format. The use of a GDPR compliance seal in the course of
product promotion is found to allay privacy concerns among smart product users and,
thus, increase perceived data security, perceived trust, and intention to use. Although
it was not tested in our experimental study, we can safely assume that using a GDPR
compliance seal is considerably more effective in these respects than traditional (lengthy)
legal statements, which are often ignored by consumers [53].

Logically, the increased intention to use a smart product, when it is marketed by
means of a GDPR compliance seal, should also increase consumers’ purchase intention.
Consequently, the use of the seal would likely improve sales figures—at least in markets
in which data security and privacy concerns play an important role.

Furthermore, the seal increases perceived data security, which should make users
more willing to share data with the manufacturer of a smart product, which is a mandatory
requirement for the use of most smart products. Thus, both the increase in usage of a
smart product and the increased willingness to share data provide manufacturers the
opportunity to collect more information on the use and behaviour of a smart product in
certain situations. In turn, this information can be used to further develop and improve
smart products, thereby ensuring that ultimately the functionality of the product increases
and, thus, the consumer benefits from the use of a GDPR compliance seal.

Since compliance with the GDPR is a requirement in EU markets, meeting GDPR
regulations should not lead to any additional development efforts. Manufacturers may
have to pass a certification process to be allowed to use a GDPR compliance seal, but
the advantages of using a seal must clearly outweigh the associated effort of such a
certification.

5.3 Limitations and Future Research

Our study makes a valuable contribution to the extant research on the use of smart prod-
ucts. Nevertheless, it has certain limitations, but these also provide promising avenues
for further research.

First, we only collected data from consumers in Germany, an EU country known for
its relatively strong focus on data protection issues [54]. Future studies should examine
the effect of a GDPR compliance seal in different countries within and outside of the
EU.

Second, we believe that the smart product that was used in our empirical study (i.e.,
the smart robot vacuum cleaner) is well suited for our study due to its video streaming
functionality and listening capabilities to react to voice control, which implies that it
potentially collects a substantial amount of data from users’ homes—that is, from the
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personal space of its users. However, a different type of smart product could confirm our
results and possibly measure an even stronger effect of the GDPR compliance seal if it is
used for a product that collects more personal, more critical, or simply a larger amount
of data. Smart health products or smart speakers in combination with digital assistants
could be suitable for such an exploration.

Third, we confirmed several hypotheses that suggest a positive effect of a GDPR
compliance seal. However, further research is necessary to better understand the psy-
chological effects associated with the usage of a GDPR compliance seal. It is possible
that for certain consumers, the seal confirms their assumption that the smart product
needs to be GDPR-compliant. For other consumers, the seal might reduce data protec-
tion concerns. Moreover, there might also be consumers who only become aware of
data security threats because of the seal (and would not have given a thought to such
concerns otherwise). Such calming, alarming, or confirmatory effects of a compliance
seal on consumers could be investigated in future research.

Finally, future studies could account for additional factors. For example, a conjoint
analysis could investigate the impact of the country of origin, the product’s price, or its
brand. Moreover, the effect of the GDPR compliance seal could be compared with the
effect of a more general third-party data security or privacy seal that does not refer to
the legal regulations set by the GDPR.

Appendix

Table 1.

Table 1. Questionnaire items for measuring intention to use, perceived data security, and trust.

Construct Origin (Adapted) item

Intention to use Lu et al. 2005 I am willing to use the smart robot
vacuum cleaner

Using the smart robot vacuum cleaner is
worthwhile

New item It is likely that I will use the smart robot
vacuum cleaner

Perceived data security Kim et al. 2008 I am concerned that this smart robot
vacuum cleaner is collecting too much
personal information from me

I am concerned that the manufacturer of
the smart robot vacuum cleaner will use
my personal information for other
purposes without my authorisation

(continued)
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Table 1. (continued)

Construct

Origin

(Adapted) item

I am concerned that the manufacturer of
the smart robot vacuum cleaner will share
my personal information with other
entities without my authorisation

I am concerned that unauthorised persons
(i.e. hackers) have access to my personal
information

I am concerned that the manufacturer of
the smart robot vacuum cleaner will sell
my personal information to others
without my permission

Perceived trust (ability)

Bhattacherjee 2002

The manufacturer has the skills and
expertise to develop a smart robot vacuum
cleaner which will perform in an expected
manner

The manufacturer has access to the
information needed to let the robot
vacuum cleaner perform appropriately

The manufacturer has the ability to meet
most customer needs

Perceived trust (integrity)

Bhattacherjee 2002

The manufacturer is fair in its use of
private user
data

Perceived trust (benevolence)

Bhattacherjee 2002

The manufacturer keeps its customers’
best interest in mind

The manufacturer makes good-faith
efforts to address most customer concerns

Overall trust

Bhattacherjee 2002

Overall, the manufacturer is trustworthy
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Abstract. Goods and services trading taxation is the main source of
revenue for Brazilian states, therefore its evasion directly affects public
services. A particular case of evasion concerns the issuance and use of
cold invoices — ones referring to transactions registered at Tax Adminis-
tration, but which did not actually take place. Following the proposal by
Mathews et al. [16], this work reports the application of classic supervised
learning algorithms to identify circular trading behaviors involving tax-
payers from Brazilian State of Goias, through the analysis of their goods
and services trading operations. Experiments showed similar results to
the original ones, but pointing to k-Nearest-Neighbours (and not Logis-
tic Regression) as the most accurate technique for this purpose — given
Brazilian context’s characteristics.

Keywords: Machine learning - Classifying algorithms - Circular
trading - Value-added tax - Statistical analysis

1 Introduction

Taxation on goods and services trading operations is the main source of revenue
for states and provinces worldwide [14] — and in Brazil it accounts for almost
90% of state revenue [10]. It is considered an indirect tax, once it is embed-
ded in the amount paid by consumer for product/service taken, but it is not
passed on to Government directly by him, yet by the companies that were part
of the consumption chain — e.g., the producer of the raw material, item’s man-
ufacturer, the company responsible for its distribution, and finally the retail
company responsible for selling and delivering it.

It relies on an universal formula which indicates that tax due to a taxpayer
is basically the output tax received (on selling/provisioning operations) minus
the input tax paid (on purchasing/acquiring operations) [12].

It is a non-cumulative tax, due proportionally to each taxpayer that compose
the consumption chain — known as a taxpayer. Therefore, each taxpayer is only
responsible for passing along the tax related to what it “adds” to final value of
each product or service. At the end of tax period, usually a calendar month, he
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declares and pays all tax that fell to him in that period, based on a universal
formula: due tax is basically the sum of tax that fell to him on sales/provisioning
operations, minus the sum of tax that was due to it by the purchase/consumption
operations it carried out in the same period [12] — which goes as a kind of “tax
credit”. This credit exists to ensure that tax is not charged twice (first one
embedded in product’s purchase, paid by the one who sold it, and second one
in the sale/provision resulting from this acquisition, to be paid by the second
taxpayer, now in the role of seller/provider, but who had been the buyer/taker
in the first transaction).

Some taxes of this nature are sales taz in the United States [4], ICMS (that
stands for Tax on Circulation of Goods and Services) in Brazil, GST (Goods
and Services Tax) in countries like Australia, Canada, Singapore and recently
India [14,17], and variations of VAT (Value-Added Taz) — that is used in most
countries, like China [28] and European Union. Even though with some pecu-
liarities, they share the same characteristics and non-cumulative character — and
consequently their collection faces common difficulties.

Trading goods and services generates, at each transaction, one or more tax
documents with a complete record of the items and parties involved in the trans-
action [28], including their tax classification and due tax rate. This data is usually
registered on an electronic invoice, which — once verified and authorized by Tax
Administration — has even legal validity.

As all sales of goods and provision of services are taxed, and each operation
generates at least one tax document, volume of generated data grows daily and
exponentially [22] — and it can be used for both good and bad purposes. If, on
one hand, data analysis can favor proposition of public policies (e.g. on granting
or not a tax benefit to a certain segment of economy), on the other hand, the
massive volume of data — often incomplete and inaccurate — can be used by
taxpayers to mask malicious attempts of tax evasion.

Evasion occurs when any action by the taxpayer — intentionally or not — leads
to due tax non-collection by the Public Administration. Brazil, for example, has
one of the highest tax burdens in the world, being considered disproportionate by
many taxpayers (according to the Brazilian Institute of Planning and Taxation,
in 2021 Brazilians worked for about five months just to pay taxes) [26]). In order
to minimize impact on their income and wealth, taxpayers often look for illegal
ways for not collecting all tax due to them [11].

As tax evasion generates damage to public coffers and directly impacts the
provision of services to citizens, regardless of taxpayer’s intent, it is essential
to identify and mitigate it as soon as possible. Therefore, techniques that allow
analysis of the huge volume of generated tax data can lead to identification
of patterns that deviate from taxpayers’ expected behavior and consequently
indicate possible attempts of evasion. They can even provide not-so-intuitive
analysis and findings, which business experts often did not even consider when
looking for undue taxpayer behavior.

It turns out that fraud and tax evasion are only revealed when one of the
companies involved in the sale process is audited or investigated [5]. An audit
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procedure, however, usually only takes place at the end of a tax period, if there
is any sign of misbehavior. This means that fraudulent action has already taken
place, there has already been financial loss, and from then on it is only up to
try recovering such amounts. In contrast, the appropriate approach would be to
anticipate fraudster’s action, foreseeing behaviors that indicate a possible fraud
before there is, effectively, damage to the treasury.

A particular and interesting case found in literature is that of multiple circu-
lar operations (also known as circular trading) [12,13,15,16,18,19]. According
to a systematic mapping study carried out in 2021 [23], it has been quite recur-
rent in research associated with tax evasion in the trade of goods and services.
Furthermore, it also affects financial market [8], in a context similar to the one
described here.

Circular trading occurs when taxpayers carry out false transactions in a cir-
cular manner (A sells to B, B sells to C, and C sells back to A, but always
with cold invoices, without product/service deliver, just to simulate revenue and
generate VAT credit).

Invoice is called cold when registered operation is not effectively carried out,
i.e., invoice is issued, but no product is delivered or service is provided. It is a
“simulated” transaction, with shady interests — for simulating revenue, simulat-
ing transaction flow between companies, or even providing undue tax credit to
the taxpayer indicated as the buyer on the invoice, for example.

It happens that in Brazil, unlike what happens on VAT context, ICMS’
administration is regionalized. This means that States have autonomy to, among
other issues, specialize tax law, defining rules that are particularly convenient
for them. It also turns local the management of main registration data and data
from internally originated transactions. All these characteristics make it difficult
to identify suspicious actions, such as circular trading, since such data are not
usually shared between States and tax evaders take advantage of this, generally
issuing cold invoices to companies located in a different State than theirs.

Methods traditionally used to solve aforementioned problems involve an
extensive use of auditing, in which a business specialist manually observes reports
or individual transactions in an attempt to discover unexpected or fraudulent
behavior. Such a method is time-consuming, costly and imprecise, and in big
data scenario it is impractical.

Machine learning algorithms and techniques then open up a huge range of
possibilities. And the first step on it is to understand how algorithms used to
identify suspicious behavior would behave with this regionalized data — and what
kind of insights this analysis would be able to bring.

Following this line, our research reproduced the experiments conducted by
Mathews et al. [16] to understand whether circular trading behaviors also mani-
fests itself in the trade of goods and services in Brazil, and whether it is possible
to predict them before they generate greater damage to public treasure.

Remainder of the article is organized as follows. Section 2 presents its the-
oretical references, showing classic supervised learning techniques used in the
experiment. Section 3 presents research methodology, while Sect. 4 describes the
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original experiment and its conclusions. Section 5 then presents our results when
reproducing the experiment using data from transactions carried out in the State
of Goias, in Brazil, and a comparative analysis of these results. Finally, Sect.6
presents final considerations of this work.

2 Classical Supervised Learning Methods

Machine learning comprises computational methods and techniques that change
aspects of its behavior as experience is acquired [20]. An analytical model is
conceived, up to a certain point, with the definition of parameters that can be
adjusted during its execution, while learning is considered to be the execution
of an algorithm that optimizes these parameters based on training data and
previous experience. Model can be predictive, when making predictions about
future behaviors, descriptive, when acquiring knowledge from data, or both.

Machine learning uses statistical theory to build mathematical models, since
its primary task is to make inferences from sampled data. This field of research
works on two fronts: first, in training, to produce efficient algorithms that solve
the optimization problem, as well as to store and process the huge amount of
available data. Second, once a model is learned, it acts on its representation
and algorithmic solution for inference, which also need to be efficient. In certain
applications, learning algorithm efficiency — measured by its space and time
complexity — can be as important as its predictive accuracy.

Machine learning techniques are generally classified into four categories or
learning paradigms, depending on the nature of training data and feedback data
available to the system.

In supervised learning, for every available training pattern (or set of char-
acteristics) there is a desired known response — as known as label [1]. In other
words, the model is trained with examples of inputs and their desired outputs,
provided by a “teacher” or “supervisor”, and the goal is to learn a general rule
that maps inputs to outputs [25]. When training is performed, the model iden-
tifies which features are similar to each other — in patterns that have the same
label — and associates these features with that label, assigning it to new patterns
that show to be suchlike.

Unlike supervised learning, in unsupervised learning there is no desired out-
put associated with each pattern, so the data is not pre-labeled. Therefore, there
is no role of “teacher” or “supervisor”, and only the input data is delivered to the
model. The model is then expected to be able to capture, represent or express
properties existing in the dataset — and propose the classes itself [1]. Its main
interest is to identify how patterns (or data) can be organized into groups (or
clusters) that express their similarity.

There is also semi-supervised learning, a middle ground between the two
previous paradigms. Thus, for the construction of the model, both labeled and
unlabeled data [7] are used. In other words, the “teacher” or “supervisor” pro-
vides a training set with some (often many) of the target outputs missing.
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Finally, there is also reinforcement learning. In this paradigm, although it
is not possible to indicate the correct output for each data (as in the super-
vised case), algorithm has access to information about the quality of the output
produced by the model, in the form of a reward or punishment signal [25]. Rein-
forcement learning algorithms try to find a policy that maps the states of the
environment to the actions that the agent must perform in those states, in order
to maximize some notion of long-term reward.

The experiment reproduced in this research uses classical techniques of super-
vised learning aiming to classify transactions in the trade of goods and services
into two classes: those that potentially form circular trading, and those that do
not. The techniques evaluated in the experiments are described below.

2.1 KNN

k-Nearest-Neighbours (KNN) is a non-parametric classification method that ana-
lyzes a sample and classifies it based on the label of its k& nearest neighbors. The
majority label among the k& data records closest to the sample (i.e. in its neigh-
borhood) is generally used to decide its classification — whether or not it may
weight the analysis based on the distance between them [6].

In a way, KNN’s results ends up being skewed by k. There are several criteria
for its choice, but conventionally the algorithm is executed several times, with
different values of k, and then the one with the best performance is used.

2.2 SVM

A Support-Vector Machine (SVM) proposes to establish a decision limit between
two classes, in order to enable prediction of labels from one or more feature
vectors [9]. This decision boundary, known as hyperplane, is oriented in such a
way that it is as far away as possible from the closest data points for each of the
classes. These closest points are called support-vectors, and the distance between
the hyperplane and the first point of each class is commonly called margin.
Initially, SVM separates the classes according to the hyperplane, and defines
the points that belong to each one of them. It then maximizes the margin by
setting its distances. When a new sample is given, it uses the feature vectors to
classify it, analyzing the points of each class and disregarding the outliers.

2.3 Random Forest

A Random Forest is a classification method that consists of a collection of tree-
structured classifiers, being these trees’ growth given by a set of identically dis-
tributed and independent random variables. Each tree finally casts a unit vote
for the class it considers most popular for the input sample, based on its own ran-
dom vector, and vote count indicates to which class the sample will be assigned
by the model [3].
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2.4 Logistic Regression

Logistic Regression is a statistical classification method that aims to predict
the class of an input sample from categorical, continuous or binary variables,
derived from samples used during training. It proposes a regression model based
on binomially distributed response variables, which models the probability of an
event to occur as a function of the characteristics extracted from the training
set — also known as prediction variables [24] .

3 Methodology

The research carried out through this experiment consisted of an exploratory
and experimental study, with a quantitative approach and applied research, con-
ducted in a laboratory environment [21].

We selected an article entitled Link prediction techniques to handle tax eva-
sion [16], obtained in the systematic mapping study carried out in 2021 [23], to
reproduce the experiment proposed in it. The objective was to analyze possi-
ble behaviors of circular trading in the Brazilian context — given that circular
trading is recurrently associated with tax evasion in the European scenario, but
quite unnoticed in the context of ICMS in Goias. More specifically, the selected
article proposes the use of supervised learning algorithms to indicate, based on
goods and services trading operations’ characteristics and some statistical vari-
ables resulting from them, which transactions have the potential to form, in the
future, a collusion of circular trading.

We chose to initially reproduce the experiment using a methodology called
Simplicity-first [27], when analyzing practical datasets. The methodology’s idea
is to carry out implementation with the least possible number of changes to
the original modeling, even if it initially seems that important data are being
disregarded — and thus, allowing a more appropriate comparative analysis with
the baseline.

In this way, we extracted data with the exactly same characteristics as the
dataset used in the original experiment, but from transactions carried out in the
State of Goias. We then followed the steps proposed by the article for generating
statistical variables from the original data and using them on the experiment.

Finally, after reproducing the experiment following article’s guidelines, we
added the cross-validation method to the implementation, providing greater reli-
ability to the results by avoiding overfitting [2].

4 Original Experiment

According to the aforementioned systematic mapping, one of the recurring
behaviors involving tax evasion in the trade of goods and services, within what
has been researched by Data Science, is Circular Trading.

As mentioned, circular trading occurs when taxpayers carry out false trans-
actions in a circular manner (A sells to B, B sells to C, and C sells to A, but
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always with cold invoices, with no product/service delivered), just to increase
business turnover of involved companies or to mask some type of fraudulent
behavior. It is illustrated in Fig. 1.

Value = $18,01,000

C

\ B ) Time = 2014-10-28/08:34:10
Fig. 1. Example of circular trading [obtained from [16]].

As can be seen in Fig.1, relationships between taxpayers are mapped as
a graph, where vertices represent the involved taxpayers and edges represent
carried out transactions — being directed just like transaction itself, and weighted
according to the tax amount highlighted in each transaction.

Circular trading has characteristics similar to what is observed in Goias when
using ICMS credit from invoice-only companies. An invoice-only company is the
one opened with the sole purpose of issuing cold invoices and generating false
ICMS credit and which, when identified as a fraudster, is simply abandoned.
As it is usually constituted in the name of an intermediary (called in Brazil
a “orange” partner), there is nobody effectively responsible for the damage to
public treasury, even if there is a drawn up notice of infraction.

In this scenario, the article proposes the extraction of the following data from
tax documents that recorded commercial transactions carried out in 2015 in the
state of Telangana, India:

No. | Seller’sID | Buyer’s ID Time Value in $
1 a b 2012/11/10/11:23:00 20000
2 c d 2012/11/10/11:06:00 30000
3 d b 2012/11/10/10:08:00 19000
4 m n 2012/11/10/09:09:10 17000

Fig. 2. Sales database [obtained from [16]].

Although an invoice has a greater level of detail than that shown in Fig. 2, for
the purpose of this experiment only these four data are used: unique identifiers for
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seller and buyer, date and time when transaction was registered and total amount
of tax due for that transaction — each one with its relevance on identifying a
possible circular trading.

The sales records indicated in Fig.2 are then mapped, allowing the analy-
sis of transactions that result from each one — and, thus, identifying possible
occurrences of circular trading.

Its called a triad each tuple formed by three vertices — the two that compose
the original transaction analyzed, in terms of Fig. 2, and a third vertex that would
be the receiver (or buyer) of a transaction arising from the original transaction
— that is, a transaction that started at the receiver of the original transaction.

This concept is illustrated in Fig. 3. For each taxpayer in this condition (being
receiver of a transaction arising from the original one), a tuple is generated.
When, in the original dataset, there is a transaction that leaves this third vertex
towards the original seller, from the first transaction (that is, if there is a trans-
action from u to v), it is deemed that the triad is formed and circular trading
took place.

Fig. 3. Triad uwvo [obtained from [16]].

Figure 4 illustrates the result of this new dataset, now composed by potential
triads — derived from the original dataset.

No.|u|v|o JC FR TC v PPR Link
1 a 0.1176 | 6.0000 | 4 | 0.7056 | 0.16789774 1
2 X |y | z| 0.0714 | 2.0000 | O | 0.1428 | 0.01175115 0

o

Fig. 4. Database of potential triads obtained from transactions between taxpayers [16].

For each potential triad composed by taxpayers u, v and o, we calculate five
statistical variables derived from the flow and volume of transactions carried out
by them — within the triad or not. They are:

— Jaccard coefficient (JC), based on the volume of neighbors between two ver-
tices;
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— Flow Ratio (FR), a ratio between volume of transactions and volume of trans-
acted tax credit;

— count of Two Cycles (TC), based on the volume of purchases and sales trans-
acted between a pair of vertices;

— Interaction Variable (IV), obtained from the product of JC and FR;

— Personalized PageRank (PPR), a customization of the PageRank algorithm
that suggests that a taxpayer who carries out circular trading tends to relate
to others who also do so.

Finally, if there is, in original dataset, a transaction that takes origin at the
third vertex and is destined to the original seller, closing the triad — that is,
if there is a transaction from u to v —, tuple is labeled with Link = 1. If this
transaction does not exist, tuple is labeled with Link = 0.

Such statistical variables, along with the label (0 or 1) assigned to them, are
then submitted to supervised classification models — and the results presented
in the article are shown below.

4.1 Original Results

For validating and evaluating the proposed method, four classic classification
models were implemented: KNN (K-Nearest Neighbors), Random Forest, SVM
(Support Vector Machine) and Logistic Regression. Among these, only Logistic
Regression model’s results were presented (in detail). According to the authors,
it obtained the best accuracy among the four classifiers — as can be seen in Fig. 5.

Comparative Accuracy of Models on Cross-Validation Data

08

nz- I . I I
KNN R RF sw
Models

Overall Accuracy
2

00

Fig. 5. Comparison chart - models [obtained from [16]].

In order to evaluate model’s performance, its accuracy, precision, recall and
F1-score were calculated. All these parameters were calculated for both training
and test datasets, as shown in Table 1. As can be seen, the accuracy in the test
dataset was 80%.
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Table 1. Original experiment - logistic regression performance evaluation.

Dataset | Accuracy (%) | Precision (%) | Recall (%) | Fl-score (%)
Train 80.9 85.41 74.54 79.60
Test 80.0 83.83 74.10 78.66

5 Experiment Reproduction

5.1 Data Source - ICMS Transactions in the State of Goias (Brazil)

The experiment was reproduced using data from electronic invoices issued in
Goias between December 29 and 31, 2019. Regarding the data provided in Fig. 2,
following ones were selected:

— as Seller’s ID, the State Enrollment (local registration ID) of the invoice
sender — which is the seller of the product or service provider;

— as Buger’s ID, the State Enrollment (local registration ID) of the invoice
receiver — who is the product purchaser or service taker;

— as Time, invoice issuing date and time;

— as Value in §, the total ICMS amount highlighted on the invoice.

This query obtained 272,309 results, which were then used when conducting
the experiment.

5.2 Conducting the Experiment

Some particularities were observed on data extracted from the brazilian invoices.
Firstly, State Enrollments of companies domiciled outside the State (generally,
senders of obtained invoices) are not usually informed, or are informed with a
generic value 999999999. As we are using this data as a taxpayer identifier, this
would bias the model, once algorithm could consider any taxpayer with a State
Enrollment equal to 999999999 as if they were the same company, even if they
are domiciled in different federative units and have no affiliation. Thus, the first
preprocessing performed was to ignore transactions (original or resulting) whose
participant (sender or receiver) had a State Enrollment equal to 999999999.

Second, Brazilian tax law allows, in some cases, companies to issue an invoice
to themselves (including ones with ICMS credit highlighted). This is what hap-
pens, for example, when merchandise leaves a store for street sales, and returns
to the establishment at the end of the day. Both operations give rise to the
issuance of outgoing and incoming invoices, respectively. Thus, the second pre-
processing was responsible for ignoring transactions (original or resulting) whose
participants were the same taxpayer.

Thirdly, it was necessary that, following articles guidelines, the original, aris-
ing and resulting transactions (the one that returns to the original point, closing
the triad) should be executed in chronological order. Thus, a tuple should be
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disregarded as a potential triad if there was a flow of transactions between the
three companies, but not if they had occurred in a chronological sequence.

Finally, as the analysis of transactions arising from the originals always ana-
lyzes all possibilities, triads containing the same taxpayers could be found. For
example, a triad where u = A, v = B and 0 = C, and another where u = B, v =
C and o = A, would be found at different circumstances — but they would still
be the same triad (since they are the same taxpayers, with transactions in the
same chronological sequence). Thus, the preprocessing algorithm should ignore
equivalent tuples, in order to avoid biasing the training set.

Considering all these aspects, and the invoices issued in the period, the train-
ing set containing potential triads was generated and submitted to the four clas-
sic classification models mentioned above.

The preprocessing algorithm and the classification models were all imple-
mented in Python programming language.

5.3 Experiment Results

When executing the preprocessing algorithm, considering all the exclusion cri-
teria mentioned in Sect. 5.2, for every 10,000 invoices analyzed, only 1,690 were
effectively analyzed, on average. These 1,690 transactions, however, generated
148,838 tuples for the training set, of which 289 triads were confirmed.

As performed in the article, we implemented, for validation and evaluation of
the proposed method, the four classic classification models: KNN, Random For-
est, SVM and Logistic Regression. Unlike the article, however, Logistic Regres-
sion presented the worst performance, with 51% accuracy over the test dataset,
as show in Table 2. The best performance was that of KNN, with approximately
90% accuracy and an average score of 98.9% in the cross-validation with 10
groups.

Table 2. Predictive performance comparison of different Machine-Learning algorithms
in scenarios of circular trading.

Algorithms Accuracy (%) | Precision (%) | Recall (%) | Fl-score (%)
LR - baseline 80.0 83.83 74.10 78.66

KNN 90.0 91.0 89.0 90.0

SVM 71.0 97.0 61.0 67.0
Random Forest 47.0 49.0 50.0 50.0

Logistic Regression | 53.0 59.0 50.0 51.0

We validated the model with best performance — in our case, the KNN — using

the two metrics: the ROC Curve (Receiver Operating Characteristic Curve) and
the Precision-Recall Curve.



106 D. Silva et al.

1.0 1

0.8 4

0.6 4

0.4 4

0.2 4

True Positive Rate (Positive label: 1)

0.0 - —— KNeighborsClassifier (AUC = 1.00)

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate (Positive label: 1)

Fig. 6. ROC curve for train data.
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Fig. 7. ROC curve for test data.

As shown in Figs.6 and 7, the area under the train dataset ROC curve is
1.0 and the test dataset ROC curve is 0.98. Since ROC curves are close, we can
conclude that the model is not over fitting. Since the area under the train dataset
ROC curve is more than 0.70, one can say that model is not under fitting.

Precision-Recall Curve, on the other hand, shown in Fig. 8, is a useful measure
of prediction success when the classes are very imbalanced — which is our case in
Goias. It shows the trade-off between precision and recall for different threshold.
As a high area under the curve represents both high recall and high precision, we
can assume that the classifier is returning accurate results, as well as returning
a majority of all positive results — even though potential-edge dataset is clearly
unbalanced.
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Fig. 8. Precision-recall curve.

6 Conclusions

This work sought to report an experiment carried out to verify how the ICMS
data from Goias would behave in learning models proposed in the literature,
and then compare obtained results with original ones presented it the article.
The objective was to assess the feasibility of using data of taxpayers from Goias,
Brazil — and their operations in the trade of goods and services — in identifying
possible fraud/tax evasion behaviors.

The results were interesting, since one of the classifiers had an accuracy
close to 90% with data from Goias. However, this was achieved with the KNN
model, while the original experiment had its best performance with the Logistic
Regression one — which in our case had the worst performance.

In principle, as the statistical variables analyzed to identify potential circu-
lar trading are inferences out of the flow and behavior of transactions between
taxpayers, the performance of the evaluated techniques tends to be directly asso-
ciated with their adjacency to the behavior of taxpayers — while goods trading
— in each context. In other words, taxpayers relate differently in each case, so
the problem ends up being better handled by the technique that best model the
relationships between them — in each situation.

With regard to Brazilian public administration, however, more important
than which technique showed best performance is the fact that a possible new
indication of tax fraud was found that, apparently, had not yet been taken into
account by the Brazilian Tax Administration — at least in the State of Goias, and
that there are machine learning techniques capable of pointing out this behavior
from the analysis of tax documents already available, with a very significant
accuracy.
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As the approach only uses data from the most essential tax documents (the
invoices, which record transactions themselves), the analysis can be performed
when invoice authorization is requested, and not just after the cold transaction
had already taken place — and may even conditioning the authorization itself.
Therefore, when a taxpayer requests Tax Administration to issue an invoice
for the transaction that is being carried out, the system responsible for this
request may first check the machine learning model, seeking to identify whether
the characteristics of entities involved in the transaction — and the history of
transactions already carried out — indicate a possible behavior of circulating
trading and, from there, suspending (for evaluation) or even prohibiting the
authorization of the invoice. Thus, it prevents a false transaction from taking
effect — and its consequences to manifest — before it causes damage to public
treasury and prejudices services provided to citizens.
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Abstract. This paper presents a use case of hybrid Al approach applied to the
European legislation with the aim to detect and analyse the similarity between
some European Directives and the corresponding implementation in the domestic
law of the Member States. The approach uses Akoma Ntoso XML standard for
supporting the comparison between the different articles. We have conducted this
research inside of the project ‘Drafting legislation in the era of Al and digitisation’
with the support of the EU Commission — Directorate General Informatics Unit
B2 — Solutions for Legislation, Policy & HR.
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1 From LegalXML Standards to Al for Legislative Process

In the last two decades the legal informatics community, using multidisciplinary method-
ologies, elaborated relevant outcomes that provide solutions for the modelling legal
knowledge in the vision of the Semantic Web framework (Casanovas et al. 2016), Open
Government Data (Casanovas et al. 2017, Francesconi 2018), Free Access to Law Move-
ment! (Greenleaf 2011). Also, the Official Gazettes moved to digital format? with a
deep transformation of the Legal Sources paradigm. The Legal XML community devel-
oped different XML standards (e.g., AkomaNtoso, AKN4UN, AKN4EU; Palmirani
2011, Palmirani and Vitali 2011) for structuring legal texts, metadata legal model (e.g.,
RDF models for legal domain, like ELI), legal rule modelling languages (e.g., Legal-
RuleML; Palmirani et al. 2011), URI naming conventions that are persistent over time
(e.g., ELI/ECLI), while enhancing legal reasoning through the literature in Al and Law.
Machine learning and Legal Analytics extract legal knowledge and predictive models,
while legal design proposes new pattern for smart visualization (Ashley 2017; Verheij
2020). The Legal XML approach ranges from the legal official text, approved by insti-
tutions (e.g., Parliament, government), to its formal modellization using XML, logic
programming and functional coding.

1 https://www.nyulawglobal.org/globalex/Legal_Information_Institutes1.html.
2 https://op.europa.eu/en/web/forum_official _gazettes/home.
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The MIT Computational Law Development Goals is a July 2020 initiative that aims to
research new methods for making the law human-centred, measurable, and computable,
machine-readable in the Semantic Web approach, interoperable thanks to international
data-models and standards. In some cases, the legal drafting activity is enhanced by the
mentioned technologies with the aim to support the law-making process and to favour the
paperless creation, consolidation, publication, dissemination, access of the legal source
of law using the Web or apps. Additionally, there is a large community of legal drafters
that is investigating how to improve the process using RegTech tools in pragmatic ways
(International Association of Legislation 2019 Seoul Conference proceedings, Micheler
and Whaley 2019).

In 2018, the New Zealand Government started a project named “Rules as Code™3
and in 2020 it proposed to OECD-OPSI (Cracking the code: Rulemaking for humans
and machines; Greenleaf et al. 2020) to codify a new approach: the idea is to use the
coding methodology (e.g., UML, flow chart, pseudo-coding) to create a macro-schema
of law, legally binding, that as an output produces the legal text in natural language.
It is a sort of a reverse engineering approach with respect to the predominant method,
and it is backed by legal theory, where the digitalization is conducted from the legal
text expressed in natural language to the formal-logic representation. Stanford CodeX
lab*, Australia and Canada governments® are investigating this new direction also using
programming languages (e.g., Java, Python, C++, etc.).

This approach is very fascinating, however, it arises many research questions in the
community of legal theory, philosophy of law, constitutional law, and untimely also in the
legal informatics area that have dedicated the last 30 years to the Artificial Intelligence
and Law analysis. The main questions are the follow:

i) the Law is not only rules, but it includes parts that are hardly reducible in static
formulas (e.g., principles and values, Hildebrandt 2018);

ii) fix the norms in a monolithic coding formula does not permit flexible adaptation
of the norms to the evolution of the society (open-textured Hart 1961);

iii) artificial languages are a subset of natural language (Chomsky 2006; Marmor 2014)
so we need take in consideration this limit and to investigate if some other com-
putational linguistics formal method are more effective in legal domain (Fillmore
and Baker 2009);

iv) norms could be intentionally contradictory in order to balance different interests,
institutions (legal pluralism for managing coexisting legal orders);

v) any prediction is based on the past, so it is limited in the detection of the new
concepts or the autopoietic role of the legal language;

vi) any prediction influences the decision-maker and the future human behaviour
(Hildebrandt 2020, Diver 2020);

3 https://joinup.ec.europa.eu/collection/better-legislation-smoother-implementation/discussion/
better-rules-and-rules-code-references-australia-nz-mainly; https://www.digital.govt.nz/blog/
what-is-better-rules/.

4 https://law.stanford.edu/projects/computational-linguistics-and-effective-legal-drafting/.

5 Making Laws in a Post-Modern World: Are You Ready — CIAJ Legislative Drafting
Conference https://ial-online.org/legislative-drafting-conference-making-laws-in-a-post-mod
ern-world-are-you-ready-ottawa-september-2020/.
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vii) the autonomy of the addressee of the norms is a fundamental element of normativity
and lack of transparency of the code does not always permits to maintain this
autonomy in the agent both in the creation of the norms (legislative process) and
in the execution of the rule (Forst and Giinther 2021).

2 Hybrid Al in Legal Domain

With these important research questions in mind, we believe that it is possible to have
a good balancing between legal theory and benefits produced by the introduction of the
ICT in the legislative process without affect the democratic principles. We propose to
use the so-called Hybrid AI where human-in-the-loop, human-on-the-loop, and human-
in-command principles® are combined with different complementary disciplines (law,
philosophy, ethics), using symbolic and sub-symbolic Al techniques integrated with
Semantic Web findings in order to add context and meanings to the pure data-driven or
code-driven methodology. The Hybrid Al is very promising approach especially in legal
domain where the context, values, and concepts are fundamental for correctly apply the
Al outcomes (AICOL 2021, Fratri¢ et al. 2020) (Fig. 1).

EE Symbolic [ —
Non-

T\ Symbolic /
S

Algorithm-

driven

Semantic
Web-
driven

Document-
Drive

Fig. 1. Hybrid Al model.

Often the different legal informatics techniques are fragmented and each of them
isolated could present limits: i) the data-driven approach is more oriented to the prob-
abilistic approach which is based on data extracted by the documents. The description
logic could deduct some not perfectly accurate assertions that is not recommendable in

6 High-Level Expert Group on Al presented Ethics Guidelines for Trustworthy Artificial
Intelligence, 2019.
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the legal domain; ii) the non-symbolic algorithmic-approach is based on probabilistic
methods (e.g., machine learning) that do not often include the semantics, it a good proxy
but it should be integrated with symbolic representation (rule-based); iii) the document-
oriented approach is oriented to model the structure the parts of the legal text and to
data mining; iv) the semantic web approach is focused on capturing the concepts and the
relationships. The Hybrid Al intends to use all these aspects together: symbolic Al with
logic formalism, non-symbolic Al for extracting hidden legal knowledge from the legal
text, document analysis for creating a network of relationships inside of the legal order,
the semantic annotation of the meaning of the knowledge extracted and annotated.

Another fundamental element for guaranteeing the legitimacy of the whole digital
law-making process is the metadata concerning the workflow (see Fig. 2).

Furthermore, we know about some specific critical technical issues that characterise
the legislative domain when the AI non-symbolic alone could present problems. For
this reason, we use Legal XML Akoma Ntoso standard as the background format of the
legal document and on the top of this we add other Al solutions. We present here some
examples of critical issues where AKN can help:

e Granularity vs. Structure: machine learning works at sentence level and this approach
cannot link different parts of the legal speech semantically connected (e.g., obligation-
exception, duty-penalty). For this reason, we also need a symbolic Al level (based
on rules) for connecting the part of the legal reasoning. AKN provides the document
structure to the machine learning;

e Content vs. Context: machine learning often works without the context (e.g., jurisdic-
tion, temporal parameters) and can deduct something probabilistically correct insuf-
ficient to collocate the information in the correct semantic (e.g., the legal lexicon
changes over time according to the evolution of the society, including the concept of
European citizen which changed in the last ten years and the machine learning tends
to compare similar terms). AKN provides the context to the machine learning;

e Past vs. Future: machine learning depends to the past data series (e.g., new brilliant
solution has no historical series), so new concepts introduced with the law (e.g., smart
working) are not known by the non-symbolic engine. AKN provides a quasi-ontology
of concepts expressed in the text and using this information we could create a light
ontology for supporting the checking of new emerging legal concepts (e.g., starting
from the analysis of the definitions);

e Internal vs. External information: machine learning does not consider the normative
and juridical citations (normative references), or better it recognises the sequence of
characters but not the topic that this citation intends to inject in the legal reasoning.
For this reason, AKN provides the correct link, based on permanent Unique Identifier,
to the destination text;

e Static vs. Dynamic: The normative references evolve over time (e.g., art. 3 is not the
same forever) and AKN provides a temporal model of the norms managing versioning
and point-in-time. In this manner we are capable to discover the norms abrogated,
suspended, postponed or retroactive and to use the legal knowledge extracted by
non-symbolic Al in effective way.
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3 Drafting Legislation in the Era of Artificial Intelligence
and Digitisation

The European Commission is recently providing a roadmap for the digital-ready legisla-
tion” with an interdisciplinary approach and it is investigating the “Drafting legislation
in the era of artificial intelligence and digitisation” (workshop 2019)%. EU Commis-
sion, Directorate-General for Informatics is performing with the University of Bologna
a study on “Drafting legislation in the era of artificial intelligence and digitisation” that
includes three pilot-cases using Al techniques applied to support the legal drafting units.
In this study we propose a third way (i.e., Hybrid Al for Law) with a legal and technical
model for developing computable informatics legal systems compliant by-design (or
Legal Protection by-design as Hildebrandt defined) with theory of law, intended in the
autopoietic role to create new framework never seen before. Legal formalism and logic-
positivism (reductionism and textualism), used for decades, are not sufficient for coding
law resilient to the passage of time. There is the necessity to maintain flexibility to be
applicable to different jurisdictions, context, historical periods, changes of the society.
Neither the opposite radical legal hermeneutic nor subjectivism, used in the legal area,
are good approaches for the Web of Data (Filtz et al. 2021). For this reason, this project
is ground-breaking because nowadays the mentioned communities are silos, and nobody
is interested to find a new innovative structure that conciliates legal theory/philosophy
of law disciplines with emerging technologies that are deeply modifying the current
society.
The application of the Al in legislative domain consists of:

e Creation of Law. Al for supporting the legislative drafting and the law-making process
in the generative phase of the Law;

7 https://joinup.ec.europa.eu/collection/better-legislation-smoother-implementation/digital-
ready-policymaking.
8 https://ial-online.org/wp-content/uploads/2019/07/Invitation-EN.pdf.
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e Application of Law. Al for supporting the decision support process using the Law. We
find in this field methods and tools for legal reasoning, checking compliance, trends
prediction. These instruments are often applicable to a specific domain (e.g., privacy,
taxation, contract law);

e Monitor the Law. Legal data analytics for discovering hidden knowledge in the legal
system and to monitor the quality of the legal order as complex system.

Creation of Law

Drafting applications

e  Assist the drafting activity with templates and patterns

e  Management of the amendments of the documents

e  Support the cooperative work on the document by internal and external
actors

e  Contextual drafting (e.g., definitions, acronyms)

Linguistic support

e  Help the translation and the linguistic tasks with Al

e NLP tools for extracting legal knowledge (e.g., actors, events, frequent
CITOTrS)

e Prevent un-fair language (e.g., gender balancing) or
support some policy (e.g., privacy anonymization, digital ready act)

Application of law

e Legal Reasoning (e.g., detecting ex-ante legislative inconsistency during
drafting);

e Compliance checking (e.g., ex-post analysis GDPR, license);

e  Machine Learning Extraction (e.g., clustering, classification, extraction of
situations) (e.g., derogations, obligations).

Monitor the Law

e  Data analysis on the documents (e.g., network analysis);

e  Predict future behaviours (e.g., predictive on bill).

4 Hybrid AI Supports the Transposition and Implementation
of the Acquis

We have applied the Hybrid Al to several use-cases. One of these is to compare the trans-
position of some directives into Italian domestic legislation with the original directive
to measure the relationships between the different articles and so identify where the two
document diverge. Nanda et al. (2019) faced the same problem with unsupervised and
supervised similarity techniques. In our approach we use also Akoma Ntoso knowledge
for understanding the relationship between articles.

The dataset examined several directives. We focused our attention on Directive
2014/89/EU establishing a framework for maritime spatial planning.”

? https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32014L0089.
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4.1 Akoma Ntoso Serialization

We took the FORMEX 4.0 file of this directive from CELLAR database. We converted
it into Akoma Ntoso using the Formex2AKN service.!” We did the same extracting
from Normattiva,'! the Italian legislative portal, using the corresponding implementation
Legislative Decree 201/2016,'2 and we converted it into Akoma Ntoso. We then extracted

all the articles of the two documents using Xpath queries.

Art. 3 EU Directive 2014/89/UE

Italian Legislative Decree 201/2016

<article "003">
<num>Articolo 3</num>

<heading>Definizioni</heading>
<list>
<intro>
<p>Al fini della presente
direttiva si intende per:</p>
</intro>
<point>
<num>1)</num>
<content>
<p>"<def "ref 1"
"#politicaMarittimalntegrat
a">politica marittima
integrata</def>"</p>
</content>
</point>
<point>

<article "art 3">
<num> Art. 3 </num>
<heading> Definizioni </heading>
<paragraph "art 3 para 1">
<num> 1. </num>
<list>
<intro
"art 3 para_1_intro_1">
<p> Ai fini del presente decreto si intende
per: </p></intro>

<point "art 3 para 1 _point a">
<num> a) </num>
<list>
<intro
"art 3 para 1 _point a_intro 1">
<p>«<def "ref 1"

"#acqueMarine'">acque
marine</def>» : </p>
</intro>

The Akoma Ntoso serialization allows to compare articles with each other, to also
evaluate the qualified part of the legal text like definitions and normative citations
(e.g., <def> and <ref>). In particular, the references to other norms are interest-
ing information for verifying if the EU legislation is properly addressed in the Italian

transposition.

The EU directive 2014/89 is cited three times in the Italian law: i) the first time is
the legal basis citation that justify the transposition; ii) the second and third times the

citations state the obligations of transparency defined by the EU Commission.

10 hach.cirsfid.unibo.it/formex2akn-v2/
1 https://www.normattiva.it/.

12 https://www.normattiva.it/uri-res/N2Ls?urn:nir:stato:decreto.legislativo:2016-10-17;201.
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Italian Legislative Decree 201/2016

<citations "cits 2">
<citation "cits 2 cit 1">
<p> Vista la <ref "/akn/eu/act/directive/ep/2014/89/!main

" "ref 4">direttiva 2014/89/UE </ref> del Parlamento europeo e del Consiglio
del 23 luglio 2014 che istituisce un quadro per la pianificazione dello spazio
marittimo; </p></citation>

<point "art 8 para 2 point b">

<num> b) </num>

<content>

<p> invia alla Commissione europea e agli altri Stati membri

copia dei piani di gestione dello spazio marittimo, compreso il pertinente materiale
esplicativo esistente sull'attuazione della
<ref "/akn/eu/act/directive/ep/2014/89/!main" "ref 64"> direttiva
2014/89/UE </ref>, entro tre mesi dalla loro approvazione, nonche' gli aggiornamenti
successivi dei piani entro tre mesi dalla pubblicazione; </p>

</content>

The Akoma Ntoso serialization allows a more accurate analysis of the similarity
and a better final interpretation of the results by the legal expert. He/she can access to
the semantic annotation and so to identify some further explanatory information (e.g.,
references, definitions) for deducting the final conclusions.

4.2 Similarity Indexes

We created an experiment using KNIME, producing a Cartesian product between each
article of the directive and each article of the national law: 17 articles of the EU directive
combined for each of the 12 articles in the National Law, for a total of 204 rows. We
created pairs that we fed to different similarity Al algorithms (e.g., Levenshtein, Jaro—
Winkler, e-gram overlap distance, etc.) for measuring the distance between the articles.
We then selected the pairs with the maximum value of similarity, creating a matrix. The
matrix is visualized using different graphs connecting on one side the Member State’s
implementation number of the article and on the other side the article of the directive
that has the highest similarity index. In the middle we find the similarity index. We can
notice that we have a connection between art. 3 and art. 6 with the lower similarity index
(see Fig. 3). Art. 3 in the Italian transposition act states the legal concept definitions with
peculiar customization for Italian jurisdiction (e.g., the definition of the Mediterranean
Region). The art. 6 of the EU Directive defines the minimal requirements that each
member state should regulate according to its specific context (e.g., maritime coasts).
The algorithm discovers that in art. 3 of the Italian act some definitions are related to
the specific requirements described in the art. 6. Additionally, since art. 6 is a general
high-level rule it is not connected to any other article of the Italian law. On the contrary,
the art. 1 of both laws is very similar considering that they both describe the purpose of
the regulation that evidently should converge otherwise the transposition is out of scope.
Art. 7 relates to three articles of the EU Directive: art. 5, 10, 12. This is because art.
7 aggregates several points coming from the three different EU Directive articles. This
analysis is very useful for lawyers, for the legislator, and for citizens, and additionally
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to compare the different levels of compliance to EU Directives from several Member
States. This tool could be very substantial for the EU institutions for monitoring the
effectiveness of EU Directives and the different levels of its implementation in each
Member State (Fig. 3).

2-gram distance
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Fig. 3. 2-g Distance between the EU directive and its national implementation

Additionally, we correlated the similarity index (see Fig. 4) in relation of the articles.
The blue colour means a higher similarity, red a low similarity. We noticed that there is
a concentration of similarity around articles 5, 6, 7, and 8, but not on the final part of
the Directive. This is quite normal, considering that a European directive presents the
main principles and values in the first part of the provisional norms, and in the final part
it usually provides only recommendations with less bindingness. In the last part of EU
Directives, we find also norms devoted to delegate to the Member States’ domestic law
some specific topic to regulate. For this reason, some articles of the EU Directive are
not connected with the national transposition.

Another example is Directive 2014/53/EU, implemented in Italy by Legislative
Decree 128/20164.!3 Both documents, the Directive and its Italian implementation, are
composed of 52 articles. In the following figure we can see the analysis of the similarity
index using a Cartesian product. The index of similarity is calculated for each article of
the Italian transposition in relation of each article of the 52 of the EU Directive. In this
way we can select the max of the similarity index and thus find the best option of cor-
relation. It is evident that large portion of the text converses with the original Directive:

13 https://www.gazzettaufficiale.it/eli/id/2016/07/14/16G00137/sg.
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the index of similarity falls for all the articles in the interval 0.80-0.95 (see the box of
Fig. 5).

Similarly to the previous case, we can find that the most similar part of the imple-
mentation is on the first part of the normative provisions, and the last articles do not find
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Fig. 5. Distribution of the similarity index using the Cartesian product of 52 articles of the EU
directive and 52 articles of the Italian transposition law
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a real correspondence in the Italian implementation. It is very evident that art. 6 is not
implemented in the Italian legislation with the same normative essence. In fact, art. 6
delegates the appropriate norms (like arts. 35, 37, and 38) to each Member State.

5 Conclusions and Interpretation of the Results

The Digital Era is entering also in the legislative process creating a deep digital trans-
formation and new legal theory research questions are pushing the urgent need to define
anew theoretical framework of the Smart Legal Order. This framework designs the per-
mitter where the emerging Al technologies could operate preserving the constitutional
principles and the democratic values, while tackling the ethical issues. On the other
hands the Hybrid Al methodology could mitigate some risks and weaknesses produced
adopting isolated Al non-symbolic techniques. In this light, LegalXML standards, in
particular Akoma Ntoso (AKN), could guarantee a solid background for combining
rule-based approaches, semantic web knowledge, document structure information and
non-symbolic Al (Palmirani et al. 2014a, 2014b, 2017, Sovrano et al. 2020). AKN is
capable also to manage the workflow of the legislative process and the temporal model
of the diachronic evolution of the norms over time, for building a solid Smart Legal
Order.

The similarity index alone produces some very interesting results but without a legal
interpretation we might conclude something wrong.

Directive TP | FP | TN | FN | Precision | Recall | Accuracy
Directive 2014/53/EU | 36 |4 |10 |2 90% 94.74% | 88.46%
Directive 2014/89/EU | 5 |4 | 4 2 55.55% | 71.42% | 60%

Some articles diverge because the Member State is delegated by the EU Commission
to regulate. Some articles are regulating transitory norms and they depend on domes-
tic law (e.g., abrogations). Finally, some other articles diverge because they statue the
connection between national and European level of norms (e.g., process of notification,
certification, authorization).

Finally, the analysis allows to detect where the EU norms have been implemented
in the national law even if the original provisions are aggregated or split in different
partitions of the structure. It is the case of Directive 2014/89/EU in which, even if the
accuracy is quite low, experiments provide relevant information about the position of the
norms in the implementation. We can conclude that use of Akoma Ntoso representation
with this hybrid approach, and in general the semantic and the Legal XML annotation,
produces important inputs for implementing an explicable and transparent law-making
system even if supported by Al, avoiding the black-box effect (Pasquale 2015).
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Abstract. This paper presents a use case of hybrid Al approach applied to the
European legislation with the aim to detect the derogations in the norms and
to extract the main components. The result is modelled in Akoma Ntoso XML
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1 Drafting Legislation in the Era of Artificial Intelligence
and Digitisation

The European Commission is recently providing a roadmap for the digital-ready legisla-
tion! with an interdisciplinary approach and it is investigating the “Drafting legislation
in the era of artificial intelligence and digitisation” (workshop 2019)?>. EU Commis-
sion, Directorate-General for Informatics is performing with the University of Bologna
a study on “Drafting legislation in the era of artificial intelligence and digitisation” that
includes three pilot-cases using Al techniques applied to support the legal drafting units.
In this study we propose a third way (e.g., Hybrid Al for Law) with a legal and technical
model for developing computable informatics legal systems compliant by-design (or
Legal Protection by-design as Hildebrandt defined) with theory of law, integrating also
Semantic Web approach and Legal XML annotation (Filtz 2021, Robaldo 2019).

2 Hybrid AI Approach and Methodology

We propose to use the so-called Hybrid AI where human-in-the-loop, human-on-the-
loop, and human-in-command principles’ are combined with different complementary

1 https://joinup.ec.europa.eu/collection/better-legislation-smoother-implementation/digital-
ready-policymaking.

2 https://ial-online.org/wp-content/uploads/2019/07/Invitation-EN.pdf.

3 High-Level Expert Group on Al presented Ethics Guidelines for Trustworthy Artificial
Intelligence, 2019.
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disciplines (law, philosophy, ethics), using symbolic and sub-symbolic Al techniques
integrated with Semantic Web findings in order to add context and meanings to the
pure data-driven or code-driven methodology. The Hybrid Al is very promising app-
roach especially in legal domain where the context, values, concepts are fundamental for
correctly apply the Al outcomes (Rodriguez-Doncel 2021, Fratri¢ 2021, Verheij 2020,
Ashely 2017). Another important element that is fundamental for guaranteeing the legit-
imacy of the whole digital law-making process is the metadata concerning the work-
flow. Secondary we know about some specific critical technical issues that characterise
the legislative domain when the Al non-symbolic alone is used: i) normative references
knowledge and connected destination text are often not investigated, ii) article-level app-
roach is fundamental respect the document-oriented method, iii) the temporal analysis
of the documents permits to manage the point-in-time, iv) legal language peculiarities
must be considered respect a sole frequency approach (e.g., TF-IDF term frequency-
inverse document frequency method), v) contextual and semantic enrichment in legal
domain is crucial (e.g., jurisdiction). For this reason, we use Legal XML Akoma Ntoso
standard (now abbreviated in AKN) as background format of the legal document and
on the top of this we add other Al solutions. In the light of the previous considerations,
we have adopted a hybrid methodology mixing different techniques: unsupervised for
discovering new knowledge to offer to the legal experts during the supervised phase.
Additionally, we have also used symbolic and non-symbolic Al techniques. Finally,
Akoma Ntoso is used as skeleton for creating the context and the semantic annotation.
We have proceeded as following (Table 1).

Table 1. Methodology of hybrid Al

A. Legal analysis 1. Legal analysis using Eur-Lex
B. Preparation of dataset 2. Selection of the document using Sparql end point of
CELLAR?

3. Use of metadata of ELI/CDM/Eurovoc (the ontologies
defined at European level for managing legal metadata)
from CELLAR

4. Raw conversion of the documents in AKN

5. Legal analysis of random sample of partitions and
metadata

6. Definition of the taxonomy of derogations

C. Exploration of the knowledge | 7. Extraction of the partitions (article level)

(continued)
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Table 1. (continued)

8. Using KNIME® + Python® for exploring new knowledge

D. Experiment 9. Annotation of the fragments

10. NLP analysis of the derogations (RegExd, tree banks)
and Al (tree kernel) for extracting the component of the
derogations (e.g., destination, jurisdiction, scope, temporal
elements, etc.)

11. AKN conversion of the legal knowledge extracted

E. Evaluation 12. Visualization
13. Validation

14. Interpretation

4CELLAR: Publications Office, Cellar: the semantic repository of the Publications Office,
Publications Office, 2018, https://data.europa.eu/doi/10.2830/028321.

bhttps://www.knirne.com/

Chttps://www.python.org/

dSee the standard specification of the language RegEx: ISO/IEC/IEEE 9945:2009 Information
technology — Portable Operating System Interface (POSIX®) Base Specifications, Issue 7.

3 Derogations

A derogation is a legislative tool that makes it possible to create particular subcases
starting from a basic obligation, permission, or right. The derogation is frequently con-
nected with the action of ‘disapplication’ (e.g., “disapplication provision™), limited to
a specific interval of time, or related to some special categories of addresses regulated
with the specifications of conditions. As we know from legal theory, this instrument is
very relevant in preserving rule-of-law principles all the while making for flexibility in
some circumstances like the COVID-19 pandemic. However, derogations are difficult
to retrieve in the text and across the common legal databases. It is more difficult to track
modifications over time. Legal experts and the legal drafters therefor struggle to follow
the chain of derogations and thus obtain clear and transparent legal information. Here is
an example of a modification of a derogation introduced in response to COVID-19:

Article 1

Regulation (EU) No 223/2014 is amended as follows:

(omissis) in Article 13 (1), the following subparagraph is
added:?'By way of derogation from the first subparagraph, the
deadline for the submission of the annual implementation report for
the year 2019 shall be 30 September 2020.";

2Art. 1 of Regulation EU 2020/559, https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=
CELEX:32020R0559&from=EN. Visited in June 2022.

4 See here an example: https://www.legislation.gov.uk/ukpga/2008/7/section/6/enacted.
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3.1 Preliminary Taxonomy of Derogations

Using EUR-Lex>, a legal expert defines 15 categories of derogations along four axes:
i) Frequent linguistic formulations; ii) Temporal parameters; iii) Relationships between
EU legislation and Member States; iv) Relationships between primary legislation and
delegated acts. Then the legal informatics has extracted the fragment of the documents
and the legal experts have grouped them in the following categories using the legal
meaning:

* Frequent linguistic formulations:

by way of derogation from/to <partition>

without prejudice to the obligations defined by <partition>

derogation applied in accordance to/with

derogation from/to the <partition> referred to in <partition>

derogation from

derogation to application

derogation applied in accordance with

e Derogation and internal times

Derogation that includes temporal parameters that are part of the deontic norms:

By way of derogation from the first subparagraph, the deadline
for the submission of the annual implementation report for the year 2019 shall be 30
September 2020

e Derogation and external times

Derogation that are limited by temporal parameters in the applications, enter into
operation, or enter into force:

Upon Commission’s initiative or in response to a request from a beneficiary country, a
beneficiary country may be granted a temporary derogation from the provisions of this section
where:

By way of derogation from the date of application referred to in the
second paragraph of Article 61, Article 46 shall apply from 17 June
2018insofar as necessary in order to allow a timely recognition of
control authorities and control bodies.?

3https://eur-lex.
europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32018R0848&from=EN Visited in June
2022.

3 EUR-Lex “is your online gateway to EU Law. It provides the official and most comprehensive
access to EU legal documents. It is available in all of the EU’s 24 official languages and
is updated daily” https://eur-lex.europa.eu/content/welcome/about.html?locale=en. Visited in
June 2022.
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e Derogation and jurisdiction

Derogation that are limited in the application to some countries:

By way of derogation from paragraphs 1 and 2, in Cyprus, Croatia, Malta and Slovenia, the
amount referred to in those paragraphs may be set at a value lower than EUR 500, but not less
than EUR 200 or, in the case of Malta, not less than EUR 50

e Exception

Exception is a special derogation where the subcase is strongly distinguished from
the regular norm:

In any case, all operators and groups of operators, with the exception of those referred to in
Articles 34(2) and 35(8), shall be subject to a verification of compliance at least once a year

e Shall not apply

‘Shall not apply’ is used as negative formulation:

Article 19 of this Directive shall not apply where a bundle within the meaning of Directive
(EU) 2018/1972 includes elements of an internet access service as defined in point (2) of
Article 2 of Regulation (EU) 2015/2120 of the European Parliament and of the Council

e Member States delegation of derogate

This formulation is used for delegate to the Member State the regulation of some
subcases:

Member States shall regularly review derogations under this paragraph taking into account
good practices in separate collection of waste and other developments in waste management
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e Request of derogation from Member States

This formulation is used when the Member State requests more room for applying
a derogation:

At the request of a Member State, the Commission may allow a derogation from the
prohibition set out in Article 13(1) of Regulation (EC) No 1967/2006, provided that a number
of conditions set out in Article 13(5) and(9) are fulfilled

o Delegated Acts

This formulation is used for adopting delegated Acts. This is a derogation using
different level of source of law:

The Commission shall adopt delegated acts in accordance with Article 264 concerning the
special rules referred to in paragraph 1 of this Article regarding derogations from the
requirements provided for in Article 229(1) and Articles 233 and 237 and imposing additional
requirements for the entry into the Union of the following:

Finally, we frequently find the so-called reflexive derogation that act internally to
the same act often correlated to temporal period of efficacy.

By way of derogation from point (a), from I January 2021 to 31 December 2021 the
obligation to decommission the unique identifier of medicinal products which the wholesaler
intends to distribute outside of the Union shall not apply to products which he intends to
distribute in the United Kingdom

The external derogation has the destination another legal document:

2. By way of derogation from Article 13(6) of Regulation (EC) No 1235/2008, at the
verification of a consignment the relevant Member State’s competent authority shall endorse
the certificate of inspection by validating box 20 in TRACES?

3https://eur-lex.europa.euw/legal-content/EN/TXT/?uri=CELEX %3 A32020R0977.
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3.2 Dataset of Derogations

The dataset is made up of legislative acts in the span of time from 2010 to 2020 for a
total of 15,328 documents. All the documents were provided in Formax® format by the
European Publication Office with also the related metadata (e.g., ELI’/CDM8/Eurovoc?).
Each document is a package with a main document and possible further attachments and
annexes. The documents are converted into Akoma Ntoso and using the taxonomy we
came up with 13,587 partitions involved in the derogation, using a preliminary ‘indicator’
taxonomy for extracting the text involved in the experiment. The goal should detect
several important elements in the text: destination of the derogation, action proposed,
jurisdiction, temporal elements, conditions, quantities. In Akoma Ntoso we can model
directly the text of the derogation and integrate the semantic role of each element in the
metadata specifically designed for hosting the information concerning the modifications,
including derogation.

3.3 Akoma Ntoso Conversion

During the conversion in AKN from Formex we detected the part of the wording involved
in the derogation: citations of the main obligation that is derogated from, temporal param-
eters, and the particular scope being derogated from. Additionally, we have modelled
the derogation in Akoma Ntoso metadata in order to reuse them for further statistical
elaborations.

6 Formex is the acronym of “Formalized Exchange of Electronic Publications”.“Formex describes
the format for the exchange of data between the Publication Office and its contractors. In
particular, it defines the logical markup for documents which are published in the different
series of the Offical Journal of the European Union.Formex V4 is based on the international
standard XML (Extensible Markup Language—W3C Recommendation, February 10, 1998).
It entered into force on May 1st, 2004.” https://op.europa.eu/it/web/eu-vocabularies/formex.

7 ELIis the acronym of “European Legislation Identifier” that defines Unique Naming convention
for legislation, common data model of metadata, interoperable mechanism (API) for query the
information between the member states. It has been introduced with the “Council conclusions
of 6 November 2017 on the European Legislation Identifier” in all the member states and
in the European institutions. The ELI patterns for the European legislation is defined here:
https://eur-lex.europa.eu/eli-register/eu_publications_office.html, https://op.europa.eu/it/web/
eu-vocabularies/eli. Visited in June 2022.

8 CDM is the acronym of “Common data model” that is used by the European Publication Office
for creating a sharable ontology: https://op.europa.eu/it/web/eu-vocabularies/cdm.

9 Eurovoc “is the EU’s multilingual and multidisciplinary thesaurus. It contains keywords, orga-
nized in 21 domains and 127 sub-domains, which are used to describe the content of documents
in EUR-Lex.” https://eur-lex.europa.eu/browse/eurovoc.html?locale=en. Visited in June 2022.
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provisions of point ORO.FTL.205(e) of
Annex III to Regulation (EU) No
965/2012 and continue to apply the
existing national provisions concerning
in-flight rest until <DATE
"20170217">17 February
2017</DATE>.</ALINEA>

Formex Akoma Ntoso

<ALINEA>By way of derogation | <alinea "body art 2 al 3">
from the second paragraph, Member <content "body art 2 al 3 content">
States may choose not to apply the <mod

"body art 2 al 3 content mod 1">
<p>By way of derogation from the second
paragraph, Member States may choose not to apply
the provisions of <ref "ref 1"
"href="/akn/eu/act/regulation/2012-02-
17/965-2012/!main/>annex III"> point
ORO.FTL.205(e) of Annex III to Regulation (EU)

No 965/2012 </ref> and continue to apply the
existing national provisions concerning in-flight

rest until<date "2017-02-17"
"#derogationTime">17 February
2017</date>.</p>
</mod>
</content>
</alinea>

We first define all elements that in the sentence relate to derogation action. Thus, we
extract the following element that find an adequate representation in:

destination of the derogation is detected in the text using <ref href > (normative refer-
ences connected with the derogation in order to produce a graph of all the derogations
and the relative norms). This information is reported also in the metadata in the tag
<destination> inside of the modification information <scopeMod>;

conditions (e.g., only for the bank, only for the COVID-19 pandemic situation) are
detected in the text and then reported in the metadata tag <condition>;

jurisdiction (e.g., only for Denmark) is detected in the text using <location> even
if it is not really a physical place but the concept of the state sovereignty and the
consequent jurisdiction;

temporal parameters (e.g., for six months) are detected in the text and stored in different
tags of the metadata according to the role played by this information: <duration> for
specifying how long the derogation acts, <force> for recording the enter into force
time, <efficacy> for recording the time of enter into operation;

limitation in the application of some specific domain (e.g., only for tax law) we can
store this information in the <domain> tag.

We then model everything in AKN in order to fix the knowledge and to reuse it for
the search engine, the semantic web filter, or other sophisticated application.
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<scopeMod "exceptionOfScope">
<source "body art 2 al 3 content mod 1"/>
<destination "/akn/eu/act/regulation/2012-02-17/965-2012/!main/annex_III"/>
<force>
<date "2014-02-20"/>
</force>
<duration>
<date "2017-02-17" "#endDate"/>
</duration>
<condition> Member States </condition>
<domain> continue to apply the existing national provisions concerning in-flight
</domain>
</scopeMod>

3.4 Technical Aspects

To retrieve the relevant part of the text we combined the use of regular expressions
together with the powerful SpaCy library, in Python. More precisely, a software has
been created which is capable of reading Akoma Ntoso structures by using two python
libraries dedicated to the navigation of xml files (i.e. Ixml and xml.etree), searching for
all the elements of the body of the legal document to match all those elements containing
the most frequent linguistic formulas by which derogations appears in the text. This first
part of the process employed regular expressions and aims at extracting the sentences
where derogations are found. After the navigation of the Akoma Ntoso files and the
matching process of the derogation linguistic formulas, a SpaCy'? pipeline has been
feed with all retrieved sentences. This pipeline (which is currently under development)
is built to detect as much information about the derogations as possible (e.g. time,
places, conditions). After having found derogations, and having extracted the relative
information, the software returns an Akoma Ntoso file which is marked up with the
information about derogations.

Regarding the first phase, the matching process performed by using regular expres-
sions produces a list of matches for the content of each element found in the xml structure
of the body of the Akoma Ntoso files. It is important to note that this first part has been
designed to deal with the physiological fragmentation of the content (fragmentation
which can be more or less relevant depending on the verbosity of the information within
the xml structure). In fact, those xml tags which can contain textual content sometimes
have inner inline elements which can add a further layer of complexity during the extrac-
tion of the sentences. In this part, we made sure that all elements’ texts and tails were
considered, in order to reconstruct the content of the sentences as much as possible. This
choice of design makes it possible to work also with irregular structures, or with struc-
tures which might possibly be not well-formed, or whose internal text is fragmentised
by inner inline tags. In this way, we tried to feed the regular expressions with sentences
that are as much complete as possible.

10 SpaCly is an open-source library of Natural Language Processing techniques capable to manage
the task called Named Entity Recognition that permits to detect in the text persons, organiza-
tions, roles, dates, locations, concepts. For applying SpaCy to legal language domain it is
necessary a customizaiton. https://spacy.io/.
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In the second phase, the sentence containing the retrieved provision is transferred
into a SpaCy pipeline in order to find as much information about the derogation as
possible. Also in this case, having a sentence as much complete as possible is crucial to
achieve better results. In fact, the steps of the pipeline are performed by navigating the
dependency tree, the part of speech, and the tags of the sentences. The pipeline, which is
currently under development, is partially completed, and has been designed as follows:

1 Searching for normative references (i.e. references to legal documents, such as
“Regulation 96/2016”) and add them as “act_reference” entities;

2 Searching structures of legal documents (i.e. references to portion of legal documents,
such as “Second paragraph of Article 3”), adding them as “part_reference” entities,
and connecting them to any related normative reference possibly found in the first
step;

3 Searching for EU member states and adding them as entity;

Searching for time references, and adding them as temporal entities;

5 Adding as entities the derogation formulas (which, as said before, are found using
regular expressions, an example of derogation formula is “by way of derogation
from™);

6 Adding deontic operators such as “should” (which can be crucial to determine the
presence of other elements related to the derogation within the same sentence, and
which can be used to take into consideration the deontic and argumentative dimension
of the derogation);

7 Connecting the derogation formula (found in step 5) to its corresponding “destina-
tion”: this means connecting the derogation formula to the relative part_reference
(including the act_reference, if any);

8 Finding any delegation and adding this information into the SpaCy document (i.e.
finding all those linguistic formulas which imply a delegation of power within the
derogation);

9 Find conditions (i.e. finding as many conditions as possible, related to the derogation)
by navigating specific linguistic indicators (such as “only if”, “unless”, and so on).

~

In other words, all the provision extracted in the first phase are then passed to this
SpaCy pipeline to search for the information about the derogation itself. The result of
the SpaCy pipeline is a complex object which contains all the information we need to
finally markup the original Akoma Ntoso with the new information about the derogation
(including all the metadata which have been found). Although the pipeline is still under
development, we managed to extract hundreds of derogations and produce marked up
Akoma Ntoso accordingly.

3.5 The Derogation Graph

Starting from the Akoma Ntoso files marked up with annotations (as described before),
we created a graph to represent and visualize derogations using d3js, a powerful library
which is capable of generating interactive visualizations. Graphs are generally com-
posed of two elements (van Kuppevelt 2020, Coupette 2021, Chalkidis 2021): nodes
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and links connecting nodes. It is not the first time that the scholars create graphs for rep-
resenting the legal knowledge, but concerning the legislation there are few experiments
that stressed three main problems: i) the computational issues because the calculation
of the network and the relationships between nodes need a specific algorithm capable
to work with hundreds nodes (Bommarito 2019, Katz 2014); ii) the visual model for
managing the complexity of the graph with large numbers of nodes (Koniaris 2021);
iii) the transparency in the navigation that could be useful for the legal experts and in
meantime understandable and auditable with valuable legal metadata (Alschner 2020;
de Jong 2022).

For coping with these three main issues, we extracted a graph where each node is a
legal act (which stores the information of the act itself, and where the unique ID is the
FRBR Akoma Ntoso URI) and where each link is a relationship of derogation which can
be established either with other nodes or with the same node (for reflexive relations).
We used the AKN annotation and specifically the metadata modification <scopeMod>
elements. The destination of the derogation is used for creating a connection between
derogation and document derogated. The other elements (which are not necessarily
present) are considered as information about the single connection, so their information
is stored within the relative link. More precisely, “duration” provides information about
the duration of the derogation, “place” provides information about the geographical
zones where the derogation is valid, “domain” provides information about the domains
of application of the derogation, “condition” provides information about the conditions
for which the derogation is valid.

For each node of the graph (i.e., for each legal document) we also collected its rela-
tive Eurovoc classifications, which can be found within the AKN tag <classification>,
and more precisely in the “value” attribute of any tag <keyword> whose “dictionary”
attribute is equal to “eurovoc”. In the image above, we stored seven pieces of informa-
tion for each node. The unique AKN ID, the CELEX number'!, the title of legal act, and
all the times in which the single node derogates others or itself (derogator_times and
selfderogated_times, respectively), or is derogated by others (derogated_times). Finally,
we stored the Eurovocs related to each legal document. Regarding the links, they can
store not only the source and destination, but also all the information that we extracted
from the files as explained before, namely: places, conditions, domain, duration. Also,
it is important to underline that the information of single nodes are displayed whenever
the mouse is over them, as described in the following image:

Importantly, each node has been assigned a color and a weight depending on 3
variables:

1) how many times the node is derogating other nodes (not considering itself);
2) how many times the node is derogating itself;
3) how many times the node is derogated by other nodes.

' CELEX number “is a unique identifier assigned to a document. It is independent of the language
of the document.” It is the unique identifier adopted before the ELI and AKN naming convention
and it is a legacy number for detecting legislative document in CELLAR independently to the
various generations of the technology evolution. See https://eur-lex.europa.eu/content/help/eur
lex-content/celex-number.html.
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The weight, which determines the dimension of the node, is achieved by following
formula:

w=kx(d+r+1t)

id: Jakn/eu/act/regulation/2013-06-26/575-2013/
. derogated_times: 0
derogator_times: 0
selfderogated_times: 72
degreeCentrality: 72
degreeCentrality_noself: 0

title: Regulation (EU) No 575/2013 of the European Par
liament and of the Council

eurovocs: bankingPolicy,creditinstitution financialCont
rol financialLegislation, mpan:
ervision,privateSectorLiquidity,tradelnformation

Derogating (1):
[akn/eujact/regulation/2013-08-26/575-2013/

° 2 AN, Derogated by (1):
Jaknfeu/act/regulation/2013-06-26/575-2013/

I Change centrality to centrality | I Stop animatioﬂ [ Zoom out I [ Remove nodes ] | Count |
igations/akn/eu/act/regulation/2013-06-26/575-2013/eng@/main.xml

Fig. 1. Network analysis of the derogations.

where k is a fixed coefficient intended to produce the most appropriate graphical result, d
is the times in which the node is derogating other nodes (excluding itself), r is the times
in which the node is self-derogated, and ¢ is the times in which the node is derogated
(by other nodes or by itself). We call d 4+ r + t “centrality”.

The color is decided as follows: yellow nodes are nodes which are mainly derogated
by other nodes (t is greater than r and d), green nodes are nodes which are mainly
derogating themselves by other nodes (r is greater than t and d), blue nodes are nodes
which are mainly derogating other nodes (d is greater than t and r). Finally, grey nodes
are nodes which are not derogating nor being derogated (d = ¢ = 0). To make the graph
less verbose, we included in the grey nodes only those whose r is greater than 4 (i.e.,
they derogated themselves more than 4 times).

By clicking on the single node, it is possible to visualize the relative xml file (if it is
available), which will be visualized in a new tab, within the same browser with all the
metadata for a better explicability to the legal expert (see Fig. 1). More precisely, we
used eXist-db to store and visualize each AKN document.

4 Conclusions

The derogation analysis provided much important information that could be used for
better regulation:
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e 6% of derogations are delegated to Member State legislation. This is interesting
because we can detect the parts of derogations from the EU legislation that involve
national law (relationship between EU and Member State law);

e A minimal part is connected with temporal conditions;

e Another minimal percentage is connected with ‘delegated acts’. Also, this is relevant
in the relation between primary and secondary law in EU sources of law.

Three patterns (see Fig. 2) win out, linguistically speaking, in virtue of how useful
they turn out to be in LEOS!? (a specialized editor developed by the EU Commission
for legal drafting) modelling for harmonizing derogations and markup (this is useful for
the search engine):

e “By way of derogation from/to” - 26%;
e “shall not apply” - 20%;
e “By way of exception” - 11%.

We have also used Eurovoc classification to understand the topics which are more
affected by derogations. We have discovered that the domains with more derogations are:
import license, tariff, food and agriculture. The most frequent self-derogation falls in the
financial/market domain regulation. Finally, the most frequent derogating acts belongs
to the food, agriculture, regulation of the market topics, even if the recent emergency
due to the COVID records a significant percentage of derogations.

Derogation patterns —
@ derogation_pattern_1 derogation_pattern_1b @ derogation_pattern_1c derogation_pattern_1d @ derogation_pattern_2
derogation_pattern_3 @ derogation_pattern_potential exception_pattemn_1 @ exception_pattemn_potential notapply_pattern_1
@ notapply_pattern_potentiai pattemn_delegatedsActs @ pattern_memberState pattemn_m @ pattern_temporaryDer

[ pattern_memberState 867.00

Fig. 2. Statistical about the pattern.

121 EOS “(Legislation Editing Open Software) is an open source software designed to help those
involved in drafting legislation, which in itself is a complex knowledge-intensive process, by
supporting efficient online collaboration.” https://joinup.ec.europa.eu/collection/justice-law-
and-security/solution/leos-open-source-software-editing-legislation. Visited in June 2022.
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Abstract. This paper summarizes desk research conducted on User Experience
and Design Research for Mobile Governmental Services and presents Good Prac-
tices. As mobile services are the next step for governmental services, it is necessary
that as this transition occurs that the integration of user needs, and user experience
is considered from the start of the development process. This paper summarizes
the methods, key findings, challenges that were discovered from UX and Design
literature research on mobile and electronic governmental services. As a result,
this paper derives Good Practices as a reference point for technical developers and
other interested stakeholders to include the necessary user experience and design
needs for market success.

Keywords: Mobile services - Mobile government - mGovernment -
eGovernment - Governmental services - User experience - Design research

1 Introduction

It is becoming increasingly important today that the electronic services provided by the
government offer policy information and governmental services. However, the design
and management of electronic government (eGov) apps is in some cases in great need
of improvement, which leads to problems in their use (Cahyono and Susanto 2019).
The technologies developed in recent years in the field of mobile and electronic services
for governmental services, all faced the problem of having to meet different require-
ments of digitalization. These requirements are in security, privacy and numerous other
requirements but also around user friendliness. Unfortunately, when technologies are
developed, the focus is often on one of the requirements and far too rarely on the user
experience (Kureerung and Ramingwong 2019b). Only if the services are accepted by
the users, they can benefit from the usefulness of the services. This then leads to the
ability to tailor the government’s services to its target audience, thereby reaching the
broader population (Ko et al. 2018).

The motivation of this work was to conduct a literature review of existing User
Experience and Design Research that has been done on mobile governmental (mGov)
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services and electronic governmental (eGov) services. After reviewing which methods
have been used and results that have been the outcome of a general consensus of what is
lacking and how it could be improved, this paper presents ten good practices that other
key stakeholders could follow to improve their User Experience of their services along
their development process. The research and work presented in this paper has contributed
and will be ongoing work in the EU funded MGOV4EU. This project focuses on creating
pilots that showcases a citizen-centric approach that enables eIDAS and the Single Digital
Gateway in mobile cross-border governmental services in Europe.

This paper has three following chapters. Chapter two will highlight key related work
on User Experience (UX) and Design Research that has been conducted on mGov and
eGov Services. This chapter will have two subsections where the first it will explain
which methods, models, and approaches have been used. Second, it will explore the key
insights from those studies. The third chapter will present the Good Practices which
have been extracted from the related work that has been done. Lastly, this paper finishes
with a conclusion and future work section.

2 Related Work for UX and Design Research on mGov and eGov
Services

This section expands on desk research conducted as a basis for the good practices.
There was a reviewing process of selected key words in relation to User Experience and
Design Research on Mobile and Electronic Government Services in Scopus and Google
Scholar. After this process was conducted, then the most relevant studies were chosen to
be presented. First, this section describes an overview of methods that include interviews,
surveys, and case studies on mGov and eGov applications and websites regarding User
Experience or Design Research. Second, there is a summary of some key results that were
concluded in of how some of the research solved various challenges in User Experience
and Design Research. The studies highlighted here aimed at gathering feedback about
the usability, design, and user experience from mGov developers, designers, and users
which were then used to present UX principles and improvements for the development
of mGov services.

2.1 User Experience and Design Research Methods Used on mGov and eGov
Services

This section summarizes and highlights the related work of five different approaches
that were used on evaluating the mobile government services in the user experience and
design research.

First, this approach analyzes existing user experience models and uses them to
develop a framework for user experience designs that promote awareness of informa-
tion distribution via mGov applications (Kureerung and Ramingwong 2019a). Several
usability models used in the topics of mobile applications evaluation, mGov, and user
interface design were identified and analyzed. The authors examined the recurrency of
the usability characteristics of usability models like Nielsen’s usability model (Nielsen
1993), the ISO 9241-11 usability norm (Abran et al. 2003), and the Software Usability
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Measurement Inventory (SUMI) (Kirakowski 2018) along with MGQM (Hussain and
Kutar 2009), PACMAD (Harrison et al. 2013), Extend PACMAD (Saleh et al. 2015),
QUIM (Seffah et al. 2006), MUSIC (Macleod et al. 1993). Usability factors for mGov-
ernment applications are then collected and clustered. The usability design framework
is put forward to promote the effective use of usability factors in the development pro-
cess. Based on the most recurrent characteristics such as efficiency and ease of use, the
authors then developed a framework for designing mGov applications (Kureerung and
Ramingwong 2019a).

The second approach that involved the use of usability model which is the Norman’s
Interaction model aimed at studying the Interaction Design Patterns in governmental
apps with the help of the 76 mobile interaction design patterns developed by Hoober
and Berkman in 2011 (da Silva and Freire 2020); (Hoober and Berkman 2011). The 13
categories of interaction design patterns developed by Hoober and Berkman are Compo-
sition, Display of Information, Control and Confirmation, Revealing more Information,
Lateral Access, Drilldown, Labels and Indicators, Information Controls, Text and Char-
acter Input, General Interactive Controls, Input and Selection, Audio and Vibration,
Screens & Lights and Sensors. These were then combined by Silva and Freire into
the following six categories: User Action, Help & Feedback, Search & Filter, Content
Design, Input, and Navigation. The authors then evaluated 27 governmental applications
in order to find the implemented design patterns in each one of them (da Silva and Freire
2020; Hoober and Berkman 2011).

The third kind of approaches employed empirical research methods to examine the
design of gov applications by conducting surveys, interviews, and case studies with
citizens and mGov designers and developers (Chang et al. 2020a, 2020b; Isagah and
Wimmer 2018; Lonn et al. 2016). A similar approach has been employed for the exam-
ination of the collaboration through citizen sourcing for the improvement of the devel-
opment of mobile government applications (Lonn et al. 2016). The research follows
the six steps of the Design Science Research Process by Peffers: Problem identifica-
tion and motivation, Definition of objectives of the solution, Design and Development,
Demonstration, Evaluation, Communication. For the improvement of mobile govern-
ment applications, workshops were conducted with municipality officials from multiple
municipalities and discussed the potential process that can be implemented or invented
that would allow citizens to send complaints directly to the government. Based on the
results of the workshops, the authors developed three prototypes: An App, an app inte-
grated with an ePlatform, and a final solution integrated with a case management system.
The prototypes were then demonstrated to the municipality officials and evaluated via
simulations, informed arguments from the government and citizens, tests, and a survey
with 35 (Lonn et al. 2016).

In order to determine the most important factors in mGov applications for the elderly,
a fourth approach has been identified in their study, they used a mix of quantitative and
qualitative methods, including an mGovernment prototype, to investigate key accep-
tance factors. Research approach used the IGUAN framework, which is a user-driven
method. The approach consisted in deriving some design factors from the TAM such as
perceptions and attitudes towards the system (Ko et al. 2018). The factors derived were
then used to develop an After Scenario Questionnaire (ASQ) that has been filled out by
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elderly citizens after getting a demonstration of a conceptual model of an mGov service.
Based on those results, a prototype has been developed and demonstrated and a survey
has been conducted to assess if the improvements were effective (K6 et al. 2018).

Another method by Cahyono and Susanto examined the user design of mobile eGov-
ernment websites. This involved using eye-trackers and MindWave to record retinal
activity and brain waves while e participants searched for specific information on 9 gov-
ernment websites. Then, a 28 statement interview was conducted with the participants to
determine the impact of human-computer interaction aspects and mobile website design
on the efficiency of mGov services in Indonesia (Cahyono and Susanto 2019). Overall,
this section shows that different methods and approaches can be utilized for the evalua-
tion of the user experience in mGov websites and applications. The variety of the methods
used does not only display the difficulty of properly evaluating mGov services, but also
proves that different target groups require different research approaches. This section
first provided a look on the usage of existing usability models and how mobile applica-
tion characteristics are relevant for the evaluation of mGov services. Case studies were
also a popular evaluation method, as multiple authors employed different techniques
in conducting these studies, including ASQs, workshops, and the analysis of the brain
activity.

2.2 Key Findings from Related Work

These key findings present a set of factors, solutions, and methods that have been iden-
tified and developed for the improvement of mGov and eGov design. First, this section
provides an overview of design framework for mGov applications, that focuses on sat-
isfying the primary requirements of the user interface. Second, there is an overview of a
set of design pattern categories and usability requirements found in empirical research
carried out with mGov developers and designers. These findings were found to be the
most impactful in the improvement of the usability in mGov applications. Third, UX
principles that derived from empirical research from a citizens and mGov users perspec-
tives are presented. These principles can be used for the improvement of the information
layout and user interface in governmental apps.

Overview of design framework for the interface of for mGovernmental applications.

Focusing on meeting the primary user interface requirements, this is an overview of
some of the design framework results that related work came up with for mGovernmental
applications.

The analysis of usability models such as Nielsen’s heuristics and the SUMI resulted
in the development of a framework for the development of user interface design for
mGov applications (Kureerung and Ramingwong 2019a). Their framework consists
first in defining the inputs required and the goals that need to be met. The findings are
then used to raise questions and start with the design process. In this process, security,
privacy, simplicity, learnability, memorability, and satisfaction are the most important
factors in use to be improved. Within the factor of use, factor requirements, that are based
on specific criteria, need to be fulfilled in order to present an improved user interface
for the mGov service (Kureerung and Ramingwong 2019a). This method allows mGov
developers to first identify and describe the main functionality of the user interface,
which in return provides a way to determine the main requirements of the application.
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From there, mGov developers can work on developing mobile applications and websites
that are focused on providing the main functionalities in the most usability-satisfying
and user-friendly way. These findings also align with other studies, that emphasize the
importance of user interface design (Chang et al. 2020a 2020b); (Isagah and Wimmer
2018); (Kureerung and Ramingwong 2019a).

Design pattern categories and usability requirements gained from mGov developers.

This section provides an overview of a set of design pattern categories and usabil-
ity requirements found in empirical research with mGov developers and designers.
These findings proved to be particularly important for improving the usability of mGov
applications.

The analysis and categorization of Hoober and Berkman’s interaction design patterns
resulted in the identification of 6 interaction design categories, that are most impactful
in the design of mGov services (da Silva and Freire 2020); (Hoober and Berkman 2011).
These categories contain different components that allow mGov application designers to
provide a cleaner user interface, an effort free user experience, and an overall more user-
friendly product (da Silva and Freire 2020). The 76 interaction design patterns from
which these categories were derived can be further studied in (Hoober and Berkman
2011). As for the pattern categories, a brief explanation and some examples of interaction
design patterns are presented in the following figure.

a mobile application. It includes Patterns like Titles, Icons, Lists, Pop-ups, and

The Content Design category describes the way content is presented to users in
@ Content Design
grids along with the dynamic arrangement of graphical or textual information.

interact with the application and execute the wished-for operation. This category

@ The User Actions define the set of methods the app provides to the user to
User Actions ik , ' A :
contains interaction strategies such as gestures, touch, voice, and sign on.

Input activities. These patterns include Keyboards, Input areas, form selections, voice

@ The Input patterns category consists of patterns that concern data entry
inputs, and mode switches along with other data entry related patterns.

The Navigation category incorporates all activities related with the navigation,
@ Navigation access, and movement of the user between content pages. The patterns

included in this pattern category are tabs, revealable menus, scrolling, links, and
fixed menus along with many more patterns.

The Help & Feedback patterns category consists of patterns that informs the
h f th i hi ing. Wait indi )
G Help & Feedback users about the status of the operations they are conducting. Wait indicators

notifications, and haptic output are some of the patterns that belong to this
category.

The Search & filter patterns category includes search engines and filters that
Search & filter aim at optimizing the search for data and functionalities. These patters are also

employed to limit the data volume that the user is exposed to.

Fig. 1. The most impactful interaction design pattern categories for the design of mGov
applications (da Silva and Freire 2020); (Hoober and Berkman 2011).

The empirical studies carried out with mGov designers and developers that aimed
at identifying the requirements of mGovernment services from designers’ perspective,
showed that most mGov designers and developers prioritized the usability over other
requirements of mGov services such as security, privacy, interoperability, integration,
compatibility, and scalability (da Silva and Freire 2020) (Isagah and Wimmer 2018,
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2017). A detailed overview of the usability requirements expressed by mGov developers
and designers, as well as their characteristics is presented in Table 1:

Table 1. Usability requirements from the perspective of mGov application developers and
designers (Isagah and Wimmer 2017, 2018)

Learnability Easy to learn, Easy to use, Easy to remember

Recognizability Meets Service Goals, Convenient to user environment, Easy to
understand

Operability Suitability for the device, Conformity of the device with user
expectation

User Error Protection Error tolerance

User Error Aesthetics Clear and attractive interface

Accessibility The use of multichannel, The use of multi-language, The use of
common and cheap channel

As displayed in Table 1, the usability requirements of mGov applications are cate-
gorized into Learnability, Recognizability, Operability, User Error Protection and Aes-
thetics, and Accessibility (Isagah and Wimmer 2017, 2018). Each of these requirements
vary in importance according to the kind of service and kind of users it attracts. For
the elderly, for example, the ease of use is the most important requirements, since most
of the elderly lack experience with new technologies (Ko et al. 2018); (Susanto et al.
2017); (Talukder et al. 2020). The main challenge in satisfying these requirements con-
sists in finding or developing principles, methods, or frameworks that could cover these
concerns but can also be employed across different mGov applications. Furthermore,
most designers and developers rely on the existing agile methods used as a substitute for
traditional software development methods. These agile methods differ in practices and
tactics and do address service requirements in different ways, which shows that there is
a lack of standards in the development of mGov services (Isagah and Wimmer 2018).
Most designers were also found to employ design approaches that do not involve the user,
nor do they use development frameworks that address all usability requirements (Isagah
and Wimmer 2018). Cross-platform frameworks, as an example, address compatibility
requirements but do pose some challenges regarding the user interface and performance
of an app. In addition, the employed guidelines such as material design guidelines, SMS
guidelines, and mobile operating systems guidelines are very different for each kind
of device. With the technological development happening in the smartphone industry,
it becomes hard for mGov designers and developers to agree on a specific guideline.
Therefore, standardized principles, guidelines, and best practices should be developed,
that address the requirements of m-government services, regardless of the type of device
the service is provided on (Isagah and Wimmer 2018).

UX principles derived from citizens for improvement.

Now, UX principles derived from empirical research from the perspective of citizens
and mGov users are presented. These principles can be used to improve information
layouts and user interfaces in government apps.
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Regarding the usability of mobile government applications, the results from case
studies and empirical work with citizens can be matched to the Content Design and
Search & Filter categories in Fig. 1. (Chang et al. 2020a, 2020b; Isagah and Wimmer
2018). The layout of information is the first design aspect that has a large potential of
having a usability reducing effect on mGov apps. To reduce the efforts that the user
must make when using the app’s functionalities, repeated entrances should be avoided.
A proper display of information and functionalities according to their importance also
showed signs of increased usability in our findings (Chang et al. 2020a, 2020b; da Silva
and Freire 2020; Isagah and Wimmer 2018, 2017). In addition, mixed or large quantities
of displayed information proved to be discouraging for potential mGov users (Kureerung
and Ramingwong 2019a, Chang et al. 2020a, 2020b).

The next design aspects that showed some negative effects on the usability were
colors and icons. The effect of different colors on the human brain has been largely
documented, thus making the choice of color a somewhat important decision in the
appearance of the interface (Chang et al. 2020a, 2020b; K& et al. 2018). The colors used
should therefore not be too heavy or occupy too much space, nor should the background
color be too close to the colors of the buttons. In some cases, where an administration
possesses a logo, the colors used in their mobile website or applications should match
the colors of the logo (Chang et al. 2020a, 2020b). The icons used in mobile government
applications also proved to affect the user-experience, since icons that are hard to recog-
nize or to understand lowered the usability of the app. Inconsistencies in design styles
were also found to be negatively affecting the mGov app (Chang et al. 2020a, 2020b;
Isagah and Wimmer 2018). Regarding the aforementioned usability aspects, the follow-
ing principles have been applied and have been proven to improve mobile government
applications from an user-experience point of view (; Isagah and Wimmer 2018):

Multiple entries for the same functions need to be simplified.

Redundant entries need to be removed.

Important services need to be placed at high priority positions in the layout.

The size of visual elements needs to be adapted to their importance.

The popular services identified in surveys and user experiments need to be added.
The information architecture needs to be changed to show the most important
information first.

e Government applications should need to have a uniform design across administrations
to reduce the cost of training users.

Challenges

As a reflection of this desk research, there were five main challenges that can be sum-
marized. The first challenge is that different smartphones and interfaces have different
requirements for mGov application development (Isagah and Wimmer 2018, 2017). The
second challenge is that there are no standardized approaches that meet the usability
requirements of mGov services (Chang et al. 2020a, 2020b; Isagah and Wimmer 2018;
Lonn et al. 2016). Third, many developers and designers of mGov use approaches to
develop working mobile applications. This requirement usually takes precedence over
usability (Isagah and Wimmer 2018; Kureerung and Ramingwong 2019a). The fourth
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challenge is that demographics, political status, familiarity with technology, trust, and
the nature of the service being offered have the most impact on the usability of mGov
services (Chang et al. 2020a, 2020b; da Silva and Freire 2020; Isagah and Wimmer 2018;
Ko et al. 2018; Kureerung and Ramingwong 2019a; Lonn et al. 2016).The final challenge
is that many mGov solutions do not involve citizens in the development process, making
it even more difficult to make them user-friendly (Ko et al. 2018; Lonn et al. 2016).

3 Good Practices of User Experience and Design Research
for mGov and eGov Services

As a result of the literature review, summarizing the different methods and results from
the relevant results, this section summarizes ten good practices for mGov and eGov
services to follow in pursuing a higher level of user experience and design for their
services. These good practices should be seen as guidelines or a tool kit in the design of
new or improving existing mobile government and egovernment services.

1. Learnability

According to (Isagah and Wimmer 2018) learnability is characterized that the user
is able to easily learn, use and remember. In the context of both eGovernment and
mGovernment applications, learnability means that the user would easily learn how to
use the app or service, not have any difficulties using it and finally, easily remember
how to use the app or service or how to find certain information within the application.
Learnability contributes to the increase of user-friendliness in the short term and user
acceptance in the long term. Thus, learnability is also a way to overcome the third
challenge, which states that many developers and designers of mGov use approaches
to develop working mobile applications. This requirement usually takes precedence
over usability.(Isagah and Wimmer 2018; Kureerung and Ramingwong 2019a), where
developers would only focus on technical aspects rather than on usability aspects of the
solution.
2. Minimalistic and simple design

The need for a minimalistic and simple design of the service that allows the user
to focus on the important functions of the services. Simplicity automatically increases
accessibility, which means that no user groups are excluded because they lack certain
capabilities. Therefore, this good practice is to provide a barrier-free and user-friendly
solution in order to overcome the fourth challenge which is that demographics, political
status, familiarity with technology, trust, and the nature of the service being offered
have the most impact on the usability of mGov services which highlights the inevitable
different characteristics of users (Chang et al. 2020a, 2020b; da Silva and Freire 2020;
Isagah and Wimmer 2018; Ko et al. 2018; Kureerung and Ramingwong 2019a; Lonn
et al. 2016) that make it difficult to develop a service that fulfills the needs of different
user groups.
3. Language

Language refers to the language in which the eGov or mGov service is offered. The
goal of this good practice is to ensure that the language used in the service is one that
is understood by a broad user group. This can be fulfilled by offering one common
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language or many. However, this good practice goes beyond offering various languages
for the service, but to ensure that the language used is presented in a simple and clear way
that any average user would understand despite their technical or legal understanding.
Similarly, to a simple design, language can help to overcome the differences between
user groups.
4. User readable terminology

The User Readable Terminology good practice implies that all the terminology
(labels, buttons, messages, etc.) is understandable for users with little technical under-
standing. This should also include users that are new to the software and the subject.
This good practice does not only enhance usability, but it also guarantees that no user
group is excluded. This is particularly important regarding overcoming the foremen-
tioned challenge about how demographics, political status, familiarity with technology,
trust, and the nature of the service being offered have the most impact on the usability
of mGov services.
5. Help & feedback

This good practice implies offering a “helpdesk” for users that answers any questions
that may arise during the user experience. Whenever the user is not able to proceed
within the application, he or she must be able to get assistance. This assistance can
be provided either by means of direct interaction with a team or a software in the
background e.g. through a chatbot, or by means of simple clickable “i” that provides the
user with additional information. Feedback in mobile or web-based applications refers
to patterns that “inform the users about the status of the operations they are conducting”.
Such patterns include for example notifications or haptic output (da Silva and Freire
2020; Hoober and Berkman 2011). However, feedback can also mean that the user
provides feedback to the developer. Both help and feedback contribute to an enhanced
user-friendliness.
6. Error handling

Error handling is an important step within the development of any application and has
been described in many user design studies. This good practice implies the involvement
of end users to ensure that all predictable cases the system hinders the user to make
mistakes. But the system should not just block an operation. Instead, it should explain to
the user why this operation is not available at the moment. If there is an error, or the user
makes a mistake the system should provide clear and understandable cause, also giving
the user clear instruction on how to fix it. It shows that there is a strong interdependency
between error handling and feedback and therefore, both must be installed.
7. Search & filter

One of six interaction design patterns defined by Hoober and Berkman is the search &
filter design pattern (da Silva and Freire 2020; Hoober and Berkman 2011). As in any
other web-based or mobile application, there must be a way for the user to search for
certain information, data or functionality through a search engine implemented in the
application. Even if all good practices described in this chapter are fulfilled by the
developer, some users might prefer to look for data through a search engine instead of
using other functionalities that are already there. Another add-on that comes along with
that search engine is a filter. Such a filter makes it much faster for the user to find what
he or she is looking for.
8. Operability
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Operability or adaptability is a good practice where the User Interface developed
must be adaptive, where the content is presented to users in a high quality way despite
the size or device. According to (Isagah and Wimmer 2018, 2017) operability stands
for (a) suitability for the device, and (b) conformity of the device with user expectation.
Independently of the definition, the developer must make sure that the service can be
accessed through any device. This good practice addresses another challenge that many
developers of mGovernmental services have faced is the huge variety of devices available
on the market, through which the user can access a service. This challenge requires that
any solution is operable and supported by all mobile devices available on the market.
9. Placement of information

Two good practices for user interaction and design of mGov services have been
already studied intensively in case studies and empirical work with citizens by
(Kureerung and Ramingwong 2019a), (Chang et al. 2020a, 2020b; da Silva and Freire
2020; Isagah and Wimmer 2018, 2017). One important factor is the right placement of
information within the application. It has been shown that a straight-forward layout and
arrangement of instructions and functionalities is crucial for the usability of the service.
Also, overlaps and replications of text and generally, large quantities of text should be
avoided. The user must always be clearly directed to the most important functionalities.
10. Use of colors

This good practice is one that has reflected its importance in case studies and empir-
ical studies with citizens is the right choice of colors (Chang et al. 2020a, 2020b; Ko
etal. 2018). Not only the wrong choice of colors can negatively impact the user, but also
the inconsistent use of logos or corporate identity of a service provider. Moreover, icons
play an important role in the user experience. Well-designed and well-placed icons can
be a benefit for the user (Chang et al. 2020a, 2020b; Isagah and Wimmer 2018). All in
all, the “look and feel” of the application for the user must be as appealing as possible.
The aforementioned studies show, that the involvement of citizens in the user design
process can help a lot to design a user-friendly service that attracts many users.

4 Conclusion and Future Work

As a result of exploring related work, there has been a variety of different methods or
frameworks that have been used to study the User Experience and Design research of
mGovernment and eGovernment services. They have explored and described different
design approaches and characteristics that are used for various eGov or mGov services
and portals. Many previous research conducted combined multiple usability evaluation
models during their process.

After summarizing which methods, models, and approaches were used in the most
suitable related work, a summary of their results was also made and their suggestions.
This process of establishing an overview set the foundation for creating the ten good
practices for developers and other interested stakeholders in establishing User Experi-
ence and Design Good Practices in a simple and efficient way. While User Experience
and Usability are often thought of at the end of the development process, this is some-
thing that should be integrated throughout the entirety of development. With integrating
or having good practices in mind of how to make future services with a higher level of
user experience, could assist greatly in user adoption of these services.
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These good practices also set a foundation for future work for research. These good
practices should be set to be tested, evaluated, refined, or expanded in an academic field
as well as in a practice. Future work could include a greater amount of User Experience
and Design models in its consideration, including ones that have not already been studied
with in regard to mGov or eGov services.

Overall, this is a continuous work to assist in improving the integration of User
Experience and Design Research into practice of future mGov and eGov services. While
this paper has been focused on mGov and eGov services, these good practices are broad
enough to apply to many different situations regarding improving services and their User
Experience.
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Abstract. The following study investigates and identifies research tra-
jectories pertaining to the digital transition of agriculture and food pro-
duction. While a vast amount of research aims to discover new technolo-
gies, or to apply them in novel ways, their large-scale implications as
regards data ownership and data governance are relatively overlooked.
Regulatory interventions are demanded to steer data ownership and data
governance towards the ‘common good’. It is thus necessary to identify
how research can contribute to the discussion on sensitive areas of poli-
cymaking that have been the object of environmental regulation, includ-
ing the EU Green Deal and UN Sustainable Development Goals. In the
light of this necessity, this paper identifies issues with ethical relevance
emerging from the adoption of new technologies in agritech, including
Artificial Intelligence techniques and Internet of Things applications. To
do so, this study attempts to systematise and categorise existing research
trends by clearly identifying their scope and understanding the relation-
ships that exist among them. The results of this enquiry show that five
interconnected research trajectories - namely, technical solutions, data
governance, data ownership, ethics and law - can foster the discussion
on agritech transition. The connections between these research areas can
be understood in terms of a descriptive and a prescriptive perspective.
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This intervention is aligned with the United Nations Sustainable Development
Goals 2 (“Zero Hunger”), 8 (“Decent Work and Economic Growth”), and 12
(“Respounsible Consumption and Production”). The ‘great promise’ of Big Data
and Artificial Intelligence (Al) is to foster this transition by rationalising a wide
set of operations. They range from public decision-making, to data availability
for consumers, ‘smart’ solutions for food business operators, and so forth. Imple-
menting policies seem urgent to implement the new political agendas set in the
aftermath of COVID-19 pandemic, at national (e.g. the Italian National Plan
Resistance and Resilience), regional and international level.

The digital transition of agriculture and food production is placed within the
so-called Fourth Revolution [1] and raises interesting questions as regards the
priorities to be set. Regulators should steer such “Green & Blue” [2] transition
toward the ‘common good’ and their decisions should keep into account not only
the economic growth, but also other factors such as food safety and long term
sustainability. However, conflicting interests among the involved stakeholders -
including consumers, the food industry, local farms, small-medium enterprises -
might hamper the finding of shared solutions and policies.

Research could foster the discussion about such policy-making by identify-
ing the goals and the means of agricultural policies aimed at digitalising farm-
ing. However, research areas focused on the adoption of agritech solutions seem
quite fragmented. In particular, a gap can be observed between the discussion
on ‘smart’ methods and the general policies set by the political agendas and
supported by the legislation. Therefore, this paper aims to cast light on possi-
ble research trajectories in agritech with the goal of providing an overview of
research topics and identifying their relationships.

The study adopts a cross-disciplinary method of enquiry, especially when
establishing a connection between research areas with the goal of filling the
aforementioned gap. Rather than a complete and systematic literature review,
this paper identifies general trends across several research areas. The qualitative
systematisations provided in this study are thus meant to identify common pat-
terns in agritech that raise questions relevant to policymaking. Primary sources
of investigations have been extensive reviews in agritech, identified by certain
keywords?. Other sources have been selected from these reviews to investigate
the use of established and newly-adopted technologies identified as such by the
reviewers. In some of the extracted reviews, emerging trends have also been
linked to existing issues in new technologies and discussions about their ethical
and moral dimensions (e.g., Al ethics). From these premises, the overview of
research trajectories has been developed by systematising these findings. The

2 [[“Big AND Data” OR “Artificial AND Intelligence”] AND [“Smart AND Farm-
ing” OR “Digital AND Agriculture” OR “Agritech”] AND “Review”]| was the query
used to identified papers that contain literature reviews on the topic under scrutiny.
Research was performed on academic databases (namely, Scopus, Web of Science,
Google Scholar) using title-based and topic-based queries and refined to avoid dupli-
cates.
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proposed categorisation consists of five intertwined research areas, namely tech-
nical solutions, data governance, data ownership, ethics and law.

The paper is divided in four sections following this Introduction. Section 2
briefly summarises the previous works in the area of agritech and data gover-
nance, whereas Sect. 3 contextualises these works within emerging trends in new
technologies. Section 4 identifies the research avenues (or trajectories) for future
studies in this area and briefly discusses their possible implications. Concluding
remarks summarise the main findings of this work and illustrate the next steps
for this research.

2 Current Developments in Agritech

Reviewers (e.g. [3-5]) have identified several ongoing trends in agriculture 4.0,
also known as precision agriculture (PA) or smart farming. These trends are not
characterised by the use of a single technology, but they are made possible by
the combination of multiple ICTs aimed at improving the profitability and sus-
tainability of farming [6], e.g., by increasing the degree of automation in certain
tasks or by improving decision systems [7]. Despite being dated back to 1980s
[8], digitalised agriculture is now scalable due to lower costs in microprocessors
and new technologies such as cloud computing or mobile applications.

Geographic Information Systems (GISs) combine spatial data with soil infor-
mation [9]. While this technology is not entirely new since it was originally pro-
posed by FAO in the 1990s [10], its deployment has been recently proven to
be successful in several case studies discussed by the literature in the fields of
urban extension, deforestation and climate change [11]. Soil sensors aggregate
these data with satellite images [12]. Recent data acquisition trends also relate to
the use of Unmanned Arial and Ground Vehicles (UAVs and UGVs respectively)
[13].

The deployment of Internet of Things (IoT) technologies - smart objects
connected to each other through a wireless network infrastructure [14] - has
been fruitful in crop and resource management and monitoring, with increases
in quality and quantity of the crop yield [15]. Data acquisition is also related to
environmental information, such as moisture, temperature, and light [12].

Furthermore, the proliferation of mobile applications for Agritech has been
observed by reviewers [16], also in developing countries [17]. Mobile applications
allow data access and visualisation, thus contributing to the decision-making
processes regarding crop nutrition, fertilisation and irrigation. Smartphone cam-
eras can be used for crop protection and diagnosis purposes.

Blockchain technologies are deemed to be game-changing for traceability
across the whole food chain [18]. Use cases conducted by IBM and Walmart
[19] and Carrefour [20] show the potential of this technology in food logistics.
In smart farming, blockchain can be used in the early stages of the food chain
by the seed provider and the producer [21]. Given the presence of several actors
involved in the agricultural supply chain and the international nature of modern
trades, blockchain can reduce the time required for manual checks and document
processing [22], ultimately lowering production costs.
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These technologies are, indeed, multifunctional. While they seem mainly ori-
ented to support business activities of the food industry, they can also ease
consumers’ decision-making. The integration of these solutions goes under the
names of “Traceability 4.0”, “Smart Packaging” or “Smart Labelling”. Recent
studies [23] show that mobile applications equipped with augmented reality tools,
including QR-codes, impact consumers’ perception on product quality and ori-
gin, thus bringing consequences on the international food market. Traceability
solutions are quite diverse and applicable to heterogeneous goods, including olive
oil [24] and wine [25].

The integration of these technologies into interoperable models represent a
noteworthy challenge. Different data sources should be integrated to extract
meaningful information from them. Existing research has proposed an integra-
tion at the semantic level by means of Semantic Web Technologies [26], with
possible benefits on data management and automated systems building [27].
However, these reviewers have identified a relative paucity of research in this
area, which remains underutilised despite great potential.

The use of these technologies is also related to agricultural policymaking.
Together with food producers, suppliers, and consumers, also policymakers can
benefit from technologies such as remote sensing and data analytics to shape
information-based governance models [28]. In particular, targeted policies for
specific areas and real-time interventions become feasible when ICTs are spread
throughout the food chain. Together with agricultural policies meant to support
economic activities, deploying data-driven policies should also mean to foster
sustainability [29].

To summarise, this section has highlighted how digital solutions are reshap-
ing agriculture under several perspectives. The three main pillars of these devel-
opments consist in fostering agribusiness, empowering consumers, and sustain-
ing decision-making processes. While existing research shows how each of these
pillars can individually benefit from digital transition in agriculture, it is still
unclear what direction the involved stakeholders should follow and, eventually,
how to find a unified strategy for the ‘common good’ to be adopted by decision-
makers. The next section illustrates some of the issues emerging from this tran-
sition to be investigated by academic research.

3 Agritech and Emerging Issues

The following section is aimed at identifying current and novel issues that emerge
from the digital transformation of agriculture specifically related to data and
information used for decision-making processes. As it will be discussed, the
identified issues can be subsumed within two general categories, namely data
ownership and data governance.

Reviewers in [5] observe that “[d]ata ownership, protection, and security are
perceived as not sufficiently close to farmers’ needs, thus becoming threats to be
mitigated, if not completely avoided. In more words, nowadays, digital solutions
for [smart farming, ed.] are under-utilised because practitioners fear data misuse
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and the loss of control over their business”. Similarly, scholars have discussed
data ownership in farming under the perspective of finding the entity entitled to
exploit the economic value of information [30,31] or in terms of the relation and
the distribution of power between companies providing digital infrastructures
vis-a-vis farmers [3,32].

A certain degree of lexical ambiguity can be found in this literature, possibly
due to the diverse background of the scholars in this field. For instance, ‘data
privacy’, ‘data confidentiality’, ‘data protection’, and similar expressions are used
interchangeably. Most of them, however, regard different issues in the realm of
personal data rather than other information that does not refer to an identified
or identifiable individual®. While it is true that some data in this domain could
potentially qualify as personal data for the purposes of data protection law - for
instance, food consumption data [33] or farmers’ location - the majority of the
digital information produced in farms is constituted by the data on temperature,
humidity, nitrogen levels, geographical information, water use, vehicle data, ecc.
captured by sensors deployed in the fields.

When focusing on non-personal information from a data-centric perspective,
the clashes between confidentiality and data re-use, the preservation of competi-
tion, and data sovereignty can be prima facie observed as the most relevant con-
cerns emerging from digitalised agriculture. While these issues have been widely
discussed in fields such as data protection, data security and international data
transfer with regards to personal information, little discussion has been made
over non-personal data, and even less about farm-related information.

Furthermore, the centrality of (big) data in the current debate shall not
nudge researchers, practitioners and policy-makers into believing that algorithms
should be relegated outside the discussion. In fact, while the crucial role of data-
as-an-asset has been fruitfully captured by the contemporary debate in agritech
information, the way we ‘make sense’ of data - i.e., algorithms - seems absent
from the current literature.

However, scholars have progressively shifted from the data-centric to the
algorithm-centric [34] level of abstraction [35]. Agritech is not different from
other domains. With Al and automated decision systems made possible by
the abundance of data provided by the applications discussed in Sect. 2, issues
already identified by the technical and ethical literature [36] will eventually be
detected in agritech. While Al systems can fruitfully enhance decision-making at
every level (food business operators, consumers, policy makers), it might be the
case that some risks outweigh the opportunities offered by such novel solutions.
In particular, two possibilities can occur.

On the one hand, high-level and horizontal issues (i.e., pertaining to all Al
applications meant to support decision-making) can be identified. Inter alia,
algorithmic explainability can be seen a paramount requisite for Al systems
meant to support public decision-making [37], whereas human oversight and
accountability frameworks are necessary to attribute the responsibility for the

3 That is the definition of ‘personal data’ under Article 4(1) of the EU General Data
Protection Regulation (Reg. 2016/679).
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actors involved, especially in the fields of product liability and in the business-
to-business relationship between farmers and ICT suppliers.

On the other hand, applied and vertical issues (i.e., specifically pertaining
to the context of agritech Al-powered solutions) raise attention. For instance, it
might be the case that disparate access to ‘smart’ solutions amplify the diversity
between different areas and regions, or that Al-suggested solutions prioritise
profit over environmental concerns (e.g., in the case of fertilisation and the use
of plant protection products vis-4-vis environmental concerns).

To summarise, two main areas of potential investigation have been identified
in addition to technical advancements. On the one hand, the quasi-proprietary
relationship between a legal entity and some information - identified as ‘data
ownership’ - has been detected as one of the key issues. As a research trend data
ownership investigates the possibility to access, analyse, and store (i.e., ‘use’)
data, both from technical and legal perspectives. In fact, the rules governing the
usage of data by a qualified entity can be expressed in design requirements (e.g.
via APIs, data portability instruments, etc.) as well as in legal terms (e.g. in
‘hard laws’, contracts, codes of conducts). On the other hand, data governance
expresses the procedures that govern the creation of data-related rules, the reg-
ulatory instruments adopted to create, modify and to amend these rules, and
the objectives that they are meant to fulfil.

Data ownership and data governance interplay significantly. Any entity qual-
ified to use a given dataset is also entitled to determine the purposes of the such
usage (e.g. business analysis) and the rules that govern it (e.g., restricting access
to third parties). In other words, who owns the data usually decides how to use
it. This faculty is subject to changes when a coercive regulatory intervention,
such as ‘hard law’, determinates from the outside the behaviour of the data
owner by restricting or enlarging its possibilities. Who shall determinate such
behaviour, by what means, and for what purpose is the research trajectory that
goes under the name of data governance.

4 Possible Research Trajectories and Their Connections

The previous section has identified data ownership and data governance as two
central research areas. A combined discussion about these topics is necessary to
understand digital transformations across the whole food chain. In particular,
it has to be noted that, without regulatory interventions, a discrete margin
of appreciation is left to the involved stakeholders in determining governance
choices that have consequences on ownership (e.g., allowing or restricting data
access to third parties).

Research has discussed how ethics play a significant role in determining gov-
ernance and, consequently, ownership choices in new technologies. For instance,
re-thinking data ownership in agriculture has been considered necessary, also on
the basis of ethical considerations [38]. In the field of algorithmic governance, it
has been observed that “[e]thics plays a key role in this process by ensuring that
regulations of AI harness its potential while mitigating its risks” [39], when AI
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solutions are meant to promote a general interest and the social good [40], as
with the case of agritech. In sum, the digital transition of farming and related
activities require a careful balance of risks and opportunities.

On the contrary, it might be argued that law is sufficient in addressing con-
flicting interests (e.g., between data confidentiality, openness and re-use). In the
European legislation, data flows might even seem over-regulated: the contextual
application of the General Data Protection Regulation*, the Non-personal Data
Regulation®, the Data Act®, the Data Governance Act”, and the forthcoming
Artificial Intelligence Act®, jointly with sectoral food law legislation, e.g., in the
field of food safety® suggests that EU decision-makers have already decided for
a clear direction on how to solve ownership and governance issues.

Some clarifications on the role of ethics are then necessary. First, ethics is
not necessarily meant to replace the normative role of existing laws. Following
Floridi’s interpretation of the role of ethics in this debate [41], it shall be deemed
either as a challenge to the existing legislation to be used in a de iure condendo
perspective (“hard ethics”) or as what ought and ought not to be done over
and above the existing regulations (“soft ethics”, among which we can include
‘data ethics’ [35]). Furthermore, principles can be placed between law and design
specifications [42].

As argued above, several pieces of legislation regulate the use of data in the
European Union. Therefore, data ownership and data governance are (also) co-
designed by such several provisions and, in turn, technical solutions are impacted
by these rule-shaped ownership and governance models. While the law sets the
“how” ownership and governance should be shaped, ethics contributes to identify
the “what-for” certain choices are made. With new technologies and applications
emerging and in a transition phase, ethics (as a discipline) has the capability to
receive inputs emerging from the current status of ownership and governance and

* Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive 95/46/EC
[2016] OJ L 119/1.

5 Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14
November 2018 on a framework for the free flow of non-personal data in the European
Union [2018] OJ L 303/59.

5 Proposal for a Regulation of the European Parliament and of the Council on har-
monised rules on fair access to and use of data.

" Proposal for a Regulation of the European Parliament and of the Council on Euro-
pean data governance - COM/2020/767 final.

8 Proposal for a Proposal for a regulation of the European Parliament and of the
council laying down harmonised rules on artificial intelligence (Artificial Intelligence
Act) and amending certain Union legislative acts - COM/2021/206 final.

9 Regulation (EC) No 178/2002 of the European Parliament and of the Council of
28 January 2002 laying down the general principles and requirements of food law,
establishing the European Food Safety Authority and laying down procedures in
matters of food safety [2002] OJ L 31/1. This Regulation has been deeply amended
by the 2021 Transparency Regulation to provide more public access to food safety
information.
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support legal operators (hence, not only lawmakers but also judges and scholars)
in identifying the best option among the many possibilities offered by technical
solutions.

This is the case of agriculture and food production. As a market sector, it
constitutes a field of research dense with opportunities and risks. Their balance
determines the quality of life of consumers and impacts the whole population of a
given region, let alone economic consequences for food business operators. More-
over, data-centric regulations should match the goals of regional or international
green transition programmes such as the EU Green Deal and UN Sustainable
Development Goals. Ethics can contribute to the identification of a general trend,
or solid pillars, to support the interplay between data-oriented provisions and
digital transition programmes.

Poses questions

complie$ with

prescriptive

Fig. 1. Possible research trajectories: technical solutions, data ownership, data gover-
nance, ethics and law. Descriptive and prescriptive relationships are identified by the
arrows

Figure 1 displays the research trajectories identified by this paper. They are
not intended to be ranked or classified hierarchically and the order of presenta-
tion in this study is only for descriptive purposes. First, the domain of technical
solutions is necessary to correctly understand what is (or can be) done with
emerging technologies and applications in the realm of Big Data and AI. Such
correct understanding is necessary also to prevent, in a later stage, that legal
solutions impose excessive or impossible burdens on ICT providers or users.

Then, data ownership and data governance are prima facie determined by
technical solutions previously discovered. As a research trajectory, data own-
ership poses the question “Who owns the data?” and investigates the quasi-
proprietary relationship between stakeholders and personal or non-personal
information, access conditions, data transfers, data processing, data warehous-
ing, and so forth.
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Instead, data governance seeks answers to the question “How is data man-
aged?”. In particular, it focuses on the allocation of decision-making powers in
data-related questions, what regulatory instruments are adopted in the defini-
tion of these rules, how they are enforced, what are the general goals of these
rules, etc.

Then, data ownership and data governance have to comply with legal require-
ments, in particular the complex legislative scheme described above. Therefore,
a scrutiny on their level of fitness to the current regulation is required. This first
set of questions regards any scenario at any given time and a descriptive goal.

While being compliant with legal requirements, ownership and governance
models pose questions that have an ethical relevance, as they demand morally-
relevant choices. As argued above, technologies can be used to prioritise food
production, lower costs for consumers, increase access to food, perhaps at the
expense of increased land usage and environmental concerns. Ethical dilemmas
are not new to agriculture and food production, especially in bioethical research
[43].

Today, these trajectories require the inclusion of approaches capable of cast-
ing light on novel technologies. After all, and on a positive note, a certain degree
of consistency on high-level bioethical principles and Al principles has already
been identified by qualified working groups [44], thus paving the way for a pro-
gressive integration at applied levels such as agritech. Moreover, this method has
been proved to be correct elsewhere, when applied to food safety [33,45]. Further-
more, ethical contributions might be necessary to foster the current debate on
forthcoming pieces of legislation in the EU (Data Act and Artificial Intelligence
Act).

Therefore, it might be necessary to identify, alongside the legal domain, an
ethical research trajectory capable of capturing instances of ‘what for’ discussions
emerging from the debate on data ownership and data governance. Therefore,
differently from the other relationships, the one between ownership and gover-
nance trajectories is not descriptive, but it aims at discovering “hard ethics” or
“soft ethics” approaches to the existing regulation, hence being prescriptive or
ought-oriented.

Such prescriptive relationship between research trajectories is not isolated.
Besides setting general principles and constituting powers [46], law is also inher-
ently prescriptive, thus mandating certain behaviours that shall be followed when
implementing data ownership and data governance models. Therefore, legal pro-
visions co-design these models, together with other factors such as economic
considerations, global policies, power relationships, and so forth.

In turn, ownership and governance models steer the development and the
design of the technical solutions deployed in a given environment and, ultimately,
are a contributing factor to their adoption. By means of this prescriptive rela-
tionship, technical solutions eventually mirror the regulations and contribute to
achieve policy-makers goals.

Let us briefly discuss the main implications of the proposed classification.
First, the interdependences of the identified research trajectories entail that their
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integration is necessary to solve the complexities of agricultural transition. In
other words, decision-makers should rely and be informed on these five areas
to identify the pros and cons of digital transition policies that are relevant to
agritech. Secondly, ethics play a key role in mediating different positions and
being, either as a ‘hard’ or a ‘soft’ ethics, the pivot of the research trajectories. In
this regard, agritech is consistent with other research domain, including bioethics
and AT ethics. Finally, the circularity of the proposed model implies that, while
no research area is more important than the others, new advances in each area
have implications for the others. This map can contribute to identify the nature
of such consequences from a theoretical point of view.

5 Concluding Remarks

This study has contributed to identify possible research trajectories in agritech
data-related issues. A systematisation of the existing research trends and
methodologies was necessary to identify a common ground for further discus-
sion. In summary, the paper has identified five main research tracks in agritech
data-related issues: technical solutions, data ownership, data governance, ethics
and law. The existence of descriptive and prescriptive relationships among them
has also been detected. In this sense, this study in an original contribution to
an ongoing, yet highly fragmented, discussion.

However, this study is also limited because it only provides a short descrip-
tion of each research trajectory, without specifying specific methodologies to
tackle the peculiar issues of each research area. While each of them remains
independent, it is necessary to contextualise them within a broader framework
to verify the technical feasibility, the connections with data ownership and data
governance, the ethical implications, and the compliance to legal requirements
of every newly-developed research product that can contribute to the ‘common
good’ in the digital transition of the agrifood sector. The next steps seem likely
to put the research trajectories into practice. Naturally, it might the case that
research products do not cover all the aforementioned issues in detail. However,
a generic assessment of their implications or, vice versa, their check under a dif-
ferent perspective seems ultimately beneficial for the interplay between research
community and to policy-makers.
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