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Abstract. COVID-19, a disease caused by corona virus is a worldwide pandemic
which put millions into death. Not only on lives of people but also it has affected
all countries in terms of development and wealth. The main challenge is to detect
COVID-19 effectively with high accuracy. A fast classification algorithm can help
the health professionals in many ways. This work focuses on the implementation
analysis of various Convolutional Neural Network (CNN) which are pre-trained
in detecting the disease from chest X-ray images with highest accuracy. Transfer
learning is utilized, and fine tuning is performed to get a reliable classification of
the image data. For the pre-trained CNN model Mobilenet-V2, highest accuracy
of 94.298% and precision of 89.76% obtained.

Keywords: COVID-19 · CNN · Transfer learning · Classification · Fine tuning ·
Performance metrics

1 Introduction

The COVID-19 disease is treated as a global pandemic. On 31st December 2019, World
Health Organization (WHO) gave an alert on a special case of respiratory illness with
symptoms like fever and cough. By January 30, 2020 WHO promulgated it as a serious
global health emergency and gave the name to the disease as COVID-19 [1]. It snatched
millions of lives and still countries are suffering from this pandemic. Early detection of
disease is the only way to reduce the spread [2, 3].

RTPCR (Reverse Transcription-Polymerase Chain Reaction) and antigen test are
proved to be efficient in detecting COVID-19 [4]. But insufficient test kits with expo-
nentially increasing patients compelled health professionals to look for an alternative.
Today, detection of diseasewith radiology images is gettingmore attraction [5].Although
CT scans are more effective in detection, the increasing number of patients and extra
burden on radiologists caused to move from CT scans to Chest X-rays [6].

After COVID-19 outbreak, researchers began to explore the possibilities of deep
learning to detect and classify the disease. Machine learning is considered as a subset of
Artificial Intelligence (AI) containing approaches to improve the capability of machines

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Singh et al. (Eds.): ICACDS 2022, CCIS 1614, pp. 52–63, 2022.
https://doi.org/10.1007/978-3-031-12641-3_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12641-3_5&domain=pdf
https://doi.org/10.1007/978-3-031-12641-3_5


Analysis of COVID-19 Detection Algorithms 53

in doing various tasks with experience. It gives the ability for computers to learn and
perform. Using Machine Learning approach, patterns from large, noisy and complex
datasets can be extracted. This feature of machine learning is what makes it highly
suitable for biomedical detection and classification applications [7–9]. Artificial Neural
Network (ANN) constitutes a major area under machine learning. It is a brain inspired
technique which uses artificial neurons which mimics the actual human brain neurons.
Deep learning is a part of ANN which gains major attraction these days. Classical
approaches for biomedical image classification consist of hand-crafted feature extraction
and then recognition [10]. But in popular deep learningmodels likeConvolutionalNeural
Network (CNN), manually doing feature extraction is not needed.

Another neural network gaining more focus these days is Spiking Neural Network
(SNN) [11]. The important feature of SNN is that it closely mimics a biological neuron.
The problem in using SNN is that it lacks a learning method developed specifically for
training. Also, it is computationally intensive. For image classification purposes, there
is a need to transform the images into spikes. It is found that it will be a lossy process.
Also, a good performance cannot be expected. Because of all these reasons, CNN is
preferred over SNN for this project.

A pretrained model approach is employed in this paper. For training a neural net-
work from beginning, large dataset is required. In the case of COVID-19 classification,
getting a huge dataset is practically impossible. Transfer learning is the method to use
a pretrained neural network. Training time is largely reduced by using this approach. It
serves as a better initial model and offers faster training rate. With a good initial point
and elevated learning rate, the machine learningmodel converge at a higher performance
level. It results in highly accurate output after training.

Here seven pretrained networks are selected for analysis which exhibited good per-
formance as given by various literatures. They are Googlenet, Alexnet, Squeezenet,
Mobilenetv2, Resnet-50, Resnet-101 and Vgg19. The mentioned neural networks are
analysed based on different performance parameters like accuracy, specificity, preci-
sion, sensitivity, and f-score. All implementation and analysis were based on Kaggle
dataset. There were two categories of images: normal and COVID-19 affected chest
X-ray images. The task is to accurately predict whether a chest X-ray image fed to the
model is of a COVID-19 affected person or that of a normal man.

In the pretrained network, fine tuning is performed in the last layers to suit the current
classification task. Fine tuning upgrades the accuracy of the model by a large margin. A
technique called data augmentation is also employed to combat non availability of huge
dataset. Data augmentation includes flipping, rotation and scaling of images.

Detailed literature review is given in Sect. 2. Section 3 describes the methodology
adopted and about performance parameters used in this work. Results obtained and its
discussion is presented in Sect. 4 and the conclusion is given in Sect. 5.

2 Literature Review

Sharma et al. put forwards the performance assessment of various CNN architectures for
object recognition from real time video such as Alexnet, Googlenet and ResNet50. The
analysis shows that Googlenet andResNet50 showed advancement in performancewhile



54 A. R. Nair and A. S. Remya Ajai

comparing with Alexnet. CIFAR 10 and CIFAR 100 datasets were used for this project
and only prediction accuracy is considered as performance metric. With CIFAR 100,
the model obtained accuracy as follows. For AlexNet: 44.10%, GoogleNet: 64.40%, and
ResNet 50: 59.82%. By using CIFAR 10, the accuracy values obtained were, AlexNet:
36.12%, GoogleNet: 71.67%, ResNet 50: 78.10% [12].

Maeda-Gutiérrez et al. did the work to classify diseases caused to tomato plant into
ten classes. This work focuses on fine tuning of CNN model. Here, analysis is done
using AlexNet, GoogleNet, Inception V3, ResNet 18, and ResNet 50. Nine distinct
classes of tomato plant diseases and another healthy class from PlantVillage are used
as dataset. This dataset is created by the owners of the paper itself by directly taking
images from farm. This work used so many performance metrics for evaluation, like
accuracy, precision, sensitivity, specificity, F-score, Area Under the Curve (AUC), and
time. Work done is mainly concentrated on fine tuning, that is performed in the last 3
layers of pre trained models to improve performance. The inferences obtained from this
paper are as follows. Performance of GoogleNet is better when compared with other
similar networks. Inception V3 is one of the deepest CNN architectures. But it shows
poor performance [13].

Analysis on six classifiers like: Alexnet, Googlenet, VGG-16, Resnet,
InceptionResNet-V2 andDarknet 19 were carried out by Benali et al. In the analysis, it is
found that Inception-ResNet-V2 network outperformed all other nets while considering
Top-1 and Top-5 accuracy which are 80.3% and 95.1% respectively. Inferred that, archi-
tectures rooted in residual concept attain elevated accuracy because of negligible num-
ber of parameters while comparing with other architectures. Alexnet underperformed in
terms of accuracy and number of MACs are very less compared to Inception-Resnet-V2.
Best performers in object detection application are found to be VGG and ResNets [14].

Xiao et al. did a work based on detecting the masks wore by workers. VGG-19
is used in this project. It is proposed that three fully connected layers of this network
should be restored with one Flatten layer and two fully connected layers. The advanced
version of training the model mainly used the fine-tuning method in transfer learning.
Using this technique, parameters of pre-trained VGG-19 CNN model is transferred to
the convolution layer, pooling layer and fully connected layer of the proposed model to
detect masks [15].

Demir et al. seek to find application of their work in biomedical field. Here, for
detecting cancer at initial stages, CNN models like Inception-V3 and ResNet101 are
implemented with the help of datasets containing skin cancer images. Dataset is formed
with 2437 images having size 224 × 224 × 3. It is composed of malignant and benign
images which is taken from ISIC-Archive database. For ResNet101 and Inception-V3,
the results from this work stated an accuracy of 84.09% and 87.42% respectively [16].

Lungs disease classification can be an application of CNN and is explained by Shin
et al. In this paper, for identifying the interstitial lung disease, 5 distinct methods of
neural networks are presented which are CNN based. Dataset consists of CT scan slices
(2D). It carries images with a count of 905 of 120 people having 6 different kind of
lung tissue conditions. Model is trained with the help of architectures like CifarNet,
GoogleNet, AlexNet, and ImageNet. Also implementation of various architectures is
done to detect the Thoracoabdominal Lymph node and made keen evaluation [17].
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3 Methodology

The workflow is presented as a block diagram and is given in Fig. 1.

Fig. 1. Basic block diagram showing workflow

COVID-19 dataset is obtained fromKaggle database [18, 19].Only images satisfying
a minimum quality is selected for training the model. Then the images are subjected
to the training phase. For that, seven renowned classifiers are selected which include
Mobilenet-v2, Googlenet, Alexnet, Squeezenet, Resnet-50, Resnet-101 and VGG-19.
The task is to find which classifier is best to classify COVID-19. To find this, several
performance metrics are used. As it’s a biomedical application, more focus will be given
to test accuracy and sensitivity.

3.1 Data Preprocessing

This work focuses on COVID-19 disease classification. The dataset count is 3616. It
consists of chest X-ray images of patients affected with COVID-19 and 10,000 images
of normal chest X-rays. Sample images for each category is given as Fig. 2. The image
count chosen for training and testing purpose is shown in Table 1.
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Fig. 2. (a) Chest X-ray of a COVID-19 affected person. (b) Chest X-ray of a normal person

Table 1. Dataset

Image count

COVID-19 Normal

Training set and
validation set

326 326

Testing set 100 100

It is clear from the above table, the image count in each category is balanced. Entire
images contained in dataset are in Portable Network Graphics(png) file format. 1024 ×
1024 pixels or 256 × 256 pixels are the resolution of images. All the pretrained models
selected need images of size 224 × 224 × 3 pixels. So, the images are resized prior to
feeding into the model. Training and validation images are selected randomly with a 7:3
ratio respectively. Data augmentation is the method used over the images to raise the
dataset count. Data augmentation includes flipping, rotation and scaling of images.

3.2 Transfer Learning

Transfer learning can be viewed as a technique of reutilizing a pre-trained model for
a new piece of work [20]. It saves training time and improves accuracy. In this paper,
seven pretrained models are analysed which includes Googlenet, Alexnet, Squeezenet,
Mobilenetv2, Resnet-50, Resnet-101 and Vgg19.

Alexnet
Alexnet holds 60 million parameters and 650000 neurons [21]. It consists of eight layers
in which five are convolutional layers and next three are fully connected layers. There
is max pooling layer and softmax classification layer. Inorder to prevent overfitting, a
dropout ratio of 0.5 is also provided. Instead of using saturating activation functions like
Tanh or Sigmoid, the authors used a special activation function called Rectified Linear
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Unit (ReLU) non-linearity inorder to have a faster training. ReLU is present in the first
seven layers of Alexnet.

Googlenet
Unlike Alexnet, Googlenet possess only seven million parameters [22]. It has 4 convo-
lutional layers, 9 inception modules, 4 max pooling and 3 average pooling layers, 5 fully
connected layers and 3 softmax classifier layers. It is a wider CNN with 22 layers. It
uses a dropout ratio of 0.7 and ReLU activation function in convolutional layers. It can
be said that Googlenet is a powerhouse having increased computational efficiency.

Residual Network (ResNet)
ResNet is based on deep architectures, and it uses a technique called skip connections
[23]. That is, training from a few layers is skipped and it connects the intermediate
layers directly to the output. It upgrades the performance of the architecture to a large
extent. The residual unit contains convolutional, max pooling and fully connected layers.
ResNet can have 18, 34, 50, 101, 152 and 1202 deep layers. In this project, ResNet-50
and ResNet-101 are selected for analysis. Computing resources and training time rises
with rise in the number of deep layers.

Squeezenet
Squeezenet architecture is a smaller CNN architecture which doesn’t show compromise
in accuracy [24]. It has 50 times fewer parameters than Alexnet while achieving the
same accuracy as that of Alexnet. It can be easily implemented on FPGAs having limited
memory. The authors were able to compress the model to less than 0.5 MB. The base of
Squeezenet architecture is the fire module which is made up of a squeeze layer and an
expand layer. The main features include it uses 1 × 1 filters instead of 3 × 3 filters and
pooling is done at late stage only resulting in large activation maps for convolutional
layers.

Mobilenetv2
For mobile and resource constrained environments, a new architecture called
Mobilenetv2 was introduced [25]. Here, number of parameters andmemory requirement
is greatly reduced while maintaining the accuracy. A regular convolution operation will
do both filtering and combining in a single go, but in Mobilenetv2 these operations are
done as separate steps. It is called depthwise separable convolution. ReLU6 is used as
the activation function. This architecture uses very less computation power to run or for
transfer learning purposes.

VGG-19
VGG-19 can be considered as the successor of Alexnet. It has 19 layers comprising of
sixteen convolutional layers, 3 fully connected layers and a final softmax layer [26]. The
model achieved good classification accuracy. This architecture can be used for a variety
of complex tasks like face recognition.

In a CNN, the convolutional layers present will extract image features which are
low level and high level. Final learnable layer and classification layer will classify the
applied feed in image based on the output from convolutional layers. When pretrained
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networks are used, these final layers are replaced with new layers which are adapted
to new classification task and dataset. Fully connected layer acts as final layer with
learnable weights in most of the networks. In the new classification task, this layer
is superseded with a novel fully connected layer having outputs equal to the number
of classes in new task. Generally learning rate is increased in the new layers while
performing transfer learning. Freezing of layers is performed to speed up the network
training. Freezing means setting of learning rate in the earlier layers of a network to zero.
Freezing of layers also has an advantage that it prevents overfitting if the new dataset
is small. Data augmentation is performed for resizing the training images to the desired
size as required by the network. Also, data augmentation is used to increase dataset by
performing flipping, translating and scaling of images. No learning is there in initial
layers as it is frozen. Middle layers having slower learning and final layers equipped
with fast learning is preferable to speed up training process. Training options make use
of stochastic gradient descent with momentum. The advantage of using this technique
is that it converges better with longer training time.

3.3 Performance Parameters

The performance of the network is evaluated by generating the confusion matrix.
Confusion matrix gives the information about predicted class and actual class [27].

The efficiency indicators such as accuracy, specificity, precision, sensitivity, and F
score are evaluated [13]:

Accuracy
It gives the fraction of predictions that the trained model gives as correct. For e.g., an
accuracy of 80% means 2 of every 10 labels is incorrect and remaining 8 are correctly
predicted.

Accuracy = TP + TN

TP + TN + FP + FN
. (1)

where TP-True Positive, FN-False Negative, FP-False Positive, TN-True Negative.

Specificity
It gives the number of correct predictions from all X-rays which are actually normal.
For e.g., a specificity of 70% means 3 of every 10 normal people are mislabeled as
COVID-19 affected and 7 are correctly labelled as normal.

Specificity = TN

TN + FP
. (2)

Precision
It gives an estimation about the proportion of positive identifications which are actually
right. For e.g., if precision is found to be 50%, it means when an X-ray is predicted as
COVID-19 affected, it is correct 50% of time.

Precision = TP

TP + FP
. (3)
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Sensitivity (Recall)
It tells what proportion of actual positives were identified as such. For eg, a sensitivity
of 60% means the model correctly identifies 60% of all COVID-19 affected X-rays.

Sensitivity = TP

TP + FN
. (4)

F score
It considers both precision and sensitivity. Here, harmonic mean of precision and recall
is calculated.

F score = 2 ∗ Precision ∗ Recall

Precision + Recall
. (5)

4 Results and Discussion

The required chest X-ray images of COVID-19 affected and healthy were collected from
Kaggle dataset. This project is done with the help of MATLAB 2021a. The images were
stored in an image datastore. Used 70% of images for training and 30% for validation
purpose. The test images were stored as a separate set. As mentioned earlier, seven pre-
trained networks were utilized to find the best classifier. All models were trained first
and then tested to find the performance parameters. Table 2 showing summarized results
for each pre trained network is given below.

Table 2. Result summary

Net name Test accuracy Validation
accuracy

Specificity Precision Sensitivity F score

Mobilenet-v2 94.298 98.19 88.6 89.76 100 94.61

Googlenet 93.859 98.19 87.72 89.06 100 94.21

Alexnet 92.982 97.59 85.96 87.69 100 93.44

Squeezenet 93.421 98.19 86.84 88.37 100 93.83

Resnet-50 93.859 98.19 87.72 89.06 100 94.21

Resnet-101 93.716 98.19 88.6 89.66 98.84 94.02

VGG-19 93.859 97.59 87.72 89.06 100 94.21

From analyzing above results, it can be found that Mobilenet-v2 is the best classifier
for COVID-19 disease classification. For biomedical applications, the important perfor-
mance metrics are accuracy and sensitivity. Mobilenet-v2 has a test accuracy of 94.298
and sensitivity of 100%. It means all COVID-19 affected X-rays are identified correctly
as COVID-19 affected itself. No COVID-19 cases are missed here even though some
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normal X-rays were found as COVID-19 affected. Except for Resnet-101, all classi-
fiers gave a sensitivity of 100%. All classifiers showed a training accuracy of 100% as
expected.

The comparison of test accuracy, specificity, precision, sensitivity, and f-score are
presented in Fig. 3, 4, 5, 6 and Fig. 7.

Fig. 3. Comparison of test accuracy values obtained for considered CNN models.

Fig. 4. Comparison of specificity values obtained for considered CNN models.

Fig. 5. Comparison of precision values obtained for considered CNN models.

Mobilenet-v2 has fewer parameters (3.5 million) when compared with other pre
trained networks and it leads to faster training and reduced complexity. It also has a
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Fig. 6. Comparison of sensitivity values obtained for considered CNN models.

Fig. 7. Comparison of F-score values obtained for considered CNN models.

lower memory requirement of 13 MB. It makes it very suitable for implementation of
CNN in a FPGA board.

5 Conclusion

In this paper, an algorithm is implemented to identify the best classifier for classi-
fying COVID-19 disease. Seven classifiers namely Mobilenet-v2, Googlenet, Alexnet,
Squeezenet, Resnet-50,Resnet-101 andVGG-19were studied and implemented inMAT-
LAB 2021a based on their relevance. For analysis purpose, efficiency evaluation metrics
like test accuracy, validation accuracy, specificity, precision, sensitivity and f-score for
each pre trained network are calculated. All classifiers performed well and thus proves
that deep learning networks are promising candidates for complex classification prob-
lems. Among seven classifiers, Mobilenet-v2 is found to be the best classifier to classify
random chest X-ray images into COVID-19 affected and normal. Utilization of transfer
learning and fine tuning of layers are the principal players in this project.

However, the features of images used for training and testing purpose greatly affects
the performance of classifiers. In classifying biomedical images, low quality images
and the number of images available cause hindrance for building efficient deep learning
models. This work can be further broadened to find different lung disorders along with
COVID-19. The analysis can also be done with various datasets available where new
COVID variants are also considered.
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