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Abstract. Future Railway Mobile Communication System which is critical for
European Train Control Systems is expected to provide highly reliable, safe, and
secure services and applications. The paper studies how mobile edge cloud com-
puting may support the requirements of railway applications, discussing virtual-
ization of rail functions and co-existence withmobile edge services. A newmobile
edge service is designed that provides core functionality for many railways use
cases enabling application-initiated and manipulated data sessions. Using the ser-
vice interfaces, on-board and trackside applications can establish data sessions e.g.
in case of emergency. The service is described by typical use cases, data types,
resources and supported methods, and some implementation issues are discussed.

Keywords: Future Railway Mobile Communication System · Network function
virtualization · Multi-Access Edge Computing · Service oriented architecture

1 Introduction

High speed railways are expected to provide comfortable, flexible, safe, and environmen-
tally sustainable transport service. Theywill feature improved capacity, connectivity, and
sustainability. The ever increasing passenger and freight traffic call for enhancement of
line capacity including train top speed, acceleration and braking rates and train control
allowance time. Connectivity brings together Internet of Things (IoT), Artificial Intelli-
gence (AI) and Machine Learning (ML). IoT objects equipped with sensors on the train
onboard systems, rolling stock and trackside equipment can monitor different parame-
ters, AI can install the required intelligence for data mining and ML can interfere about
tasks to be executed. Sustainability means that the transport service must be provided
with minimizing the energy consumption and in impact of greenhouse gas emissions
[1].

Harmonizing the telecommunications in railways aims full interoperability and the
Future Railway Mobile Communications System (FRMCS) standard is the next step in
this direction [2, 3]. FRMCS will provide high reliable and low latency mobile com-
munication between train and track for voice and signaling data and control commands.
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By adopting future proof technologies like fifth generation (5G) and beyond, and AI,
FRMCS will enable advance railway operations that improve passenger experience and
efficiency and will unlock intelligence by strengthening security measures and using
data to increase situational awareness [4, 5].

While the most research in the area focuses on techniques for increasing the capacity
of wireless communication technologies, less attention is paid on railway-specific com-
munication services [6–10]. Someof the applications, that can differentiate rail operators,
include communications-based train control, video surveillance systems, and passenger
information systems. The strong requirements of such applications for ultra-high relia-
bility and low latency can be satisfied by deployment of Multi-access Edge Computing
(MEC) technology at the edge of the railway mobile communication network. MEC
converges the network function virtualization and software-defined paradigms in the
vicinity of end users and can enable AI applications to optimize railway operations by
advanced traffic management, remote driving, railway service continuity, and follow-me
infotainment in railway scenarios [11–14].

In this paper, it is studied howMECmay be integratedwith FRMCS. The capabilities
of standardized MEC services to support the requirements of typical FRMCS use cases,
described in [15] and [16], are evaluated, and anewMECservice,which enables initiation
andmanagement of data sessions by an application, is proposed. The servicemay be used
as a building block by different applications and thus it facilitates the interoperability.

The paper is structured as follows. Next section presents the system architecture of
FRMCS and the proposedMECdeployment in railway networks. Section 3 describes the
mainFRMCSuse cases and the support of standardizedMECserviceswhich illustrate the
researchmotivation. Section 4 provides a definition of a newMEC service for application
initiated data sessions with typical use cases and Sect. 5 discusses some implementation
issues. Finally, the paper is concluded.

2 Mobile Cloud at the Edge of the Railway Network

European Telecommunications Standard Institute (ETSI) has defined a logical architec-
ture of FRMCS system, which considers the railway requirements for future flexible
radio communications, and the key reference points [3]. The implications of specific
challenges such as positioning, security, and smooth migration, on the FRMCS archi-
tecture are analyzed. In this section, the ETSI FRMCS logical architecture is presented
and a possible MEC deployment scenario is described.

The FRMCS logical architecture is shown in Fig. 1.
The FRMCS logical architecture make differentiation between so-called Railway

Application Stratum, Service Stratum and Transport Stratum. The Railway Applica-
tion Stratum uses the service offered the Service Stratum and provides railway-specific
applications. The Service Stratum provides communication services for information
exchange between service users and complementary services which support communi-
cation services and railway applications, such as user positioning. The Transport Stratum
provides access and core functionality for the FRMCS system. This separation enables
independent stratum evolving.

.
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Fig. 1. A high level view of FRMCS logical architecture and system boundaries [3]

As shown in Fig. 1, the railway applications make the use of a FRMCS Mobile
Application Client, which enables application authorization, and one or more FRMCS
Service Clients, which make possible usage of services provided by the Service Stratum.
The FRMCS Mobile Gateway provides access to the FRMCS Transport Stratum for
humans or machines that use communication and complementary services. The FRMCS
Clients access the FRMCS Mobile gateway through the OBAPP reference point, which
is composed of OBAPP reference point used for application authorization and FSSI
reference point used for provisioning ofmission critical communication functions and for
common functions such as location and policymanagement, configurationmanagement,
registration and service authorization. In addition, FRMCS Mobile Gateway monitors
the Mobile radio unit(s) operation through the OBRAD reference point, which reflects
the standard user plane between User Equipment (UE) and an application. The Mobile
Radio units expose UE functionality. The Trackside Transport provides radio access
and core functionality. The FRMCS Service Server as an end point of service level
sessions with FRMCS Service Clients, provides authorization, location management,
user profiles and control, as well as interworking with legacy communication systems.
The TSFS reference point corresponds to the 5G N5 and N6 interfaces [17].

The FRMCS standards define just the logical architecture and user requirements
based on survey of different use cases. Defining of building blocks and interfaces, provi-
sioning of communication services to application layer and ensuring interoperability are
considered as future activities. In this paper, a new communication service is designed
and the supported application programming interfaces are described. The service may
be used as a brick in different railway applications sharing the service code and thus
facilitating interoperability.
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FRMCS will apply the principles of Software Defined Networking (SDN), Network
Function Virtualization (NFV) and Cloudification. SDN, NFV and MEC virtualize and
centralize networking into data centers at the edge of the mobile network. So, the imple-
mentation of FRMCS may deploy distributed core network functionality the edge of
the railway network with virtualized functions. To meet the specific FRMCS require-
ments, the 5G core functions decomposed into a number of Service-base Architecture
elements may be virtualized and installed within MEC cloud infrastructure. The MEC
host may provide the virtualization infrastructure for both core network functions and
for theMEC platformwhich providesMEC services, and for railway applications. Thus,
the FRMCS Service Server may be implemented as a railway-specific MEC cloud pro-
viding MEC applications and core applications, as shown in Fig. 2. For example, the
railway-specific MEC cloud may be deployed in the area on Radio Block Centre (RBC),
which is responsible for the management and control of railway circulation through the
System of Command and Control [18]. As a future step, the railway-specificMEC cloud
may provide virtualized environment for RBC functions running as containers.

Fig. 2. Mobile edge cloud in the railway network

The distributed core network functionalitymay also include virtualized IMS (Internet
Protocol Multimedia Subsystem) functions which provide the required functionality for
mission critical voice, data, and messaging services. IMS is a complex subsystem, and
it is unlikely that IMS virtualized functions will be deployed at the end of the network,
e.g. in the area of an RBC. So, many of the FRMCS communication services may be
implemented as MEC services to improve efficiency and to minimize latency.

The next section provides a brief description of FRMCS use cases and their support
by standardized MEC services.
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3 MEC Services Support for FRMCS Use Cases

The technology independent FRMCS user requirements are defined in a form of individ-
ual railway-specific applications, each of which is justified by an identified use case [16].
The applications are classified as critical, performance and business ones. The critical
communications applications are essential for train safety and movements, emergency
communications, trackside maintenance, shunting, presence, automatic train control,
etc. The performance related communication applications help to improve the railway
operation maintenance, such as telemetry and train departure. The business communica-
tion applications support the railway business operation, e.g. wireless internet/intranet,
etc. Standardized MEC services and their support to FRMCS applications are as follow.

MECBandwidthManagement Service aggregates the application specific bandwidth
requirements for bandwidth size, bandwidth priority, or both, and optimizes bandwidth
usage. It may be used to provide reliable communication bearer by critical voice com-
munication applications and by performance communication applications which require
service continuity. Examples of such applications include on-train voice communication
between the train driver(s), controllers of the train, between drivers, trackside workers,
shunting users and ground users, data communication applications for automatic train
protection and operation, possessionmanagement, remote control of engines, emergency
communication, train integrity monitoring, and for critical messaging safety related
services.

MECUE identity Service enables activation of UE specific traffic rules in the mobile
edge system. It may be used together with Bandwidth Management Service to assign
different QoS classes according to the communication needs.

MEC Location Service provides location information for UE or a group of
UEs. Almost all critical communication applications and performance communication
applications may use location information about user(s) or devices.

MEC V2X Information Service permits information exposure and it is to support
vehicle to anything (V2X) communications, which in railways, enable communication
between trains, between train and the control center, between trackside equipment and
the control center, etc. Itmay be used by critical support applications such as rollmanage-
ment and presence, record and broadcast of information, messaging service to exchange
information among railway users, train departure train communications, etc.

MECRadio Network Information Service gathers radio network information on cur-
rent radio conditions and exposes it to applications. It may be used by on-train telemetry
applications to increase performance or to support operation management, by infrastruc-
ture telemetry applications to support equipment supervision and demand forecasting
and response, and information help point for public.

MEC WLAN Information Service provides WLAN access related information. It
may be used by business communication applications including wireless internet for
passengers on platforms, wireless on-train data communication for train staff where
an access to intranet/internet is required for operational purposes or for customer
satisfaction.
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MEC Fixed Access Information Service provides contextual information about fixed
access network and may be used by all critical communication applications and perfor-
mance communication applications which require reliable fixed bearers for voice, data,
and messaging.

The brief review on standardized MEC services shows that these services do not
support functionality for application initiated sessions which is essential for many rail-
way applications. The next section describes the proposed new MEC service for cre-
ating and managing data sessions initiated by critical communication and performance
communication applications (application initiated data session).

The service may be used by FRMCS applications for:

• data session initiation by trackside maintenance warning system with trackside
maintenance workers,

• data session between a ground based or train based system and the infrastructure
system to monitor and control signal and indicators, train detection, level crossing
elements, lighting controls and alarms and others,

• data session initiated by driver safety device to a ground user,
• data session initiated by train integrity monitoring system between component
monitoring train integrity.

• data session establishment between on-train systems for on-train telemetry commu-
nications,

• data sessions between infrastructure systems and/or ground for infrastructure teleme-
try communications.

4 Service Description

The proposed new Application Initiated Data Session (AppIDS) service enables an
application to set up a data session usually with at least two participants. The application
may subsequently add, remove, transfer data session participants. The application may
retrieve the data session or session participant status. The application may also force
data session to be terminated for all participants.

Fig. 3. Resources supported by the AppIDS service
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The AppIDS service design follows the REpresentational State Transfer (REST)
architectural style, where logical and physical entities are represented as resources.
Figure 3 shows the structure of AppIDS service resources. The resources are organized
in a tree structure and their Uniform Resource Identifiers (URIs) follow the root URI
where the AppIDS service is registered. The resources can be manipulated using HTTP
methods.

The dataSessions resource represents all data sessions created by an application. It
supports HTTP method GET, used to retrieve information about a list of dataSession
resource, and HTTP method POST, which is used to create a dataSession resource. The
dataSession resource represents an individual data session, and the applicable HTTP
methods are GET, used to retrieve information about a specific data session, PUT, used
to update information about a specific data session, DELETE, used to terminate a specific
data session by removing all its participants.

Figure 4 illustrates the flow of creating a new data session resource. The application
sends a request to create a newdata sessionwith the data session information as described
below. The AppIDS service responds with an approval sending the ID of the created data
session.

Fig. 4. Flow of creating of a new resource representing a data session

Figure 5 illustrates the flow of update information about existing data session. The
application sends a request to update a specific data session and the AppIDS service
responds with an update approval.

Fig. 5. Flow of updating of existing data session

The sessionParticipants stands for all participants in a specific data session. The
supported HTTP methods are GET and POST, which retrieve information about the list
of all data session participants, and adds a new data session participant, respecttively.
The sessionParticipant resource represents a particular session participant. The HTTP
method GET applied to this resource retrieves information about the participant, the
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PUT method updates information about the resource, the PATCH method to modify the
resource representation, and the DELETE method removes the specific data participant.

Figure 6 illustrates the flow of adding a new participant to existing data session.
The application requests to create a new resource representing data session participant
providing the participant information as described below. The AppIDS service responds
with request approval and the participant ID.

Figure 7 illustrates the flow of retrieving information about a specific participant in
an existing data session. The application request information about specific participant
in an existing data session providing the participant ID. The AppIDS service responds
with request approval delivering the requested participant info.

Fig. 6. Flow of adding a new participant to an existing data session

Fig. 7. Flow of retrieving information about specific participant in an existing data session

Figure 8 illustrates the flow of removing a participant from an existing data session.
The application sends a request to remove a participant from an existing data session to
the AppIDS service. The AppIDS service responds with removal approval.

Fig. 8. Flow of removing a participant from existing data session

The dataSessionInformation data type contains the address (URI) of the first and
the second data session participants, optionally the name of the session initiator, e.g. the
name on whose behalf the data session is being established, charging information, media
information which identifies one or more media types for the session to be applied to the
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session participants, and information about whether it is allowed for session participant
to change the media type during the session.

The participantInformation data type contains the existing data session identifier,
session participant address of the user to be added to the data session, and media infor-
mation identifying one or more media tyles for the session participant. For each media
type the media direction (uplink, downlink or bidirectional) has to be specified.

5 Implementation Issues

The AppIDS service implementation requires co-location ofMEC platformwith virtual-
ized distributed core network functions. Upon request of data session initiation form an
application, the AppIDS service refers to the first participant to setup a session with the
second participant, and the UE requested Packet Data Unit (PDU) session establishment
procedure takes place in the network as described in [19]. The AppIDS service sub-
scribes to receive notifications from the network about session related events using the
network exposure functionality. Upon a request to add a new participant to an existing
data session, the AppIDS service refers to the first participant to invite the new partic-
ipant to the session. Upon request for removing a session participant, the PDU session
release procedure takes place in the network.

The application view on the data session statemust be synchronizedwith theAppIDS
service view on the data session state.

Fig. 9. The application’s model of the data session state
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Figure 9 shows the simplified data session state model supported by an application.
Due to external events such as an alarm in the trackside maintenance warning system,
the application initiates a session between the trackside maintenance warning system
and the main trackside maintenance worker. The application may decide to add another
trackside maintenance worker in the appropriate area to the established data session,
to remove a trackside maintenance worker from the session, or to terminate the data
session. In each state, the application may query about the data session and participant
state (not shown in Fig. 9).

Figure 10 shows the simplified data session state model supported by the AppIDS
service. Upon requests from application, the AppIDS service refers to the first session
participant to request a network procedure corresponding to the request and subscribes
to receive notification about data session related events. Upon event notification the
AppIDS service responds to the application requests.

Fig. 10. The AppIDS service’s model of the data session state

Figure 9 and Fig. 10 are simplified as they do not reflect the behavior when the
application requests are not approved, or the request timeout inspires.
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To prove the state models’ synchronization, i.e. exposure of equivalent behavior,
both models are formally described as Labelled Transition Systems (LTS), where an
LTS is a quadruple of a set of states, a set of events, a set of transitions and an initial
state.

BySTapp = (Sapp, Eapp, Tapp, s0app) it is denoted anLTS representing the application’s
model of the data session state, where

Sapp = {Null [sa1], SessionEstablishment [sa2], SessionEstablished [sa3], SessionTer-
mination [sa4]};

Eapp = {makeDataSession [ea1], createSessionAck [e
a
2], addParticipant [e

a
3], addSes-

sionParticipantAck [ea4], removeParticipant [ea5], removeSessionParticipantAck [ea6],
removeSessionParticipantAck(last) [ea7], terminateDataSession [ea8], endSessionAck
[ea9]};
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s0app = s1a.
The notations in brackets are for short state and event names.
By STservice = (Sservice, Eservice, Tservice, sservice0 ) it is denoted an LTS representing

the AppIDS service’s model of the data session state, where.
Sservice = {Idle [ss1], OnePartySession [ss2], Ringing[s

s
3], MultiPartySession [ss4],

ParticipantRemoval [ss5]};
Eservice = {createSession [es1], subscribeSessionEvents[es2],

notifyParticipantRinging[es3], notifyParticipantAnswer[e
s
4], notifyParticipantJoin [es5],

addSessionParticipant [es6], removeSessionParticipant [es7], endSession [es8], notify-
ParticipantDisconnect [es9], notifyParticipantDisconnect(last) [e
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10], notifySessionEnd

[es11]};
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sservice0 = ss1 .
The behavioral equivalence of both models can be proved by identification of weak

bi-simulation relationship between them.

Proposition: STapp and STservice have aweak bi-simulation relationship, i.e. they expose
equivalent behavior.

To prove the existence of weak bi-simulation between to LTSs, it is necessary to
identify a relationship R between pairs of states such as each transition from a state
in one LTS in a pair of R, which terminates in a state in another pair of R, there is a
corresponding transition from the paired state of R in the other LTS to the paired state
of R in the other LTS.

Proof: Let R = {(
sa1, ss1

)
,

(
sa3, ss4

)}
. Then, the following transition mapping can be

identified:

1. The application creates a data session with two parties: for ∀ (sa1e
a
1s

a
2) � (sa2e

a
2s

a
3) ∃

{(ss1e
s
1s

s
2) � (ss2e

s
2s

s
2), (s

s
2e

s
3s

s
3) � (ss3e

s
4s

s
4).

2. The application adds a data session participant: for ∀(
sa3e

a
3s

a
3

)∃(
ss4e

s
6s

s
3

) �(
ss4e

s
6s

s
3

)
.



Application Initiated Data Session as a Service 35

3. The application removes a data session participant but not the last one: for
∀(
sa3e

a
5s

a
3

)�(
sa3e

a
6s

a
3

)∃ (
ss4e

s
7s

s
5

)�(
ss5e

s
9s

s
4

)
.

4. The application removes the last participant from the data session: for
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Therefore, R is a weak bi-simulation relationship, and STapp and STservice expose
equivalent behavior. �

The formal model description and the proof for their equivalent behavior may be
used in conformance tests of service implementation against the service specification.

The emulation of AppIDS application programming interface is based on a RESTful
solution and Cassandra as a NoSQL database. The experiment setup includes multi-
threaded REST clients, implemented in Java, at the application side, a docker instance 1,
which consists of a REST service part and a Casandra client part, and a docker instance 2
for the Cassandra server part. Eclipse Vert.x is used for integration of Java implemented
service part within the Cassandra client of the service.

Fig. 11. Sequence of latency values

The HTTP traffic is generated by multi-threated clients as consecutive POST
requests. In order to evaluate the latency each request is ornamented by an experimental
header that bears the moment of submission in nanoseconds. At the moment of response
receipt another nano-timestamp is taken and the difference, forming the latency sam-
ple, is collected into a sequence of such values. The total traffic volume is 20 thousand
requests/responses and the recorded latency values for the 10-th group of one thou-
sand values is shown in Fig. 11. The results point out that the injected latency is about
2 ms, with some spikes that might be regarded as temporary micro-outage. Moreover,
the sequence of raw latency values might be treated as a stochastic process and making
the probability mass function for each time-window of thousand operations gives hint
that the process is not stationary, thus, it is hard to be predicted.
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6 Conclusion

The paper studies how MEC technology, which is regarded as a 5G key component can
provide railway applications which require high transmission rate, low latency, and high
availability.After discussiononhowstandardizedMECservicesmay support the require-
ments of railway application, a new MEC service is presented. The proposed service
enables applications to initiate and manipulate data sessions, which is a key requirement
for many critical communication and performance communication railway applications.
The service is described by typical use cases and some implementation issues are con-
sidered. The service may be used as a building block in different applications enabling
cost reduction and interoperability.
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