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Abstract. Early prediction of contagious and infectious diseases can help health
organizations in planning strategies to prevent disease transmission and thus can
forestall the outbreak. Several works are there to predict the disease outbreak using
climate data but our approach provides better results using univariate model. Our
approach is to split the data in terms of variability and volume to find out the
best forecasting model for predicting dengue cases with low variability and high-
volumedata points. For thiswehave also analyzed the correlation of climate factors
with the number of the dengue cases and after comparing the competencies of
different forecasting models, we found out that ARIMA is the best suitable model
for low variability and high-volume data points with 5.4 RMSE and 3.6 MAE
value. The predictive power of these models will be useful to authorities in taking
preventive steps.
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1 Introduction

Coronavirus comes out of nowhere and prompts such countless passing’s, assuming
we had earlier predictions about its outbreak, such a lot of misfortune doesn’t have
happened, we could have come with proper preventive measures and saved the lives of
many. Coronavirus is one of the recent virus outbreaks but we have been suffering from
disease outbreaks from an earlier stage like Spanish influenza killed 40–50 million in
1918, Asian influenza killed 2 million people in 1957, Hong Kong influenza killed 1
million people in 1968, chikungunya, malaria, zika virus and many more. These viruses
wherever spread causes obliteration in terms of the lives and economy of the country.
These outbreaks have one common thread that is factors contributing to the outbreak.
Weather change or small climatic variations comes out to be the key factor for any
outbreak of infectious disease transmission [1]. Thus, if prior information for an outbreak
is available then it will be easier for doctors to treat patients and the government to make
earlier moves.

Dengue fever transmitted by the Aedes mosquitos is greatly influenced by climatic
variations throughout the region [2]. Most cases of dengue are not registered because
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of asymptotic symptoms revolving around the closely related serotypes namely DEN-1,
DEN-2, DEN-3, DEN-4 [3]. This vector-borne disease spreading across the globe and
taking life is predominantly dependent on temperature change, as stated byNOAA - 2020
was globally the earth’s warmest year and this disease is very sensitive to temperature
change. To overcome this problem there is a need for dengue outbreak prediction model
which helps in preventing epidemics.

In this paper, we have classified the data in terms of variability and volume and
compared the competencies of different forecasting models to find out the best suitable
model. For this we have used simple moving average, exponential smoothing, ARIMA,
Fbprophet and XGBoost. Rest of the paper is structured as follows: Sect. 2 consists of
the previous work in forecasting dengue outbreaks. In Sect. 3, methodology is discussed,
Sect. 4 and Sect. 5 discusses algorithms applied and the results for the forecastingmodel.
And in Sect. 6 we have concluded our work with its future aspects.

2 Literature Review

An increase in the number of cases of dengue in several tropical and non-tropical regions
gained the interest of many researchers in analyzing the past data and making use of
machine learning to forecast the cases. There are several methodologies proposed for the
early prediction of dengue outbreaks. Nan et al. [2] proposed a methodology in which
they had found five climate conditions responsible for dengue transmission and made
predictions using various machine learning models, and found the best accuracy with the
XGBoost model. In [4] Mishra et al. proposed a technique in which they used several
machine learning models such as neural network, XGBoost, Linear Regression and
they founded the best accuracy with Twofolds linear regression. In the above methods,
there was no use of time series forecasting models and analyzing patterns in time series
is of utmost importance for forecasting. Anggraeni et al. [5] used google trends for
increasing the accuracyof prediction by3%using theARIMAXmodel by tryingdifferent
combinations of p, d, q values. Sillabutra et al. [6] proposed a technique for forecasting
dengue morbidity rates using the ARIMAmodel on finding optimal parameters p = 3, q
= 0, d= 1. Anitha et al. in [7] used a decision tree for classification on an individualistic
basiswhether a person has dengue fever or not, no climate factorswere considered in this,
only individualistic features were considered. Nakvisut et al. [8] collected open-source
data from governmental organizations of Thailand. They had included various climate
factors such as average wind speed, maximum temperature, minimum humidity for
building a two-step prediction model. For the first step time series forecasting models
were used and for the next step used supervised learning, models were there such as
linear regression, support vector machine, and neural networks and achieved a root
mean squared error of 14.8. Anggraeni et al. [9] used weather data for predicting the
number of dengue cases using an artificial neural network (ANN), trying with different
combinations of parameters such as learning rate, units of hidden layers, training cycle,
and then used Google API for visualization. Manivannan et al. [10] in their paper used a
K-means clustering algorithm to make clusters of dengue using dengue serotypes based
on the age group. Dinayadura et al. [11] finds the influence of climatic factors on dengue
cases and developed a support vector regression model for risk area identification. Jain
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et al. [12] proposed scenarios where they mentioned the involvement of public traveling
in the transmission of dengue cases and mentioned to need to add parameters involving
mobility and their transmission. In [13]Makkar et al. developed an early warning system
for predicting the number of dengue cases and prominent factors responsible for dengue
transmission were pressure and rainfall. Rahmawati et al. [14] uses linear optimization
and C-Support vector optimization to predict the dengue fever cases taking different
climatic features in account and they had used grid search method for optimizing the
parameters and model for better accuracy. Kristianto et al. [15] proposed a technique
of combining genetic algorithm and triple exponential smoothing to predict the dengue
cases and concluded how GA-TES helped them in increasing accuracy to 8% compared
to simple triple exponential smoothing model. Anggraeni et al. [16] used the data of
Malang regency and divided it into 3 parts of lowlands, middle and highlands, and
found that cases in lowlands and middle lands are higher than highlands cases. They
also found that rainfall is also affecting the number of dengue cases because in these
villages’ dengue cases are higher in the rainy season. Rachata et al. [17] converted the
daily data into weekly data and applied entropy technique for feature extraction and to
give input to the neural network and use neural network for prediction whether outbreaks
occur or not. Chovatiya et al. [18] proposed a technique for the prediction of dengue cases
using weather information and used a recurrent neural network that gives an accuracy of
94% as stated by them. Sasongko et al. [19] use various algorithms of backpropagation to
predict the early detection of dengue. It included gradient descent, FGS Quasi-Newton,
Conjugate Gradient Descent - Powel, Resilient Backpropagation (RB), and Levenberg
Marquardt out of which Levenberg Marquardt was the most efficient. Rahim et al. [20]
proposed a technology stating using a nonlinear autoregressive moving average with
exogenous input and the selection criteria for the parameter of this time series model
were AIC, FPE, and Lipschitz, in which they got the accuracy of 88.40%.

3 Methodology

Forecasting algorithm finds pattern in the historical data points and helps in predicting
the number of dengue cases in the future time period. The flowof the framework in shown
in Fig. 1. We have taken the historical data having weekly number of dengue cases along
with the weather conditions in those subsequent areas. We have split the data into four
quadrants based on its coefficient of variability vs. volume and targeted the months with
more less variability andmore volume for data prediction and then performed descriptive
analysis on data to have a sanity check on the data and find out the stationarity of the
data so that the forecasting algorithms can find patterns in the data while predicting the
number of cases. Descriptive analysis of data involves checking for null values, finding
modality, skewness and kurtosis of the data to find the outliers in the data and handle
them. Also, stationarity of data is checked using the Dicky fuller test to find out if the
data is stationary or not using calculation of p-value. Further which we have analyzed
different forecasting algorithms underlying their advantages and disadvantages in order
to use those models and compared the results of these models to find out the best fit
model.
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Fig. 1. Framework for prediction of number of dengue cases

3.1 Dataset

The dataset used for this research purpose consists of data of two cities one is the capital
of Puerto Rico i.e. San Juan and another city is Iquitos, a city in Peru.

Data consists of many climate factors such as precipitation, humidity, temperature,
relative humidity, average temperature, minimum, and maximum temperature, etc. Data
is very little in terms of data points so we have to apply different algorithms and analyze
patterns [21].

3.2 Descriptive Analysis and Preprocessing

After data collection process we have done the following descriptive analysis of data
to understand the statistics of data and do the preprocessing so that algorithm can be
defined based upon the statistical results:

Null Values: Data is checked for any type of null values and we have null values, as our
data is less so we cannot simply drop that data. Therefore 3 methods are used in filling
the null values that are replacing it with mean, median, or mode, and the corresponding
accuracy is checked and we found that median is a better method because there are
outliers in the data and mean is very much prone to outliers.
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Modality and Skewness: We have unimodal data because we have only one peak in
our data and it is positively skewed i.e. skewed towards the right and mean > median.
The graph contains unimodality along with the profusion of outliers that is making it
rightly skewed.

Kurtosis: It tells us about the outliers and checks the tail whether it is light weighted
or heavy weighted.

The kurtosis value for our data is 0.30089 and from this, we can interpret that it is a
leptokurtic curve which means it is having a heavy tail and profusion of outliers.

Seasonality: For seasonality, we check if the data is showing any pattern for the summer
term or winter term like the cases are high in summer and less in winter or vice versa.
That helps in the prediction of future cases.

Stationarity: Models like ARMA, ARIMA, SARIMAX needs the data to be stationery
and data is considered to be stationary if it does not show any type of trend or seasonality,
we can find this by using Dicky-Fuller Test, and by this, we found that our data is
stationary, so there is no need of doing differencing.

Test for Stationarity – Dicky Fuller Test
In this, we calculate the p-value and it has to be less than 0.05 or 5%. If it is greater

than 0.05 or 5%, we conclude that the time series has the unit root and accept the null
hypothesis.

3.3 Exploratory Data Analysis

EDA for data is necessary as it tells us a story about the data which is useful in selecting
what type of processing is required by the data and to understanding the data for choosing
optimal algorithm. In our case we have data for two cities i.e. San Juan and Iquitos so

Fig. 2. Dataset consist of two cities so segmented the data and analyzed the number of dengue
cases in quarterly manner to see in which quarter there are more number of dengue cases and what
is the pattern in both the cities. This also gives us the significant months in which dengue cases
were reported more
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our data requires segmentation because weather conditions and the number of cases of
both these cities are different, so to make sure the data of one city is not affecting the
data of another city we will do segmentation (Fig. 1).

San Juan is affected most in quarter 4 i.e. for October, November, December, and
Iquitos is most affected at the near end of quarter 4 and quarter 3 i.e. December, January,
February, and March (Fig. 2).

We had plotted a scatter plot for finding the relation between temperature and cases
in this we can see that as the number of cases increases the temperature also increases so
this is showing a correlation and we can use this relation in our multivariate forecasting.

Fig. 3. Relation between temperature and the number of cases shows the positive correlation in
data points i.e. in San Juan specifically when the temperature increases number of cases also
increases but in a erratic nature

Likewise in the Fig. 4, we can visualize from this graph that cases decrease signifi-
cantly as the precipitation increase so this is having a negative correlation with the cases.
Humidity is having a positive relationship with the number of cases as its relation with
the temperature and so these three are climatic factors that we have observed showing
correlation with the number of cases.

Fig. 4. Relation between Precipitation and the number of cases shows negative correlation
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4 Algorithms

For predicting the dengue outbreaks, we have checked the accuracy for following fore-
castingmodels to find out the best suitable model discussing their underlying advantages
and disadvantages in predicting on historical data.

4.1 Simple Moving Average

SMA (Simple Moving Average) - It is used in forecasting time series data by adding
up earlier cases and dividing them by the total number of cases. If there is an unusual
change in the cases it is preferred as it shows a true average over time. The disadvantage
of SMA is it fails to accurately reflect the most recent trends and does not consider any
other features.

4.2 Simple Exponential Smoothing

SES (Simple Exponential Smoothing) – It is used in forecasting time series data that
does not have any trend or seasonality. The advantage of SES is it requires less data
storage because in this we work on only two factors unlike SMA, also it is very simple
to implement and powerful because of its weighting process. The disadvantage of this
process is it lags and is non-adaptive i.e. it does not consider dynamic changes.

St = αyt−1 + (1 − α)St−1 (1)

4.3 Auto-regressive Integrated Moving Average

It is used in the prediction of time series data. It comprises 3 main terms i.e., Auto-
Regressive which is lags of variables itself, integrated which is several steps required to
make data stationery, andMoving Average Lags which are lags of previous information.
The assumption is taken by ARIMA that the data is stationary.

The advantage of ARIMA is they are more accurate and reliable in case of erratic
data.

The disadvantage is it captures only linear relationships; hence, a neural network
model or genetic model could be used if a nonlinear association (ex: quadratic relation)
is found in the variables.

y′t = c + φ(1)y′t − 1 + · · · + θ(1)ε(t − 1) + · · · + θ(q)ε(t − q) + ε(t) (2)

To find the optimal parameters for ARIMAmodel ACF (Auto correlation) and PACF
(partial auto-correlation plots are used).

An autocorrelation plot is a plot of total correlation between different lag functions.
If there is a positive autocorrelation at lag 1 then we use the autoregressive model. If
there is a negative autocorrelation at lag 1 then we use the moving average model.

PACF is the correlation between two variables under the assumption that we know
and take into account the values of some other sets of variables. If this model drops off
at lag n, then use an AR(n) model and if the drop in PACF is more gradual then we use
the moving average term.
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4.4 FbProphet

Fbprophet is a time series forecasting algorithm developed by Facebook. It takes four
factors into account i.e. seasonal, trends, holidays, and error or event effect. In this model
non-linear trends are fit with yearly, weekly, seasonality, and holiday effects

Y(t) = g(t) + s(t) + h(t) + εt (3)

The Fbprophet model is effective in cases when data is having seasonality’s, outliers
in form of important events or Holiday which had led to a high number of cases, and
historical trend changes and data must be at least of 1 year.

Advantages – It handles data with uneven time intervals, handles the null values,
handles seasonality, and works well by default setting.

Disadvantages – Fails in forecasting erratic data, cannot handle exogenous variables,
multiplicative models and data in prophet need to be fees in a pre-defined format.

5 Algorithms and Results

In the above graph, we had taken the training data frame and plotted the earlier cases,
moving average on 20, 50, 100 rolling windows and we can see that 20-day rolling
window is performing better in forecasting and it can catch patterns but for rolling
window 50 and 100 we are seeing some erratic patterns that are worsening the forecast
(Fig. 5).

Fig. 5. Simple moving average model shows that there is significant error in the number of cases
and the 20-, 50- and 100-days moving average

In exponential smoothing, we can see the 20 and 50-day exponential moving average
and in this, we have tried with different values of the alpha parameter to reduce the error
in forecasting and this also 20-day rolling window give us good results but not better
(Fig. 6).
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Fig. 6. Exponential smoothing model results shows how there is difference in the actual number
of cases and the cases forecasted through exponential smoothing i.e. 20 days exponential moving
average and 50 days moving average

Fig. 7. Forecasted values aremostly overlappingwith the number of dengue caseswhich is stating
how accurately ARIMA has found patterns in the data

ARIMA takes three parameters p, d, q in which p and q are determined with ACF and
PACF plots and we have to choose the combination of p, d, q which have minimum AIC
(Acyle information criteria), and for that we have to try a different combination of p, d, q
values or use auto Arima model that takes the range of p and q values and searches for
best parameters, one advantage for using auto-Arima model is it removes seasonality,
stationarity from the data after applying the seasonality and stationarity check (Table 1)
(Fig. 7).

Simple moving average having 22.7 RMSE and 16.3 MAE and exponential smooth-
ing having 14.01 RMSE and 7.02 MAE showing very high error because they are not
able to analyse the dengue cases patterns in the past year in specific months. Fbprophet
showing high inaccuracy because of the erratic nature of the data points and not able to
predict the data points. But we can see that ARIMA is performing better than other time
series forecasting models and Ensemble models i.e. XGBoost because in ARIMA it is
taking the correlation of months of this year with months of the past year. The values of
p, d, q are chosen by looking at the partial autocorrelation plot, autocorrelation plot, such
that final model is having minimum AIC value and used in almost correct prediction of
the number of dengue cases.
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Table 1. Results from algorithms used for forecasting

S. no. Algorithms used RMSE MAE

1 Simple Moving Average 22.68 16.29

2 Exponential Smoothing 14.01 7.024

3 ARIMA 5.38 3.59

4 FBProphet 18.58 13.1

5 XGboost 17.71 12.83

6 Conclusion

Analysis of the data showed how climate factors are affecting the number of cases and
maintain a direct and indirect relationship. From our approach we found that data which
lie in less variability and more volume quadrant is of the months for which dengue
cases are highly reported and have a strong correlation with the climate factors but after
applying the aforementioned algorithms, we found out that ARIMA is the best fit model
for this type of data with 5.4 RMSE and 3.6 MAE. There is scope of reducing this
error if the data points were more so that we can find out the missing patterns in the
data. Currently, we had prepared the model that contains only two cities, so it requires
segmentation at one level only and then runs the best fit model, which will give the
algorithm the most optimal results. For future scope, we can expand our model to the
data including multiple granularities, and segment the data area wise to be optimally
utilized by the concerned authorities.
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