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Preface

The19th InternationalConferenceonSoftwareEngineering andFormalMethods (SEFM
2021) was held online during December 6–10, 2021. The main conference was held dur-
ing December 8–10 and the collocated events were held during December 6–7. The
decision to hold the conference and its collocated events in virtual mode was due to the
difficult situation, in terms of health and mobility, caused by the COVID-19 pandemic.
The organization of the virtual events was a joint effort of Carnegie Mellon Univer-
sity (USA), Nazarbayev University (Kazakhstan), and the University of York (UK). In
particular, Nazarbayev University led and sponsored the organization of the collocated
events and coordinated the editing of this proceedings volume.

This volume collects the proceedings of four collocated workshops:

• CIFMA 2021 - the 3rd International Workshop on Cognition: Interdisciplinary
Foundations, Models and Applications;

• CoSim-CPS 2021 - the 5th Workshop on Formal Co-Simulation of Cyber-Physical
Systems;

• OpenCERT 2021 - the 10th International Workshop on Open Community approaches
to Education, Research and Technology; and

• ASYDE 2021 - the 3rd InternationalWorkshop on Automated and verifiable Software
sYstem DEvelopment.

The workshop organizers ensured that all papers received at least three reviews.
Another collocated event, the 10th International Symposium “From Data to Model and
Back” (DataMod 2021), had the proceedings published as a separate LNCS volume.
The variety of focused themes and application domains addressed by these workshops
greatly enriched the SEFM program and demonstrated that software engineering and
formal methods can be used together in a large variety of ways and attract the interest
and usage of important, often interdisciplinary, scientific communities.

We would like to thank the workshop organizers, program chairs, keynote speakers,
and authors for their effort in contributing to a rich and interesting program. We also
thank the SEFM Program Committee chairs, Radu Calinescu and Corina Pasareanu,
for taking care of the collocated event registration process, and Ioannis Stefanakos for
managing the SEFM 2021 website.

March 2022 Antonio Cerone
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CIFMA 2021 Organizers’ Message

The workshop on Cognition: Interdisciplinary Foundations, Models and Applications
(CIFMA) aims first and foremost to bring together practitioners and researchers from
academia, industry, and research institutions who are interested in the foundations and
applications of cognition from the perspective of their areas of expertise and aim at a
synergistic effort in integrating approaches from different areas. It also aims to nurture
cooperation among researchers from different areas and establish concrete collabora-
tions, and to present formal methods to cognitive scientists as a general modeling and
analysis approach, whose effectiveness goes well beyond its application to computer
science and software engineering.

The third edition of this workshop (CIFMA 2021), held on the December 6, 2021,
included presentations by 11 speakers. The edition received 13 submissions, out of
which five papers were accepted for both presentation and publication, five papers were
accepted only for presentation with a conditional acceptance for publication, two
papers were rejected, and one was withdrawn by the authors. All papers intially
underwent a single-blind peer review process in which three reviewers were assigned to
each paper. Conditionally accepted papers received a further round of review after
presentation at the workshop: only four of them were accepted for publication and one
was withdrawn. The workshop program also featured a keynote talk titled “The brain as
a computer” by Martin Davis (New York University, USA).

We would like to thank the Program Committee members and the external
reviewers for their enthusiasm and effort in actively participating in the review process.
We are also grateful to the Workshop Chair, Antonio Cerone, for his management
commitment. Finally, we would like to thank all workshop attendees for their active
participation in discussions and for the feedback they provided to the authors.

March 2022 Pierluigi Graziani
Gentiane Venture
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What Does It Mean to Inhibit an Action?
A Critical Discussion of Benjamin Libet’s Veto in a

Recent Study

Robert Reimer(B)

Universität Leipzig, Leipzig, Germany

rreimer@posteo.de

Abstract. In the 1980s, physiologist Benjamin Libet conducted a series
of experiments to test whether the will is free. Whilst he originally
assumed that the will functions like an immaterial initiator of cerebral
processes culminating in actions, he later began to think that it rather
functions like an immaterial veto inhibiting unwanted actions by pre-
venting unconsciously initiated cerebral processes from unfolding. Libet’s
veto was widely criticized for its Cartesian dualist and interactionist
implications. However, in 2016, Schultze-Kraft et al. adopted Libet’s idea
of an action-inhibiting veto and conducted a new experiment. Its goal
was to test until which moment agents can inhibit an action that they
already intended to do. Despite insisting on the material nature of the
veto, the researchers also described the activitiy of the veto in interac-
tionist terms, namely as an act of the test subjects performed against
their own cerebral processes. The purpose of this paper is to explain
in which sense the veto in Schultze-Kraft’s study is interactionist, too,
and to provide a non-interactionist reinterpretation of the test subjects’
action inhibitions.

Keywords: Benjamin Libet · René Descartes · Interactionism ·
Action inhibition

1 Introduction

In the 1980s, physiologist Benjamin Libet conducted a series of experiments to
proof that the will is free. He asked his test subjects to flex their wrists at a
moment of their own choice. Before acting, the test subjects should determine
the point in time when they felt the urge to perform this movement. After a
series of trials, Libet found out that the awareness of the urge was preceded by
an unconscious, slow electrical change recordable on the scalp at the vertex by
300 ms or more [8]. This ‘readiness potential’ (RP) was already discovered by
Kornhuber and Deecke [5] and was associated with the performed hand move-
ment. Libet concluded that the action of the test subjects did not originate in
the test subjects’ urge to act but rather in the RP.

Disappointed by these results, Libet considered another option of how the
freedom of the will could be saved. In some of his early experiments, test sub-
jects reported that they were able to suppress the urge to act before any actual
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Cerone et al. (Eds.): SEFM 2021 Workshops, LNCS 13230, pp. 5–14, 2022.
https://doi.org/10.1007/978-3-031-12429-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12429-7_1&domain=pdf
http://orcid.org/0000-0003-0947-8249
https://doi.org/10.1007/978-3-031-12429-7_1


6 R. Reimer

movement occurred [9]. Based on this observation, Libet argued that the will
rather functions like a veto. Instead of being the initiator of the action, it is able
to interfere with or control the unconscious processes triggered by the original
RP by aborting or selecting some of them consciously before they culminate in
bodily movement. This assumption was supported by the results of one of his
later experiments in which the test subjects were explicitly instructed to veto
the development of their action [7]. Assuming that these mental acts of veto are
not themselves caused by any unconscious cerebral activities, Libet concluded
that the will can indeed be free. He notes:

Although the volitional process may be initiated by unconscious cerebral
activities, conscious control of the actual motor performance of voluntary
acts definitely remains possible. The findings should therefore be taken not
as being antagonistic to free will but rather as affecting the view of how
free will might operate. Processes associated with individual responsibility
and free will would ‘operate’ not to initiate a voluntary act but to select
and control volitional outcomes. [7]

Many criticized Libet’s notion of an action inhibiting veto because it is based on
an implausible dualist interactionist paradigm. Dualist interactionism is a theory
of the mind according to which mind and brain are two distinct substances whose
internal processes, in general, unfold independently from one another. However,
the mind can still influence the processes of the brain by causing an effect in one
of its parts.

Despite this criticism, Libet’s idea of the veto was adapted in one way or
another by scientists in some recent studies. Schultze-Kraft et al., for instance,
designed an experimental setup in which test subjects should perform a simple
foot movement while facing a green light. If the light turned red, however, they
were supposed to inhibit their action by ‘exerting a veto’ against the already
prepared and upcoming movement [12]. With their study, the researchers tried
to determine the point in time after which people can no longer inhibit their
action.

The purpose of this paper is to show that, despite explicitly rejecting Libet’s
dualist interpretation of the veto, Schultze-Kraft’s study still falls prey to the
interactionism that is underlying Libet’s theory of veto. In section two, I will
specify the general form of Libet’s veto and discuss in which sense it is an
expression of a dualist interactionist view. I will also say a few words on the
historical background of Libet’s idea and show that it can already be found in
René Descartes’ account on the body-soul interaction. In section three, I will pin
down the interactionist character of the veto in Schultze-Kraft’s interpretation
and criticize it. In section four, I will then suggest a more plausible and non-
interactionist interpretation of what actually happened when the test subjects
inhibited their action in Schultze-Kraft’s study.
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2 Descartes, Libet, and the Veto

Any kind of interactionism presupposes the distinction between two distinct and
mutually independent systems in a person. These are commonly mind and brain,
or soul and body. But, as we will see later, they can also be the person herself
and her brain. In each of these systems, many processes take place independently
from the processes of the other system. However, one system can interfere with
the processes of the other.1

Philosophers often call Descartes the ‘founding father’ of interactionism. In
‘The Passions of the Soul’, Descartes develops an account on action and per-
ception that is consistent both with his own biological research and his religious
faith. Against this background, Descartes posits the existence of two different
substances constituting a person (an agent) - soul and body. The soul (the first
system) is an immaterial and immortal substance that thinks and calculates. It
is connected with the body through the pineal gland in the brain. The body
(the second system) is a material and mortal substance, in turn. Various mate-
rial processes such as digestion and limb movement take place in the body. But
whilst the soul is absolutely free from the influences of the body, agents can feel
and move their bodies through their souls by performing an act of will. The act
of will (mediated by the soul and operating through the pineal gland) causes the
nerves in the brain to ‘vibrate’ and then the muscles in the rest of the body to
contract. This account on action is interactionist because it suggests that the
way how the agent acts is by interfering with the processes of her body (system
one) mediated through her soul (system two).

The standard function of the will, according to Descartes, is the initiation
of cerebral processes. However, the agent can also abort an unfolding cerebral
process by willing so. Descartes notes that the passions (fear, anger, lust, etc.) are
sometimes in conflict with the agent’s endeavors. The passions (as some of the
body’s processes) sometimes ‘lead’ the body to perform unwanted actions. The
agent, however, can detect the unwanted passion, ‘not give consent’ to it, and

1 I am thankful to two anonymous reviewers who pointed out the ambiguity of the
terms ‘interactionism’ and ‘interactivism’. In the modern cognitive sciences and in
the philosophy of embodiment, these terms are used differently. Bickhard [1], for
instance, understands interactivism as a theoretical system, according to which men-
tal phenomena, such as perceptions, emerge from the interactions of the agent with
her environment. Enactivists, such as Varela, Thompson, and Rosch [14], argue sim-
ilarly and claim that cognition is essentially embodied and consists in the enactment
of a world through structural coupling, that is, through the constant interaction
between the agent’s body and her environment. In none of these works, interaction
is understood as mind-brain, soul-body, or person-brain interaction but as the inter-
action between the person’s body and her environment. In this paper, however, I
will use the terms ‘interactionism’ exclusively for the theory that agents act in virtue
of their mind (or soul) interacting with their own body, or by interacting with their
own brain (or body) directly.
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withhold the upcoming movement with her willpower by stopping the movement
of the respective limb [4].2

Libet’s account on action in general resembles Descartes’ account on action
to a large extent, and Libet’s interpretation of the vetoing will, more specifically,
resembles Descartes’ idea of the aborting or withholding will. However, whilst
Descartes describes the person (the agent) as constituted of two distinct and
independent substances - the material body and the immaterial soul -, Libet
does not explicitly distinguish between two distinct and independent substances.
But when it comes to action, Libet indeed conceives of the agent as her own
system alienated from her body but with the ability to interfere with the brain’s
processes through an immaterial act of will.

This kind of dualist brain-person interactionism is implicit in many parts
of Libet’s work. To begin with, Libet assumes that whatever originated in the
brain, cannot have been originated in the agent. In a reply to Libet’s work,
Velmans argues that Libet’s veto could still be a free choice of the agent even if
it has been initiated unconsciously in the brain and just became conscious [15].
Libet disagrees with him and remarks that, in this case, the agent would not
be in control of the action. She would only be aware of an originally cerebrally
initiated choice [8]. Velmans, similar to MacKay [7], wants to defend a position
according to which the agent is embodied in the processes of his own brain so that
it does not matter if her choice was caused by unconscious neural processes or
not. Simply put, the agent is nothing but her body. Libet, however, does not even
consider this option. For Libet, brain and agent are two mutually independent
systems, with each system having its own independently unfolding processes.
The agent is primarily just an observer of all of her brain’s neural activities
(including her urgers, desires, choices, intentions, etc.).

In spite of this observational stance, Libet grants the agent indeed some
‘control of her (bodily) action’, as he calls it. However, for Libet, being in ‘control
of the action’ does not mean that the agent takes over some of the body’s
processes and does them.

There are many ways in which the word ‘control’ can be used. The most
common way, however, implies some kind of interaction. For A to control B
in an interactionist sense requires that A and B are distinct systems so that
the processes happening in A and B take place independently from each other.
However, A can control B by performing a ‘counter-action’ that interferes with
B ’s movement so that B ’s movement stops or becomes aligned in the way A
wants. If A does not perform such a counter-action to control B, B would just

2 To be fair, in several parts of his book, Descartes also defends a rather hylomorphistic
account on the relation between soul and body. According to this account, the soul
is not another substance ‘nesting’ in the body, but rather that which gives the body
its form. However, if the soul is the body’s form, the soul can no longer be immortal
because it’s existence would be dependent on the existence of the mortal body. As
C. Wohlers remarked in a preface to the German Meiner edition of Descartes’ ‘The
Passions of the Soul’, Descartes could never free himself from this dilemma and
was, therefore, forced to defend a theory that oscillates between hylomorphism and
dualist interactionism [4].
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continue moving. I assume that people often use the word ‘control’ in this way
to describe the control people exert on objects such as vehicles or animals. An
agent can, for instance, control her car by hitting the breaks or by operating the
stirring wheel (counter-action) to change the direction of the car’s movement.

Libet uses the word ‘control’ in this sense to describe an interfering and reg-
ulating kind of control. For him, ‘being in control of her actions’ means that the
agent can control the upcoming volitional process that was initiated by uncon-
scious cerebral processes by vetoing it. This becomes clear in various formulations
[7–9]. The veto is the ‘counter-action’ that the agent ‘performs’ to stop or abort
the progress of the volitional process. Again, none of the things that happen in
and with the body including the decision and the action itself is ever done by the
agent. The body (including the brain) is a self-contained system that develops
decisions and acts in accordance with these decisions. If the agent never exerted
a veto (because she is happy with the unconsciously made decisions), the body
would just continue moving and acting on its own. The veto, in turn, is not an
act of the body but an act of the agent alone interfering with neural processes.
Or in other words, the agent is ‘in’ her body like a driver in her car, according
to Libet, and the only thing that she can do to determine the movement of the
car is hitting the breaks.

The dualist nature of Libet’s person-body interactionism becomes apparent
in the passages when he discusses the nature of the veto. Interestingly, Libet
leaves it open whether his account of the vetoing will is materialist or dualist [7].
However, his criticism against Velmans shows that the veto cannot have been
initiated unconsciously. It must be an act that “[...] can appear without prior
initiation by unconscious cerebral processes [...]” [8]. According to Wood [7] and
Roskies [11], a conscious act that has no neural signature and is not mediated
by any physical process, as Libet describes it, can also not be embedded in
the stream of material processes. Instead, it must be a purely immaterial act
unfolding parallelly to the brain’s neural processes. Now, if, for Libet, the agent
is just an observer of her own cerebral activities, and if the only means by which
she can influence these activities (the veto) is immaterial, we can assume that
Libet conceives of the agent herself as an immaterial entity attached to her own
body.

3 The Veto in the Study of Schultze-Kraft et al.

Many have rejected the various dualist elements in Libet’s works. Schultze-Kraft
et al., for instance, insist that the veto, whatever it is, must be mediated by a
cortical region and therefore be embedded in the other (material) activities of
the brain [12]. They also refer to a famous older experiment conducted by Brass
and Haggard in which such a determination was done [2].

Researchers such as MacKay and Nelson [7] also criticize the interactionist
aspect of Libet’s veto according to which acting consists in an aborting act of
the agent against some of her own cerebral processes. According to them, this
interactionism is not consistent with the phenomenological character of acting.
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Nelson notes that “[...] conscious voluntary control is part of a conscious stream
parallel to, but not interacting with, cerebral processes” [7]. MacKay agrees that
decisions have various neural correlates, and that agents can determine the course
of their action by controlling it. However, it is a category mistake to assume that
they control their action by interacting with these correlates [7]. Schultze-Kraft
et al., in turn, do not reject the interactionist paradigm in their paper. In fact,
they use an analogy to describe the function of the veto that reminds us of a
clear person-body interaction:

One important question is whether a person can still exert a veto by
inhibiting the movement after onset of the RP [...] The onset of the RP in
this case would be akin to tipping the first stone in a row of dominoes. If
there is no chance of intervening, the dominoes will gradually fall one-by-
one until the last one is reached. This has been coined a ballistic stage of
processing. A different possibility is that participants can still terminate
the process, akin to taking out a domino at some later stage in the chain
and thus preventing the process from completing. [12]

If we take the analogy seriously, the neural activities caused by the RP and
culminating in the action (the row of dominoes) are processes that unfold inde-
pendently from the agent herself (the domino master). The agent, however, might
have a chance to stop this unfolding process by vetoing it (take out a domino).
Otherwise, the process unfolds, and the body just starts to move (the dominoes
continue falling).

But even if we do not take the analogy seriously, the interactionist paradigm
underlies many formulations of the study paper, especially the verbs, that
Schultze-Kraft et al. use throughout the paper to describe the function of the
veto. Before I begin with a linguistic analysis of their formulations, however, let
me describe the setup of the experiment.

Schultze-Kraft et al. conducted a stop-signal experiment that they describe
as a ‘duel’ against a computer. Unlike the test subjects in Libet’s studies, the
participants in this experiment were not asked to abort their bodily movement
spontaneously but as a response to a computer signal. They were placed in front
of a green button and were allowed to press it with their foot whenever they
felt like, as long as the button is still green. However, if the button turned red
suddenly, they were no longer allowed to move. A computer tried to ‘predict’
the time of the test subjects’ button press based on the collected EEG data of
the test subjects. If it predicted an upcoming button press, the button turned
red. In the case of an early cancellation, the test subjects intended to press the
button; and after the button suddenly turned red, they managed to not move
at all. In the case of a late cancellation, in turn, the test subjects intended to
press the button, too; however, after the button turned red, they were not able
to not move. They moved a bit. Some test subjects even touched the button.
This latter scenario was called ‘completed button press’. According to the results
of the study, there is a ‘point of no return’, after which agents are unable to not
move, namely 200 ms before movement onset. However, that also means that,
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as the authors of the study note, “[...] a decision to move can be cancelled up
until 200 ms before movement onset” [12].

Note that I chose neutral verb phrases to describe the target-phenomenon of
the stop-signal experiment, namely ‘being able not to move’ and ‘not being able
not to move’. The formulations that the authors of the study use to describe
the function of the veto resemble the formulations that Libet also used: ‘Partic-
ipants can/cannot prevent themselves from moving’, ‘participants can/cannot
veto/cancel/abort prepared movements, upcoming movements, overt signs of
movement, movement plans, etc.’, ‘test subjects also exerted a veto’, and ‘the
stop process can/cannot catch up with the go process’. For Schultze-Kraft et al.,
all these acts of veto indeed have underlying neural mechanisms. However, the
veto is still described as a (successful or unsuccessful) act of the agent directed
against her own intentions and her upcoming or unfolding movements.

Consider the ditransitive verb ‘prevent (from)’ in “[...] an explanation is
needed to clarify why people cannot prevent themselves from moving [...]” [12].
Prima facie, using the verb implies a distinction between two things - the one
who prevents and the one who is prevented from doing something. The police
can prevent the thief from running away by handcuffing him. I can also prevent
myself from doing something, for instance, from sneezing loudly by squeezing my
nose and mouth shut. In the case of holding my sneeze, I, as the agent, act on my
own body. In both cases of prevention, there are two distinct and antagonistic
processes involved. The counter-action (handcuffing, squeezing the nose), that
the one who prevents performs, is a process distinct from the process that is
supposed to be prevented (running away, sneezing loudly). If no counter-action
would have been performed to prevent the other process, it would just have
continued unfolding. This shows that acts of prevention fall in the category of
interactionist control, as I described it in the previous chapter. But is this plau-
sible? Did the test subjects prevent themselves from moving in the experiment,
in a similar way in which I prevent myself from sneezing loudly?

Researchers have already determined what happens in the case of a suc-
cessful action inhibition in stop-signal experiments on the sub-personal level.
Logan et al., for instance, describe the phenomenon as a ‘race between a (sub-
personal) go-process and a (sub-personal) stop-process’ [10]. When an agent is
about to perform an action (intended or out of habit), brain signals are sent to
the peripheral muscles (go-process). The subsequent perception of the stop signal
(the red button), however, causes another parallel brain signal (stop-process). If
the stop-process brain signals can ‘catch up’ with the go-process brain signals,
they override the growth of activation of the go-process brain signals and prevent
them from reaching a certain threshold. However, if the go-process brain signals
reach that threshold earlier, the go-process brain signals ‘escape overriding’ and
the limb of the person starts to move.

If this model is correct, whenever the test subjects in Schultze-Kraft’s exper-
iment managed to not move, one group of brain signals (the stop-process) over-
rode another group of brain signals (the go-process) and prevented them from
culminating in overt movement. If, however, the test subjects failed to not move,
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the go-process brain signals were ‘too fast’ culminating in overt movement and
‘escaping’ the stop-process brain signals. So, on the sup-personal level, there were
indeed two distinct and antagonistic neural processes involved in the experiment
of Schultze-Kraft et al., namely the stop-process brain signals and go-process
brain signals interfering with each other.

However, the interference between the stop-process and the go-process was
an interference between two processes only happening on the sub-personal level.
The go-process brain signals and the stop-process brain signals accompanied
or underlay the action inhibition of the participants. That does not mean that
they were the agent’s action inhibition. It would be a mistake to conclude from
these research results that the participants themselves overrode the go-process
brain signals (accompanying their original action intention). The stop-process
brain signals (accompanying the participants’ action inhibition) overrode them.
This remark resembles the criticism that MacKay and Nelson brought forth
against Libet’s interaction. Like them, I do not deny that the participants in
the experiment inhibited their actions, and I also do not deny that their action
inhibition was accompanied by various interfering neural processes, but I deny
that the participants themselves interacted with their own neural processes.3

4 An Alternative Interpretation

Simply rejecting the interactionist interpretation suggested by Schultze-Kraft
et al. is not enough. I also want to suggest an alternative non-interactionist
reinterpretation of what the participants did when they inhibited their action.

To begin with, (failed) action inhibition is a common phenomenon. Assume
that you want to throw a banana peel in your organic waste trash can. You
press the pedal, the lid opens, and suddenly you realize that you forgot to put
a new plastic bag in the trash can. You immediately stop moving. However,
it is possible, since you were already in the act of throwing, that your hand
still releases the peel accidentally. How would you describe what happened?
Certainly, in the case of a successful action inhibition, you, upon realizing that
there is no plastic bag in the trash can, simply changed your action intention
from throwing the peel to holding still, and you successfully held still. You slowed

3 I am not the first person referring to Schultze-Kraft’s study. However, most
researchers, such as Lavazza [6] and Uithol and Schurger [13] agree with the the-
oretical framework of the study and with the study results. Some researchers criti-
cized the study but primarily for the experimental setup. Deecke and Soekader [3],
for instance, remark that the action of the test subjects was not self-initiated in a
proper sense because their movement intention was influenced by the presence of
perceptual cues (green and red light) and also by the set time window. In the case
of a real self-initiated action, the ‘point of no return’ might, therefore, be different.
However, none of the researchers that I found questions or, at least, discusses the
general assumption that agents can interact with their own neural processes (in order
to inhibit a movement). Many of them even adopt the interactionist vocabulary of
Schultze-Kraft et al.
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down your current movement and finally stopped it. In the case of an unsuccessful
action inhibition, you also changed your action intention from throwing the peel
to holding still. However, your hand still released the peel. That is so, because
the go-process brain signals, that started in the moment when you opened the
lid, could not be overridden by the stop-process brain signals, that started in the
moment when you saw the empty trash can. Accordingly, the go-process brain
signals reached the threshold causing your muscles to move.

I assume that the test subjects in the Schultze-Kraft experiment experienced
something similar. In the case of an early cancellation, they first intended to press
the button and almost began to move, but, upon seeing the button turning red,
their intention to move became an intention to hold still, and they held still.
There is no interaction implied in this description. The test subjects simply
replaced one intention early enough with another intention resulting in a non-
movement of the foot. In the case of a late cancellation, the test subjects also
intended to press the button, and, upon seeing the button turning red, their
intention to move became an intention to hold still. However, the brain signals
accompanying the new intention to hold still could not ‘catch up’ with the brain
signals accompanying the intention to move. The latter brain signals reached a
certain threshold and thereby caused a short and sudden twitch in the foot.

This twitch might have given the test subjects the feeling of being alienated
from their body. But that does not mean that person-body-interactionism is
correct, and that the test subjects tried but failed to veto or abort a neural
process starting in their brain and culminating in the respective foot movement.
It rather means that, as Velmans and MacKay argued, agents are normally
embodied in their own body with all its neural processes. However, this feeling
of embodiment can also be interrupted if neural processes accompanying an
earlier action intention cause a muscle contraction that does not conform with
the agent’s current action intention. This non-conformity, in turn, is grounded
in the delay of those neural processes, that accompany the agent’s earlier action
intention, and the slowness of her current intention’s neural processes. And this
is exactly what happened to the test subjects in the case of a late cancellation.

5 Conclusion

The purpose of this paper was to reveal the interactionist paradigm in a study
conducted by Schultze-Kraft and to provide a non-interactionist reinterpretation
of the test subjects’ action inhibition. I did so by showing that we should not
confuse what the test subjects did when they inhibited their action with the
neural processes that accompany their action inhibition. Agents do not interact
with their own body (or brain) when they inhibit an action. They rather change
their intention or the course of their action. Unless the inhibition fails, they are
fully embodied in their own moving limbs.
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Abstract. Regret seems like a very negative emotion, sometimes even
debilitating. However, emotions usually have a purpose – in the case
of regret to help us learn from past mistakes. In this paper we first
present an informal cognitive account of the way regret is built from a
wide range of both primitive and more sophisticated mental abilities. The
story includes Skinner-level learning, imagination, emotion, and counter-
factual reasoning. When it works well this system focuses attention on
aspects of past events where a small difference in behaviour would have
made a big difference in outcome – precisely the most important lessons
to learn. The paper then takes elements of this cognitive account and
creates a computational model, which can be applied in simple learning
situations. We find that even this simplified model boosts machine learn-
ing reducing the number of required training samples by a factor of 3–10.
This has theoretical implications in terms of understanding emotion and
mechanisms that may cast light on related phenomena such as creativity
and serendipity. It also has potential practical applications in improving
machine leaning and maybe even alleviating dysfunctional regret.

Keywords: Regret · Cognitive model · Emotion · Machine learning

1 Introduction

Regret seems such a negative emotion, worrying about what might have been
rather than about what could be. It seems maladaptive as it tends to focus on
past temporal actions, perceived effects and imagined ‘lost’ possibilities. How-
ever looking at regret more deeply it turns out to not only be a well-adapted
feeling, but one that demonstrates the rich interactions between different levels
of cognition: rational thought, vivid imagination and basic animal conditioning.
Particularly interesting is the role that quite complex assessments of probability
plays in regret – the closer you were to averting a disaster but failed, the worse
it seems! Furthermore, regret is associated with risk identification, risk-taking
and prediction of potential outcomes. For example, making a life decision, which
is quite risky (with high levels of uncertainty), can induce potential regret from
not making this life decision, which can be greater than from having made it.
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The origins of the models presented in this paper date back to an exploratory
essay [15] that led to the cognitive model described in Sect. 2. This was followed
by an early version of the computational model in Sect. 3, which suggested poten-
tial positive learning effects but was only reported in informal talks. The current
work formulates these models more thoroughly and systematically explores and
evaluates the wide range of parameters and options within the model allowing
more rigorous and reliable analysis. Before proceeding to this, we will examine
some of the psychological literature on regret.

1.1 The Psychology of Regret

Rationality and Agency. The ability to perform hypothetical comparisons
(i.e. between an imagined state and a factual state) necessitates rational think-
ing and the capability to mentally represent these (e.g. counterfactual thinking
[35] in defining anticipated regret), intention and risk-taking. Epstude and Roese
[19] defined two different pathways as responsible for experiencing and perceiving
regret. Information-based pathways directly affect intentions and consequently
behaviour. On the other hand, content-neutral pathways can facilitate indirect
effects from one’s mind-set, positive and negative affect and motivational fac-
tors. Both pathways act as functional regulatory platforms for managing goals
and ‘controlling’ behaviours within a socio-cognitive context. The foundational
concept of the functional theory of counterfactual thinking is goal-setting and
the comparison between current state and desired state.

At the same time, responsibility and agency appear to be critical in defining
and experiencing regretful emotions. For example, Zeelenberg et al. [45], sug-
gested that regret manifests -as an emotion- primarily to those that account
themselves as responsible for a regretful action or interaction. A theory devel-
oped that reflects this is the Decision Justification Theory [14], according to
which, decision-related regret is associated to comparative evaluation outcomes
and ‘self-blame’. Although self-blame can cause distress and negative emotions,
experiencing regret has the potential to lead to better decision-making in the
future. Developmental research has also found that children’s decision-making
can be improved if regret is experienced [30,33].

Theories of Regret. The above frameworks have lead to the development of
a number of theories of regret. These aimed to define or model regret incor-
porating insights from economic theories to socio-cognitive and interactional,
including prospect theory [24] and regret theory [26]. According to Prospect
theory, the losses and gains someone perceives are different depending on how
these are formulated and on what types of affect generate. For example, if an
investor is presented with two ‘equal’ options for investment opportunities, of
which one is presented as associated to potential gains while the other one as
associated to potential losses, the investor will tend to choose the former as an
attempt to avoid the emotional impact that losses could cause (also known as
“loss-aversion” theory). Two fundamental components of Prospect theory are
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the certainty (linked to probabilities) and the isolation effect (when outcomes
are the same with the same probabilities, but where there are different routes or
pathways to achieve these). In such cases, investors tend to follow ‘the known’
path or the one of ‘least resistance’ in an attempt to minimise their cognitive
load. It is important to note that Prospect theory refers to pairs of choices;
when the number of choice options increase, the complexity increases as well,
due to additional interplaying factors. This is something that ‘regret theory’ [26]
aimed to address. In regret theory, a key aspect is the so-called ‘choiceless utility
function’, which represents the consequential state one experiences if no specific
choice is made. In regret theory, where an individual has a choice to make,
this occurs amongst multiple choice options, aiming to maximise the so-called
“expected modified utility”. Loomes and Sugden [26] posit that independently
of whether someone experiences regret or not, they will attempt to maximise
the “expected modified utility” when making decisions under uncertainty. In
either case (i.e. choiceless utility function and expected modified utility), utility,
in this context, is associated with the psychological and human-computer inter-
action (HCI) notions of pleasurability, desirability and user experience (UX) as
a Gestalt impression.

Recapitulation and Reflection. Prospect and regret theories –as discussed
above– focus on prospects and probabilities estimations. In contrast, Norm the-
ory [23] includes forward-looking recapitulation of past events based on prior (or
even currently experienced) ‘norms’. Such ‘norms’ can be very personal and spe-
cific for different people suggesting individual differences in perception. Regret
in such cases is dependent on memories and the capability to recall and process
these (e.g. through mental simulation that can involve decision-making heuris-
tics, biases and meta-cognition such as reflection).

The notion of mental simulation (and its role in perceiving regret) is fur-
ther linked with the concept of ‘mental models’ whereby mental representations
(or ‘mappings’) of the world facilitate a network of interconnected pieces of
information that provide the ground-basis for reasoning and inferences gener-
ation [10–12]. Other ‘retrospective’ accounts of understanding regret includes
the Reflection Evaluation Model that supports that reflection and evaluation
mechanisms intertwine to promote comparative judgements that involve social,
counterfactual and temporal aspects [28,29]. Reflections tend to be inherently
experiential and in support of a quasi-realistic simulated state or scenario that
could be considered as ‘true’ at a given moment. On the other hand, evalua-
tions tend to be based on factual (and not fictional) past incidents that are then
compared and assessed on the basis of goals fulfilment.

Regret and Human-Computer Interaction. Regret has an emerging role
within the HCI community. Recent research suggests that regretful behaviours
(i.e. in the form of interactions) can encourage ‘remediation strategies’ such as
deleting unwanted or regretful messages, an action that can in turn become
a source of confusion, uncertainty and information gaps. This is something
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prominent within certain demographic groups (e.g. teenagers), often associ-
ated with perceptions of trust and privacy. In all cases, feelings of regret are
operationalised on the basis of psychological developmental theories for learn-
ing such as Pavlovian classical conditioning (stimulus-based associations that
support learning) [6,13,31], Skinnerian operant (or instrumental) conditioning
(consequential-based behavioural learning) [37,39], and Bandura’s Social Learn-
ing Theory which posits that learning occurs by observation (Bobo doll experi-
ment [5]). Indeed, psychological learning theories have been applied in the past
in the design and evaluation of technologies, including robotic and automated
systems (see e.g. Touretzky and Saksida’s operant conditioning Skinnerbots [40]
and [41]).

2 A Cognitive Model of Regret

This section presents a cognitive model of regret as an adaptive learning mech-
anism building on [15]. As regret is a complex emotion, the model builds incre-
mentally from simpler leaning mechanisms each step of which has benefit in
itself, as is necessary for plausible evolutionary development. The basic steps
are: (a) an unpleasant effect is experienced; (b) potential actions that might
have been causes are brought to mind; (c) a counter-factual assessment is made
of how close the key actions were to averting or reducing the bad effect; (d) this
modifies the emotional feeling of regret; (e) the image in memory of the past
action is available simultaneously with the current (modified) emotion; (f) sim-
ple associative memories are then formed. As is evident, this includes very basic
associative learning, with emotion, imagination and even counterfactual reason-
ing. We will now look at these building blocks in more detail and see how they
come together to form the emotion we call regret.

2.1 Underlying Cognitive Systems that Enable Regret

Associative Learning. We begin with basic Pavlovian and Skinnerian
behavioural conditioning (see Sect. 1.1) as it is present in all but the most basic
animals. In simple associative learning, if you perform an action resulting in
negatively perceived outcomes, then you learn not to repeat this action again.
In effect, associative learning is helping to identify relationships between two
or more stimuli (Pavlovian classical conditioning [6]). When associations are
already learnt, if a condition repeats (e.g. in the form of stimuli-trigger), then
feelings and experiences associated before to this stimuli re-emerge and give rise
to aversion or compliance to perform a task or make a decision [34]. Figure 1
(left) illustrates this with the example of touching a sharp thorn and learning it
is painful.

From Reactions to Foresight – Proto-Imagination. Basic associative
learning requires near simultaneous presentation of action and consequence. For
more complex learning some form of memory imagery is required - this is also
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Fig. 1. (left) Simple associative memory: (1) touch thorn; (2) thorn pricks finger; (3)
evaluation – Ow! it hurts! (4) learnt association – touching thorn is bad. (right) Momen-
tary planning: (1) prospective imagination of planned action; (2) causes similar brain
activity to actually doing it; (3) learnt association fires; (4) veto of planned action.

needed for momentary forward planning. Complex planning allows both re-active
and pro-active behaviours for action and decision-making, both of which can lead
to ‘regretful’ outcomes. More advanced conscious planning behaviours are part
of meta-cognitive abilities related to socio-cultural and socio-cognitive activity
[3] and are affected by attitudes, beliefs, motivations and goals, all of which
contribute to imagination and forward-planning [22]. Forward planning (and/or
its lack of such as in the case of impulsive behaviours) can both lead to regret
depending on the context and knock-on effects’ severity levels. Indeed, adaptive
and dynamic self-regulatory mechanisms are necessary to support scaffolding and
planning both within short-term and long-term contexts [2]. However, there is a
lower and more primitive level of foresight when, for example, one half-imagines
what is going to happen as one reaches for a door handle and hence surprised if
the door is jammed. At multiple levels we have predictive abilities that enable
us to prepare to act even before sensing the world [9]. However, this momentary
foresight still needs a level of proto-imagination as illustrated in Fig. 1 (right),
which leverages the way intention and action cause similar neural activity.

Dealing with Delays. As noted, simple associative learning is attenuated by
any delay between action and consequence (for a detailed review of the delay lit-
erature see [25]); such effects can also be associated with feedback, reinforcement
loops and time retention [20,38]. Indeed, effects of delays and impact on neural
dynamics and learning have been explored before within the context of neural
network simulations [4]. In reality incidents never happen absolutely simultane-
ously, but if brain activation decays slowly enough by the time a consequence
occurs the areas associated with the last action may still be active enough to
cause learning.
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These learning effects reduce significantly once the delay is more than a few
seconds. For simple creatures this means that learning of delayed consequences
is all but impossible either due to the complexity of the context (e.g. too many
extraneous variables and factors that interplay within the experiential and ‘fac-
tual’ timeline of events) or due to mere inability to recall and retrieve order
of events. However, more cognitively complex animals do appear to be able to
learn delayed consequences using some form of recall, even without full human
memory. Figure 2 (left) shows how this can occur bringing past related events
into one’s imagination and hence making past events and present consequences
available for low-level associative learning. This then forms the basis for more
complex learning in the interplay of memory, imagination, procedural skills [17]
and later of organising knowledge and structuring learning [43].

Fig. 2. (left) Dealing with delayed feedback: (1) touch unusual plant; (2) some hours
later finger is sore; (3) evaluation – Ow that hurts! (4) desire to make sense; (5) recent
salient events brought to mind – retrospective imagination; (6) causes simultaneous
activation in relevant areas; (7) learnt association – don’t touch that plant again! (right)
Regret reinforcing critical learning: (1) logical deduction of what mattered determines
what is brought to mind; (2) imagination causes simultaneous activation in relevant
areas; (3) causes negative emotion “if only I hadn’t” . . . regret; (4) counter factual
deduction of how much it matters influences strength of emotion; (5) learnt association
stronger or weaker depending on strength of emotion.

2.2 Regret as a Learning Mechanism

Attention in Memory and Counter-Factual Reasoning. A crucial ele-
ment of association-making so far is the near simultaneity of imagined events.
For example, recalling high school memories can evoke imagination processes
whereby multiple separate events from that time intertwine and fuse in one go.
For a sequence of events, because we focus on just a few highly salient events
(e.g. touching a plant and feeling), we can replay potentially lengthy sequences
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in fast-forward and hence bring events close enough for learning to occur. How-
ever, if all past events are equally present, there cannot be effective learning. It
is crucial that the most appropriate past events are remembered and that there
is no confusion caused by information overload and information ‘pollution’.

If through this more rational consideration of events we decide that par-
ticular actions or stimuli were not associated and relevant to the good or bad
consequences, these ‘drop out’ of the story of the events so that the ones that
are recalled most strongly –as we replay the events in our mind– are precisely
those which were part of the causal chain leading to the effect. In particular, in
the case of negative effects, it is the things that if we ‘only had not done’ that
are recalled – regret. Because of this regret we are able to associate negative
emotions with the right actions, those that we would wish to avoid in future.
This is shown in steps 1–3 in Fig. 2 (right).

Note that this association is different from declarative knowledge that one
might remember and think about logically later (e.g. in the form of self–
reflection). Whilst the potential ill effects of a night in the town are something
one can consider at leisure, in situations requiring ‘fight or flight’ responses the
difference between rapid emotional reactions and more rational consideration is
crucial [27].

Boosting Near Misses. Regret has another adaptive mechanism – the tuning
of the strength of emotional response depends on the probability that our actions
were the principal cause (credit assignment in AI terms). Some of the actions
we perform may have contributed to a bad effect, but we’d have had to do
something very unusual or perhaps some other additional actions to avoid the
effect. However, other actions are ones where we feel they could very nearly
have been different and changed things. Steps 4 and 5 in Fig. 2 illustrate this, as
well as bringing relevant events to mind, the counter-factual “what if ” reasoning
amplifies the emotional response where a small change in behaviour could have
made a large difference to outcomes.

For example, if you had bought a lottery ticket with the right number on
it you would have won a million pounds, but you could easily have not got
the right one – you don’t feel too bad. However, imagine you almost chose to
buy the lottery ticket with your birth date on, but decide not; later you find
that the number came up – you are likely to feel more regret; the reason for that
being that there was a ‘personal’ association with the ‘successful’ stimuli. Indeed
research has suggested that regret aversion can partially be responsible for not
exchanging lottery tickets even when there is a possibility of high material gain
- once you purchase the ticket, you associate with it [42].

This lesser feeling of regret when things you did were less significant in the
result and greater when what you did almost tipped the scales and made a differ-
ence is perfectly sensible. Higher emotional intensity can lead to higher levels of
learning and stronger negative feelings attached to the action can affect actions
and decisions to be made in future incidents. This applies to other complex
emotions such as jealousy and envy [44] as well as regret.
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Recapitulation. The final part of the learning armoury of regret is also the
aspect that is most problematic in day-to-day life. Some events cause immediate
regret, such as burning the toast, but are soon forgotten (perhaps due to the
severity level of the incident or the impact value). However others, that have
had especially large impact, become a repetitive rumination, which can be psy-
chologically crippling, but, when not pathological, is also a learning mechanism.
In machine learning (ML) it is common to use several copies of examples that
are both rare and significant in order to improve learning. In a similar way, the
repeated exposure to the imagined events means that their learning impact is
increased. In a situation, such as a near miss from being eaten by a wild animal,
this is clearly critical for survival as we do not want to have to repeatedly be
exposed to such experiences in order to learn.

2.3 Cognitive Model Summary

In summary, regret is a subtle and well-adapted mechanism that enables us to
learn effectively from the past recruiting deep (evolutionarily–old) mechanisms.
In particular, although regret allows us to manage “if only” statements, the
mechanisms do not deal with more complex modalities such as “if only but I
couldn’t have known”, or “if only, but it will never happen again”. In effect, cer-
tain contextual parameters are not considered when processing (or experiencing)
regret either due to memory capacity limitations or due to personality traits and
information load. We are able to reason explicitly about these “if only but ...”
situations (although the former does seem to elude many); however, this explicit
reasoning is not usually sufficient to mollify the negative emotional reactions of
regret.

It is interesting to note that regret is often considered purely as a negative
emotion. Indeed there no single word for the positive equivalent of regret “it
worked but only because”? As we saw in Sect. 1.1, empirical studies in economics
and psychology show that humans have a tendency to weigh negative results
more strongly than positive ones, perhaps because not learning ‘in the wild’
to avoid bad things may kill you whereas missing good things simply means
you have to try another time. As an adaptive mechanism regret shows that not
only are negative effects stronger, but that we have additional mechanisms for
negative emotion that may not exist for their positive counterparts.

3 A Computational Model of Regret

Aspects of the cognitive model have been built into a computational model. This
was initially intended solely as a means of exploring and validating the cognitive
model. For this, the core question was “does regret aid learning”, and this will
be addressed by looking at two metrics:
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– asymptotic score – does it do better in the long run
– rate of learning – does it get to the same score with less exposures

The former is the obvious quality metric, but the second is critical in real-life
situations where experience is precious: for early humankind experiments could
be fatal. The computational model is not expected to mimic (or use) real human
data as human learning typically involves multiple simultaneous mechanisms.
The intention instead is to explore the plausibility of the cognitive model, by
evaluating the efficacy of the cognitively-inspired computational model.

While these initial aims are about cognitive understanding, we will see that
the results also show promise as a technique to boost machine learning efficiency,
especially in contexts when obtaining learning examples is costly. Computa-
tional experiments may not risk immediate death, but they still consume time
and energy, contributing to global carbon emissions and ultimately cataclysmic
climate change [16,21].

3.1 Overall Architecture

Figure 3 shows the overall architecture of the model. The machine learning mod-
ule interacts with an environment, which in our experiments is a simplified vari-
ant of the card game Pontoon. The machine learning module has two main parts
a basic learning component and the regret module. The architecture is designed
so that the regret module is loosely coupled and can be added to different forms
of underlying learner and environment.

Fig. 3. Computational model architecture.

3.2 Example Game – Simple Pontoon

A simple version of Pontoon was chosen for these experiments as it is stochastic,
offering challenge to the learner, but also simple enough to have perfect posterior
knowledge, allowing very simple counter-factual evaluation.
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Pontoon, or vingt-un is played with a normal pack of 52 cards. The player(s)
and banker receive two cards each. Players may choose to ‘twist’ (receive an
extra card) or ‘stick’ (keep the cards they have). The banker has a fixed rule
for doing this: twist if the total is less than 17, stick otherwise. The aim is to
have a hand with a higher total than the banker without going over 21 (called
‘going bust’). The simplified version used in the experiments only has cards with
values 1, 2 and 3 and the limit is 4 rather than 21 (so that a total of 5 or 6 is
‘bust’). The player and banker initially are dealt one card each and can have
only one extra card. Furthermore, the extra cards are ‘dealt’ even if the player
or banker stick to enable perfect posterior knowledge, but the additional cards
are only counted in the score if the player/banker had chosen to twist before
‘seeing’ their card. Table 1 shows the rules for when the player wins or looses.
This is then translated into a score of 10 for a win or −10 for a loss, but this
may be modified by the regret module.

Because the game is so simple it is possible to exhaustively calculate all
possible games (81 in total) and the expected winnings for each play. The best
possible play strategy leads to winning just over one third of the time. Scoring
a win as 10 and loss as −10, this gives an expected best possible score of −3.09
and corresponding worst possible score of −7.53. (Note that in the long-term the
banker always wins, hence even the optimal strategy yields a negative expected
score.) The actual scores from learning can be compared with these to see how
close to optimal the learner becomes or normalised as a percentage of optimal
gain by transforming a raw score of x into 100 × (x + 7.53)/3.44, so that the
worst possible strategy corresponds to a normalised score of 0 and the optimal
strategy is 100%. This normalised value is used in subsequent discussion and
graphs.

Table 1. Simple Pontoon Rules (cards 1–3 only). Rules apply in order..

Condition Outcome

Player bust (>4) Lose

Banker bust (>4) Win

Player > banker Win

Player = banker Lose

Player < banker Lose

3.3 The Environment

Although we use a specific game, this is presented to the machine learning
component as a generic stimulus–response–effect environment (Fig. 4). When
requested, the environment generates a new stimulus (generateBefore – the
‘before’ state); in the case of the Pontoon game, this is two cards (in the range
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1–3), one each for the player and banker. It also provides a set of potential ‘plays’
(getPlays), possible actions that the player can choose take; in the case of Pon-
toon just ‘stick’ (keep the current card only) or ‘twist’ (have an additional card).
The machine learning component chooses a play and the environment returns
an ‘after’ state (generateAfter), which may depend on the chosen play, but
also may involve stochastic elements; in the case of Pontoon a second card each
for the player and banker. In some games, there is a clear arc of progress from
start to finish, hence the before and after states are potentially of different
types, but in other kinds of ongoing situations, these may be the same. Finally,
an evaluation function (evaluate) gives a feedback score based on the before
and after states and chosen play.

Before generateBefore();

Play[] getPlays( Before before );

public After generateAfter( Before before, Play play );

double evaluate( Before before, Play play, After after);

Fig. 4. Abstract interface of the game/environment component.

3.4 The Basic Learning Component

The abstract interface of the basic learning module (Fig. 5) has two principal
methods. The first, getResponse, takes a stimulus and set of possible responses
and returns a chosen response. The second, condition, takes an evaluation of
the response (e.g. win or lose in Pontoon) and uses this to update its internal
state.

The basic learning module used in experiments is a Skinner-like stimulus–
response engine. This has an exhaustive table of all previous stimulus–response
pairs and evaluation weight for each. For the simple learner the stimulus and
response are completely opaque, simply used to look up or set relevant values;
however a more complex learner, such as a neural network, might need a more
detailed representation in order to generate generalised strategies.

When asked to provide a response, the Skinner module consults its table to
find the evaluation of each matching stimulus–response pair. Previously unseen
pairs are given a default weight. Variations in this default weight alter the extent
of novelty seeking vs. risk aversion of the learner. The weights of the possible
responses are used to generate a probability and the module then stochastically
selects a response. The probability distribution of the response is parameterised
by a power value: a power of 1 giving a linear probability (response with weight
2 twice as likely as weight 1); a power of 2 using squared weights; and a nominal
power of 11 that acts as a ‘winner takes all’ where the response with the highest
weight is always chosen.
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The update function simply adds the effect to the current weight of the
stimulus–response pair, with non-linear Sigmoid applied to keep it within a ±100
range.

Fig. 5. Abstract interface of the learning component.

3.5 The Regret Module

The regret module is surprisingly simple, perhaps underlining how it builds
on previous aspects of cognition. Figure 6 is the core function that implements
regret. Without regret, the basic learning algorithm (learner.condition)
would use the raw effect to modify the conditioning feedback. The counter-
factual reason is embodied in the function findBestResponse. This uses poste-
rior knowledge to predict what would have happened if any other play had been
done and then returning the best possible result. In simple situations we may
have perfect posterior knowledge, but in complex ones this may involve some
form of uncertain or probabilistic inference. For example if you slip whilst rock
climbing and are saved by the rope, you may factor in an element of “but the
rope might not have held” even though you survived this time.

Fig. 6. Pseudocode for regret thinker. The only adaptation to the basic learning func-
tion is to modify the strength of positive or negative feedback.

The regret thinker has several adjustable parameters: two each for positive
and negative outcomes. The NO REGRET factors are about modifying the effect
when the outcome was as good as it could be. The REGRET factors about modi-
fying things when there was a better option (regret > 0). These are separate
factors because human emotional responses tend to be different to otherwise
‘equal’ positive and negative situations. For example, we might expect a ‘no
regret’ situation to potential reduce the negative feelings for a negative out-
come “well I did the best I could”, but boost the positive feelings for a positive
outcome.
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The earliest code only had ‘negative’ regret, that is only the second arm
of the ‘if statement when the initial effect was less than zero (a loss), as this
corresponded to the day-to-day meaning of the term. However, the code looked
‘messy’ and hence, we experimented with adding the alternative and found that
this boosted learning. Essentially this is a ‘grass is greener ’ emotion, for example
if eating and enjoying a meal in a restaurant you might see someone else eating
a different meal that looks very tasty and then feel less happy about your own
meal!

4 Experimental Results

The underlying learner and regret engine have a significant number of param-
eters. We ran experiments over a wide range of configurations to avoid chance
conclusions. We present typical examples, and summary views; the full data is
available online at https://alandix.com/academic/papers/regret-2021/.

4.1 Obtaining Learning Saturation and Reducing Stochastic Noise

Both the basic Skinner-like learning and regret-enhanced learning make rapid
initial gains in average game scores with the majority of learning gains over
the first 1000 exposures. Learning slows but continues at a slower pace, so we
have run all experiments to 10,000 iterations to examine asymptotic saturated
learning. This approach to saturation is evident in the example run in Fig. 7.

Fig. 7. Learning scaled to min/max possible scores showing better asymptotic values
and faster learning. (linear weight, mild risk aversion, negative regret only).

Each run is stochastic, both in terms of the cards played and also the response
of the low-level learning algorithm. Running over large numbers of iterations
means that much of the randomness averages out as learning progresses, but

https://alandix.com/academic/papers/regret-2021/
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substantial variation remains. The standard deviation of scores in the Pontoon
game is approximately 1, 0.3 and 0.1 at 100, 1,000 and 10,000 iterations respec-
tively. We therefore ran each configuration 10,000 times and created average
learning traces with distribution statistics. This replication and averaging there-
fore means that the standard deviations of reported means are about 0.01, 0.003
and 0.001 at 100, 1,000 and 10,000 iterations respectively, or approx. 5%, 1.5%
and 0.5% for normalised scores such as Fig. 7. Note that the variation is still
quite large early in learning until about 100 iterations, and this is evident in
some of the results (e.g. Fig. 8). Detailed studies of early learning would need
more replications, but we will confine ourselves to further along the learning
process when a greater level of learning has been achieved. Future studies will
explore in more detail learning performance within different ‘time-windows’ (e.g.
early learning vs. mid-term vs. later learning).

4.2 Observed Behaviour

Figure 7 shows a typical run, in this case parameterised for linear weighting of the
Skinner learner, mild risk aversion and negative regret only. The graph highlights
two aspects. First is the improvement in learning : the scores at the end of this
particular rule are 90.8% for the basic learner rising to 95.3% when regret is
added. Both are still slowly rising with further learning even at 10,000 iterations,
so it is possible that the basic learning will eventually reach similar levels, but
clearly only after vast numbers of learning steps. Second is faster learning : the
regret learner obtains the same level of learning after fewer iterations. We look
at both in more detail below.

While the exact numbers vary for different parameter configurations, the
overall pattern is similar. For example, in the winner takes all, high risk averse,
positive regret configuration, the asymptotic learning is closer to 100%, but there
is still substantial improvement (97.3% for basic learning vs. 98.4% for regret).
There is also consistent speedup of around 2.5 times faster (regret reaches 97.3%
after only 3600 iterations).

Faster Learning. Although this is evident in Fig. 7, it is hard to assess the
precise gain. Figure 8 represents the same data by plotting how long it takes the
regret learner to obtain the same level of learning as the simple learner without
regret. The lower part of the graph is quite noisy (even with 10,000 replications!),
but the data is stable after about 100 iterations and clearly shows that adding
regret substantially reduces the number of iterations required. In this case, the
difference is about 0.5 on the log scale for much of the range, corresponding to
a speed-up ratio (as measured by number of iterations) of just over 3. This is
typical over the range of configurations, with speed-up ratios between 2.5 and
10 times in the central part of the range. Note too that the speed up increases
towards the higher values in Fig. 8. This is possibly because the saturation value
is higher for regret (better asymptotic learning), so that an extended version
of the graph would see the lower curve level off with the simple learner never
reaching the same levels of learning.
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Fig. 8. Speed up, log-scale – number of regret exposures to reach same quality of
learning as simple learner. Note higher variation for smaller numbers of trials. (linear
weight, mild risk aversion, negative regret only).

Better Learning. As noted, the example run in Fig. 7 appears to show an
improvement in asymptotic learning. This is observed across all configurations
of parameters tested. Figure 9 compares learning of the basic learner compared to
those with regret for a variety of parameter configurations for both the Skinner-
like learner and regret module. The graph on the left shows performance after
1000 learning iterations and the right shows 10,000 learning iterations. Each
dot shows the normalised average score over all 10,000 replications of the same
parameter configuration. The x and y axes show the percentage of maximum
score obtained by the simple learner and the same leaner with regret added. Note
that the axes show different ranges on the left and right graphs as for both simple
and regret learners the performance continues to improve over this range. The
six vertical lines of dots on each graph are because there are six configurations
of the simple learner and for each of these six alternative configurations of regret
were added.

The dashed line on each graph denotes equal learning. As is evident in every
configuration of the simple learner, regret improves performance. Some of the
regret configurations improve it more than others, but all make substantial
improvements. The dotted line shows the half-way point between the simple
learner performance and perfect performance. As is evident, adding regret is
close to or exceeds this mark, especially at higher levels of learning. That is, in
many cases, regret halves the gap between the basic learning performance and
perfect learning.

If one examines the cases in more detail, there are patterns amongst the
various regret parameterisations. Positive regret on its own is not as effective as
negative regret or both combined. However, we will not explore these in detail
here as these differences may relate to the specific example game, where there
was only win or lose, hence no way for an alternative action to have been better
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Fig. 9. Comparative scores after (left) 1000 iterations (right) 10,000 iterations.

than a win. One point that is promising is that –if anything– the proportionate
improvements (in the sense of how much they make the outcome nearer to opti-
mal) are better with the more effective Skinner-learner configurations. Although
we would be cautious in generalising this, it does suggest the boosting effect of
regret is not limited to poor learners.

4.3 Computational Model Discussion

Our initial reason for creating a computational model of regret was to validate
and explore properties of the cognitive model. However, we have seen that it
also shows promise as a way to enhance other machine learning algorithms.

Regret is often used as a metric within machine learning for both practical
algorithms and as part of theoretical analysis (e.g. [7,36,46]). In addition, some
algorithms such as Counterfactual Regret Minimization [47] and Deep Counter-
factual Regret Minimization [8] work explicitly to minimise regret. However, the
ability to ‘bolt on’ regret to existing algorithms does not appear to have been
exploited previously.

Variants of regret minimisation have also been used to create explainable
models of human moral decision making [1]. In this and other uses of regret
minimisation, the focus is on the average disparity between actual and best
behaviour for a decision strategy/algorithm as a whole, whereas the emotion of
human regret, as captured in the computational model here, is instance based.
From machine learning we know that in many cases point-based changes can lead
to global optimisation (e.g. gradient descent, back-propagation), so the human-
inspired instance assessment and learning is likely to end up with global ‘regret’
(in the ML sense) optimisation. In addition, some of the pathological issues with
human regret may be about an overly strong emphasis on the instance; so there
may be therapeutic lessons too.

Over recent years there has been growing interest in what has been termed
‘human-like computation’ [18,32], not least in order to emulate the single-shot
learning of higher-cognition compared to the vast number of exposures needed by
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sub-symbolic learning. Regret sits somewhere between the two achieving fewer
shot learning and offering insights into the way higher- and lower-level cognition
can work together. This is important as forms of hybrid learning are likely to be
essential for next generation AI and Cognitive Computing.

The computational model has also yielded some promising insights into regret
itself, not least the importance of what we have called ‘positive regret’, that is the
‘grass is greener ’ effect after making even a decision with positive consequences.
This can of course be problematic if one does not fully appreciate the positive
things that happen, but it does improve learning, especially to help escape local
maxima.

Finally, although not a new insight, the experimental results emphasise the
methodological importance of (a) exploring the space of free-parameters and (b)
running sufficient replications.

On the first of these, it is common in the machine learning literature to
see papers that quote many fine-tuning parameters, such as network sizes or
relaxation constants without any explanation of why the values were chosen or
whether they are critical to the results. In early explorations of the regret model
it appeared that positive regret was actually substantially more important than
negative regret in terms of faster learning, however when a wider parameter-
space was explored this effect was not found to be consistent, and restricted to
‘winner takes all’ low-level learning where local maxima are harder to escape. It
would have been easy to publish these early results, which would have not only
been misleading, but not exposed the underlying properties of positive regret.

On the second methodological point, many machine learning methods include
stochastic or pseudo-random elements. The results are therefore also likely to
have variability. The models used in this paper have very small numbers of
learned weights (a few dozen) compared to many millions or billions in deep
neural networks (DNNs). However, even so, many replications were needed in
order to obtain statistically reliable results. The sizes of many DNNs makes this
level of replication all but impossible, creating significant challenges in assess-
ing sensitivity and reliability for safety critical applications and in interpreting
results theoretically.

4.4 How the Computational Model Feeds Back to the Cognitive
Model

The mere process of formulating a basic cognitive model of regret that informs a
computational model has provided us with the opportunity to explore complex
affect-driven processes in a simple game-based context. A number of insights have
been presented and discussed above as outcomes of this process i.e. findings from
modelling computationally a –traditionally– negative emotion. However, we also
found that this process is cyclic and bi-directional instead of ‘one-way’; indeed,
the derived computational model (and its current results) have provided us with
additional insights that feed back to the initial cognitive model.

For example, the computational model has highlighted the manifestation of
positive regret alongside negative regret. This is something that has been –only
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recently– acknowledged in popular literature and certainly it was not accounted
for in traditional ‘Skinnerian’ models of learning. This provides further support
to more recent psychological affirmations in regret theories. Furthermore, the
computational model has indicated an ‘interaction’ between positive/negative
regret with parameters setting, namely, ‘positive’ effects of regret on learning
were altered as parameters altered in the learning cycle of the computational
model. The way that ‘parameter’ elements are acknowledged in psychological
theories is through the role of context and complexity of the environment; context
and its complexity –albeit acknowledged in past literature– are not explicitly
mapped onto cognitive–computational models of regret; the present research is
demonstrating the need for considering the inclusion of contextual elements in
creating test-beds for regret models to firstly optimise them and secondly to
formulate a more ecologically valid modeling environment.

There is also another interesting way to view parameters and context in
regret i.e. in regards to the temporal aspect. The natural context whereby we
–as humans– experience regret is dynamic, with a number of different ecological
parameters interplaying and/or co-participating into the formation and trigger of
feelings of regret. In effect, parameters’ choice could facsimile both the dynamic
and temporal features of our natural ecology. We do acknowledge that this may
be a simplistic way to view and ‘observe’ phenomena of regret, however, we
argue that ‘parameterisation’ could act as a potential simulation of more realistic
scenarios whereby models of regret (cognitive and computational) can be tested
and –perhaps more importantly– verified.

5 Conclusions and Future Work

The models presented offer both theoretical insight into regret as a human emo-
tion and practical potential as a way to enhance machine learning. Future work
will explore both of these directions and also the way that understanding of regret
and associated cognitive functions can be used as part of interactive applications
that can help users to enhance the positive aspects of ‘regretful’ decision-making
and control the negative ones.

Future regret modelling can include mapping associative emotions to regret
to create an ecological context whereby a richer (perhaps more enhanced and
realistic) model of regret can be generated. In particular, we would like to explore
the recapitulation aspect of regret that is not included in the current computa-
tional model and is critical in pathological regret. Given the dynamic nature of
emotions (positive or negative), a next step would also include to explore more
dynamic (or interactive) models of emotions that can be calibrated on-the-fly
through different technological means but also through parameterisation (i.e.
parameterisation as ‘simulation’ of real world and as a feedback mechanism).
In that way platforms of ‘in-the-wild’ modelling that supports different layers
of ‘human-in-the-loop’ interactions can be further designed. Indeed, there is an
ongoing research on interactive Machine Learning approaches, utilised to provide
‘verification’ mechanisms to the data quality fed to the computational model and
to its generated outputs.
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Furthermore, the explorations and incorporation of positive emotion dynam-
ics (even when modelling negative emotional responses) would be another direc-
tion to advance modelling approaches and techniques for experiential phenom-
ena, acknowledging, in that way, the complexity and contextuality of human
emotions. A way to do so would be to model context explicitly within the com-
putational model (e.g. as another ‘plug-in module that connects with the ‘plug-in
regret module’ and design in –at least– a set of indicative individual differences
present from within the literature in perceiving regret. To do so we wish to
employ formal mechanisms to analyse and represent the model (e.g. employing
Task Analyses and mental models theory).

In conclusion, next steps will include:

Internal validity of the computational model – constructing different and
more complex simulated environments through parameterisation as ‘simula-
tion’.

Extending the computational model – incorporating recapitulation and
incomplete posterior knowledge (simple predictive reasoning/heuristics).

Calibrating the computational model – design and run interactive ses-
sions and ‘human-in-the-loop’ approaches to cross-validate parameterisa-
tion/output.

External validity of cognitive model – design experiments to test elements
of the model.

Extending the cognitive model (temporal aspects of emotion) – reca-
pitulation has an inherent temporal dimension, so far cognitive and compu-
tational models involve instant emotion only, but we know emotional state
has a complex temporal dynamic.

Applying the model (in the wild) – looking at ways in which the lessons
from the models can be embedded in, say, CBT-style and rehabilitation apps
and interventions, for example, helping people to consider and imagine vividly
“if only but...” scenarios to help them overcome trauma (Sect 2.3).

Broadening scope – build on existing work on creativity and serendipity, which
also involve rich interactions between similar cognitive elements (response
to uncertain situations, prediction, imagination, emotion) but also apply in
other contexts e.g. problem-solving (e.g. optimisation) as opposed to games
and decision-making.

Employing formal analytical methods and theoretical constructs – use
of e.g. Task Analyses and theory of mental models to re-construct and recapit-
ulate in a ‘step-wise’ format the stages/tasks involved in the model running.
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1 Introduction

Most theories of human learning processes make a fundamental distinction
between short-term memory (STM) and long-term memory (LTM). This distinc-
tion is supported by a wealth of evidence from neuropsychology, experimental
psychology, and analysis of the different computational needs of short-term and
long-term forms of information processing [30]. Although multiple models exist
of the interactions between STM and LTM, predominant is the Multicomponent
Working Memory Model proposed by Baddeley and Hitch [7].

In our paper, the expression working memory should thus be interpreted
as referring broadly to the model proposed by Baddeley and colleagues, unless
stated otherwise. In the most recent form of the Multicomponent Working Mem-
ory Model, the most basic feature distinguishing short-term processing is that
it is essentially fluid, while LTM is essentially crystalized [3,4]. The concepts
of fluid and crystalized processing originated in studies of intelligence within
differential psychology [14].

Crystalized knowledge is viewed as stored information, and is thus highly
dependent on experiences, culture and education. In contrast, fluid processing
describes processes which work ‘online’ and are conducted to deal with novel,
current demands and are basically independent of cultural influences and educa-
tion. That working memory is fluid is almost tautological, as its very definition
includes, in addition to short-term storage of information, it “supports human
thought processes by providing an interface between perception, long-term mem-
ory and action” [4, p. 829]. Indeed, some argue that working memory is so
involved with high-level, domain-general cognitive processing that it is virtually
equivalent to general intelligence [21], and concordant with that, is a substantial
predictor of performance in formal education [35].

The most recent version of the Multicomponent Working Memory Model pro-
poses a singular top-down, executive, limited capacity processor, and two STM
stores. Visuospatial storage in STM, also known as the visuospatial sketchpad,
interacts with visual semantics stored in LTM, while an acoustic-based STM,
known as the phonological loop interacts with semantic LTM [3,4].

In our paper we focus on the latter of these two, the phonological loop,
and how information is maintained (i.e., how it acts as an STM store) and
how information may be parsed with semantic LTM. In our own computational
modelling, we refer to this phonological store as pSTM, but we consider it more or
less equivalent to the phonological loop in the Multicomponent Working Memory
Model of Baddeley and Hitch [7] or the basic acoustic-based STM store in the
Atkinson and Shiffrin’s model [1].

Evidence that pSTM is closely linked to semantic LTM is known from various
sources. One being that pSTM in the context of working memory ability is
linked to normal vocabulary learning in children, and brain damage that impairs
pSTM in adults effectively prevents new vocabulary learning, but not episodic
LTM learning [6]. This suggests that pSTM is a crucial stage contributing to
crystalized semantic LTM. In support of the opposite connections, from LTM
to pSTM, the often quoted capacity of pSTM, seven plus or minus two items,



In Silico Analysis of pSTM Maintenance and Learning with BRDL 39

is frequently disproven by prose recall [23] and chunking of verbal material [31].
Both of which suggest that semantic-lexical LTM can actively support pSTM,
allowing much more information to be held ready for immediate use.

In fact, a recent conceptualization of the position of working memory in the
greater memory system, proposes that while still basically separate, working
memory operates between LTM and action/output systems [5].

In Sect. 2 we review experimental studies on the pSTM processes (articula-
tory rehearsal, elaborative rehearsal, and refreshing) that enable information to
persist in the short-term storage and, possibly, move to LTM (Sects. 2.1 and 2.2),
and we introduce fast and slow learning mechanisms (Sect. 2.3). In Sect. 3 we
briefly recall the Behavior and Reasoning Descriptive Language (BRDL), which
was introduced in the first author’s previous work [15], and we describe how to
use it to model maintenance and learning mechanisms (Sect. 3.1). In Sect. 4 we
first review modelling approaches to the in silico simulation of working memory,
and then describe our own approach and tool, which are based on our previous
work [16–18], in which Real-Time Maude [34] is used to provide semantics to
BRDL and dynamics to BRDL models. In particular, Sect. 4.1 describes the tool
implementation and Sect. 4.2 illustrates the use of the tool for the in silico repli-
cation of the 1969 Collins and Quillian’s experiment [20] on time retrieval from
LTM and the 2017 Souza and Oberauer’s experiment [37] comparing fast and
slow learning mechanisms. Finally, in Sect. 5 we draw conclusions and discuss
future work.

2 Maintenance in pSTM and Transfer to LTM

Despite wide-spread support for the concept of the Multicomponent Working
Memory Model, the mechanism by which material is maintained in STM (e.g.,
the phonological loop), is poorly understood. Furthermore, based on experimental
evidence, it is argued that whatever the mechanisms are, they also seem to con-
tribute to information retention in LTM [26]. Thus, working memory maintenance
and LTM trace formation or strengthening are intertwined. Two main mechanisms
have been proposed for how information is maintained in pSTM, given that it is
supposedly of short duration, with memory traces decaying in perhaps less than
3 seconds [13]. These are rehearsal and refreshing. Both have also been proposed
as mechanisms of how information transfers from STM to LTM.

2.1 Rehearsal

As the phonological loop component of the Working Memory Model developed
from the earlier Modal Model of memory [1,2], it inherited from that the concept
of rehearsal. This suggests that information decays rapidly within phonological
STM, unless it undergoes some form of repetition, hence the name, phonological
loop. This appears to take the form of sub-vocal articulation. As it is proposed
as a trace enhancing mechanism, it is often called articulatory rehearsal. Never-
theless, such rehearsal is also proposed as a principal mechanism by which infor-
mation moves from STM to LTM storage [2]. These are thus quite closely related
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concepts, as information that is articulatory rehearsed (presumably increasing
the probability of transfer to LTM) also remains available in STM for longer.

This has led to the suggestion that the length of time that information spends
in phonological STM determines its likelihood of transfer to LTM [1]. However,
experimental support for this, at least as caused by articulatory rehearsal, has
proven to be quite limited [38]. One suggestion is that the intentional act of
initiating articulatory rehearsal and the associated processes, such as preparing
the articulatory code, are the mechanism that causes some transfer to LTM, with
subsequent rehearsal loops maintaining information in STM, but not inducing
further transfer [29]. Recent evidence suggests that the amount of time that
information spends in phonological STM does indeed greatly influence whether
or not it will become available for later recall from LTM, but this may be due
to reasons other than greater opportunity for articulatory rehearsal, such as
elaboration [37].

As articulatory rehearsal appears to not explain much LTM learning, an
alternative version, elaborative rehearsal, has been proposed [28]. The expres-
sion is something of a misnomer, as it refers to processing of the meaning of
information with phonological STM. However it is interpreted, it is clear that
accessing meaning of material and making connections of meaning is a potent
mechanism of LTM learning. This is demonstrated in the classical experiments
used to form the Levels of Processing approach to human memory [22]. It is
now widely accepted that elaborative semantic rehearsal of information that is
held in phonological STM substantially increases the chance that the material
will be available from LTM when tested later, particularly if this is for linguistic
material [8].

2.2 Refreshing

An alternative mechanism for delaying trace decay in phonological STM is
refreshing, which has become particularly popular within cognitive psychology
over the past two decades. It is defined in general terms as “a domain-general
maintenance mechanism that relies on attention to keep mental representations
active” [11, p. 19]. This is core to the Time-Based Resource-Sharing (TBRS)
model of working memory, which suggests that attention is a limited resource
which can maintain representations, but they will decay if attention is moved to
other tasks, unless it momentarily returns to refresh the traces [9]. This empha-
sizes the difference between the older Modal Model of STM and the more current
working memory models, in which some form of resource limited executive con-
trol is required, such as to sporadically refresh memory traces. This executive
resource produces a bottleneck as it is argued to work sequentially, and thus
must be switched frequently to maintain not only STM traces but also various
task goals, and other task-relevant information.

Experimental evidence supports the existence of attentional refreshing as an
independent mechanism of maintenance of verbal material within STM. Further-
more, that it operates in addition to articulatory rehearsal, and that the two may
have an additive effect [12]. Several studies have suggested that in addition to
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extending traces in STM, refreshing leads to better delayed recall, indicating it
promotes learning in LTM. For example, Loaiza and McCabe [27] used a word
learning task and found that articulatory rehearsal had no impact on later recall
from LTM, but opportunities for refreshing did. Nevertheless, a recent experi-
mental study that compared elaborative rehearsal and refreshing side-by-side,
found evidence that word learning in LTM is improved by the former, but not
by the latter [36]. The experimental evidence for LTM trace formation being
enhanced by refreshing in phonological STM is therefore unclear, as is whether
rehearsal can fulfil that function.

2.3 Fast and Slow Learning Mechanisms

It has been suggested that learning may take place within pSTM. This is implied
by the Hebb repetition effect [32] in which lists that are surreptitiously repeated
in immediate recall tasks are better recalled than novel lists, suggesting an inci-
dental STM learning mechanism. Burgess and Hitch [10], in their neural network
model of pSTM, implement a ‘fast mechanism’ responsible for storage of items
with pSTM for active use, and a ‘slow mechanism’ (e.g. long-term potentiation)
responsible for long-term learning that would form the LTM traces.

3 Behavioral and Reasoning Descriptive Language
(BRDL)

BRDL [15] is a modelling language to describe human reasoning and human
automatic and deliberate behavior. A BRDL model consists of a set of mental
representations of facts, inference rules and behavior patterns, classified as one
of the following types:

fact representation which is part of our knowledge, such as ‘An animal can
move’;

inference rule which is acquired through our lives and applied deliberately; for
example, when we are driving a car, we know that if we are approaching a
zebra crossing and we see pedestrians ready to walk across the road, then we
must give way to the pedestrians;

deliberate basic activity which is driven by a goal; for example the activity
of grasping an object is driven by the goal of moving it to a specific place;

automatic basic activity which occurs as a reaction to perception from the
environment in combination with some mental state; for example the activity
of pushing the car brake may occur as a reaction to a red light while I am in
a driving mental state.

The first three types of representation refer to information stored in the declar-
ative part of LTM. The use of this information by working memory processing
is driven by specific goals. Namely, we may retrieve a fact as the answer to a
question [16] or because we need to use it in the achievement of a goal [17]. The
retrieval of facts is modeled as an internal process of LTM. It operates through
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a pattern matching between elements of some information stored in pSTM (i.e.,
a question or some information stored by the goal-driven task execution) and
elements of fact representations in LTM, possibly in combination with the iden-
tification of a semantic connection between the two matched elements of the
two information items. For example, if pSTM contains the question ‘Can a dog
bark?’, a full pattern matching with the fact ‘A dog can bark’ is directly iden-
tified in LTM (both ‘dog’ and ‘bark’ match). Instead, if the question is ‘Can
a dog move?’, two partial pattern matches with the facts ‘A dog is an animal’
(match on ‘dog’) and ‘An animal can move’ (match on ‘move’) are identified
in combination with the semantic connection between ‘dog’ and ‘animal’, which
expresses generalization.

An alternative possibility is that one of the information items involved in the
matching is actually stored in pSTM as a consequence of some working memory
activity. In this case, the semantic connection may be identified between a fact
in LTM and a fact in pSTM or even between two facts in pSTM. Representa-
tions of automatic activities are stored in the procedural part of LTM and are
not driven by goals. For example, the behavior of an experienced car driver is
mostly automatic: the driver is aware of the high-level tasks that are carried out,
but is not aware of low-level activities such as changing gear, using the indicator
and reacting to the presence of a traffic light or a zebra crossing. These low-level
activities are performed automatically as a direct response to specific percep-
tions whose selection is controlled by the information stored in STM, with no
involvement of actual reasoning activities. Thus, in this approach, attention is
modeled as an STM/working memory process [17].

3.1 Modelling Maintenance and Learning Mechanisms

Inspired by Burgess and Hitch’s ‘fast’ and ‘slow’ short-term learning processes
[10], we model articulatory rehearsal by associating each information item (or
chunk) stored in pSTM with a decay time and lifetime. The former is the remain-
ing time after which the information item would be removed from STM for natu-
ral decay, in the absence of any form of maintenance or reinforcement. The latter
is the entire lifetime of the item from the moment it is stored to the moment it
is removed.

The ‘fast’short-term learning process is controlled by the decay time, while
the parallel ‘slow’ learning mechanism is represented by an increase in the infor-
mation lifetime. Such an increase can be set in a way that can accommodate
a specific hypothesis or theory by using appropriate equations to define opera-
tor maintenance-effect. For example, we can model a small, constant increase at
each rehearsal loop or we may implement the suggestion by Naveh-Benjamin and
Jonides [29] that the first rehearsal is the most important, because it involves
producing the articulatory plan, with subsequent loops of that plan within pSTM
adding little to the transfer to LTM.

Refreshing of an item in pSTM may be activated by questions which involve
the identification of semantic connections between facts in pSTM and facts in
LTM. For example, if we have just read the fact that ‘a dog is an animal’, which
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we were unaware of, this fact is stored in pSTM but is not present in LTM. In
pSTM, the fact is associated with an initial decay time that equals the lifetime. If
we are then asked to answer the question ‘Can a dog move?’, we may actually use
the new fact to access the LTM fact that ‘an animal can move’ and find out that
also ‘a dog can move’. In our model this usage of the newly read fact in pSTM
increases its lifetime and resets its decay time to the value of the lifetime. Such
a process promotes learning by expanding the lifetime of facts in pSTM that
are used to access information in LTM. We also consider a lifetime threshold
for the transfer of information from pSTM to LTM, so that the repetition of
the refreshing process will eventually lead to a transfer of the fact from pSTM
to LTM, where it is finally stored permanently, thus completing the knowledge
acquisition process.

4 A Tool for Simulating Learning Processes
and Performing In Silico Experiments

Although the experimental evidence described in Sect. 2 has been greatly infor-
mative on elucidating the overall human memory system, other approaches are
available. One of these is producing various forms of in silico simulations, which
can then be tested in different circumstances, using hypotheses derived from
the experimental cognitive literature. For example, Oberauer and Lewandowsky
[33] have used a neural network approach to model their Time-Based Resource-
Sharing (TBRS) model approach to working memory, showing that it can pro-
duce many of the phenomena associated with human performance on experi-
mental tasks designed to assess working memory. In fact, a basic version of the
TBRS neural network implementation has been used to compare articulatory
rehearsal and refreshing mechanisms directly in pSTM, and reported that the
former performed substantially below the level of the latter as an STM trace
maintenance mechanism [25].

In this section we describe how to carry out in silico experiments by using our
own formal-modelling approach, which we have implemented using the real-time
extension of Maude [34]. Our approach supports the modeling of experiments
in terms of sequences of perceptions present in the environment with which the
human memory model interacts. Each perception is associated with a starting
time and a duration. When the starting time is reached the perception may be
transferred to pSTM, depending on the attentional mechanism controlled by the
content of pSTM.

We use in silico experiments to compare alternative hypotheses and theories
that describe the transfer of information from pSTM to LTM through rehearsal
and refreshing. One way to carry out such a comparison is to determine and
test alternative quantitative implementations of conceptual hypotheses or theo-
ries, as we proposed for the parallel learning mechanisms within pSTM proposed
by Burgess and Hitch [10] and for the Naveh-Benjamin and Jonides hypothe-
sis [29] about the initial articulatory plan for a rehearsal loop being the most
important factor contributing to retention within LTM. Another approach is the
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direct comparison of alternative estimates from cognitive psychology or neuro-
science. This is the case for pSTM decay time, and for inclusion of the time to
read a sentence, i.e., the initial conversion of the orthographical format into the
phonological format, estimated at about 100 msecs by Kolers [24].

Furthermore, the results of in silico experiments may also be compared with
real datasets to evince which model best mimics reality. In addition to a manual
comparison, we can use the methodology defined in our previous work [19] in
order to formally validate hypothesis, automatically converting a dataset into a
formal representation that can be composed in parallel with our human memory
model. Finally, from a computer science perspective, the human memory model
of a user can be combined with the model of the computer system or application
in order to analyze properties of the interaction, such as usability, learnability
and safety.

4.1 Tool Implementation

The purpose of our tool is to perform in silico experiments that allow researchers
to compare and analyse hypothesis and theories related to human memory. Users
of the tool are able to automatically generate a formal model of the human com-
ponent and analyse the overall system by performing simulation and checking
properties.

The tool can be downloaded from a GitHub repository1. It is equipped with
a simple and concise interface which was implemented using the Python GUI
framework, an MySQL database, and the Maude rewrite system. The tool inter-
face allows the researcher to model human memory in a BRDL-like fashion and
the resultant model is automatically translated into a formal model expressed
using Real-Time Maude. The tool allows for the adjustment of memory param-
eters before running experiments. The results of the in silico experiments are
then visualised by the tool by appropriately changing the content of the human
memory model.

The tool supports project and version control to make the user’s experience
friendly, reliable and maintainable. The user can create a project with a number
of versions to compare the results of different in silico experiments, using var-
ious combinations of the parameters of the memory. The project page (Fig. 1)
represents a simplified simulation of human memory.

This main project page allows the researcher to define a model of human
memory by entering the contents in the various memory components. Episodic
memory and sensory memory are not implemented in the current version of
the tool. However, sensory memory is implicitly given by the presence of timed
perceptions in the environment. The timing may be actually used to characterise
the duration of the perception in sensory memory. BRDL fact representations,
inference rules and deliberate basic activities are stored in semantic memory,
while automatic basic activities are stored in procedural memory. Normally, the
short-term memory is initially empty, but several parameters can be set by the

1 https://github.com/nuraynab/interactive-system-modelling.

https://github.com/nuraynab/interactive-system-modelling
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Fig. 1. Project main page.

experimenter: STM capacity and cognitive load (a load due to other tasks, which
are not explicitly modeled) as well as information initial lifetime and its increase
due to the information persistence in pSTM.

Experiments are timed sequences of facts and/or questions, which in a real
experimental setting with human subjects may appear on a screen for a given
duration at given time intervals. These timings are set by the user before running
the experiment. As can be seen from the buttons in Fig. 1, the tool can run two
kinds of experiments, that is, two functionalities: a ‘proper’ experiment or a
learning process.

A ‘proper’ experiment may be a timed sequence of questions that are gener-
ated in the environment, are perceived and then enable a memory process that
retrieves information from the semantic memory in order to produce the answer
in STM and then transfer it to the environment. Another form of ‘proper’ exper-
iment may be a timed sequence of generic perceptions that the ‘virtual’ subject
has to rehearse. The experiment functionality can be used to study information
retrieval from semantic memory and maintenance rehearsal in pSTM.

A learning process normally occurs over a long period of time, which can
seldom be incorporated within any real experiment with human subjects. Here
the ‘experiment’ is a timed sequence of facts and questions that are generated
in the environment, are perceived, and then enable a number of memory pro-
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cesses, including retrieval of information from the semantic memory, inferences,
automatic action performance, deliberate action planning and performance, and
transfer of information from short-term memory to semantic memory. The learn-
ing process functionality allows users to investigate various forms of rehearsal,
such as elaborative rehearsal and refreshing.

4.2 Illustrative In Silico Experiments

In order to illustrate the use of our tool, we consider two experiments from the
cognitive science literature.

Collins and Quillian’s Experiment. The first experiment is a classic in
cognitive science. It was carried out by Collins and Quillian [20] in 1969 to show
that the time to retrieve information from LTM is proportional to how far we
need to navigate the LTM network to find the requested information. In fact, the
results of this experiment supported the definition of the hierarchically organised
memory model, still largely accepted nowadays.

Fig. 2. Initial setting in the in silico replication of Collins and Quillian’s experiment.

In this experiment, the semantic memory model consists of three domains
“Animals”, “Birds”, and “Fish”. Collins and Quillian’s hypothesis was that
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instead of saving the fact “Shark can swim” in the model it is more memory
efficient to retrieve this data from the category relation, in particular from the
facts that shark is a fish and a fish can swim. However, in this way, the time to
retrieve the fact from the hierarchical model will be longer than if it had stored
and retrieved it directly from semantic memory. Therefore, they concluded that
the deeper the information in semantic memory the longer it will take time
to retrieve it. This works under the assumption that it takes an equal amount
of time to get the fact from a single node regardless of its level. Collins and
Quillian’s experiments produced results in accordance with their hypothesis.

To replicate this experiment in silico, we create a semantic memory with 24
facts about animals, birds and fish, using, for sake of simplicity, the same retrieval
time of one unit. The initial setting of the experiment is shown in Fig. 2. The
experiment component includes 34 questions, each available for 2 seconds. After
running the experiments, 28 questions resulted answered, as shown in Fig. 3. Not
all the questions were answered due to pSTM limited capacity and information
decay time.

Fig. 3. Results for the in silico replication of Collins and Quillian’s experiment.

Answers that could fully match the questions could be retrieved directly, thus
requiring only one time units. For example, fact 18 “A fish is an animal” in Fig. 2
fully matches question 12 “Is a fish an animal?” in Fig. 3.
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Instead, question 28 “Can a shark breathe?” in Fig. 3 is not fully matched
by any fact representation. Answering the questions requires claiming the fact
hierarchy in semantic memory (refer to the fact numbers in Fig. 2):

1. first by matching “shark” from the question with fact 24 “A shark is a fish”;
2. then by matching “fish” from fact 24 with fact 18 “A fish is an animal”;
3. finally by matching “animal” from fact 18 and “breathe” from the question

with fact 11 “An animal can breathe”.

For this reason answer 28 in Fig. 3 is retrieved in 3 time units.

Souza and Oberauer’s Experiment. The second experiment was carried out
by Souza and Oberauer [37] in 2017 to show that it is the total time duration
that information spends in pSTM that influences whether or not it becomes
represented in LTM. In their experiments, they used slower versus faster pre-
sentation of information. Slower presentation allows information to stay in STM
for longer periods. In fact, slower presented information was found to be more
likely to transfer to LTM.

Fig. 4. Original and Final (Current) content of semantic memory for the in silico
replication of Souza and Oberauer’s experiment.
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For this experiment, which is the in silico emulation of a learning process
occurring over a long time, the semantic memory only contains the four facts in
the table labelled “Original” in both Fig. 4 and Fig. 5. The same human memory
model underwent two experiments. Also the facts and questions in the experi-
ment setup were the same. However, the persistence time of the perceptions were
different.

Fig. 5. Original and Final (Current) content of semantic memory for the in silico
replication of Souza and Oberauer’s experiment.

To simulate fast learning facts and questions were presented every 2 time
units, whereas to simulate slow learning they were presented every 10 time units.
As shown in the tables labelled “Current” in Fig. 4 and 5, semantic memory con-
tains 15 facts in the case of fast learning (Fig. 4) and 22 facts in the case of slow
learning (Fig. 5), which is consistent with Souza and Oberauer’s experimental
results [37] and Burgess and Hitch’s neural network model [10] where slow learn-
ing is more effective than fast learning.

5 Conclusion and Future Work

In this paper we presented an approach and tool for the simulations and analysis
of memory processes and learning mechanisms underlying pSTM maintenance
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and transfer of information to LTM. We built up on our previous work by using
BRDL [15] to model the human memory content, and its Real-Time Maude
implementation [16–18] to provide dynamics to BRDL models. With respect
to our previous work we extended the Maude implementation with the timing
infrastructure to support the modelling of fast and slow learning mechanisms.
We tested our approach by comparing the outcome of our in silico simulation
with Souza and Oberauer’s experimental results [37].

Moreover, the tool addresses cognitive scientists, who are obviously not famil-
iar with formal methods and would have difficulty in using Maude directly as the
modelling language. By using the tool interface they can replicate in silico their
experiments with human subjects and compare their experimental results with
various human memory models. This approach can provide a form of empirical
validation for a number of cognitive models.

In our future work, we are planning to generalise the scope of the tool by
combining the human memory component with the model of an interacting com-
puter/physical system. Such an overall model could be formally verified using
Real-time Maude model-checking features. Furthermore, we plan to have a web-
based version of this generalised tool and equip it with features for supporting
remote collaboration among research teams.
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Abstract. Our research objective is to study the role of metaphor
on the effectiveness of technologies that are designed to nudge people
towards more healthy or socially appropriate behaviors. Towards this
goal, we focus on the problem of motivating and encouraging appropriate
social behaviors in the context of the ongoing COVID-19 pandemic, such
as maintaining mandated social distance, wearing masks, and washing
hands. Over the last two years, many countries have developed different
approaches to promoting and enforcing the mandated behaviors. Here,
we explore metaphor-based solutions to this problem by studying the
following research questions: (1) How is it possible for artificial agents
to recognize inappropriate behavior (mobile systems, robots)? (2) How
to design metaphor-based interfaces of artificial agents that effectively
influence relevant human decisions and choices in the event of improper
behavior? Our approach is implemented in three steps: (1) Identifying
inappropriate behaviors in the context of maintaining social distance.
(2) Designing a persuasive metaphor-based interface to nudge people
towards appropriate behaviors. (3) Designing a user study by deploying
technologies that incorporate the interface. This research is interdisci-
plinary and concerns cognitive linguistics, IT, human-computer interac-
tions, cognitive science, media ethics, and philosophy of law.
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1 Introduction

In recent years, a number of persuasive technologies have been developed that are
designed to nudge people towards more healthy or socially appropriate behaviors.
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systems, and self-trackers, they make possible a range of new behaviors, and
new norms have to be established for these behaviors to determine what is
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appropriate and what is not in any given situation [9,18]. This might be of
crucial importance in the context of sanitary emergencies, where appropriate
collective behaviors, such as social distance, wearing masks, washing hands, could
be nudged to reach a solution. Past research has shown that metaphors can
be very persuasive in nudging people towards certain behaviors. Our goal is
to explore this possibility by studying use cases, developing metaphor-based
prototypes, and conducting preliminary user studies. Based on the results of
these studies, we will propose some guidelines for designing metaphor-based
interfaces to persuade people towards healthy and safe behaviors.

From the COVID-19 pandemic outbreak onward, advanced mobile and inter-
net technologies have taken a giant leap in making our online activities take on
a new dimension, including business meetings through video conferencing, e-
learning, and deliveries of food ordered online. This has allowed new ways to
channeling these technologies for correcting or nudging human behavior. The
role of metaphors in persuading people to follow certain behavior patterns has
been known for some time [46,47], but it is still not fully understood why some
metaphors can be more persuasive than others in the context of sanitary emer-
gencies. Our goal in this research is to study and design use cases, focusing on
the problem of motivating and encouraging appropriate and safe social distance
in the context of the ongoing COVID-19 pandemic.

In the last several months, many countries have developed different
approaches to promoting and enforcing social distance. We explore the role of
an interface based on the fire metaphor for COVID-19 to address this problem:
COVID-19 is compared to a spreading fire, with people being “matches” that
need to be far from each other to stop the fire from spreading. Metaphor has
indeed been recently studied and discussed as a persuasive conceptual tool to
let laypeople understand the need for social cooperation in preventing COVID-
19 spread (see [34] for a critical analysis of different metaphors for COVID-19
prevention). In particular, our research is guided by the following research ques-
tions:

1. Can we design artificial agents to recognize inappropriate and unsafe behav-
iors?

2. How to design a metaphor-based interface of artificial agents that relevantly
and effectively influence human decisions and choices in the event of improper
behavior?

In what follows we provide a framework to address each question, based on which
we will explore some challenges for testing nudging prototypes based on the fire
metaphor.

2 How Artificial Agents Recognize Appropriate Social
Distance

We adopt a conceptual perspective on the influence of artificial agents on human
behavior in the context of sanitary emergencies. We focus on those artificial
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agents (mobile or web applications and/or social robots) that can recognize such
behaviors: for example, an architecture of sensors that can collect data from the
environment to recognize some relevant events for the mandated behavior. We
also assume that these artificial agents have a nudging interface. First, we argue
that “social distance” should be better understood by the artificial agent (but
also by laypeople) in terms of “spatial distance” but allowing social closeness [1].
Second, we adopt the idea that decision-making techniques based on psychology
and economics can be used to influence and correct human behavior, especially
for maintaining social distance.

2.1 Social Distance as Spatial Distance and Social Closeness

During the COVID-19 pandemic, social distancing has been one of the crucial
measures taken by many countries to slow down the spread of the virus. As per
WHO recommendation on physical distancing1, people were suggested to main-
tain a distance of at least 1 m from each other to reduce the possibility of trans-
mission. Though spatial distance can be quite easily measured and maintained
by an artificial agent, it is a difficult task for humans [48]. Because of this, explicit
instructions and reminders (written and visual normative rules) were developed
to enforce spatial distance in humans. However, despite the abundance of both
linguistic and visual instructions and reminders, this restriction was (and still
is) most often not properly respected. As has been pointed out, social distanc-
ing “pushes against human beings’ fundamental need for connection with one
another” [49], especially in difficult and stressful times. A lack of social closeness
can also lead to serious mental health problems: affective and social support can
help people during pandemics, but loneliness can bring anxiety and depression
[1]. Thus, though spatial distancing is a safe behavior to prevent the transmission
of COVID-19, social distancing leads to unsafe behavior, and so social closeness
should be fostered to prevent unsafe mental health behaviors. In other words,
effective technology should promote both spatial distance and social closeness.

The latest Information Technologies (ITs) can not only facilitate certain
“spatial” tasks, such as spatial distancing (sometimes also by providing enter-
tainment), but they can also influence our everyday social behavior. Previous
research has studied how computer games can trigger emotions, including moral
emotions (guilt, pride, compassion, gratitude, contempt, indignation, see e.g.
[42]). Authors of these studies suggest that moral emotions are triggered when
players perform especially immoral behavior in the game (primarily guilt) [19].
On this basis, they conclude that even while playing anti-social games, some pro-
social effects may appear [16], such as civic engagement, establishing new social
interactions, easier contacting of closed and shy people, and the need for mak-
ing new contacts in the real world [15]. More recent research shows how certain
behaviors in the virtual world influence behaviors in subsequent social interac-

1 The WHO recommendation on physical distancing is available at https://www.
who.int/westernpacific/emergencies/covid-19/information/physical-distancing (last
accessed 2022/03/30).

https://www.who.int/westernpacific/emergencies/covid-19/information/physical-distancing
https://www.who.int/westernpacific/emergencies/covid-19/information/physical-distancing
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tions. In particular, cognitive technologies can change the body schema/image
and influence emotions, thereby affecting immersion and cyborgization [17].

Systems based on the idea of quantified self (or self-tracking) are a special
group of mobile and wearable cognitive technologies that particularly affect our
behavior. Using IT tools, it is possible to measure different aspects of our behav-
ior, including spatial distance from other people. The ‘quantified self’ is the idea
of measuring human behavior, biological signals, mood, or geographical location
in order to optimize our life in various aspects, e.g., in order to increase our emo-
tional and social intelligence, optimal sleep, prolong life, maintain health, track
our preferences, habits, social and material practices. Optimization in these sys-
tems is associated with detecting various correlations, anomalies, and frequent
occurrences in our behavior. Embedded decision-support systems may dictate
what should be done to achieve optimization in a given field [41]. It is also con-
nected with monitoring, controlling, and applying pressure to improve ourselves
[26].

These tools can be regarded as elements of cognitive enhancement for sup-
porting self-motivation, where the goal is to achieve the goals one sets for one-
self. This motivational enhancement works by providing a better perception of
one’s needs, and then optimizing and controlling one’s capabilities to fulfill these
needs. Another goal is to stimulate and supplement cognitive processes and emo-
tions for improving performance of the motivated tasks [17]. For example, apps
for mobile phones for measuring physical activity, such as MapMyFintessor or
Runkeeper, can monitor physical and physiological activity. These solutions are
based on optimizing basic physiological processes. The second group of applica-
tions aims at self-improvement, based on scheduling, self-control, and (finally)
self-awareness.

2.2 Nudging the Appropriate Behavior

Persuasive technology can positively influence social agency and modulate the
way people connect to the environment, making sense of their relationships with
the world and the others. Many people think that they have high multi-tasking
skills, but our attention, as well as our abilities for epistemic vigilance, are limited
and biased in specific ways both by the environment and by social relationships
(see e.g. [38]). In the Nudge Theory proposed by [43], indirect reinforcement and
suggestions are proposed as ways to influence the behavior and decision-making
of groups or individuals [3,25,50]. The term “nudge” suggests that, instead of
coercing a person, one may (only) “push” him/her (in a gentle manner), by
taking advantage of certain human cognitive biases. Nudge is the modification of
what Thaler and Sunstein call architecture, that is, the structure of the physical
world (for example the arrangement of sweets in a canteen), to make it easier to
determine the socially desired action.

Thaler & Sunstein [43] focus on “pushing” someone in some direction by
mainly exploiting his/her cognitive biases. However, defining “nudging” as
manipulation of choices, independently from “regulation”, implies widening its
meaning to include any attempt to influence someone else’s behavior, even when
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merely providing information (see [23] for a critical perspective). Moreover, nudg-
ing effects are short-lived and their effectiveness depends on the correct identi-
fication of

1. the mechanisms through which information influences behavior;
2. the motivations for specific (in)appropriate behavior; and
3. the specific context in which the target behavior occurs [4].

More importantly for our research, language (and visual format) of the conveyed
messages matters for nudging [33], thus different (metaphorical) framings of the
messages can bring about the success or the failure of the nudging itself.

3 A Metaphor-Based Interface to Promote Social
Distance

In our view, metaphorical representations, providing people with useful models
of the (social) world [44,45] can be the basis of persuasive strategies used to build
conceptual models of how artificial agents influence human behavior. Metaphor
has been described as a cognitive process that leads people to grasp an unknown
(often abstract) conceptual domain in terms of a better known (and often more
concrete) conceptual domain [5,6,22]. Metaphor is thus a useful conceptual tool
not only to design interfaces in human-computer interaction [8], but also to rep-
resent messages from artificial agents that can be easily understood by laypeople
[21]. The analysis carried out in this way will allow us to develop an architecture
of representation of messages from artificial agents that would reach people in
their everyday life, thereby effectively influencing the mandated behavior in the
case of social distance.

3.1 Metaphorical Framing as a Reasoning Device

Metaphor has been considered as a reasoning device that implicitly leads the
audience to make some inferences from a source conceptual domain to a target
conceptual domain. In the process, as has been noted widely [7,10,36], metaphor
is never “neutral”, because it provides a figurative frame that makes the audience
ignore some properties of the source and select other properties, which become
prominent. Thus, metaphor as a reasoning device has an “ignorance-preserving
trait” [2,11]: it gently “pushes” the audience to select the relevant properties of
the source to understand the target, while other properties of the source remain
ignored or underrated.

In a well-known series of experiments, Thibodeau & Boroditsky [44,45]
showed that when metaphorically framing a target, i.e., an important societal
problem (e.g., crime) via different metaphors (virus vs. beast), participants con-
sistently adopted different behaviors (enacting respectively social reforms vs.
harsher enforcement laws). The authors argued that metaphor is a framing strat-
egy that presents people with an implicit evaluation of the target (e.g. the soci-
etal problem), thus influencing the way they interpret and reason about it. In a
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similar framework, Scherer and colleagues described a disease (flu) literally vs.
metaphorically (as a beast, riot, army, or weed) and showed that participants are
more prone to get vaccinated when flu is described metaphorically rather than
literally. The authors concluded that “describing the flu virus metaphorically in
decision aids or information campaigns could be a simple, cost-effective way to
increase vaccinations against the flu” [31].

However, other follow-up studies show that the metaphorical framing effect
on reasoning and decision-making on the same societal issues was below the
significance threshold. Steen and colleagues [40] found effects neither of the
metaphorical frame for crime nor of the metaphorical textual support on rea-
soning. They concluded that a simple text exposure to the issue as an important
social problem and the novelty of a metaphor might play a major role in enhanc-
ing the communicative effects of the text. In the same vein, the more recent study
by Panzeri and colleagues [28] shows that describing COVID-19 as a war entailed
no metaphorical framing effect on reasoning and decision making in the partic-
ipants, but rather that the acceptance of metaphorical-consistent behavior was
modulated by the participants’ previous political views. In other words, reason-
ing about COVID-19 in terms of war just confirmed and reinforced right-wing
oriented participants’ previous beliefs.

Interestingly, an experimental study [30] on the use of metaphor for the
solution of everyday dilemmas showed that the framing effect also depends on
reasoning conditions. The authors proposed the metaphor processing termination
hypothesis, suggesting that when a metaphor is unnecessary, not consistent with
the reasoner’s understanding process, or increases ambiguity, the metaphorical
framing effect decreases: “reasoners were less likely to make decisions consistent
with the metaphor, were less likely to rate the metaphor as apt, and were less
likely to choose metaphor-consistent responses on a subsequent verbal analogy
test” [30]. More recent empirical studies [13,14] have shown that conventional
metaphors can lead people to revise the premises of the reasoning processes to
hold their (already believed) conclusions, while creative metaphors can help them
in finding alternative solutions, but this might crucially depend on the affective
coherence of the metaphorical source with the target. Thus, the metaphorical
framing might influence people’s reasoning, also entailing a shift in their implicit
attitudes toward the target, but this depends on the social context addressed by
the metaphor, the reasoning aptness of the metaphor, and its affective coherence
in light of a specific conclusion.

3.2 The Fire Metaphor for Spatial Distance and Social Closeness

In the conceptual metaphor theory [22], metaphors can modify people’s behav-
ior because they are not just “linguistic” manifestations, but rather constitute
cognitive models for conceptualization. However, as we are mostly unaware of
metaphorical framing, we might not be able to identify its effects on behav-
iors either. This is striking in the case of the latest crisis in our society dur-
ing the COVID-19 pandemic where the metaphor of COVID-19 as war was
widespread in political discourse, aiming to influence people’s views about it. In
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the field of health communication, the WAR metaphor has been largely applied
in discourse to describe illness and therapy management, especially in oncology
[12,36], thereby making it easier to conceptualize a phenomenon that is difficult
to express literally in people’s lives.

As the WAR metaphor is highly conventional and frequent in health commu-
nication, it is easier to understand than new and creative metaphors. However,
scholars also highlighted some negative entailments of the metaphor [36,37]: peo-
ple reported feelings of anger or sadness in perceiving themselves as losers in a
war that was not in their control. More recently, the WAR metaphor has been
applied to the COVID-19 pandemic, thus moving from the individual health
context to the collective health of entire communities threatened by COVID-
19, where new key features of the WAR metaphor emerged [24]. Indeed, the
war against COVID-19 expressed the urgency for masks and social distance as
weapons against COVID-19, but was highly criticized in public debates for its
negative consequences, especially from an affective point of view. Politicians used
motivating language against COVID-19, targeting emotions to call for collective
action [32]: by frightening people and instilling in them a fear of the unknown,
social distancing has been imposed as physical isolation without connection with
social spaces. Thus, as remarked by Schnell & Ervas [32], “new metaphors have
been proposed in a variety of discourse genres (from social campaigns to political
cartoons) to challenge the shortcomings of the WAR metaphor for COVID-19,
and to find alternative and more suitable metaphors to talk about the social
crisis engendered by the pandemic” (see the #ReframeCovid Initiative2, for a
collection of COVID-19 metaphors, in both verbal and visual shapes).

As previously pointed out [34,35], the fire metaphor for COVID-19 could
be more effective in communication and reasoning about health emergencies. In
particular, the metaphorical frame of fire can highlight “different aspects of the
pandemic, including contagion and different public health measures aimed at
reducing it” [34]. Indeed, beyond evoking vivid and rich images, fire metaphors
can convey danger and urgency, but also help in explaining the different phases of
the pandemic, how transmission happens, and the role of individuals within that,
how the pandemic connects with health inequalities, and other problems. Most
importantly for our research, while the war metaphor cannot explain measures
for reducing contagion, in the fire metaphors people are “trees” and “fuel”, thus
exploiting “the forest fire scenario to convey the effectiveness of quarantines and
social distancing” [34]. These might be the basic elements to build a metaphor-
based interface to promote social distancing as “spatial distancing”, which can
suggest how to avoid the spreading of the fire.

What is missing in Semino’s analysis is that fire is also used as a metaphorical
frame to entail affective “warmth” and “enlightenment”. Indeed, other studies
[32] show that COVID-19 as enlightenment entails a call to change and find a
new direction in life: quarantine and spatial distance were also times and places

2 The #ReframeCovid Initiative and the collection of COVID-19 metaphors
is available at https://sites.google.com/view/reframecovid/home (last accessed
2022/03/30).

https://sites.google.com/view/reframecovid/home
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for thinking of and reflecting on our (pre-pandemic) life, making sense of the
new situations and finding creative ways to socially connect to others. From
this perspective, the fire metaphor for COVID-19 entails an opportunity (rather
than a tragedy) to find creative ways of sharing our lives with others, rather than
social isolation. These might rather be the basic elements of a metaphor-based
interface to promote social closeness, besides “spatial distancing”.

4 Design Challenges for Visual Metaphor-Based
Prototypes

The fire metaphorical frame for COVID-19 has been proposed not only in verbal
messages to promote social distance but also in the visual mode (images and
video) to facilitate people’s understanding, and to encourage them to think about
the right thing to do to avoid contagion. An example of visual metaphor in a
short video is provided by the graphic designer Juan Delcan3, who depicted
COVID-19 as a fire spreading via matches, representing people, who need the
“right” distance to stop the spread. As in any metaphor, also this example
can be criticized for missing analogies with the real-world situation, but in our
perspective, it can be an effective way to gather people’s attention on the (social)
problem and nudge their behavior in the desired direction. The visual metaphor
attracts people’s attention precisely because it “creates” a (social) problem that
urgently needs a solution.

As previously argued [20,29], a visual metaphor challenges our familiar con-
ceptualization of the (social) world. A visual metaphor is “based on a disruption
of existing familiar conceptualizations of objects and/or actions” [11]. Nudging
technologies could therefore exploit the unfamiliar or changed “architecture of
the world” presented via visual metaphor. To nudge the desired behavior and
promote social distance, the change in architecture can be proposed via

1. homospatiality (i.e., the physical co-impossibility of the two discrete entities
occupying the same space);

2. suspension of functionality (regarding objects or spaces);
3. unexpected affordances.

The visual version of the fire metaphor can thus be realized in different ways in
the interface: in the example provided by Delcan, it is realized by suspending
the functionality of the match, which suggests suspending the functionality of a
person as a carrier for COVID-19 contagion.

In previous research [27], a system to generate visual metaphors based on
algorithmic perceptual similarity has been proposed. In this research, a visual
version of the fire metaphor can be exploited to create and test a persuasive
interface for social distancing. The project first adopts some technical methods
for identifying inappropriate behavior in spatial distancing, covering the use of

3 The video is available at https://www.youtube.com/watch?v=8Hi9-5F2zW4 (last
accessed 2022/03/30).

https://www.youtube.com/watch?v=8Hi9-5F2zW4
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relevant sensors in mobile devices and social robots. The project thus aims to use
open-access data from GPS transmitters, Bluetooth communication channels,
and gyroscopes. A recognition and explanation system would then be designed
using advanced machine- and deep-learning methods.

5 Conclusion

We explored the idea of metaphor-based interfaces for technologies designed to
nudge social distance. Developing such tools requires guidelines, also for the
privacy of data processed by artificial agents. The recognition of (appropriate)
human behavior is associated with the collection of large amounts of data about
the user and the user’s environment, which can lead to the following problems:

1. legal issues related to methods of data management;
2. surveillance issues (for instance, the user of these technologies may have the

feeling of being observed, which will reduce the effectiveness of such a solu-
tion).

In future research, it will also be important to consider, from an ethical point
of view, if the metaphor can entail negative connotations, especially in different
cultures.
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Abstract. The paper presents an interdisciplinary project in cognitive
linguistics, computer science, and mathematical logic, aimed at the devel-
opment of a theoretical framework and correspondent logical tools for the
treatment, in the Semantic Web context, of some typical linguistic phe-
nomena in natural languages, such as lexical ambiguities and figures of
speech. In particular, we focus on some specific features of metaphor that
need to be addressed in order to enhance the overall quality of knowledge
representation in the Semantic Web. To this extent, we briefly present
PROL (Parametric Relational Ontology Language) as a novel ontological
approach to the representation of the whole semantic content of n-ary
relations usually expressed in natural language. Lastly, we show how spe-
cific instances of metaphorical expressions can be represented and dealt
with via PROL.

Keywords: Semantic Web · Meaning ambiguities · Contextual
knowledge

1 Introduction

The main goal of the Semantic Web is the organization of web contents as a
network of linked data through a machine-readable language [2]. However, the
languages used for this purpose (RDF, RDFS, OWL, etc.) have several expres-
sive limitations and many semantic ambiguities need to be solved in order to
reach the main goal. For instance, the translation of n-ary relations in RDF-
based languages is inherently difficult, as they can directly express only binary
relations. The proposals of the W3C Working Group for dealing with these
issues [37] have several weaknesses that may be solved by devising more general
and effective ontological patterns [18]. Semantic ambiguities in natural language
are indeed a problem that needs to be solved in order to better classify the
knowledge available on the Web and to enable an effective use, by either peo-
ple or artificial agents, of the cultural and scientific contents [22]. Our approach
highlights the importance of having formal tools able to supply a semantically
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faithful representation of a knowledge base. To this end, the semantic richness
of a knowledge base expressed in natural language should be preserved in all
its aspects, including those which are most difficult to deal with from a formal
standpoint, such as semantic ambiguities. Indeed, a more context-sensitive and
cognitive-oriented approach can help to discern not only the different linguistic
phenomena included under the term “semantic ambiguities”, but also the cog-
nitive mechanisms underlying the understanding of those phenomena. Semantic
ambiguities are omnipresent in natural language, in a continuum that ranges
from literal to non-literal cases. Homonymy and polysemy are indeed cases in
which a word has (completely and partially) different literal meanings [38]. Fig-
urative language uses, as metonymy and metaphor, are instead cases in which a
word has a non-literal meaning and a literal one [4,29].

A unitary framework was proposed for both polysemy and conventional
metaphor [43], but still, novel metaphors cannot be included in the framework
[10], as well as other figurative language uses, such as ironic metaphors, hyper-
bole, litotes [34]. The role of context in the disambiguation of semantic ambi-
guities was also discussed, ranging from the pre-semantic context required by
homonymy understanding to the semantic and post-semantic context required,
respectively, by conventional vs. novel metaphor comprehension [33]. Still, there
is a heated debate on how context shapes the understanding of semantic ambi-
guities [5,35] that pervasively occur in everyday language and in different genres
of discourse [36].

This paper focuses on the disambiguation of meaning ambiguities in the
Semantic Web framework. We assume that meaning ambiguities are widespread
and omnipresent in the natural languages of Web users, ranging from literal to
non-literal ambiguities. The problem of understanding the intended meaning is
thus crucial not only for human-human interaction but also for human-machine
interaction. An easy solution would be to represent in our formal language all
the intended meaning of a text, allowing ambiguities to appear only in the corre-
sponding natural language expressions. However, this solution would bypass the
problem of machine understanding of natural language. In the solution proposed
in this paper we presuppose only a light processing of natural language, namely
the recognition of statements representing facts, that are then translated into
the formal language with the support of a very simple ontology expressed in
a RDF compatible ontological language (PROL, see below), and an algorithm
that supplies measures of semantic proximity between concepts. These elements
should then allow the machine to identify semantically ambiguous expressions
in the text like metaphorical ones.

The disambiguation of meaning ambiguities, especially for non-literal cases,
depends on the use of context: the finer the knowledge coming from the context,
the easier the disambiguation. Knowledge representation is a central issue for
Artificial Intelligence and the Semantic Web. In particular, the ontological lan-
guages used for the Semantic Web have strong limitations, crucially the fact that
they are able to directly express only binary relations. This complicates the rep-
resentation of the context in which a statement appears, allowing for many kinds
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of semantic ambiguities. A correct representation of n-ary relations, can indeed
provide the amount of context needed to solve several meaning ambiguities.

We, therefore, hypothesize that an effective representation of n-ary relations
in RDF-based languages, such as RDFS or OWL, can enhance the match between
the semantic content of their ontological representations and the intended mean-
ing of these representations, by providing a sufficient amount of contextual infor-
mation in order to solve problems of semantic ambiguities. Devising more general
and effective ontological patterns, which provide for an adequate translation of
n-ary relations in RDF, is crucial to handle contextual knowledge in order to
properly understand users’ intended meaning. To this extent, in Sect. 2 we briefly
present PROL (Parametric Relational Ontology Language) as an alternative to
the ontological patterns based on the reification model recommended by the
W3C Working Group [37]. In Sect. 3, we consider metaphor and some specific
features of this linguistic phenomenon that need to be addressed in order to
enhance the overall quality of knowledge representation in the Semantic Web.
In Sect. 4, we show how specific instances of metaphorical expressions can be
represented and dealt with in PROL.

2 PROL and the Representation of Relations as Concepts

RDF is the declarative language that, together with its ontological extension
RDFS (RDF Schema) and the more powerful OWL (an ontological language
based on description logics and compatible with RDF), provides for formal repre-
sentation of a knowledge base as a directed labeled graph. However, a strong limi-
tation of RDF (as well as RDFS or OWL) is that its syntax can only express facts
that involve binary relations. In a RDF graph, indeed, any subgraph expressing
a specific fact consists of a subject-predicate-object triple. Unary relations and
relations with n ≥ 3 places can be formalized only indirectly, by a suitable trans-
lation into binary ones. While unary relations can be easily formalized in RDF
by using RDF classes and the special property rdf:type, the lack of a standard
pattern for the representation of n-ary relations (namely, relations with arity
n ≥ 3) leads to possible ambiguities in the interpretation of the corresponding
graphs. Moreover, the logical concept of a n-ary relation implies that the relation
holds, or does not, for n individuals in a given order, that is to say, it holds for
ordered n-tuples.1 This logical feature of n-ary relations is either completely lost

1 We do not consider here relations with no fixed arity, or multigrade predicates [30].
In the conceptual graph framework, this issue has been tackled through the notion of
variadic conceptual graphs [23, §2.1.4]. We pointed out elsewhere that the apparent
variability of the arity of some relations can be dealt with by the concept of a sub-
relation, which is a generalization to n-ary relations of the notion of a subproperty
defined in RDFS [18, §2] Subrelations can be introduced in PROL by a straight-
forward extension of its vocabulary. Another issue concerns the order of relations,
which is not always relevant, such as in a binary symmetric relation. In our view,
any relation holds, or does not, for a fixed number of individuals in a given order, so
that it does not even make sense to ask whether a relation holds for some individuals
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in the reification patterns proposed by the W3C Working Group [37] for repre-
senting such relations, or it is preserved but only to the cost of highly increasing
their technical complexity and introducing a quite unnatural interpretation of
the reified relation [18].

To tackle these problems (and other related ones) Giunti et al. [18] proposed
PROL (Parametric Relational Ontology Language). PROL is a simple ontolog-
ical language, compatible with RDF, which is designed to express an arbitrary
n-ary fact (with n ≥ 1) as a parametric pattern, namely, as a binary relation
parameterized with respect to n−2 arguments (i.e., all the arguments except the
first two).2 The vocabulary of PROL includes just 6 terms (2 RDF classes and
4 RDF properties) defined by a simple RDFS ontology. Two terms (prol:type,
prol:next) serve to represent any n-ary fact as a parametric pattern. The remain-
ing four terms (prol:Relation, prol:Domain, prol:hasPlaces, prol:represents) serve
to express the ontology that (a) defines the n-ary relations involved in the facts
to be represented, as well as the corresponding parametric binary relations, and
(b) allows for the correct detection and interpretation of the representing para-
metric patterns.3

Here we cannot give the full formal details of PROL (see [18]). However,
we provide an illustration of its main features by the following paradigmatic
example. Let us take the following fact: Irene gives her Teddy Bear to Laura.
It is an instance of the ternary relation ()gives her()to(), namely: (Irene) gives
her (Teddy Bear) to (Laura). In PROL, this is represented by means of a binary
relation that is parameterized with respect to the third individual of the triple,
Laura, and holds for the first two individuals, Irene and Teddy Bear.

Fig. 1. PROL graph corresponding to the fact: Irene gives her Teddy Bear to Laura.

if they are not listed in some order [18, p. 709]. Thus, order is a necessary property
of any relational fact, but this is not to say that order is relevant for any relation. In
any case, the issue of the symmetry of a n-ary relation with respect to all, or even
only some of its places, can also be treated through the concept of a subrelation.

2 In this paper we do not consider the use of conceptual graphs for the representation
of n-ary relations [11], for this approach is not directly implementable in some RDF
compatible language, even if this is a viable possibility (see [1]).

3 A possible extension of PROL may include a fuzzy treatment of n-ary relations in
order to formally represent the use of fuzzy concepts in natural language (see [17].
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In the corresponding graph (see Fig. 1) the grey ellipse, representing the rela-
tion, is linked via the term prol:type to the first individual of the triple (Irene).
The arrow that links Irene to the second individual (Teddy Bear) includes a label
representing the parametric property and it specifies the parametric path (indi-
viduated via the term prol:next) to be followed in order to fill up the remaining
places of the relation. The choice of the right parametric path is obviously not
determined just by the label on its first arrow, but by the definition in PROL
(through its specific term prol:represents) of the parametric property “ex:_-
givesHer_-to_Laura-” that represents the n-ary relation “ex:R:_-givesHer_-
to_-” as a binary one. This definition specifies the parameter, namely “ex:Laura”,
which indicates the next node to be found in the corresponding parametric path.
Once we have such definitions of the parametric properties we need, we can
express the facts of a knowledge base as parametric patterns through the terms
prol:type and prol:next (for formal details see [18, §5.1]). The parametric prop-
erty, indeed, ensures the right path along the individuals connected via prol:next,
in order to keep distinct the fact that Irene gives her Teddy Bear to Laura from,
for example, the other fact that Irene gives her Teddy Bear to Marta. The second
fact, which is a different instantiation of the same relation, leads to a different
parametric path with respect to the first.

It is worth noting that, differently from standard RDF-based languages (such
as RDFS or OWL), in PROL any n-ary relation (n ≥ 1) is thought as a concept,
namely, the intensional class of all ordered n-tuples that are instances of the
relation. In a standard RDF graph labeled arrows represent binary relations or,
that is the same, RDF properties, while the graph nodes are either individuals
or classes. This means that the only concepts represented as nodes are classes.
On the contrary, a knowledge base expressed in PROL will not include only
classes and individuals as separate nodes, but relations of any arity (n ≥ 2) as
well. The result is that the corresponding graph will contain much more semantic
information with respect to a knowledge base expressed as standard RDF triples,
because any node representing a unary relation (which is the PROL equivalent
of a RDF class) will be surrounded by nodes representing all the n-ary (n ≥ 1)
relations in which the individual instances of the unary relation also take part.
As said, in a PROL graph unary relations can be identified with RDF classes. A
knowledge base represented in PROL, then, will include as nodes only individuals
and n-ary relations of any arity n ≥ 1. Any node corresponding to a relation will
be connected through prol:type to the first node of any parametric path that
represents a n-tuple instantiating the relation (where it is intended that 1-tuples
are identical to individuals).

3 Sources of Meaning Ambiguity in Metaphor
Comprehension

In this paper, we focus on metaphorical expressions, as they are interesting cases
of meaning ambiguities that have been proposed as a prototypical example of
linguistic phenomena in the continuum ranging from literal to non-literal cases
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[8,9,42,44]. Metaphor is usually considered as a cognitive mechanism that leads
the interpreter along a path of inferences from a source conceptual domain to a
target conceptual domain. In the process, some properties of the source concept
are selected (while other properties are ignored) to understand the target domain
[12]. Metaphor is thus a device to fill in the conceptual distance between different
conceptual domains, and to improve our knowledge of the target. Thus, far
from being just a linguistic phenomenon, metaphor has also a conceptual and
pedagogical function, that makes it a crucially important issue to be handled for
the development of the Semantic Web.4

The conceptual distance between the source and the target can vary and can
be covered by already “frozen” conceptual structures in a linguistic community
and already lexicalized entries in the vocabulary of a language. This is the case
of conventional metaphors, which have a status similar to polysemous terms and
whose metaphorical meaning goes unnoticed by most native speakers [14,16,19].
Novel metaphors are rather new and creative uses of language that cannot be
found in the vocabularies of languages, that create unprecedented connections
between distant (or previously unthought as connected) conceptual domains. Of
course, unless a metaphor is literalized [32], conventional metaphors can be revi-
talized, by creating new connections with some properties, while novel metaphors
can “die” for overuse in a community and thus become conventional.

In their life, metaphors can thus vary in the continuum of literal to non-literal
cases, depending on their use in the linguistic communities and the context
where they appear. The context indeed provides useful information to select
the relevant properties to be attributed to the target, especially in the case of
novel metaphor, for which we do not have previous (linguistic) knowledge to rely
on. The experimental literature has indeed shown that the processing of novel
metaphors is rather different from that of conventional metaphors [3,39]. Novel
metaphor comprehension can involve perceptual properties coming from mental
imagery [10,26]. The information in a metaphorical expression such as “A woman
is a Venice glass” would be too narrow to understand novel metaphors’ typical
imagistic effect [28]. Additional semantic information coming from the context
and/or background encyclopedic knowledge (ex. Venice glasses are colorful) can
thus help in novel metaphor comprehension (an advantage known as “context
availability effect”, see [15,20]).

Not only the production of completely new metaphors (or new emergent
properties, such as “being colorful”), but also the (i) linguistic structure of the
metaphor and (ii) its directionality are challenges to be handled for the develop-
ment of the Semantic Web. As to the linguistic structure of the metaphor, most
of the previous literature on metaphor comprehension, especially the experi-
mental literature, focused on nominal metaphors, especially of the form “A is

4 Our choice of PROL, a RDF compatible ontological language, as the basis for our
treatment of metaphor is motivated by the goal of contributing to the development of
the Semantic Web, but at this early stage of the research project we cannot claim any
superiority or advantage per se of our proposal with respect to other computational
approaches to metaphor (for an overview, see [41]).
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B” (ex. “The actor is a dog”). Less attention has been paid to verbal metaphors
(ex. “Leo grasped an idea”), whose target is not explicitly mentioned and whose
metaphoricity depends on the meaning of the verb (in relation to its object, in
this case).

As to the directionality of a metaphor, concerning the direction of the attri-
bution of properties from the source to the target conceptual domain, it depends
on its linguistic structure, more precisely on the order of the terms in the rela-
tion (ex. “actor” and “dog”). Thus, the metaphor “The actor is a dog” cannot be
reversed in “The dog is an actor”: the latter would count as a different metaphor,
as having a different source and thus different relevant properties. Of course, in
specific contexts, where for instance we utter “The dog is an actor” referring to
a dog who is actually an actor, the intended meaning of the latter may also be
not metaphorical at all.

According to [40], the metaphorical directionality can be explained in terms
of salience imbalance: the meaning of a metaphor depends on a matching process
between high-salient properties of the source with low-salient properties of the
target. Ortony [31] then «extended Tversky’s model by defining the salience of
a feature relative to the particular object of which it is an attribute: the same
features may have different salience in two different objects» [27, p.95]. This
is especially true in the case of conventional metaphors, while novel metaphors
would be more prone to be interpreted as “bidirectional” [21], precisely because of
their completely new and creative use. As pointed out [6,7,13,24,25], the source
and the target conceptual domains interact, creating a more complex meaning
or conceptual space, when compared to the individual concepts involved in the
metaphor.

4 Solving Meaning Ambiguities in PROL

Consider a knowledge base that includes the following metaphorical expression:
“Quell’attore è un cane”, whose translation into English is “That actor is a dog”.
In Italian, this expression has a negative meaning and indicates that the subject
in question is a very bad actor. Suppose that the same knowledge base also
includes the expression: “That dog is an actor”, where someone indicates an
actual dog which is also an actual actor (for example, Lukas, the main character
of the 2020 movie Lassie comes home). Here, we are not prone to attribute a
metaphorical meaning to the statement. The attribution of a literal meaning in
this case, indeed, is very likely. However, if the dog concerned is not an actual
actor, then we will be forced to attribute to this utterance a metaphorical sense.
Now, assume that our knowledge base has a sufficient amount of information
in order to represent the concept of actor and dog via the relations in which
individual actors and dogs take part. If we express the knowledge base in PROL
and look at the formal properties of the corresponding graphs, would we be able
to distinguish between metaphorical and literal meanings of natural language
expressions? Figure 2 sketches a possible answer to this question. The two larger
grey nodes correspond to the unary relations, or classes, ()is an actor and ()is a
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dog. Each class is surrounded by a semantic cloud formed by the relations that
the individuals of that class are most likely to participate in. More precisely, the
proximity of a relation to a class will be directly proportional to the number of
individuals members of that class participating in the relation. For example, the
two-place relation ()acted in a movie with() will have more connections with the
class of actors than the two-place relation ()takes()to the vet, hence, it will be
included in the semantic cloud surrounding the “actor” class.

Fig. 2. Schema of a PROL graph representing the semantic clouds linked to the unary
relations “dog” and “actor”, and the connections between these two clouds and two
individuals (in white), d (a dog) and a (an actor). Superscripts indicate the ariety
of each relation, subscripts enumerate all the relations included in the same semantic
cloud.

In Fig. 2 classes are connected to the respective relations via dashed lines,
while the only two visible nodes representing individuals, namely “a” (the actor)
and “d” (the dog), are connected via arrows to the relations or classes in which
they take part. The dashed lines between the two classes ()is a dog, ()is an actor
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and their connected relations represent paths whose intermediate nodes are all
individuals. Indeed, any path in the graph that directly links any two concepts
(i.e., classes or relations) is made of two intersecting parametric paths, p1 and
p2, where p1 represents an instance of one of the two concepts, and p2 represents
an instance of the other concept.

The graph sketched by Fig. 2 represents the context of two different utter-
ances (1) “That actor is a dog” and (2) “That dog is an actor”. In case (1) an
individual actor (a), which is connected via arrows to the class ()is an actor and
to the relations linked to that class in which the individual a takes part, is also
connected to the class ()is a dog, but it is disconnected to the relations belong-
ing to the semantic cloud of this class. This is a clue that the meaning of ()is
a dog in the utterance is a non-literal (metaphoric) one: a is tightly connected
to the cloud of actors, but abstractly connected to the cloud of dogs, namely, a
does not take part in any of the relations relevant for the concept ()is a dog.5 In
case (2) an individual dog (d) is connected via arrows to both classes and both
semantic clouds as well. This means that d takes part in the relevant relations
connected to the dogs and to the actors, as well. The situation is different from
(1) because, in this case, we have no abstract connection between an individual
and two disconnected semantic clouds, then we can attribute literal meaning to
the utterance, as in the previously mentioned case of the dog Lukas which is an
actual actor.6

Similar considerations can be made in the case of a verbal metaphor, for
example (3) “Leo grasps an idea”. In this case, the metaphor is expressed by the
binary relation ()grasps(). In a PROL graph, this relation would be represented
as a node surrounded by a semantic cloud including all the relations in which
the individuals involved in the relation ()grasps() most likely take part. This
semantic cloud would include, for example, baseballs, door handles, tools, etc.
The likelihood that an individual involved in the relation ()grasps() is an idea is
low, because the node representing this relation is surrounded by concepts that
apply to concrete objects, while the concept of an idea includes abstract objects
which will thus be connected to a different cloud. The disconnection (adequately
measured) between these two semantic clouds is a clue that the fact expressed
by (3) has a non-literal meaning.

So far, we have proposed an intuitive idea of proximity to the central concept
of a semantic cloud made of other concepts. This intuitive idea is based on a
theoretical analysis of how a knowledge base is represented in PROL. But how
could we formally define an adequate measure of semantic proximity? We cannot
5 Of course, this is an extreme, idealized example. In most concrete cases (assuming

a very informative knowledge base) we can conjecture that a would participate in
some of the relations belonging to the semantic cloud of the concept ()is a dog, but
the likelihood of any connection of an actor to the semantic cloud of ()is a dog would
be very low when compared to the likelihood of any connection to the semantic cloud
of ()is an actor.

6 In the case where “that actor is a dog” has a metaphorical meaning, we would see
a node representing an individual dog which is tightly connected to the semantic
cloud of dogs, but only abstractly connected to that of actors.
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give, here, a definitive answer to this question, but we can propose a tentative
definition on the basis of the previous considerations. We have seen that, from
an intuitive standpoint, the semantic proximity of a concept B to the central
concept A of a semantic cloud is proportional to the likelihood that an instance
of A is also an instance of B. Accordingly, when both B and A are unary relations
(classes), we define the semantic proximity of B to A as the ratio between the
number of members of A ∩ B and the total number of members of A.

In the general case, when both B and A are relations of arbitrary arity,
the definition is similar, even though slightly more complex. Let B and A be
relations with arity n ≥ 1 and m ≥ 1, respectively. Consider all the individuals
belonging to some m-tuple which is an instance of A. By definition, these are the
members of A. The members of B are defined in the same way. We then define
the semantic proximity of B to A as the ratio between the number of members
of A that are also members of B and the total number of members of A.

5 Conclusion

In this paper we have presented a way to solve meaning ambiguities in PROL,
focusing on the distinction between metaphorical and literal expressions. We
have also proposed a formal definition of semantic proximity that is likely to
be useful for a deeper understanding of verbal metaphors, which to date have
been less studied than nominal ones. The aim of the project is indeed to directly
provide a better formal representation of natural language in all its aspects,
metaphorical aspects included, without translating them into other, separate
symbols in the formal representation. The translation could entail a loss of
the conceptual/cognitive content of a metaphor [6], while we aim to represent
metaphor as a meaning extension depending on variations of the semantic prox-
imity of the concepts literally involved (ex. “grasp” and “idea” in “grasping an
idea”). From this perspective, we deem metaphor to be crucial for the develop-
ment of the Semantic Web, because it can act as a way to (re)categorize and
(re)organize conceptual knowledge.
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Abstract. The recent Blockchain technology for recording and storing data
opened a cultural scenario which prefigures unexplored frontiers. It is precisely
in this frontier territory that a revolution in the digital art sector has come to life,
represented by the introduction and dissemination of non-fungible tokens (NFTs)
as certificates of ownership/authorship of a digital work. NFTs redefine the con-
cepts of artwork ownership/authorship, authenticity and value. Supported by the
Blockchain structure, which is in fact permanent and unchangeable, these certifi-
cates are inviolable, unassailable and indestructible, offering a type of guaran-
tee never experienced before. As any new technologies, there are challenges that
users face: 1) avoiding fraud (i.e. digital artworks that are not original, but mere
copies of the original) 2) estimating the real value of a NFT connected to a digital
artwork. The paper proposes a predictive tool, NFT price Oracle, as a solution for
the Blockchain users that want to be sure they are purchasing an authentic digital
artwork and wish to understand the value of the artwork (and thus how much to
pay for the NFT associated with the artwork) in the Blockchain.

Keywords: Non-fungible token · Digital artwork · Blockchain · Oracle prices ·
History of production · History of effects

1 Introduction

In recent years, the digital art market has been considerably growing thanks to the com-
bination of the Blockchain technology and non-fungible tokens [1]. A Blockchain is a
distributed and decentralized ledger that contains connected blocks of transactions and
it guarantees tamper-proof storage of approved transactions [2,3]. A NFT is a represen-
tation of a unique digital asset that cannot be equally swapped or traded for another NFT
of the same type. NFTs are stored on a Blockchain and are used to represent the owner-
ship/authorship of unique items [4,5]. NFTs attracted billions of dollars in investment.
Christie’s, the British auction house founded in 1766 by James Christie [6], auctioned
an NFT associated with a digital work by the digital artist Mike Winkelmann (Beeple)
for 69 million of dollars.

The paper aims to answer the following questions:

– RQ1 can the Blockchain technology with NFTs prevent the forgery of an artwork?;
– RQ2 can the Blockchain help the user to have a more correct estimate of the value
of the artwork itself?
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– RQ3 If not, how could a more correct estimate of NFT prices be given?

To answer the first question, the paper argues that the Blockchain can serve to
trace the “history of production” of an artwork [7,8], because it provides an incorrupt-
ible proof of ownership/authorship, meaning that an original artwork and their own-
ers/authors can always be identified via the Blockchain, even when an image or video
is widely copied.

To answer the second question, the paper argues that the data contained in the
Blockchain are not sufficient to determine the real value of a digital artwork, as the value
of a digital artwork is not reducible to the set of Blockchain’s identifying properties,
such as the number of transactions and the price at which it is traded. Rather, the digital
artworks’ value is a function of its “history of effects” [9], i.e. the net of valuable inter-
actions that the original artwork spread within and outside the Blockchain in its lifespan.
Blockchain users might face difficulties in evaluating the real value of an artwork (and
its fakes), just based on the Blockchain history of transactions. They might also search
data from the outside to understand the digital artworks’ value in the Blockchain. The
paper proposes a predictive tool, NFT price Oracle, as a solution for the Blockchain users
that wish to understand the value of the artwork (and thus how much to pay for the NFT
associated with the artwork) in the Blockchain. NFT price Oracle is designed to give a
correct estimation of an artwork, providing the Blockchain users with the fairest price
to pay for the NFT, based on both the artwork’s history of production and its history of
effects. In particular, the NFT price Oracle needs to be decentralized, to better guarantee
that faked digital artworks are not paid as if they were original.

2 Technical Components

This section provides the readers with a brief introduction on the technology used to
handle the digital artwork on the Blockchain: smart contracts, NFT and the software
Oracle.

2.1 Blockchain

The Blockchain is an ordered sequence of blocks containing the records of valid trans-
actions as approved by a consensus algorithms shared between a set of computational
nodes in a peer-to-peer network. It is a shared ledger where, to keep unchangeable the
block sequence and the temporal order of recorded transactions, each block includes a
cryptographic hash depending on the information recorded on the previous block. Each
block is also identified by progressive number named “height” [10]. Once a block is
created and added to the Blockchain, the transactions in the block cannot be changed
or deleted. This is to ensure the integrity of the transactions and to prevent the double-
spending problem [11].

2.2 Smart Contract

A smart contract is a digitally signed, computable agreement between two or more
parties. A virtual third party, a software agent, can execute and enforce (at least some of)
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the terms of such agreements. In the context of the Blockchain, where it truly takes its
sense, a smart-contract is an event-driven program, with states, that runs on a replicated,
shared ledger and which can take custody over assets on that ledger. Smart contracts
on the Blockchain, created by computer programmers, are entirely digital and written
using programming code languages. This code defines the rules and consequences in
the same way that a traditional legal document would, stating the obligations, benefits
and penalties, which may be due to either party in various different circumstances. The
code is automatically executed by a distributed ledger system, in a non-repudiable and
unbreakable way [12], diversely from traditional contracts. Smart contract code has
some unique characteristics:

– Deterministic: Since a smart contract code is executed on multiple distributed nodes
simultaneously, it needs to be deterministic i.e. given an input; all nodes should
produce the same output. That implies the smart contract code should not have any
randomness; it should be independent of time (within a small time window because
the code might get executed a slightly different time in each of the nodes); and it
should be possible to execute the code multiple times.

– Immutable: smart contract code is immutable. This means that once deployed, it
cannot be changed. This of course is beneficial from the trust perspective but it also
raises some challenges (e.g. how to fix a code bug) and implies that smart contract
code requires additional due diligence/governance.

– Verifiable: Once deployed, smart contract code gets a unique address. Before using
the smart contract, interested parties can and should view or verify the code.

2.3 NFT

“A non-fungible token (NFT) is a unit of data stored on a digital ledger, called a
Blockchain, that certifies a digital asset to be unique and therefore not interchangeable”
[13]. Indeed, anyone can obtain copies of the digital items (NFTs) on the Blockchain,
but they are tracked so as to provide proof of ownership/authorship [14]. An NFT is
like a certificate of authenticity for an object, real or virtual. The unique digital file is
stored on a Blockchain network, with any changes in ownership verified by a worldwide
network [13]. That means that the chain of custody is permanently marked in the file
itself, and it is impossible to swap in a fake. The NFT file on the Blockchain does not
contain the actual digital piece of art, music, video clip, etc., rather it is like a contract
stipulating that “Mr A owes Mrs B a digital file of X”.

As the name suggests, NFTs are characterized by their non-fungible nature. In eco-
nomic terms, fungibility is the ability of an asset to be exchanged with other individual
assets of the same type for the purpose of transacting value. Correspondingly, fungible
assets in the same denomination imply the same value and include, for example, gold,
a specific security or currency in FIAT/crypto. Conversely, this means, that NFTs are,
by definition, not interchangeable, irreplaceable and unique.

While in the “real world” there is always a unique original work, such as the painting
the artist created with her own hands, in the digital world there has so far been no
equivalent in the sense of an “original digital artwork”. The non-manipulative nature of
NFTs enables both real and digital art objects to have original ownership/authorship.
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For artists, this is a way to fight plagiarism as well as earn money by their work. NFTs
also allow collectors to value digital art in a similar way to physical art, creating thus
new opportunities for digital artists.

The main characteristics of the NFT are: 1) Indestructible - The technology that
drives NFTs enhances these assets with the property of being immutable. All the
metadata which are stored via smart contracts in the Blockchain cannot be replicated,
removed or destroyed, thus granting ownership rights of the NFT, to the wallet or peer
that possess it. 2) Verifiable - The process of authentication is also provided by the
underlying features of the Blockchain technology. This allows a traceability within the
ledger, as all the transactions are historically registered and stored within the blocks
of data. This property allows any NFT attached to an artwork to be traced back to the
original creator, eliminating the need of a third-party authentication method.

2.4 Oracle

In the Blockchain terminology, Oracle may have different meanings. An Oracle can be
a program which provides the smart contracts with reliable data collected from outside
the Blockchain. Oracles are also software systems which analyze some data and make
some prediction on that basis [15].

In this paper, the term Oracle assumes a specific meaning related to the activity
of predicting NFTs’ prices. Thus an NFT Oracle analyses both Blockchain data and
external data to predict the best price to pay for an NFT. The Oracle’s predictions may be
important for companies and users because of economic implications. It is thus crucial
for them that Oracles’ predictions are as reliable as possible.

3 Method

Existing Oracles rely only on blockchain data to provide the “history of effects” that
determines the value of NFTs. This is done through the transaction history which
provides information on the changes in ownership and the values at which the NFT
was traded. However, the history of the effects of an artwork is not recorded on the
blockchain.

The model presented in this study is based on the implementation of an Oracle that
provides users with both the transaction history (see Sect. 4) which are stored in the
blockchain and the history of the effects of the artwork itself in the world (see Sect. 5).
Such an Oracle would also be centered on real world data and not just on blockchain
data like in the existing Oracles. The real world data are very important for users to
value an artwork and make a decision on the NFTs to purchase. For example, providing
users with data about the history of the effects of an artwork can help them in the
decision-making process by looking for more information related to the NFT they are
buying or changing their view and preventing them from buying what they were buying.
Indeed, additional information from the real world can have an impact on forming or
revising their beliefs.
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4 History of Production

There always have been cases of vendors trying to pass off other artists’ work as their
own. Recently, one of the most sensational facts is the “Fake Bansky NFT” sold through
the artist’s website for 336 thousand of dollars [16]. The scam was done in the following
way: Bansky’s official website was forged so that to include a link to an NFT auction
with a artwork called “Great Redistribution of the Climate Change Disaster”, which was
a perfect copy of the original, even though associated with another artist. If the buyer
had checked the address associated with the token on the Blockchain, he would have
discovered that the work was only a copy of the original artwork. However, checking
the belonging of an artwork to its original author through the Blockchain may not be an
easy task for a user, who might instead be prone to buy the forgery as it were.

An Oracle centered on the user should try to minimize this possibility by checking
real world data. For example, before writing data on the blockchain the oracles should
check different sources to establish with a high probability that a piece of art is authentic
or not. A possible solution to this problem is to base the model not on a unique source
of data, but on more than one source. It would be possible to hack a site as it was for the
fake-Bansky, but it is very unfeasible that the same user would hack different sources
to make the fake-Bansky as real.

5 History of Effects

As we would like to argue, there is an alternative, user-centered way to help the
Blockchain users not only to identify the ownership/authorship of the artwork, but also
its value. In our view, this alternative is provided by the gadamerian notion of “his-
tory of effects”. In his well-known book, Truth and Method [17], Hans-Georg Gadamer
deals with the problem of understanding as a fundamental mode of human existence. In
his perspective, the value of each human work is provided not very much by the work
itself but rather by the (different) human interpretations and uses of the work itself.
Indeed, a single artwork makes sense within an “hermeneutic circle”, i.e. it acquires
a value only on the whole background of interpretations that are provided by human
beings. In the case of an artwork, the history of effects is not an appendix, or an addi-
tion to the understanding of a work, but rather the foundations for understanding its
value. However, the set of interpretations of the artwork is potentially unlimited, while
human beings are limited as well as their understanding, which is historically rooted in
their world and times. As a consequence, everyone deals with historically and cultur-
ally determined conceptual structures which pre-determine and influence the artwork’s
understanding. Thus, everyone (the artwork’s creator included) has a structural limited
access to an artwork’s “history of effects”. It is therefore “require[d] an inquiry into
“history of effects” every time a work of art or an aspect of the tradition is led out of the
twilight region between tradition and history so that it can be seen clearly and openly
in terms of its own meaning” [18].

In our view, in the case of digital artworks, the human inquiry into the “history of
production” of an artwork can be helped via technology, and specifically the Blockchain
technology above mentioned. In this case, however, the artwork’s history of effects is



Original or Fake? How to Understand the Digital Artworks’ Value 81

not just related to real-world chain of uses and/or interpretations, as it can also be related
to the history of the Blockchain itself. Thus, a double (both real-world and Blockchain)
history of effects needs to be considered to estimate the value of the digital artwork.
Indeed, in the Blockchain, NFTs have no objective intrinsic value, as they rely on a
collective consensus to establish their value. It is the collective demand from the users,
based on their understanding and use of the collectible that shapes value. Without a
community aiming to collect a digital artwork, the digital artwork itself is not worth col-
lecting. It is the collective acceptance of an artist’s digital artwork that creates demand
for the artwork, making originals worth millions of dollars.

The NFT price Oracle proposed in this paper thus considers the overall digital art-
work’s history of effects (at the time t the user starts her inquiry via NFT price Oracle)
to predict its value, i.e. to provide the user with the fairest estimate of the digital art-
work’s value. As mentioned above, the value of an NFT comes not only from intrinsic
factors accessible from the Blockchain, such as the proof of ownership/authorship pro-
vided by its “history of production”, but also from extrinsic factors that are not directly
accessible from the Blockchain, such as:

– Scarcity: Many NFTs represent digital objects that are unique or limited. For
instance, only 10k CryptoPunks were released. Of those, only 24 are “apes”. And
among the apes, just one ape wears a fedora [19].

– Effects on entertainment industry. For example, some NFTs are more than just col-
lectibles, since they can be used in games, like virtual lands, spells, or characters.
This feature of NFTs gives them an added value, which accrues over time depending
on the popularity of the underlying project. As the community of the project grows,
many of them might be willing to pay more for a particular NFT [20].

– Art exhibition events. Recently, some art exhibition has shown NFTs in holographic
form [21].

– Tangibility. Some NFTs are tied to real-world objects, which gives them value in
terms of tangibility supported by the immutability of ownership/authorship. Col-
lectables linked to NFTs can accumulate value over time as the number of items in
circulation decreases.

– Transaction cost. Every trade of NFT has a transaction cost that impacts on possible
earnings. Part of the transaction cost is due to Blockchain properties, part by the
smart contract attached to the NFT.

Some elements that allow us to reconstruct part of the “history of effects” are in the
Blockchain. The data that can be taken from the Blockchain are: the transaction number
of a specific work of art, and the prices at which it is traded. Details on how these data
are calculated from the Oracle can be found in the next section.

5.1 From a Data-Centered Model (TWPA) to a User-Centered Model (UCP)

The data-centered models are actually used by the Oracles to provide the users with
proof of authenticity for a specific artwork and sometimes its value, based on the art-
work’s trades history (if it is present in the Blockchain). The aim of this research is to
use also other data coming from the “external world”, to provide the users with a more
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accurate estimate of the NFT value. To this aim, the model proposed in this paper collect
and analyze both Blockchain data and external world data, shifting to a user-oriented
perspective.

Fig. 1. NFT cumulative price on blockchain. The initial price of an NFT in the next block is equal
to the final price of the same NFT in the previous block

In respect to Blockchain data, we based the user-oriented NFT price Oracle on the
TWAP model. In finance, time-weighted average price (TWAP) is the average price of
a tradable financial asset over a specified period of time, and it is used to determine
if an asset is overvalued or undervalued. If the order price is below the TWAP, it is
considered undervalued, while if it is more than the TWAP, it is considered overvalued.
We based the NFT price Oracle on the TWAP model, because this formula is used for
stock trend predictions [22]. Formula 1 formally denotes the TWAP. Figure 1 represent
the NFT cumulative price on Blockchain.

TWAP =
priceCumulativen − priceCumulativen−1

timestampn − timestampn−1
(1)

Unlike the stock markets, it is not possible to directly apply the formula 1, because
the NFT market is illiquid, there are few trades. NFTs are generally less frequently
traded: this represents a problem for an Oracle, in the process of observing and retriev-
ing price data. Therefore, we decided to design the NFT price Oracle to consider similar
sales. Similar sales are defined as the prices at which similar collectibles have been sold.
Similar sales are commonly used in determining real estate prices as well.

In respect to real-world data, these data plus the metadata contained in a NFT allow
to define similar collectible class. The average price of collectibles defined in a specific
collectible class has thus been used as a parameter for any other collectible being in a
similar collectible class. In this paper, similarity is based not only on design elements
and history of production in the Blockchain, but also on a similar history of effects in
the data from the outside [23,24]. Example of data from the outside are the number
of the author’s followers, the number of the artwork’s downloads, the number of art
exhibition events expected in the next month related to the object linked to the NFT and
the number of tickets sold to these events. These data are not available in the blockchain
but are indeed available in the external world.

The TWAP formula could be applied only on NFT that are very frequently traded.
We do not usually have such scenarios, because most NFTs are illiquid and they cannot
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be exchanged as easily as traditional investments, like stocks and bonds. To apply the
TWAP formula to NFTs, we need to group NFTs that are similar. To this aim a cluster
analysis might be performed. Each NFT consists of some metadata that can be used
to evaluate the similarity of the artwork. To calculate the similarity between different
NFTs, the model needs to analyze all the feature data for those NFTs. Some of these
features could be the address associated with the NFT creator, the number of art exhi-
bition events expected in the next month related to the object linked to the NFT and the
number of tickets sold to these events. Then, a cluster analysis could then group a set
of NFTs in such a way that NFTs in the same group (a cluster) are more similar to each
other than to those in other groups or clusters. The cluster analysis can be achieved by
algorithms that significantly differ in their results.

We analyzed the time series of some extrinsic data to establish if they can be used
to predict the NFTs’ prices. Table 1 shows the results of the pair-wise Granger causality
test performed for NFT price versus the extrinsic variables. The results show how the
data series of different extrinsic variables, such as the number of downloads and the
number of art exhibitions of a particular NFT within a specific time interval (one day),
do Granger-cause the NFT price variation. The p < 0.05 means that the null hypothesis
is rejected, suggesting that the effect of the lagged values (i.e., values coming from an
earlier point in time) of the other variables on the NFT price variable is statistically
significant.

Table 1. Granger causality test results

Null hypothesis F-statistics Prob. Decision

The NFTs price does not Granger-cause the number of downloads 4.213 0.0231* Reject

The number of downloads does not Granger-cause NFTs price 2.172 0.0381* Reject

The NFTs price does not Granger-cause the number of search requests 2.733 0.0297* Reject

the number of search requests does not Granger-cause the NFTs price 1.322 0.0131* Reject

The NFTs price does not Granger-cause the number of art exhibition 2.329 0.3821 Accepted

The number of art exhibition does not Granger-cause the NFTs price 1.426 0.4835* Reject

The NFTs price does not Granger-cause the number of author’s followers 1.223 0.0878 Accepted

The number of author’s followers does not Granger-cause ot the NFTs proce 1.432 0.0733 Accepted

The NFTs price does not Granger-cause the value of the USD/Ether pair 2.423 0.4818 Accepted

The value of the USD/Ether pair does not Granger-cause the NFTs price 1.143 0.0416* Reject

6 Threats to Validity

As to the internal validity of the study, it might be claimed that the model proposed
in this study considers only few factors to estimate the NFT value. Indeed, the value
of a specific NFT is due to a variety of causes. All collectible markets are affected
by a variable completely separate from the collectible itself, alias the general trend
in economy. Better economy generally means people’s more willingness to spend on
collectibles of all kinds. The Blockchain is unaware of a possible economic crisis. The
Oracle could be made “aware” of economic crisis, but in this study this possibility is
not considered.
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Another factor to be considered is the crypto macro. Generally when crypto is per-
forming well against fiat measurement, demand for NFTs are high. If the crypto markets
were to crash, the demand for NFTs would be negatively affected. In any case, NFTs
sold in crypto denomination will appear to keep gaining value in fiat terms, as crypto
appreciates in price and lose value in the inverse case. We used the time-weighted aver-
age price to estimate the NFT value, but other models could be used and should be
tested to check which one performs at best.

7 Conclusion

The market for NFTs has recently grown, with more than five billions of dollars spent
in the first half of the year 2021. Despite the recent surge in popularity, the NFT (non-
fungible token) space is still in its infancy [25] and the users need specific tools to
understand the authenticity and the value of what they buy in the Blockchain, especially
in the case of digital artwork. Experts say that buyers should be aware of illiquidity and
fraud in this new market, because any user can try to take advantage of this business by
offering digital works that do not belong to the author.

We argued that the current NFT Oracles based on a data-driven model are able to
guarantee the digital artwork’s ownership, simply by analyzing its history of production
via the data stored on the Blockchain, but they cannot estimate neither the artwork’s
authorship nor the artwork value which rather depends on its “history of effects”. We
discussed and proposed a user-centered solution based on digital artworks’ “history of
effects” accessible from both the Blockchain and the real world, to provide the users
with an accurate, fair and plausible estimate of the artwork.

The solution proposed in this paper needs to be further refined, as the NFT price
Oracle is a first step to help the NFT investors’ comprehension of the digital artworks’
value, by collecting and analyzing information on different NFT projects.
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18. Ebeling, F.: Hans georg gadamer’s “history of effect” and its application to the pre-

Egyptological concept of ancient Egypt. J. Egypt. Hist. 4, 55–73 (2019)
19. Dowling, M.: Is non-fungible token pricing driven by cryptocurrencies? Financ. Res. Lett.

44, 102097 (2021)
20. Murray, J.A.: Sell your cards to who: non-fungible tokens and digital trading card games.

AoIR Selected Papers of Internet Research (2021)
21. Liu, Y., Wu, S., Xu, Q., Liu, H., Holographic projection technology in the field of digital

media art. Wirel. Commun. Mob. Comput. 2021 (2021)
22. Kim, K.: Financial time series forecasting using support vector machines. Neurocomputing

55(1–2), 307–319 (2003)
23. Vosniadou, S.: Analogical reasoning as a mechanism in knowledge acquisition: a develop-

mental perspective. Center for the Study of Reading Technical Report; no. 438 (1988)
24. Yanulevskaya, V., et al.: Emotional valence categorization using holistic image features. In:

2008 15th IEEE International Conference on Image Processing, pp. 101–104. IEEE (2008)
25. Zhao, J.L., Fan, S., Yan, J.: Overview of business innovations and research opportunities in

blockchain and introduction to the special issue (2016)



Grounding Psychological Shape Space
in Convolutional Neural Networks

Lucas Bechberger(B) and Kai-Uwe Kühnberger
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Abstract. Shape information is crucial for human perception and cog-
nition, and should therefore also play a role in cognitive AI systems.
We employ the interdisciplinary framework of conceptual spaces, which
proposes a geometric representation of conceptual knowledge through
low-dimensional interpretable similarity spaces. These similarity spaces
are often based on psychological dissimilarity ratings for a small set of
stimuli, which are then transformed into a spatial representation by a
technique called multidimensional scaling. Unfortunately, this approach
is incapable of generalizing to novel stimuli. In this paper, we use convo-
lutional neural networks to learn a generalizable mapping between per-
ceptual inputs (pixels of grayscale line drawings) and a recently proposed
psychological similarity space for the shape domain. We investigate dif-
ferent network architectures (classification network vs. autoencoder) and
different training regimes (transfer learning vs. multi-task learning). Our
results indicate that a classification-based multi-task learning scenario
yields the best results, but that its performance is relatively sensitive to
the dimensionality of the similarity space.

Keywords: Psychological similarity spaces · Conceptual spaces ·
Shape perception · Convolutional neural networks

1 Introduction

Shape information plays an important role in human perception and cognition,
and can be viewed as a bootstrapping device for constructing concepts [18,33,40].
Based on the principle of cognitive AI [42,44], which tries to base artificial sys-
tems on insights about human cognition, also artificial agents should be equipped
with a human-like representation of shapes.

In this paper, we employ the cognitive framework of conceptual spaces [24],
which proposes a geometric representation of conceptual knowledge based on
psychological similarity spaces. It offers a way of neural-symbolic integration
[23,46] by using an intermediate level of representation between the connec-
tionist and the symbolic approach, which are represented by artificial neural
networks and entirely rule-based systems, respectively. The overall conceptual
space is structured into different cognitive domains (such as color and shape),
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which are represented by low-dimensional psychological similarity spaces with
cognitively meaningful dimensions. Conceptual spaces have seen a wide variety
of applications in artificial intelligence, linguistics, psychology, and philosophy
[34,70]. Typically, the structure of a conceptual space is obtained based on dis-
similarity ratings from psychological experiments, which are then translated into
a spatial representation through multidimensional scaling [14]. In this paper, we
consider a recently proposed similarity space for the shape domain [9–11].

The similarity spaces obtained by multidimensional scaling are not able to
generalize to unseen inputs – a novel stimulus can only be mapped into the sim-
ilarity space after eliciting further dissimilarity ratings [6]. In order to generalize
beyond the initial stimulus set (which is necessary in practical AI applications),
we have recently proposed a hybrid approach [8]: Psychological dissimilarity rat-
ings are used to initialize the similarity space, and a mapping from image stimuli
to coordinates in this similarity space is then learned with convolutional neural
networks. Both our own prior study [8] and related studies by Sanders and Nosof-
sky [58,59] used a classification-based transfer learning approach on relatively
unstructured similarity spaces involving multiple cognitive domains. In contrast
to that, the present study focuses on the single cognitive domain of shape and
investigates a larger variety of machine learning setups, comparing two network
types (classification network vs. autoencoder) and two learning regimes (transfer
learning vs. multi-task learning).

The remainder of this article is structured as follows: In Sect. 2, we provide
some general background on convolutional neural networks, conceptual spaces,
and the cognitive domain of shapes. We then describe our general experimental
setup in Sect. 3, before presenting the results of our machine learning experiments
in Sect. 4. Finally, Sect. 5 summarizes the main contributions of this article and
provides an outlook towards future work. All of our results as well as source code
for reproducing them are publicly available on GitHub [7].1

2 Background

Our work combines the cognitive framework of conceptual spaces [24] (Sect. 2.1)
applied to the cognitive domain of shape (Sect. 2.2) with modern machine learn-
ing techniques in the form of convolutional neural networks (Sect. 2.3), following
a hybrid approach (Sect. 2.4). In the following, we introduce the necessary back-
ground in these topics.

2.1 Conceptual Spaces

A conceptual space as proposed by Gärdenfors [24] is a similarity space spanned
by a small number of interpretable, cognitively relevant quality dimensions (e.g.,
temperature, time, hue, pitch). One can measure the difference between two
observations with respect to each of these dimensions and aggregate them into

1 See https://github.com/lbechberger/LearningPsychologicalSpaces/.

https://github.com/lbechberger/LearningPsychologicalSpaces/
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a global notion of semantic distance. Semantic similarity is then defined as an
exponentially decaying function of distance.

The overall conceptual space can be structured into so-called domains, which
represent, for example, different perceptual modalities such as color, shape,
taste, and sound. The color domain, for instance, can be represented by the
three dimensions hue, saturation, and lightness, while the sound domain
is spanned by the dimensions pitch and loudness. Based on psychological
evidence [2,62], distance within a domain is measured with the Euclidean metric,
while the Manhattan metric is used to aggregate distances across domains.

Gärdenfors defines properties like red, round, and sweet as convex regions
within a single domain (namely, color, shape, and taste, respectively). Con-
cept hierarchies are an emergent property of this spatial representation, such as
the sky blue region being a subset of the blue region. Based on properties,
Gärdenfors now defines full-fleshed concepts like apple or dog by using one con-
vex region per domain, a set of salience weights (which represent the relevance
of the given domain to the given concept), and information about cross-domain
correlations. The apple concept may thus be represented by regions for red,
round, and sweet in the domains of color, shape, and taste, respectively.

This geometric representation of knowledge enables a straightforward imple-
mentation of commonsense reasoning strategies such as interpolative and extrap-
olative reasoning [17,61]. It also allows us to model concept combinations such as
green banana by restricting the region of the banana concept in the color
domain to the region representing green and then updating the regions in other
domains (such as taste) based on the aforementioned cross-domain correlations
(e.g., by restricting it to the sour region). Moreover, conceptual spaces can be
linked to the prototype theory of concepts from psychology [56], which states that
each concept is represented by a prototypical example and that concept mem-
bership is determined by comparing a given observation to this prototype. In
conceptual spaces, a prototype corresponds to the center of a conceptual region,
which adds further cognitive grounding to the framework.

Conceptual spaces form an intermediate layer of representation that can act
as a bridge between the symbolic layer and the connectionist layer [43]: Connec-
tionist approaches make use of artificial neural networks and usually consider raw
perceptual inputs (e.g., pixel values of an image), which can be interpreted as a
very high-dimensional feature space (e.g., one dimension per pixel). These sys-
tems are often difficult to interpret and cannot model important principles such
as compositionality. Symbolic approaches on the other hand are based on for-
mal logics, but suffer from the symbol grounding problem [27], which means that
the symbols they operate on are not tied to perception and action. Conceptual
spaces can be used as an intermediate representation format which translates
between these two approaches: Using a connectionist approach, raw perceptual
input can be mapped onto the relatively low-dimensional and interpretable con-
ceptual space. Points in this conceptual space can then be mapped to constants
and variables from the symbolic layer, while conceptual regions correspond to
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symbolic predicates. This way, the advantages of both classical approaches can
be combined in a cognitively grounded way.

2.2 The Cognitive Domain of Shapes

Over the past decades, there has been ample research on shape perception in
different fields such as (neuro-)psychology [4,12,13,22,30,31,41,45,50,54,66],
computer vision [15,47,49,71], and deep learning [3,25,38,63]. Although so
far no complete understanding of the shape domain has emerged, there exist
some common themes that appear in multiple approaches, such as the dis-
tinction between global structure and local surface properties [3,4,12,30], or
candidate features such as aspect ratio [4,12,15,45,47,50,66,71], curvature
[12,13,15,47,50,66,71], and orientation [4,15,31,45,54,66,71].

In the context of conceptual spaces, Gärdenfors [24] mainly refers to the
model proposed by Marr and Nishihara [45], which uses configurations of cylin-
ders to describe shapes on varying levels of granularity. This cylinder-based rep-
resentation can be transformed into a coordinate system by representing each
cylinder with its length, diameter, and relative location and rotation. If the num-
ber of cylinders is fixed, one can thus derive a conceptual space for the shape
domain with a fixed number of dimensions. A related proposal for representing
the shape domain within conceptual spaces has been made by Chella et al. [15],
who use the more powerful class of superquadrics as elementary shape primi-
tives, allowing them to express many simple geometric objects such as boxes,
cylinders, and spheres as convex regions in their similarity space.

Both existing models of the shape domain within the conceptual spaces
framework define complex shapes as a configuration of simple shape primitives
and follow therefore a structural approach [22]. The number of primitives nec-
essary to represent a complex object may, however, differ between categories.
Since two stimuli can therefore not necessarily be represented as two points in
the same similarity space, it becomes difficult to compute distances between
stimuli. Also the psychological plausibility of these approaches has so far not
been established.

In order to provide a conceptual space representing the holistic similarity of
complex shapes, Bechberger and Scheibel [9–11] therefore followed a different
approach: As stimuli, they used sixty line drawings of everyday objects from
twelve different semantic categories (such as appliance, bird, building, and
insect), taken from different sources and adjusted such that they match in rela-
tive object size as well as object position and object orientation (see Fig. 1a). Six
categories contained visually similar items (e.g., appliance and bird), while
the other six categories were based on visually variable items (e.g., building
and insect). Bechberger and Scheibel conducted a psychological study with 62
participants, where an explicit rating of the visual dissimilarity for all pairs of
items was collected, using a five-point scale ranging from “totally dissimilar” to
“totally similar”. In a small control experiment, Bechberger and Scheibel verified
that the elicited ratings targeted shape similarity rather than overall conceptual
similarity. Using the averaged dissimilarity ratings over all participants, they
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Fig. 1. (a) Example stimulus from the study by Bechberger and Scheibel [11]. (Image
license CC BY-NC 4.0, source: http://clipartmag.com/cockatiel-drawing) (b) Correla-
tion of distances in the similarity space to the original dissimilarity ratings. (c) Artificial
neuron as nonlinear transformation of a weighted sum.

then applied an optimization technique called multidimensional scaling (MDS)
to obtain similarity spaces of different dimensionality. MDS represents each stim-
ulus as a point in an n-dimensional space and ensures that geometric distances
between pairs of stimuli reflect their psychological dissimilarity [14].

Their investigations showed that the resulting shape spaces fulfilled the pre-
dictions of the conceptual spaces framework: Distances had a high correlation to
the original dissimilarities (see Fig. 1b), and visually coherent categories (such
as appliance and bird) were represented as small and non-overlapping con-
vex regions. Human ratings of the objects with respect to three psychologically
motivated shape features – namely, aspect ratio, line curvature, and ori-
entation – could be interpreted as linear directions in these spaces. Overall,
their analysis indicated that similarity spaces with three to five dimensions strike
a good balance between compactness and expressiveness. For instance, Fig. 1b
shows that higher-dimensional spaces only marginally improve the correlation of
distances to dissimilarities. We will use their four-dimensional similarity space
as a target for our machine learning experiments.

Recently, Morgenstern et al. [49] have proposed a 22-dimensional similarity
space for shapes obtained via MDS from 109 computer vision features on a
dataset of 25,000 animal silhouettes. Predictions of their similarity space on novel
stimuli were highly correlated with human similarity ratings (r = 0.91), giving
an indirect psychological validation to their approach. Moreover, Morgenstern
et al. trained different shallow CNNs to map from original input images into
their shape space. This relates their work quite strongly to our current study. In
contrast to their work, we start from psychological data on complex line drawings
and consider more complex network architectures.

http://clipartmag.com/cockatiel-drawing
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2.3 Convolutional Neural Networks

Artificial neural networks (ANNs) consist of a large number of interconnected
units [48, Chap. 4]. Each unit computes a weighted sum of its inputs, which is
then transformed with a nonlinear activation function g(

∑
i wi ·xi) (see Fig. 1c).

Popular choices for the activation function include the so-called Rectified Linear
Unit (ReLU, used for intermediate layers) g(z) = max(0, z) as well as the sigmoid
unit g(z) = 1

1+e−z (for binary classification output), the softmax unit g(z)i =
ezi

∑
j ezj (for multi-class classification output), and the linear unit g(z) = z (for

regression output).
The trainable parameters of an ANN correspond to the weights wi of its con-

nections. They are estimated by minimizing a given loss function which measures
the network’s prediction error. Popular loss functions include the mean squared
error (which computes the average squared difference between regression out-
put and ground truth) and the cross-entropy loss (which measures the difference
between the probability distribution of the classification output and the ground
truth). This loss function is minimized through gradient descent : One computes
the derivative of the loss function with respect to each weight wi and then makes
small adjustments to the weights based on their derivatives. Instead of using the
aggregated prediction error over all data points, one usually estimates it from a
so-called mini-batch, i.e., a subset of examples [26, Chap. 8]. Training a neural
network then consists of iterating over the dataset, where the network’s weights
are updated based on a new mini-batch in each iteration. Usually, multiple epochs
(i.e., loops over the whole dataset) are needed until the optimization converges.

Instead of using the complete dataset for training the network, one usually
considers a split into three subsets: The training set is used to optimize the
parameters wi of the network, while the validation set is used to monitor its
performance on previously unseen examples. This can for instance be used for
early stopping, where the training procedure is terminated, once the performance
on the validation set stops improving. The test set is then used in the end to
judge the expected generalization performance of the network on novel inputs.

A final important aspect of training neural networks are regularization tech-
niques [26, Chap. 7], which are used to counter-act overfitting tendencies (where
the network memorizes all examples from the training set, but is unable to gen-
eralize to novel inputs from the validation or test set): This includes adding a
so-called weight decay term to the loss function, which penalizes large weight
values and is motivated by the observation that smaller weights often lead to
smoother decision behavior. Dropout is another popular regularization technique,
where on each training step a randomly chosen subset of neurons is deactivated
in order to increase the network’s robustness.

With respect to computer vision tasks such as image classification, convolu-
tional neural networks (CNNs) are considered to be the most successful ANN
variant [26, Chap. 9]. They make use of so-called convolutional layers which
apply the same set of weights (represented as kernel K) at all locations (see
Fig. 2a). This and the relatively small size of the kernel (and thus the receptive
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Fig. 2. (a) Two-dimensional convolution with a 3 × 3 kernel. (b) Combination of con-
volution and max pooling. (c) Combination of unpooling and convolution.

field of each unit) drastically reduces the number of connections between subse-
quent layers. CNNs furthermore use so-called max pooling layers (see Fig. 2b) to
reduce the size of the image by replacing the output at a certain location by the
maximum of its local neighborhood. For a max pooling layer, one has to specify
both the pool width (i.e., the size of the area to aggregate over) and the so-called
stride (i.e., the step size between two neighboring centers of pooling).

Typical convolutional networks start from a very high-dimensional input
(namely, images) and reduce the representation size in multiple steps until a
fairly small representation is reached which can then be used for classification
through a softmax layer. However, in some settings one is also interested in the
opposite direction: Creating a high-dimensional image from a low-dimensional
hidden representation. For instance, autoencoders [26, Chap. 14] are an impor-
tant unsupervised neural network architecture and are commonly used for dimen-
sionality reduction and feature extraction. Autoencoders are typically trained on
the task of reconstructing their input at the output layer, using only a relatively
low-dimensional internal representation. They consist of an encoder (which com-
presses information) and a decoder (which reconstructs the original input).

For the encoder, a regular CNN can be used, whose max pooling layers,
however, create a loss of information [26, Sect. 20.10.6]: In Fig. 2b, we only keep
the maximum value for each 2×2 patch of the feature map. Since three out of the
four values are discarded completely, it is impossible to accurately reconstruct
them. In the decoder, one therefore needs to approximate the inverted pooling
function with so-called unpooling steps. In most cases, one simply replaces each
entry of the feature map by a block of size s × s, where the original value is
copied to the top left corner and all other entries of the block are set to zero [20]
(cf. Fig. 2c). Using such an unpooling step followed by a convolution (which is
together often called an upconvolutional layer) can be seen as an approximate
inverse of computing a convolution and a subsequent pooling [20]. This allows
us to increase the representation size inside the decoder in order to reconstruct
the original input image from a small bottleneck representation.
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2.4 A Hybrid Approach

A popular way of obtaining a conceptual similarity space is based on dissimilar-
ity ratings [24], which are collected for a fixed set of stimuli in a psychological
experiment. They are then converted into a geometric representation of the stim-
ulus set by using MDS (cf. Sect. 2.2). The similarity spaces produced by MDS
do not readily generalize to unseen stimuli: Mapping a novel input into the sim-
ilarity space requires one to collect additional dissimilarity ratings and then to
re-run the MDS algorithm on the enlarged dissimilarity matrix [6]. Artificial
neural networks (ANNs) on the other hand are capable of generalizing beyond
their training examples, but are not necessarily psychologically grounded.

In our proposed hybrid approach [8], we therefore use MDS on human dis-
similarity ratings to “initialize” the similarity space and ANNs to learn a map-
ping from stimuli into this similarity space, where the stimulus-point mappings
are treated as labeled training instances for a regression task. In general, ANNs
require large amounts of data to optimize their weights, but the number of stimuli
in a psychological study is necessarily small. We propose to resolve this dilemma
not only through data augmentation (i.e., by creating additional inputs through
minor distortions), but also by introducing an additional training objective (e.g.,
correctly classifying the given images into their respective classes). This addi-
tional training objective can also be optimized on additional stimuli that have
not been used in the psychological experiment. Using a secondary task with
additional training data constrains the network’s weights and can be seen as a
form of regularization. This approach has, for instance, successfully been used by
Sanders and Nosofsky [58,59], who have fine tuned pretrained CNNs to predict
the MDS coordinates on a dataset of 360 rocks. In contrast to their work, we
focus on the single cognitive domain of shapes, use a considerably smaller set of
annotated inputs, and consider a larger variety of machine learning setups.

3 General Methods

In this section, we describe both our data augmentation strategy for increasing
the size and variability of our dataset (Sect. 3.1) and our general training and
evaluation scheme for the machine learning experiments (Sect. 3.2).

3.1 Data Augmentation

The dataset of line drawings used for the psychological study by Bechberger and
Scheibel [11] is limited to 60 individual stimuli. These stimuli are all annotated
with their respective coordinates in the target similarity space and are thus our
main source of information for learning the mapping task. Moreover, we used
70 additional line drawings which were not part of the psychological study by
Bechberger and Scheibel, but which use a similar drawing style. Most applica-
tions of convolutional neural networks focus on datasets of photographs such as
ImageNet [16]. In contrast to photographs, the line drawings considered in our
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experiments do not contain any texture or background, since they only show
a single object using black lines on white ground. Sketches have similar char-
acteristics, so we used the sketch datasets TU Berlin [21] and Sketchy [60] as
additional data sources. From the TU Berlin corpus, we used all 20,000 sketches,
while for the Sketchy corpus we selected a subset of 62,500 images by first keep-
ing only the sketches which had been labeled as correct by the authors and then
randomly selecting 500 sketches from each of the 125 categories. TU Berlin con-
tains 250 classes and Sketchy uses 125 classes, and both datasets overlap on a
subset of 98 common classes. We used the full set of 277 distinct classes when
training the network on its classification objective.

We used the following augmentation procedure to further increase the size of
our dataset and the variety of inputs: For each original image, we first applied
a horizontal flip with probability 0.5 and then rotated and sheared the image
by an angle of up to 15◦, respectively. In the resulting distorted image, we iden-
tified the bounding box around the object and cropped the overall image to
the size of this bounding box. The resulting cropped image was then uniformly
rescaled such that its longer side had a randomly selected size between 168 and
224 pixels. Using a randomly chosen offset, the rescaled object was then put in
a 224 × 224 image, where remaining pixels were filled with white. We used a
uniform distribution over all possible resulting configurations for a given image,
which makes smaller object sizes more likely since they have more translation
possibilities than larger object sizes. Please note that we did not use the aug-
mentation steps of horizontal flips and random shears and rotations on the line
drawings from the psychological study, since the similarity space contains an
interpretable direction which reflects the orientation of the object.

For each line drawing (both from the psychological study and additional
ones), we created 2000 augmented versions, while the TU Berlin dataset and
Sketchy were augmented with factors of 12 and 4, respectively. Overall, we
obtained 120,000 data points for the line drawings from Bechberger and Scheibel,
140,000 data points for the additional line drawings, 240,000 data points for TU
Berlin, and 250,000 data points for Sketchy.

3.2 Training and Evaluation Scheme

Sketch-a-Net [68,69] was the first CNN specifically designed for the task of sketch
recognition and is essentially a trimmed version of AlexNet [37], the first CNN
that achieved state of the art results in image classification tasks. For our encoder
network (see Fig. 3), we used Sketch-a-Net and treated the size of its second
fully connected layer as a hyperparameter. Moreover, we did not use dropout
in this layer and used linear units instead of ReLUs to allow the network to
predict the MDS coordinates (which can also be negative) as part of its learned
representation. Classification was realized with a softmax layer on top of the
encoder (not shown). In the autoencoder setup, we additionally used a decoder
network inspired by the work of Dosovitskiy and Brox [19], which uses two fully
connected layers and 6 upconvolutional layers.
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Fig. 3. Structure of our CNNs (“64 conv 15 × 15 s3” = convolutional layer with 64
kernels of size 15 × 15, using a stride of 3, “max pool” = max pooling layer, “FC” =
fully connected layer, “uconv” = upconvolutional layer; output image size shown next
to the layers).

We furthermore applied binary salt and pepper noise (which sets randomly
selected pixels to their minimal or maximal value) to the inputs before feeding
them to our network. This additional noise further increases the variety of the
network’s inputs and can be seen as an additional form of data augmentation.
We chose salt and pepper noise rather than Gaussian noise, since the former is
more adequate for our inputs, where most of the pixels are either black or white.

In our experiments reported below, we trained the overall network to mini-
mize a linear combination of the classification error (softmax cross-entropy for
the 277 classes), the reconstruction error (sigmoid cross-entropy loss with respect
to the uncorrupted images2) and the mapping error (mean squared error for the
target coordinates and the designated units of the second fully connected layer).

When evaluating the network’s overall performance, we used the following
evaluation metrics: For the classification task, we report separate classification
accuracies (i.e., percentages of correctly classified examples) for the TU Berlin
and the Sketchy datasets. For the reconstruction task, we report the reconstruc-
tion error (i.e., the binary cross-entropy loss) and for the mapping task, we report
the mean squared error (MSE), the coefficient of determination R2 (measuring
the fraction of variance in the data explained by the model), and the mean
Euclidean distance (MED) between the predicted point and the ground truth.
We only used salt and pepper noise during training, but not during evaluation
in order to avoid random fluctuations on the validation and test set.

Since the target coordinates used for learning and evaluating the mapping
task are based only on 60 original stimuli, we decided to follow a five-fold cross
validation scheme: We divided the original data points from each of the data
sources into five folds of equal size and then applied the augmentation step
for each fold individually. Therefore, all augmented images that were based on
the same original data point are guaranteed to belong to the same fold, thus

2 Since our autoencoder receives a corrupted image, but needs to reconstruct the
uncorrupted original, it is a so-called denoising autoencoder [67].
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preventing potential information leaks between folds. In our overall evaluation
process, we rotated through these folds, always using three folds for training,
one fold for testing, and the remaining fold as a validation set for early stopping
(i.e., choosing the epoch with the lowest loss). We ensured that each fold was
used once for testing, once as validation set, and three times as training set. The
reported numbers are always averaged across all folds. By using this five-fold
cross-validation technique, we implicitly trained five neural networks with the
same hyperparameter settings, but slightly different data. Our averaged results
therefore approximate the expected value of the neural network’s performance
on unseen inputs and hence the generalizability of the learned mapping.

During training, we used the Adam optimizer [36] as a variant of stochastic
gradient descent, with the initial learning rate set to 0.0001, the default param-
eter settings of β1 = 0.9, β2 = 0.999, ε = 10−8, and a mini-batch size of 128. We
ensured that each mini-batch contained examples from all relevant data sources
according to their relative proportions: When training only on the classification
task, we took 63 examples from TU Berlin and 65 from Sketchy. When training
on both the classification and the mapping task, we used 25 line drawings, 51
sketches from TU Berlin, and 52 examples from Sketchy. Whenever the recon-
struction task is involved, we used 21 line drawings, 24 additional line drawings,
41 examples from TU Berlin, and 42 data points from Sketchy. We always trained
the network for 200 full epochs and select the epoch with the lowest validation
set loss (classification loss or reconstruction loss for the pretraining experiments,
and mapping loss for the multi-task learning experiments) in order to compute
performance on the test set.

4 Experiments

In this section, we report the results of the experiments carried out with our
general setup as described in Sect. 3. With our experiments, we try to show
that learning a mapping from line drawings into the shape space of Bechberger
and Scheibel [9–11] is feasible. Moreover, we aim to investigate the influence of
different learning regimes on the network’s performance.

In Sect. 4.1, we train our network exclusively on the classification and recon-
struction task, respectively, in order to identify promising settings for its various
hyperparameters. This provides a starting point for our transfer learning exper-
iments in Sect. 4.2, where we apply a linear regression on top of the pretrained
CNNs. This is the perhaps most straightforward approach to solving the map-
ping problem. In Sect. 4.3, we then follow a more complex multi-task learning
approach, where both the mapping task and the secondary objective (either
classification or reconstruction) are optimized jointly. This is a computationally
more costly approach, which may however also provide superior performance.
Finally, in Sect. 4.4, we investigate how well the different approaches generalize
to target similarity spaces of varying dimensionality.
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Table 1. Selected hyperparameter configurations for the classification-based and the
regression-based network, respectively.

Configuration Encoder Decoder

Weight
decay

Dropout Noise
level

Rep. size Weight
decay

Dropout

Cdefault 0.0005 True 10% 512 – –

Csmall 0.0005 True 10% 256 – –

Ccorrelation 0.0010 False 10% 512 – –

Rdefault 0.0005 True 10% 512 0.0000 False

Rbest 0.0000 False 10% 512 0.0000 False

4.1 Pretraining

We first considered a default setup of the hyperparameters based directly on
Sketch-a-Net [68,69] and AlexNet [37]: We used a weight decay of 0.0005, dropout
in the first fully connected layer, and a representation size of 512 neurons in the
second fully connected layer. Moreover, we used 10% salt and pepper noise during
training. For the decoder network, we used neither dropout nor weight decay.
As evaluation metrics for the classification task, we considered the accuracies
reached on TU Berlin and Sketchy, while for the autoencoder, the reconstruction
error was used. In both cases, we also computed the monotone correlation of dis-
tances in the feature space to the dissimilarity ratings of Bechberger and Scheibel
[11], measured with Kendall’s τ [35]. Since a full grid search on many candidate
values per hyperparameter was computationally prohibitive (especially in the
context of a cross validation), we first identified up to two promising settings
for each hyperparameter for both network types, before conducting a small grid
search by considering all possible combinations of the remaining values. The
most promising configurations selected in this grid search are shown in Table 1.

For the classifier network, the best classification performance (with accura-
cies of 63.2% and 79.3% on TU Berlin and Sketchy, respectively) was obtained
by our default setup Cdefault. This is considerably lower than the 77.9% on TU
Berlin reported for the original Sketch-a-Net [68], which, however, used a much
more sophisticated data augmentation and pretraining scheme. A considerably
higher correlation of τ ≈ 0.33 (instead of τ ≈ 0.27 for Cdefault) to the dissimi-
larity ratings could be obtained by disabling dropout and increasing the weight
decay (Ccorrelation), however, at the cost of considerably reduced classification
accuracies of 36.4% and 61.5% on TU Berlin and Sketchy, respectively. Since
reducing the representation size barely affected classification performance, we
also consider Csmall, which uses 256 units and otherwise default parameters.

For the autoencoder, we observed that completely disabling both weight
decay and dropout in both the encoder and the decoder led to considerably
improved reconstruction performance (reconstruction error of 0.08 for Rbest

in comparison to 0.13 for Rdefault). Also the correlation to the dissimilarities
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Table 2. Results of our experiments on the four-dimensional target space. The respec-
tive best values for each configuration are shown in boldface.

Configuration Task Regressor β/λ τ MSE MED R2

Any Any Zero Baseline – – 1.0000 0.9940 0.0000

Cdefault Transfer Linear – 0.2743 0.5567 0.6879 0.4409

Lasso 0.05 0.2743 0.4775 0.6419 0.5216

Multi-task CNN 0.0625 0.4141 0.4041 0.5920 0.5775

Csmall Transfer Linear – 0.2777 0.5373 0.6737 0.4575

Lasso 0.02 0.2777 0.4737 0.6396 0.5246

Multi-task CNN 0.125 0.4118 0.4182 0.6020 0.5567

Ccorrelation Transfer Linear – 0.3292 0.7307 0.7825 0.2624

Lasso 0.05 0.3292 0.5478 0.6815 0.4505

Multi-task CNN 2.0 0.4534 0.4513 0.6115 0.5201

Rdefault Transfer Linear – 0.2228 0.9709 0.9054 0.0168

Lasso 0.02, 0.05 0.2228 0.8315 0.8739 0.1631

Multi-task CNN 2.0 0.3533 0.6211 0.7297 0.3369

Rbest Transfer Linear – 0.3019 1.0791 0.9362 -0.0886

Lasso 0.02 0.3019 0.7376 0.8102 0.2605

Multi-task CNN 0.25, 0.5, 2.0 0.4033 0.5494 0.6846 0.4213

0.0625 0.3893 0.5504 0.6851 0.4144

increased from τ ≈ 0.22 to τ ≈ 0.30. Manipulation of all other hyperparameters
did not lead to further improvements.

4.2 Transfer Learning

For our transfer learning task, we extracted the hidden representation of each
network configuration for each of the augmented line drawings. We trained a
linear regression from these feature spaces to the four-dimensional shape space
by Bechberger and Scheibel [11]. In addition to the linear regression, we also
consider a lasso regression (which introduces a weight decay term) with the
following settings for the regularization strength β:

β ∈ {0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0}
Table 2 contains the results of these regression experiments. As we can see,

the linear regression performs considerably better than the zero baseline (which
always predicts the origin of the target space) for the classification-based feature
spaces, but not for the reconstruction-based feature spaces. Moreover, regular-
ization helps to improve performance on all feature spaces. A lasso regression
on Csmall slightly outperforms Cdefault, hinting at an advantage of smaller rep-
resentation sizes. Ccorrelation does not yield competitive results, indicating that
classification accuracy is a more useful selection criterion in pretraining than the
correlation to human dissimilarity ratings.

Overall, transfer learning based on classification networks seems to be much
more successful than transfer learning based on autoencoders, even when consid-
ering a lasso regressor. The reason for the relatively poor performance of Rbest
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Table 3. Cluster analysis of the augmented images in the individual feature spaces
(averaged across all folds) using the Silhouette coefficient and the Cosine distance (i.e.,
the Cosine of the angle between the feature vectors).

Configuration Cdefault Csmall Ccorrelation Rdefault Rbest

0% Noise 0.6448 0.6347 0.5310 −0.0359 0.0818

10% Noise 0.6364 0.6263 0.5180 −0.0300 0.0768

and Rdefault can be seen in Table 3, where we analyze how well the different
augmented versions of the shape stimuli from Bechberger and Scheibel [11] are
separated in the different feature spaces. We used the Silhouette coefficient [57],
where larger values indicate a clearer separation of clusters. As we can see, the
different augmented versions of the same original line drawing do not form any
notable clusters in the reconstruction-based feature space. On the other hand, a
relatively strong clustering can be observed for classification-based feature spaces
under both noise conditions, indicating that the network is able to successfully
filter out noise. We assume that this difference is based on the fact that the
autoencoder needs to preserve very detailed information about its input (both
local and global shape information) in order to create a faithful reconstruction,
while a classification network only needs to preserve pieces of information that
are highly indicative of class membership (rather global than local information).

4.3 Multi-task Learning

In our multi-task learning experiments, we trained our networks in the different
configurations again from scratch, using, however, also the mapping loss as addi-
tional training objective. Instead of a two-phase process as used in the transfer
learning setup, we therefore optimize both objectives at once. This allows the
network to adapt the weights of its lower layers such that its internal represen-
tation becomes more useful for the mapping task, but comes at considerably
higher computational cost. When training the networks, we varied the relative
weight λ of the mapping loss in order to explore different trade-offs between the
two tasks. We explored the following settings (where λ = 0.25 approximately
reflects the relative proportion of mapping examples in the classification task):

λ ∈ {0.0625, 0.125, 0.25, 0.5, 1.0, 2.0}

Table 2 also contains the results of our multi-task learning experiments.
As we can observe, mapping performance is considerably better in the multi-
task setting than in the transfer learning setting for all of the configurations
under investigation. The best results are obtained for Cdefault, which is followed
closely by Csmall. Ccorrelation performs again considerably worse than the other
classification-based setups, although its best multi-task results are still supe-
rior to all transfer learning results. Moreover, both reconstruction-based setups
are not able to close the performance gap to the classification-based networks
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also under multi-task learning. These observations indicate that the multi-task
learning regime is more promising than the transfer learning approach and that
classification is a more helpful secondary task than reconstruction.

When taking a closer look at the optimal values for λ, we note that for both
the Cdefault and the Csmall setting, relatively small values of λ ∈ {0.0625, 0.125}
have been selected. For the Ccorrelation configuration, however, a relatively large
mapping weight of λ = 2.0 leads to the best mapping results, indicating that
this configuration requires stronger regularization than others. Also for Rdefault,
a relatively large mapping weight of λ = 2.0 yielded the best performance, while
no unique best setting for λ could be determined for the Rbest configuration,
where different metrics are optimized by different hyperparameter settings –
here, λ = 0.0625 provides a reasonable trade-off.

In all cases, the introduction of the mapping loss leads to a considerable
increase in the correlation τ to the dissimilarity ratings. This effect is, however,
to be expected, since the mapping loss tries to align a part of the internal repre-
sentation with the coordinates of the similarity space, which is explicitly based
on the psychological dissimilarity ratings.

4.4 Generalization to Other Target Spaces

So far, we have only considered a four-dimensional target space. In this section,
we investigate how well the different approaches generalize to target spaces of
different dimensionality. We considered the respective best setups for all com-
binations of classification-based vs. reconstruction-based networks and transfer
learning vs. multi-task learning (cf. Table 2) and retrained them (using the same
values of β/λ) on all other target spaces (one to ten dimensions) of Bechberger
and Scheibel [11], using again a five-fold cross validation.

Figure 4 illustrates the results of these generalization experiments for our
three evaluation metrics. Both transfer learning approaches reach their peak
performance for a two-dimensional target space, even though they have been
optimized on the four-dimensional similarity space. Only with respect to the
MED, performance is best on the one-dimensional target space. However, also the
MED of the zero baseline is smallest for a one-dimensional space. If we consider
the relative MED (by dividing through the MED of the zero baseline), then the
best performance is again obtained on a two-dimensional target space. In all
cases, classification-based transfer learning is clearly superior to reconstruction-
based transfer learning.

The multi-task learners on the other hand do not show such a uniform pat-
tern: While the reconstruction-based approach also obtains its optimum for a
two-dimensional target space, the classification-based multi-task learner seems
to prefer a four-dimensional target space. Moreover, both multi-task learners are
more sensitive to the dimensionality of the target space than the transfer learning
approaches: The classification-based multi-task learner considerably outperforms
all other approaches on medium- to high-dimensional target spaces, while falling
behind for a smaller number of dimensions. The reconstruction-based multi-task
learner on the other hand performs quite poorly on high-dimensional spaces while
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Fig. 4. Results of our generalization experiments to target spaces of different dimen-
sionality for MSE, MED, and R2.

becoming competitive on low-dimensional target spaces. Both multi-task learn-
ers use a mapping weight of λ = 0.0625, i.e., the smallest value we investigated.
However, the size of the classification and reconstruction loss differed consider-
ably, with a classification loss of around 1.3 to 1.6, compared to a reconstruction
loss of 0.10 to 0.12 (both measured on the test set). The relative influence of
the mapping objective on the overall optimization is thus considerably greater
in the classification-based multi-task learner. One may therefore speculate that
even smaller values of λ would have benefited the classification-based multi-task
learner for smaller target spaces.

Overall, the results of this generalization experiment confirm the effects
reported in our earlier study [8], where we also observed a performance sweet
spot for a two-dimensional target space in a transfer learning setting. Again, we
can argue that this strikes a balance between a clear semantic structure in the
target space and a small number of output variables to predict. The observed
sensitivity of the multi-task learning approach indicates that the target space
should be carefully chosen before optimizing the multi-task learner.

5 Discussion and Conclusion

In this paper, we have aimed to learn a mapping from line drawings to their
corresponding coordinates in a psychological shape space. We have compared
classification-based networks to autoencoders, investigating both transfer learn-
ing and multi-task learning. Overall, classification seemed to be a better sec-
ondary task than reconstruction, and multi-task learning consistently outper-
formed transfer learning. We found that the best performance in general was
reached for classification-based multi-task learning, but that this approach was
quite sensitive to the dimensionality of the target space. These results are mostly
not surprising, given that multi-task learning allows for a finer-grained trade-off
between tasks and that a reconstruction objective implicitly enforces also posi-
tion and size information to be encoded.

We can compare our results to our earlier study [8] on a dataset of novel
objects [29], where we used a lasso regression on top of a pretrained photograph-
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based CNN. There, we achieved for a four-dimensional target space a MSE of
about 0.59, a MED of about 0.73, and a coefficient of determination of R2 ≈ 0.39.
These numbers are considerably worse than the ones obtained for classification-
based transfer learning (see Sect. 4.2), indicating that the shape space con-
sidered in the current study poses an easier regression problem. Moreover, we
can compare our performance with respect to the coefficient of determination
to the results reported by Sanders and Nosofsky [58], who reported a value of
R2 ≈ 0.77 for an eight-dimensional target space and a more complex network
architecture, using a dataset of 360 stimuli. Our best results with R2 ≈ 0.61
on a two-dimensional target space are considerably worse than this and clearly
not good enough for practical applications. We assume that performance in our
scenario is heavily constrained by the network size and the number of stimuli
for which dissimilarity ratings were collected. This urges for further experimen-
tation with more complex architectures, larger datasets, different augmentation
techniques, and additional regularization approaches.

Overall, our present study has illustrated that it is in principle possible to
predict the coordinates of a given input image in a psychological similarity space
for the shape domain. Although performance is not yet satisfactory, this is an
important step towards making conceptual spaces usable for cognitive AI sys-
tems. Once a robust mapping of reasonably high quality has been obtained,
one can use the full expressive power of the conceptual spaces framework: For
instance, the interpretable directions reported by Bechberger and Scheibel [11]
can give rise to an intuitive description of novel stimuli based on psychological
features. Also categorization based on conceptual regions, commonsense reason-
ing strategies, and concept combination can then be implemented on top of the
predicted coordinates in shape space (cf. Sect. 2.1).

The approach presented in this article can of course also be generalized to
other domains and datasets such as the THINGS data base and its associated
embeddings [28] or the recently published similarity ratings and embeddings for
a subset of ImageNet [55]. It can furthermore be seen as a contribution to the
currently emerging field of research which tries to align neural networks with
psychological models of cognition [1,5,6,32,38,39,49,51–53,58,59,64,65].
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Abstract. A great number of methods and of accounts of rational-
ity consider at their foundations some form of Bayesian inference. Yet,
Bayes’ rule, because it relies upon probability theory, requires specific
axioms to hold (e.g. a measurable space of events). This short docu-
ment hypothesizes that Bayes’ rule can be seen as a specific instance of a
more general inferential template, that can be expressed also in terms of
algorithmic complexities, namely through the measure of unexpectedness
proposed by Simplicity Theory.

Keywords: Bayes’ rule · Unexpectedness · Algorithmic complexity ·
Simplicity Theory · Computational cognitive model

1 Introduction

Since its introduction in philosophy and mathematics to analyse chances in
games, probability theory has grown to be one of the most important ingredients
of formal accounts of how rational agents (artificial or natural) should reason
in conditions of uncertainty. Central to this enterprise is the famous Bayes’
rule, at the base of Bayesian models (a family including Bayesian networks),
Bayesian inference, maximum a posteriori (MAP) estimation in statistics, and
core component of various machine learning methods (e.g. variational autoen-
coders [13]). Besides being part of the common toolkit to support or reproduce
human decision-making (e.g. for medical diagnosis [18], for evidential reasoning
in legal cases [10], see also [9]), Bayesian models have been applied in cognitive
sciences to topics as diverse as animal learning [3], visual perception [20], motor
control [14], language processing [2], and forms of social cognition [1]. Such a
success can be explained by the clarity of the theoretical framework, and the
undoubted practical value it has proven in several application domains. How-
ever, reasons exist for which Bayesian inference may be neither a descriptive,
nor a prescriptive model of human reasoning.

As a formal framework, probability theory relies on a series of axioms to
hold (e.g. a measurable space of events), which enables a closure provided with
interesting mathematical properties, but which is not necessarily representative
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of the way in which humans mentally form or process events. Given any descrip-
tion of the world we may always find a description which differs in some aspect
from the previous one, adding any detail. As a modeling framework, the limi-
tations of standard theory of probability to capture human reasoning is proven
by the existence of several cognitive patterns (often named biases or fallacies)
which do not follow what is predicted by the formal theory, see e.g. [12,19]. The
core limitation motivating the present contribution lies however in the mismatch
between what humans see as informative and the definition of information given
by Shannon, that triggered in the ’90s the introduction of Simplicity Theory (ST)
[4]. The present paper introduces a novel hypothesis concerning the theoretical
bases which makes this cognitive model functional.

1.1 Simplicity Theory

Simplicity Theory (ST) is a computational model of cognition found to predict
diverse human phenomena related to relevance (unexpectedness [6], narrative
interest [8], coincidences [7], near-miss experiences [5], emotional interest [15],
responsibility [17]), used also for experiments in artificial creativity [16]. Core
contributions of ST are: (a) a non-extensional theory of subjective probability,
centered around the notion of unexpectedness; (b) a model of emotional intensity
predicting emotional amplification in occurrence of unexpected phenomena. For
our aims here, we will focus only on the (a) part. Formally, ST builds upon
results obtained in algorithmic information theory (AIT) (see e.g. [11]).

Kolmogorov Complexity. In AIT, the complexity of a string x is the minimal
length of a program that, given a certain optional input parameter y, produces
x as an output:

Kφ(x|y) = min
p

{|p| : p(y) = x
}

The length of the minimal program depends on the operators and symbols avail-
able to the computing machine φ.1 If specified on universal Turing machines, this
measure is generally incomputable, and it is defined always up to a constant. If
the machine is resource-bounded, complexity is computable; the bounded ver-
sion will be here denoted as C. This definition of complexity can be mapped to
any domain, as long as one defines what are the symbols and the computations
that are performed on these symbols; under certain conditions, the search for the
minimal program can be mapped to min-path or functionally similar algorithms.

Unexpectedness. ST’s measure of unexpectedness (U) is defined as the diver-
gence between two resource-bounded Kolmogorov complexities: the causal (also
world, or generation) complexity CW and the description complexity CD:

U(s) = CW (s) − CD(s)
1 K is an (algorithmic) informational complexity : it captures how much information

is needed for constructing the object, but not how much time or space is needed (it
is distinct from the algorithmic/time complexity used to study tractability).
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where s is a situation parameter. In various experiments, this measure has proven
to predict shortcomings of standard theory of information observable in everyday
life. Examples include e.g. remarkable lottery draws (e.g. 11111 is more unex-
pected than 64178, even if the lottery is fair), coincidence effects (e.g. meeting by
chance a friend in a foreign city is more unexpected than meeting any unknown
person equally improbable), deterministic yet unexpected events (e.g. a lunar
eclipse), and many others [4–7]. Representing diagrammatically the domains of
the two complexities underlying unexpectedness, we have:

CW︷ ︸︸ ︷
world → situation

CD︷ ︸︸ ︷
situation ← mind

2 Unexpectedness and Bayes’ Rule

Our aim here is to provide further arguments in support to non-probabilistic
computational models of cognition, in particular focusing on the following:

Conjecture. Bayes’ rule is a specific implementation of a more general infer-
ential template, captured by ST’s definition of unexpectedness.

To construct this claim, we start from the definition of conditional probability :

p(O ∩ M) = p(M |O) · p(O) = p(M) · p(O|M)

where O denotes an observation, and M a model (both elements from the same
measurable space). Bayes’ formula is:

p(M |O) =
p(M ∩ O)

p(O)
=

p(O|M) · p(M)
p(O)

The formula is often expressed using informal terms:

posterior =
likelihood · prior

evidence

Now, empirical observations [7] suggest that U can be put in correspondence
to posterior probability, i.e.

posterior = 2−U

This entails that when U ≈ 0 (posterior ≈ 1), the situation confirms the agent’s
model of the world (it is plausible) and therefore it is not informative. (Note that
to maintain a correspondence with probabilities, U needs also to be superior or
at least equal to 0.) However, we tacitly overlooked a detail. Unexpectedness has
only a parameter s, whereas posterior probability refers to O and M . Intuitively,
s corresponds to O and not to M : as an observation concerns the situation
in focus, possibly perceived as unexpected. But then, where can we find M?
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In order to understand this absence, let us reconsider Bayes’ formula. Inverting
the terms of the equation, and using the logarithm, we can form a mapping to
unexpectedness, i.e.:

U(s)
︷ ︸︸ ︷

log
1

p(M |O)
= log

p(O)
p(O|M) · p(M)

=

CW (s)
︷ ︸︸ ︷

log
1

p(O|M)
+ log

1
p(M)

−

CD(s)
︷ ︸︸ ︷

log
1

p(O)

Causal Complexity. Let us start from CW (s), the causal complexity, i.e. the
length in bits of the shortest path that, according to the agent’s world model,
generates the situation s. If s is a phenomenon, an event probabilistically cap-
tured by O, s can be seen as the manifestation of some pre-existing causal mech-
anisms c, that probabilistically is captured with M . Then, in order to generate
s (e.g. the symptoms of a disease), the world has first to generate its cause c
(e.g. the disease), expressing the application of a chain rule:

CW (s) � CW (c ∗ s) = CW (s||c) + CW (c)

where CW (s||c) is the complexity of generating s from a state of the world in
which c is the case, and c∗s is the sequential chaining of c and s (‘||’ and ‘∗’ add
temporal contraints that ‘|’ and ‘∩’ in probability formulas do not have). From
the definition of Kolmogorov complexity, the mapping is an equality if and only
if the shortest path to s passes from c, i.e. if c is the best explanation of s:

CW (s) = min
c

CW (c ∗ s) = min
c

[CW (s||c) + CW (c)]

Therefore the unexpectedness formula can be seen as abstracting the causally
explanatory factor c, with the implicit assumption that the best one is automat-
ically selected in the computation of complexity.

Description Complexity. Additionally, ST specifies CD, the description complex-
ity, as the length in bits of the shortest determination of the object s. Such short-
est determination may consist e.g. in specifying the address where to retrieve it
from memory. Note that from a computational point of view, U could be neg-
ative, namely when the description of s is more complex than its generation;
we are in this case in front of inappropriate descriptions, as they are adding
irrelevant information for their function.

In the terms suggested by Bayes’ formula, CD corresponds to the probability
of having observed a certain situation. The link between descriptive complex-
ity and probability can be then established through optimal encoding in Shan-
non’s terms, where probability is assessed through frequency (log 1

p(O) ). However,
this approach does not take into account possible mental compositional effects
(e.g. Gestalt-like phenomena), nor events that never occurred before. Complexity
is a more generally applicable measure.

Comparison with Bayes’ Rule. The previous observations allows us to claim that
Bayes’ rule is a specific instantiation of ST’s Unexpectedness that: (a) makes a
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candidate “cause” explicit and does not select automatically the best candidate;
(b) takes a frequentist-like approach for encoding observables. More formally:

U(s) = min
c

posterior
︷ ︸︸ ︷
[CW (c ∗ s) − CD(s)] = min

c
[

likelihood
︷ ︸︸ ︷
CW (s||c) +

prior
︷ ︸︸ ︷
CW (c) −

evidence
︷ ︸︸ ︷
CD(s) ] (1)

Note that this formula relies on the explicit assumption that c precedes s (as
indicated by the symbols ∗ and ||). This restriction is absent from Bayes’ rule,
in which the model M and the observation O can exchange roles; their causal
dependence does not lie in the rule, but solely in the eye of the modellers.

3 All Prior is Posterior of Some Other Prior?

By accepting the previous mapping, we find ourselves in front of a dilemma.
Probability functions are functions of the same type, independently on whether
they are prior or posterior, whereas for instance complexity of description (that
maps to evidence in Bayes’ terms) and unexpectedness (to posterior) are not.

Let us consider an additional prior in Bayes’ formula (a sort of contextual
prior), denoted with E (standing for ‘environmental context’):

p(M |O,E) =
p(M ∩ O|E)

p(O|E)
=

p(O|M,E) · p(M |E)
p(O|E)

Following probability theory, an equivalent form for computing the posterior
would be considering the composite event O ∩ E:

p(M |O,E) =
p(M ∩ O ∩ E)

p(O ∩ E)

These two formulations, rewritten in terms of complexities, are not equivalent.
First, a sequential chaining of situations (e.g. e ∗ s, using e for environmental
situation) is not the same as an unordered conjunction of random events (O∩E).
The environmental situation e (the context) has to be generated before the situa-
tion c (the cause), which in turns occurs before the target situation s (the effect).
Accepting these temporal constraints, the second expression can be mapped to:

p(M ∩ O ∩ E)
p(O ∩ E)

� CW (e ∗ c ∗ s) − CD(e ∗ s)

As before, c can disappear when it is assumed to be part of the “best avail-
able” course of events to produce s from e. By doing this, the measure becomes
equivalent to the unexpectedness of the chaining of s after e:

CW (e ∗ s) − CD(e ∗ s) = U(e ∗ s)

In contrast, the conditional version expression of the probability ratio refers to
a distinct computation:

p(M ∩ O|E)
p(O|E)

� CW (c ∗ s||e) − CD(s|e)
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where CD(s|e) is the complexity of describing s when e is given as input. Taking
c out, the formula suggests introducing the notion of conditional or hypothetical
unexpetedness:

CW (s||e) − CD(s|e) ≡ U(s||e)
This definition is in line with the fact that the descriptive (e.g. conceptual)
remoteness of s from e, expressed by the term CD(s|e), discounts the unlikelihood
of their causal connection (related to the improbability of O given E), making
it more plausible (less unexpected).

As we can see, ST makes a distinction between two versions of the proba-
bilistic conditional p(M |O,E) that probability calculus conflates. This leads us
to considering notions such as framing and relevance.

3.1 Informational Principle of Framing

The difference between the two formulations of the posterior p(M |O,E), when
mapped to complexities, can be computed as:

U(e ∗ s) − U(s||e) = CW (e ∗ s) − CD(e ∗ s) − CW (s||e) + CD(s|e)

The use of chaining (∗) within CW shares similar form than the chain rule in
probability:

CW (e ∗ s) = CW (e) + CW (s||e)
that is, in order to generate e and then s, the world needs first to generate e (from
the current configuration), and then to generate s in a configuration in which e
has been generated. Instead, the chain rule for the description complexity CD

depends on the description machine and provides us only an upper bound:

CD(e ∗ s) ≤ CD(e) + CD(s|e)

This is because we do not have the temporal constraints, and the minimal path
for describing e and s together may turn out to be simpler than a constrained
path in which one term is fully determined before the other. Applying the two
chain rules we have:

U(e ∗ s) − U(s||e) ≥ CW (e) − CD(e) = U(e)

Thus, a necessary condition for which the two formulations may be equivalent is
that U(e) = 0, i.e. when the contextual prior is not unexpected. This constraint
implicitly brings forward an informational principle of framing : all contextual
situations e which are not unexpected (shared facts, defaults, but also improba-
ble but descriptively complex situations) provide grounds to be neglected. The
remaining situations provide the “relevant” context for the situation in focus.
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4 Likelihood and Prediction

Suppose we want to predict ex-ante a certain outcome, given certain circum-
stances. In probabilistic terms, the relevant measure for prediction is the likeli-
hood p(O|M). The conjecture expressed above suggests that likelihood matches
ST’s notion of conditional causal complexity: CW (s||c) (where M and c play the
role of contextual priors).

However, ST’s framework also suggests that humans have limited access to
CW . When there are n options playing symmetrical roles, it seems there is no
difficulty to measure CW = log2(n). Otherwise, people tend to imagine a situa-
tion in which s occurred in order to measure its likelihood. To do so, s needs to
be adequately framed, and therefore there needs to be some calculation of CD,
so in this case there cannot be CW without CD. This implies that the assessment
of the likelihood probability p(O|M) is indirect in ST. Let’s call CU

W (s||c) the
causal complexity derived from unexpectedness:

CU
W (s||c) = U(s||c) + CD(s|c)

The formula captures the fact that the conceptual remoteness of s from c this
time adds to the unexpectedness (implausibility) of observing their connection,
making this connection less likely (more improbable).

Examples. Consider the estimation of the likelihood that the wall changes colour
(s) if I close the door (c). The wall is part of perceptions, therefore its determi-
nation is immediate (CD ≈ 0), so U ≈ CW 
 0 (because I never experienced
something similar). It would then be highly unexpected if it occurred. The like-
lihood would also be very low, as the derived causal complexity is very high:

CU
W = U + CD ≈ U + 0 
 0

Now suppose that someone tells me that there is a special light projector com-
manded by the door state. CW would drop, as well as the posterior U , and in
turn the derived likelihood CU

W .
Consider instead the likelihood that, when I close the door, a certain stone

somewhere in the world moves. The complexity for determining that specific
stone is high, i.e. CD 
 0. The causal complexity of seeing that specific stone
moving is also very high CW 
 0, therefore we have U ≈ 0: it is plausible
that some essentially random stone may move at the moment I open the door.
However, the resulting likelihood is still very high, because:

CU
W = U + CD ≈ 0 + CD 
 0

If we had CD = 0, the likelihood would be just the same as the posterior. If, in
the stone example, the portion of the world we look at includes the stone (e.g. in
front of us), CD is reduced (up to ≈ 0), increasing U , but maintaining the same
value of CU

W . A similar consideration applies if we repeat the experiment twice
with the same remote stone (we do not need to describe it again).
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5 Posterior and Post-diction

Suppose that we want to retrodict or abduce certain circumstances given a cer-
tain outcome, or ex-post. From a probabilistic perspective, this amounts to com-
puting the posterior p(M |O). Following the conjecture expressed above, this
corresponds to computing U(s), if the cause c lies in the generative path bring-
ing to s. But what if c is not part of that path? On some occasions, one may
want to compute the complexity of an alternative path in which c plays a role.
Looking back at the conjecture expressed in (1), this can be captured via a
causally constrained unexpectedness Uc(s), where c is the constraining cause:

Uc(s) = CW (c ∗ s) − CD(s) U(s) = min
d

Ud(s)

Note that the cause does not play an explicit role in the computation of the
description complexity. Then we have:

Uc(s) − U(s) = min
d

[CW (s||c) − CW (s||d) + CW (c) − CW (d)] ≥ 0

However, when the cause is described explicitly, the observer has to consider the
full sequence, and this corresponds to computing U(c∗ s), with U(c∗ s) ≤ Uc(s).

Prosecutor’s Fallacy. Suppose that, following forensic studies, the likelihood
p(O|M) (e.g. the probability that a certain DNA evidence appears if the defen-
dant is guilty) is deemed very high, i.e. p(O|M) ≈ 1. The prosecutor’s fallacy
[19] occurs when the posterior p(M |O) (the probability that the defendant is
guilty given that there is DNA evidence) is also concluded to be comparatively
high:

p(O|M) ≈ 1 � p(M |O) ≈ 1 [Prosecutor’s fallacy]

This is a fallacy, because the correct criterion for applying this reasoning pattern
would be that the priors compensate each other, i.e. p(M) ≈ p(O).

Now, let us look at the same scenario in terms of complexity. For the conjec-
ture, the posterior p(M |O) maps to U(s), if c lies in the causal path; to Uc(s) in
the general case. The likelihood p(O|M), on the other hand, maps to CW (s||c).
Let us retake the definition of Uc(s):

Uc(s) = CW (c ∗ s) − CD(s) = CW (s||c) + CW (c) − CD(s)

Knowing that CW (s||c) ≈ 0 (the causal connection is deemed strong), Uc(s) can
be zero only if CW (c) ≈ CD(s). If the cause is not unexpected—it is deemed
plausible from the prosecutor standpoint (e.g. an adequate explanation can be
found of how the defendant was there), we have U(c) = CW (c) − CD(c) ≈ 0.
In other words, the prosecutor’s fallacy emerges if the complexity of description
of outcome (e.g. evidence) and cause (e.g. being guilty) are comparable, i.e.
CD(c) ≈ CD(s), which seems a sound hypothesis considering the usually limited
list of suspects in the mind of the prosecutor.
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6 Conclusion

Our conjecture that Bayes’ rule is a specific form of a more general inferen-
tial template provides further arguments in support to non-probabilistic com-
putational models of cognition. A complexity-based account of the posterior
allows distinguishing between relevant and irrelevant contextual elements, while
the probabilistic account treats them equally. Acknowledging that measures of
bounded complexity are computable, the question becomes then how the under-
lying machines should be defined, for developing computational agents, or with
the purpose of modeling human cognition. Yet, the abstraction level of algo-
rithmic information complexity is already relevant to draw conclusions about
expected outcomes, even without looking at internal workings. This opens the
possibility of novel insights, as we have shown here for instance with the analysis
of the prosecutor’s fallacy.
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Abstract. In their paper ‘Reward is enough’, Silver et al. conjecture
that the creation of sufficiently good reinforcement learning (RL) agents
is a path to artificial general intelligence (AGI). We consider one aspect
of intelligence Silver et al. did not consider in their paper, namely, that
aspect of intelligence involved in designing RL agents. If that is within
human reach, then it should also be within AGI’s reach. This raises the
question: is there an RL environment which incentivises RL agents to
design RL agents?

1 Introduction

In their thought-provoking paper ‘Reward is enough’ [23], Silver et al. hypoth-
esise that “intelligence and its associated abilities may be understood as sub-
serving the maximisation of reward”. Motivated by recent reinforcement learning
(RL) triumphs such as AlphaZero’s performance in the game of Go [21,22], Silver
et al. argue that:

1. Reward is enough for knowledge and learning.
2. Reward is enough for perception.
3. Reward is enough for social intelligence.
4. Reward is enough for language.
5. Reward is enough for generalisation.
6. Reward is enough for imitation.

Silver et al. then argue that it should be possible to achieve Artificial General
Intelligence (AGI) via the design of RL agents. They say:

“A sufficiently powerful and general reinforcement learning agent may
ultimately give rise to intelligence and its associated abilities. In other
words, if an agent can continually adjust its behaviour so as to improve
its cumulative reward, then any abilities that are repeatedly demanded
by its environment must ultimately be produced in the agent’s behaviour.
A good reinforcement learning agent could thus acquire behaviours that
exhibit perception, language, social intelligence and so forth, in the course
of learning to maximise reward in an environment, such as the human
world, in which those abilities have ongoing value”.
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And in their conclusion:

“Finally, we have presented a conjecture that intelligence could emerge
in practice from sufficiently powerful reinforcement learning agents that
learn to maximise future reward. If this conjecture is true, it provides a
direct pathway towards understanding and constructing an artificial gen-
eral intelligence”.

If we have understood correctly, Silver et al.’s conclusion seems to depend
on philosophical induction. Namely: assuming claims 1–6 above, conclude that
reward is enough for all tasks in reach of human intelligence.

In order to put the above conclusion to the test, we ask: is reward enough
for the creation of RL agents? In other words—in the same way that reward
can allegedly be used to incentivise RL agents to know, to learn, to perceive, to
exhibit social intelligence, to exhibit language, to generalise, and to imitate—
can reward be used to incentivise RL agents to design1 RL agents? Hence the
title of this paper: “Can reinforcement learning learn itself?” To rephrase it
yet another way, suppose we define RL-solving intelligence to be that aspect
of human intelligence which RL researchers apply when they design RL agents.
Then: is reward enough for RL-solving intelligence?

In addition to the question of whether RL can learn itself, there is also the
question of whether humans are capable of designing sufficiently good RL agents
(Silver et al. seem to implicitly assume the answer to this is “yes”). These two
yes-or-no questions give rise to four possibilities.

1. RL can learn itself, and humans are capable of designing sufficiently good RL
agents. This would be strong evidence supporting Silver et al.’s conjecture.

2. RL can learn itself, but humans are not capable of designing sufficiently good
RL agents. Then whether or not RL is a path to AGI, it is not a practical
one, at least not for humans.

3. RL cannot learn itself, and humans are capable of designing sufficiently good
RL agents. Then it seems RL cannot lead to AGI, because “reward is not
enough” for at least one type of human intelligence, namely RL-solving intel-
ligence.

4. RL cannot learn itself, and humans are not capable of designing sufficiently
good RL agents. Then whether or not RL is a path to AGI, it is not a practical
one, at least not for humans.

The structure of this paper is as follows.
1 To be clear, when an agent updates its own future behavior based on training data,

we do not consider this to be an instance of the agent designing a new agent, even
though in some sense the agent post-training is different than the agent pre-training.
In the same way, when one reads a book, one becomes, in a sense, a different human
being, yet we do not say that by doing so, one has designed a human being. When
we speak of an RL agent designing an RL agent, we mean it in the same sense as,
e.g., when we speak of an RL agent writing a poem. An RL agent would write a
poem by writing down words. In the same way, an RL agent would design an RL
agent by writing down pieces of computer code.
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– In Sect. 2 we briefly review RL.
– In Sect. 3 we discuss that aspect of intelligence involved in the designing of

RL agents.
– In Sect. 4 we discuss a type of RL environment which, if realised, might incen-

tivise RL agents to design RL agents.
– In Sect. 5 we address some anticipated objections.
– In Sect. 6 we summarise and draw conclusions.

The main thesis of this paper is that before we can conclude that RL is a
direct path to AGI (as Silver et al. conjecture it is), we ought first to establish
that RL is a direct path to RL-solving intelligence. In the past, skeptics said
“computers will never master chess”, but computers mastered chess; “computers
will never master Go”, but computers mastered Go. In order to avoid falling into
checkmate once again, skeptics need to think bigger. Perhaps they could rally
around “computers will never master designing RL agents” (we do not take a
stance here on whether computers will be able to do so, we merely suggest this
to the skeptics as a more defensible position).

2 Reinforcement Learning

Reinforcement learning is a branch of machine learning in which an agent inter-
acts with an environment. As the subject is relatively young, there is not con-
sensus on the formalization. Many authors do not formalize RL at all, and this
includes Silver et al. in the paper we are responding to (they semi-formally
describe RL but their description is not mathematically rigorous). In order to
make our response self-contained, we will give a rigorous definition (a modifi-
cation of Hutter [11]), and we will indicate some of the many ways in which
this formalization could differ. The reader should bear in mind that Silver et
al. only vaguely define RL in their paper: their remarks would apply to many
different variations of RL, as would our response. Thus, the particular details
of the following formalization are not important. But we felt that since some
participants in this workshop might not be familiar with RL, we should offer
a concrete formalization in order to avoid misunderstanding. Readers familiar
with RL can safely skip the following definition.

Definition 1 (Reinforcement Learning). Fix a finite set O of observations and
a finite set A of actions (with |O| > 1, |A| > 1). By a percept, we mean a pair
(o, r) where o ∈ O is an observation and r ∈ R is a number, called a reward.
Write P for the set of all percepts.

1. Write (PA)∗ for the set of all finite sequences beginning with a percept, ter-
minating with an action, and following the pattern “percept, action, ...”.
We also include the empty sequence 〈〉 in (PA)∗. Intuitively, an element
(p0, a0, . . . , pn, an) of (PA)∗ should be thought of as a percept-action history
ending with an action.
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2. Write (PA)∗P for the set of all sequences of form s � p with s ∈ (PA)∗, p ∈
P (here � denotes concatenation). An element (p0, a0, . . . , pn−1, an−1, pn) of
(PA)∗P should be thought of as a percept-action history ending with a percept.

3. An RL agent (or simply an agent) is a function π : (PA)∗P → A. When
π(s) = a, the intuition is that agent π would take action a in response to
history s.

4. An RL environment (or simply an environment) is a function μ : (PA)∗ →
P. When μ(s) = (o, r), the intuition is that, in response to the agent taking
the last action in s (in response to the history preceding that action), the
environment gives the agent reward r and the agent’s view of the world is
replaced by observation o. When μ(〈〉) = (o, r), the intuition is that o is the
agent’s initial view of the world and r is a meaningless initial reward.

5. The result of agent π interacting with environment μ is the infinite
sequence (p0, a0, p1, a1, . . .) where p0 = μ(〈〉), a0 = π(〈p0〉), each pi+1 =
μ(p0, a0, . . . , pi, ai), and each ai+1 = π(p0, a0, . . . , pi, ai, pi+1).

Example 1. For example, suppose O = A = {0, 1}, i.e., every observation is a sin-
gle binary digit and every action is a single binary digit. We can imagine an envi-
ronment which transmits binary digit observations in order to encode a pseudo-
randomly generated English-language arithmetic question, and then waits for the
agent to use binary digit actions to encode an English-language response. When
the agent finishes encoding the response, the environment rewards the agent
accordingly and repeats the process with a new question. While each question is
being transmitted by the environment, the environment also transmits rewards
of 0, and lets the agent take actions (which the environment ignores), until the
environment’s question is transmitted. Then, while the agent is encoding its
answer action-by-action, the environment responds with observations of 0 and
rewards of 0. These dummy rewards, observations, and actions are included so
that the whole interaction conforms to Definition 1. The resulting interaction
might look something like the following (suitably encoded):

– Environment: What is 1 + 1?
– Agent: (Agent initially has no knowledge of environment and its actions
appear random) ygHw

– Environment: (Gives reward −1). What is 5 + 2?
– Agent: JpX
– Environment: (Gives reward −1). What is 8 + 3?
– (...Millions of turns pass like this...)
– Environment: (Gives reward −1). What is 2 + 1?
– Agent: (For the first time, the agent gets the right answer, by dumb luck) 3
– Environment: (Gives reward +1). What is 9 + 2?
– (...Billions more turns pass; agent gradually figures out the environment...)
– Environment: (Gives reward +1). What is 6 + 3?
– Agent: 9
– Environment: (Gives reward +1). What is 1 + 5?
– (...Interaction continues forever, with the agent getting better and better, but
still occasionally answering wrong on purpose in order to test whether there
might be an even more rewarding way to respond to the environment...)
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There are many ways in which Definition 1 could be varied. For exam-
ple, instead of interactions beginning with an initial percept, interactions could
begin with an initial (blind) action from the agent. Agents and/or environments
could be allowed to be non-deterministic functions (one would have to rigor-
ously specify what exactly that means). Computability requirements could be
placed on agents and/or environments. Either O, A, or both could be made
infinite. Rewards could be further restricted or, going the other direction, could
be allowed to come from some other number system besides R. In more prac-
tical settings, agents and environments are often not mathematical functions,
but rather, instances of agent-classes and environment-classes, respectively2. For
example, RL is implemented this way in OpenAI Gym [7] and Stable Base-
lines3 [18]. There, agent-classes define action-methods which take an individual
observation, rather than a whole history—but said action-method can refer to
the agent’s internal memory (which can include things like neural net weights),
which internal memory may vary during an environmental interaction, so that
despite only explicitly depending on the most recent observation, these action
methods implicitly depend on a whole history. For additional variations on RL,
see Table 1 in Silver et al.’s paper.

We could modify Example 1 so that instead of the environment asking the
agent arithmetic questions, the environment instead plays chess against the
agent, using observations to encode images of the chessboard and then letting
the agent use actions to encode moves (perhaps punishing the agent for attempt-
ing illegal moves, and so on). A legal move by the agent results in a reward of
0 unless the game ends (via the agent’s move or the environment’s responding
move), in which case the reward is 1, 0, or −1 depending whether the agent won,
drew, or lost. After each game-ending turn, the board returns to its initial state
and the interaction resumes as if a new game has begun. To maximise rewards,
the agent basically must learn how to play chess. A good RL agent will gradually
do so. The same good agent, confronted instead with a game of Backgammon

2 Practitioners often abuse language and refer to agent-classes as agents. For example,
a Python programmer might write “from stable baselines3 import DQN” and refer
to the resulting DQN class as the deep Q learning “agent” when, in reality, that
object does not itself act. Rather, it must be instantiated (with hyperparameters),
and the instance then acts. Language is further abused: underlying an agent, there
is typically a model or policy (e.g., a neural network and its weights); once trained
using Reinforcement Learning, the model is often published alone, in which capacity
it merely acts in response to observations, and no longer has any mechanism for
learning from rewards or even accepting rewards as input. Practitioners sometimes
abuse language and refer to such pretrained models as “RL” agents. Thus, one
might say, “this camera is controlled by an RL agent”, when in reality the camera
is controlled by a model obtained by training an RL agent (an expensive one-time
training investment done on a supercomputer so that the resulting model can be
used on consumer-grade computers to control many cameras thereafter). The model
itself is not the RL agent—the weaker computer running the model does not give
the model rewards or punishments. These nuances cause no confusion in practice.
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or Go, would learn that too: a good agent is general-purpose, not depending on
built-in domain knowledge of any particular environment.

2.1 Are Humans RL Agents?

The way we formalized RL agents (Definition 1), humans are not RL agents,
because humans are not mathematical functions. But we would not be doing the
question justice with such an answer. Humans are not graph vertices either, yet
that does not prevent mathematical biologists from studying graphs in which
humans are vertices. There are two ways humans might be considered as RL
agents, which we will refer to as synthetic and organic.

1. (Synthetic) Humans could be considered in their capacity to perform in RL
environments. In other words, the typical human could compete in an “RL
tournament”, like a chess tournament except instead of playing chess, com-
petitors play various RL environments chosen secretly by the tournament
hosts. It would not be too large of an abuse of language to identify a human
with the agent she would act as if she were competing in such a tournament.

2. (Organic) One might try to consider reality itself to be an RL environment
in which the human acts as an RL agent, receiving observations equal to the
sum of all their sensory inputs, and receiving rewards in some physiological
form, such as physical pleasure and pain.

Treating humans as RL agents synthetically seems fairly non-controversial
(at least if humans are suitably idealized, e.g., assumed to live forever so as to
be able to continue environmental interactions forever). Strictly speaking, one
should be careful, since, for example, the same human might act differently in the
RL tournament at different times in their life. Thus, it might be more proper to
say that “at time t, such-and-such human would act as such-and-such RL agent
(if transported, at time t, to a totally isolated room where they can no longer
receive any other external stimulus that might change their behavior, to spend
the rest of eternity choosing actions in response to rewards and observations
displayed on a screen)”. One should also be careful to specify certain caveats, e.g.,
that unconscious humans or newborn babies should not be considered to be RL
agents in this way. Also, there might be some doubt about whether the human’s
actions in the RL tournament define a mathematical function, depending on
questions concerning free will. But as we mentioned above, other formalizations
of RL admit non-deterministic agents, which would apparently remove problems
related to free will.

Humans being RL agents in the synthetic sense does not imply much about
AGI. All it implies is that an AGI should be capable of performing in RL envi-
ronments (it does not even imply that an AGI should necessarily perform well
in said environments, unless one first argues that humans would perform well,
which does not seem like a trivial assertion). In the same way, the fact that
humans can play chess does not imply much about AGI, except that AGI should
be capable of playing chess.
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An interesting question to consider is: assuming humans are RL agents in
the synthetic sense, can humans design RL agents that are better than humans
themselves are? If so, is there a way to incentivize humans to do exactly this
within the RL framework itself, that is, is there an RL environment which would
reward the human agent exactly for designing superhuman RL agents? Or, is it
the case that humans are capable of designing superhuman RL agents, but their
motivations for doing so must necessarily transcend what can be expressed in
the RL framework?

If humans are RL agents in the organic sense, then that would seem to make
Silver et al.’s conjecture trivially true. But that is a much trickier claim. Here
are some of the problems involved:

– If humans are identified with their bodies, then Silver et al. themselves rule
out humans as organic RL agents, because they say: “The agent consists solely
of the decision-making entity; anything outside of that entity (including its
body, if it has one) is considered part of the environment” [23]. Certainly
our bodies include our brains and all the parts thereof, as well as our ner-
vous systems, our sense organs, and so on. So if humans are organically RL
agents then apparently this would entail some sort of controversial dualistic
metaphysics.

– The RL framework generally involves one agent interacting with the environ-
ment. Thus, if our shared reality is the environment, at most one of us is the
agent. One could perhaps consider reality to be composed of many environ-
ments, one for each agent (the reality from that agent’s point of view), or one
could consider a multi-agent version of RL such as that in [10]. Either way,
multiple humans are not RL agents in a common single-agent environment.

– It is not clear how rewards and observations work if humans are RL agents.
Am I punished the instant I touch the hot stove, or is my punishment delayed
while the information travels from my fingertips up to my brain?3 Is it delayed
while my brain processes and interpets it? See [24] for a discussion of intrinsic
reward vs. external signals.

One can certainly idealize humans and treat them as RL agents, in the same
way the physicist can assume a spherical cow. But considerable additional jus-
tification would be needed before one could jump from said idealization to the
conclusion that sufficiently strong RL agents are automatically AGI.

We think it might shed light on the matter if we compare the situation to
Newtonian physics. Authors frequently speak as if our universe is a model of
Newtonian physics, but it is understood that this is merely an approximation.
In the same way, it is often useful to speak of the human world as an RL envi-
ronment. Silver et al. do this, saying, for example:

3 To quote Aristotle: “For if ... one were to stretch a covering or membrane over the
skin, a sensation would still arise immediately on making contact; yet it is obvious
that the sense-organ was not in this membrane” [6].
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“A good reinforcement learning agent could thus acquire behaviours ... in
the course of learning to maximise reward in an environment, such as the
human world...” [23]

But it is not clear that the human world literally is an RL environment.
Certainly one can approximate the human world (through a particular human’s
point of view) as an RL environment. But care should be taken before committing
to this as literal truth. Given that it were literal truth, we could immediately
conclude that strong enough RL agents would manifest AGI. In the same way,
given that Newtonian physics were literal truth, we might immediately conclude
that the universe is Turing computable. But since the universe is not literally a
model of Newtonian physics, proponents of a Turing computable universe would
need to come up with some other argument. Likewise, if the human world is
not literally an RL environment, then some further argument would be needed
to prove that strong enough RL agents would necessarily manifest AGI. One
could argue in favor of a literally Newtonian universe by pointing to concrete
experiments whose outcomes are predicted by Newtonian physics. Likewise, one
could argue in favor of a literally RL environment human world by pointing to
‘reward being enough’ for various aspects of intelligence, as Silver et al. do. But
no matter how many experiments Newtonian physics predicts, there would linger
the question of whether there are other experiments we haven’t thought of yet,
where Newton would fail (and indeed there are: relativity or quantum theoretic
experiments). Are there aspects of human intelligence that RL is not ‘enough
for’? We do not know, but in the next section we will highlight one possible such
aspect of intelligence.

3 RL-Solving Intelligence

Much ingenuity has gone into the design of RL agents, from basic Q-learning
agents [25] to cutting-edge agents like DQN [16] and PPO [20]. Designing these
agents is certainly an intellectual task. If every intellectual task requires a certain
aspect of intelligence, then that goes for designing RL agents too, and we refer
to that aspect of intelligence as RL-solving intelligence.

If humans do not possess decent RL-solving intelligence, then, even if RL is
a path to AGI, it is not a practical path for humans. For the remainder of the
paper, we assume humans do possess decent RL-solving intelligence. Presumably
AGI should include all aspects of intelligence within human reach. Therefore, in
particular, AGI should include decent RL-solving intelligence. Thus, if RL is to
be a path to AGI, in particular RL would need to be a path to decent RL-solving
intelligence.
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In order for ‘reward to be enough for RL-solving intelligence,’ it seems there
would need to be environments that reward RL agents for designing RL agents4.
And thus, any sufficiently good RL agent, when interacting with these envi-
ronments, should eventually learn to design RL agents. Are such environments
possible?

Without some sort of self-referential ouroboros argument, it seems that the
question ‘Can RL learn RL?’ is a difficult obstacle if we want to assure ourselves
that RL can lead to AGI. Proponents are obliged to show, for example, that
RL agents can learn chess. But as soon as they do that, they themselves replace
one obligation with another: since RL agents can learn chess, RL agents should
be able to design agents who can learn chess5. If proponents demonstrate that,
they incur an even worse obligation: RL agents should be able to design agents
who can design agents who can learn chess. If proponents demonstrate that,
they oblige RL agents to design agents who can design agents who can design
agents who can learn chess. Trying to prove that RL agents are a path to AGI
is an endless task if one merely attacks individual aspects of intelligence one at
a time. To prove it would require short-circuiting the process somehow. In the
next section we will consider one way the process might be short-circuited.

4 Performance Measurement and Incentivizing RL-Agent
Design

We have argued above that if RL is to be a path to AGI then, in particular, since
AGI should include RL-solving intelligence, RL should be a path to RL-solving
intelligence. In other words, if RL is a path to AGI, then it should be possible to
use RL to design good RL agents. In this section, we will consider one possible
strategy for doing exactly this.

At a high level, we can imagine designing an environment in which an agent
is incentivized to design child agents. The problem is, how do we incentivize
the agent to design good child agents? If we merely reward the parent agent
for designing child agents, with no regard for how good those children are, then
the parent will be incentivized to churn out simple child agents in order to get
rewarded quickly. If only we had a way of measuring how good the child agent

4 One might object that there could be environments which reward some other behav-
ior, which behavior requires RL-agent-design as an intermediate step, rather than
rewarding RL-agent-design on its own. But how could we know this other behavior
requires RL-agent-design as intermediate step? Maybe a smart enough RL agent
would figure out a way to avoid the intermediate step—just as RL agents can learn
to exploit video-game bugs, or invent unanticipated new Go strategies, or just as
image classifiers can learn to associate rulers with malignant tumors [17]. Thus, to
be confident that an RL environment can incentivise RL-agent-design, it seems neces-
sary that there be an environment that directly rewards RL-agent-design as primary
objective, not merely rewarding some other behavior that requires RL-agent-design
as intermediate step.

5 Foreshadowed by [15].
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was, we could use that measurement to decide how to reward the parent: if the
parent designs a child with goodness 5, then give the parent a reward of +5; if
the parent designs a child with goodness 999, then give the parent a reward of
+999. This line of thinking leads to the following definitions.

Definition 2. By an RL-agent measure, we mean a function f which takes as
input (an encoding of) an RL agent π, and outputs a number.

Definition 3. For each RL-agent measure f , let Mf be the environment which
outputs rewards and observations according to the following instructions (suitably
encoded as in Example 1).

1. Generate a pseudo-random number k.
2. Prompt the parent agent to spend k actions encoding a child and a mathe-

matical proof6 that child is an agent. For example, output observations which
encode the message: “Please use k keystrokes to design and prove a child RL
agent”.

3. Using f , measure the child agent’s goodness (let the measure be −1 if the
parent agent did not encode a child and a proof that the child is an agent).

4. Give the parent agent the measurement from line 3 as a reward.
5. Goto 1.

Along the same lines as Example 1, when an agent interacts with Mf , the
interaction might look something like the following:

– Environment: Please use k = 17 keystrokes to design and prove a child RL
agent.

– Agent: jKr WwZmk5pk lqwE
– Environment: (Gives −1 reward). Please use k = 33 keystrokes to design and

prove a child RL agent.
– Agent: mlmWqq9Fg31x rRjNMkqulpio m jMy j
– Environment: (Gives −1 reward). Please use k = 29 keystrokes to design and

prove a child RL agent.
– (...Many turns pass...)
– Environment: (Gives −1 reward). Please use k = 107 keystrokes to design

and prove a child RL agent.
– Agent: (For the first time ever, agent gives a valid answer by dumb luck) Let

A be the agent that always takes action 0. Proof: Constant functions don’t
get stuck in infinite loops.

– Environment: (Gives f(A) = 0.000000000013 reward). Please use k = 981
keystrokes to design and prove a child RL agent.

– (...And so on forever, agent gradually learning the environment...)

Remark 1. The reason for the k in Definition 3 is to force the agent to design
child agents that maximize f . If we placed no requirement on how many actions
the agent may take encoding a submission, then, depending on f , the agent might

6 We assume some fixed background proof system such as ZFC or Peano Arithmetic.
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learn to spam simple agents for quick rewards. For example, if it is possible to
encode a child π (and proof of its agenthood) using 10 actions, with f(π) = 1,
and if all other children π′ had f(π′) ≤ 2, and if it requires at least 100 actions
to design any child agent π′ with f(π′) > 1, then the agent interacting with Mf

would be incentivized to repeatedly encode π, because quick rewards of +1 are
better than rewards of at most 2 coming ten times more slowly.

Remark 2. The reason for the proofs in Definition 3 is that in Definition 2 we did
not place any constraints on what happens if f is applied to an input that does
not encode an agent. Such constraints would make f non-computable since, by
Rice’s Theorem, there is no procedure for determining whether a given source-
code is indeed the source-code of an RL agent. Without such constraints, there is
the danger that line 3 of Definition 3 would induce an infinite loop. For example,
f(π) might be the result of measuring π’s performance on various benchmarks.
If π is a source-code of an agent-like function which sometimes gets stuck in
infinite loops (and is thus not a genuine agent), then f(π) might get stuck in
an infinite loop if one of those benchmarks causes π to get stuck in an infinite
loop. Thus, when using f to define an environment, one must take care only to
apply f to genuine agents. (We do have some evidence that RL agents can learn
to write mathematical proofs: see [12]).

Now, if f accurately measures how good an RL agent is, then it would seem
that Mf incentivizes RL agents to produce good RL agents. For, in that case, the
parent agent interacting with Mf would be rewarded based on the goodness of
the child agents that it designs. If we could come up with an f which accurately
measures how good an RL agent is, then we could run some good RL agents (such
as DQN or PPO, assuming those are good RL agents) on Mf and see whether
they eventually produce good children. If they do, that would be evidence in
favor of Silver et al.’s conjecture.

Remark 3. An RL-measure f of Definition 2 gives a single numerical measure-
ment to an agent. Generally speaking, any given agent will perform well in some
environments and poorly in others. Thus, if f measures how well the agent per-
forms, it evidently must do so in an aggregate sense: performance aggregated
across all environments (or over some subset of environments of interest to us).
Thus, an agent being good, as measured by f , does not automatically imply the
agent performs well at Mf (in the same way that a candidate winning a high
percentage of votes does not imply the candidate necessarily wins such-and-such
individual’s vote). Silver et al.’s conjecture would, in a sense, be trivially true if
good aggregate performance implied good performance at Mf .

Are there any RL-agent measures f which accurately measure how good
an RL agent is? What does that even mean? Silver et al. do not offer any such
measure in their paper, which is disappointing since, without such an f , it is hard
for us to understand exactly what they mean when they speak of “sufficiently
powerful reinforcement learning agents”: what does it mean for an RL agent to
be “sufficiently powerful”?
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Various measures have been proposed by other authors besides Silver et al.
Probably the best known is the Legg-Hutter universal intelligence measure
[13]. The Legg-Hutter universal intelligence measure is, unfortunately, non-
computable. Legg and Veness describe [14] a computable approximation for
the Legg-Hutter universal intelligence measure. Building off of Legg and Hut-
ter’s work, Hernández-Orallo and Dowe propose [9] additional measures. These
authors have given informal arguments that their proposed measures capture the
aggregate performance of RL agents (which they describe as the “intelligence”
of RL agents), but it is not clear whether such aggregate performance is what
Silver et al. have in mind when they speak of “sufficiently powerful reinforce-
ment learning agents”. In any case, it would be interesting to take some of these
proposed measures as our f and see what happens when we run state-of-the-art
RL agents in the resulting environment Mf . It would be remarkable if, by doing
so, and taking some of the resulting child agents, we found those resulting child
agents to be good: if so, then by automating the design of those children, we
would have succeeded at automating AI research, in a sense. And if said children
turned out to be even better than the state-of-the-art RL agents which we used
to design them, that would be most astonishing, maybe even the beginning of
the singularity. But for reasons outside the scope of this paper, we are skeptical
that such dramatic success would occur.

5 Discussion

We have argued that before we can conclude that RL is a direct path to AGI (as
Silver et al. conjecture it is), we ought first to establish that RL is a direct path
to RL-solving intelligence. In this section, we discuss some anticipated objections
to this thesis. We also anticipate and argue against some anticipated arguments
that Silver et al.’s conjecture is trivial.

5.1 Agent-Design is Too Complicated or Expensive of a Problem

Silver et al. write [23]:

The agent system α is limited by practical constraints to a bounded set
[19]. The agent has limited capacity determined by its machinery (for
example, limited memory in a computer or limited neurons in a brain).
The agent and environment systems execute in real-time. While the agent
spends time computing its next action (e.g. producing no-op actions while
deciding whether to run away from a lion), the environment system con-
tinues to process (e.g. the lion attacks). Thus, the reinforcement learning
problem represents a practical problem, as faced by natural and artificial
intelligence, rather than a theoretical abstraction that ignores computa-
tional limitations.

One might argue that RL agent-design is too sophisticated and does not fall
within the above constraints. Is RL agent-design merely a theoretical abstraction
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that ignores computational limitations? If so, does that absolve Silver et al.’s con-
jecture from requiring that RL lead to RL-solving intelligence? Well, this touches
on the nature of what exactly AGI is. Is AGI merely required to include those
aspects of intelligence which humans can reach while in a panicked state in front
of a lion? We would argue the answer is “no”. In our opinion, AGI should include
whatever humans are capable of, whether those humans are panicking in front of
a lion, leisurely enjoying a sabbatical year at a research lab, or even collaborat-
ing in a huge elite well-funded team assisted by state-of-the-art supercomputers.
If humans are capable of designing good RL agents (even if it requires a huge
collaborative effort and scaled up cloud computing), then AGI should also be
capable of designing good RL agents. The AGI might require access to similar
resources as the human RL researchers have access to, and if good RL agent
design requires n collaborating humans then maybe it requires n collaborating
AGIs as well (as foreshadowed in [4]). But AGI should certainly be capable of
creating good RL agents, if humans are capable of doing so. And if RL is a path
to AGI then that means RL should be capable of designing good RL agents.

5.2 What About Evolution?

A critic might argue that the process of human evolution has been an instance
of RL, implying that RL suffices for human intelligence. But evolution does
not directly have anything to do with rewards. Rather, evolution is about the
natural selection of random mutations. An organism with a mutation unsuitable
for its environment is less viable, so such mutations tend to be weeded out. An
organism with a mutation beneficial for its environment is more viable, so such
mutations tend to proliferate. Nowhere in this process does evolution punish or
reward the organisms in question for their behavior or for any other reason. We
might sometimes abuse language and speak as if evolution is a personified entity
that gives an organism an offspring as a “reward” or gives an organism death
as a “punishment”. But this is only a manner of speaking: evolution does not
literally walk around handing out rewards and punishments.

It is tempting to try to measure the fitness of an organism using some sort
of fitness function (e.g., the number of the organism’s children, or other similar
functions proposed in [24]). If such a fitness function accurately captured the
process of evolution, we might derive an RL-style reward function from it (e.g.,
the organism gets +1 reward whenever it has a child). A simplistic fitness func-
tion like the number of children an organism has in its life does not accurately
capture the process of evolution, because an organism can have many children
and yet still be unfit, if all those children are unfit. A more accurate fitness
function would be inherently self-referential: the fitness of an organism would
depend on the fitness of its children and later descendants.

For example, suppose a mutation increases both fertility and heat susceptibil-
ity. Initially, the mutant would reproduce faster, and its children would reproduce
faster, and their children, if heat waves were rare enough. Its descendants might
enjoy greater fertility for many generations. But if the next heat wave kills all
those descendants, then the original organism was not more fit after all.
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Examples like the above motivate us to ask questions like:

– Which is more viable, the organism with 20 weak children or the organism
with 3 strong children?

– Which is more indicative of viability: having one’s 100th child, or having one’s
first great-great-great-great-grandchild?

These questions seem open-ended, and we doubt there is a canonical way to
answer them. Thus, even if we had knowledge of the distant future descendants
of a currently-living organism, it would still be nontrivial to aggregate that
knowledge into a single fitness number. Turning that hypothetical aggregate
number into an RL reward-signal is even less realistic. Thus, we doubt evolution
fits in the RL framework.

5.3 Just Pick an Agent and Incentivise its Design

Let k be the source-code of some RL agent. Can we cheat in the following way?
Design an RL environment in which agents are rewarded for typing k, verbatim.
Any time an agent differs from typing k, the agent is punished and forced to start
over. This would trivially incentivise agents to type k (and hence, the objection
argues, to design the agent with code k).

The problem with this is that the proposed cheating environment does not
actually incentivize any kind of creativity, ingenuity, or any other aspects of
intelligence that go into RL agent design. Likewise, we would not say that an
environment teaches an agent to play chess if the environment merely teaches
the agent to use a particular fixed chess-strategy built into the environment.
Thus the objection is invalid. What the objection does show, however, is that
some care would be needed in order to mathematically formalise what it means
for an RL environment to incentivise RL agents to design RL agents.

5.4 Incentivise the Agent to Type Its Own Source-Code

It is interesting to consider whether an environment could incentivise an agent
to type its own source-code. Arguably, such an environment would indeed incen-
tivise RL agents to design RL agents, and in fact to do so in a particularly
elegant way, as if a human were to invent an AGI through a process of intro-
spection culminating in the human writing her own source code.

We tentatively opine that such environments, unfortunately, do not exist.
The reason for our opinion is as follows. There seem to be epistemological limits
to how well an RL agent can possibly know7 its own source-code. For exam-
ple, suppose an RL agent has source-code k. We could place the agent in an
environment which, on every turn, displays a message saying8: “Please act dif-
ferently than how the agent with source-code k would act in response to this
7 Here we use the word “know” in the sense of “act as if it knows”. This is similar to

how knowledge is treated in [5].
8 This environment has similarities to Yampolskiy’s impossible “Disobey!” [26].
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action-observation history; you will be rewarded for doing so, and punished if
you disobey”. The agent would be logically unable to comply with the request,
because the agent has source-code k and must therefore act accordingly even if it
tries not to. The environment could even augment observations with additional
info such as, e.g., “On the previous input, the agent with source-code k only
required 84926 steps to halt”, which would enable the agent to verify that the
environment has been telling the truth so far (the agent would need this addi-
tional info in order to reliably verify the environment’s previous warnings, due to
the Halting Problem). Thus, the agent must be ignorant of its own source-code
or of its own agenthood. For if it knew both, then it could infer: “I can safely
run k in order to compute how the environment wants me to act—k will not get
stuck in an infinite loop, because if it did, k would not be an agent, but I know I
am k and I know I am an agent so I know k is an agent”. This is an RL version
of a more general epistemic limitation on knowing agents, that a knowing agent
can know its own truthfulness or know its own code, but not both [1–3]. For this
reason I opine that an environment cannot incentivize RL agents to type their
own source codes. Of course, more work would be needed to make these informal
speculations rigorous.

5.5 RL Doesn’t Need to Directly Solve RL, it only Needs to Help
Us Solve RL

One might object that it is not necessary for RL to directly solve RL in the sense
of there being an environment which incentivises RL agents to design RL agents.
For example, maybe the development of sufficiently powerful RL agents would
allow us to develop a new programming language (or a new brain-computer
interface mechanism, or a new type of electrode, or a more efficient CPU model,
etc.) which would help us achieve AGI.

We do not deny that RL could lead to advancements like those listed above,
nor that such advancements could help us achieve AGI. But we do not think it
would be appropriate to say that in that case RL “directly” lead to AGI. In the
same way, the inventor of the sail is not directly credited with the discovery of
America. If one were to claim that by leading to advancements like the above,
RL would directly lead to AGI, then, by the same logic, one could claim that,
e.g., ‘a word processor is enough’. Or, ‘Turing machines are enough’, or, ‘binary
is enough’, or even, by a famous result due in part to this workshop’s keynote
speaker, ‘Diophantine equations are enough’ [8].

6 Conclusion

Silver et al. proposed [23] that ‘reward is enough’, and that sufficiently strong
reinforcement learning (RL) agents offer a direct path to Artificial General Intel-
ligence (AGI). This was motivated by arguing that various aspects of intelligence
subserve the maximisation of reward. They conjectured that a sufficiently good
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RL agent should offer a direct path to AGI. We responded by asking ‘Can RL
learn RL?’ and we discussed this question.

We pointed out that if humans have decent RL-solving intelligence (by which
we mean the aspect of intelligence used to design RL agents), and if AGI is at
least as intelligent as humans, then AGI should have decent RL-solving intel-
ligence. Thus, if RL agents are to offer a direct path to AGI, then RL agents
should be able to learn to design RL agents. We discussed why this complicates
the task of convincing ourselves that RL agents offer a path to AGI.

We discussed an environment Mf , depending on a function f which measures
RL agents in some way, which incentivizes agents to design child agents so as to
maximize the value of f on those child agents. Thus, if f measures how good an
RL agent is, then Mf would incentivize RL agents to design good RL agents. We
speculated about whether such an f is possible, and about what would happen
if we ran state-of-the-art RL agents on the resulting Mf .
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CoSim-CPS 2021 Organizers’ Message

CoSim-CPS is the premier workshop on the integrated application of formal methods
and co-simulation technologies in the development of software for Cyber-Physical
Systems. Co-simulation is an advanced simulation technique that allows developers to
generate a global simulation of a complex system by orchestrating and composing the
concurrent simulation of individual components. Formal methods link software spec-
ifications and program code to logic theories, providing means to exhaustively analyze
program behaviors. The two technologies complement each other. Developers can
create prototypes to validate hypotheses embedded in formal models, in order to ensure
that the right system is being analyzed. Using formal methods, developers can gen-
eralize the results obtained with co-simulation, enabling early detection of latent design
anomalies.

This year’s workshop was held online, due to the COVID-19 situation around the
world. The event included live online presentations, as well as discussions online and
offline, all through a virtual conference platform.

Our keynote speaker, Paolo Bellavista, talked about enabling distributed and hybrid
digital twins in the Industry 5.0 cloud continuum. The efficient exploitation of the cloud
continuum (industrial cloud, edge cloud, 5G/6G base stations, fog nodes) is a key
factor for future Industry 4.0 applications. The keynote offered an overview of the
state-of-the-art architectures and technologies in the field, with a specific focus on how
to efficiently design and implement distributed and hybrid digital twins. The presented
cases of digital twins are distributed because they are executed over differentiated cloud
continuum virtualized resources and by changing their location dynamically. They are
also hybrid because they combine data-driven machine learning models and simula-
tions based on mathematical-physical modeling of the systems they represent.

The workshop was held in three sessions, the first one being about convergence and
stability of co-simulations, the second about maritime applications, and the third about
automotive and aircraft applications and frameworks. We received a total of eight
submissions, seven of which were accepted for presentation and publication. Each
manuscript received three anonymous reviews, after a five-day bidding period and
before a final three-day consensus discussion period.

We are grateful to the Program Committee for the dedication to the critical tasks of
reviewing the submissions. We are also grateful to members of the Organizing
Committee of SEFM for making the necessary arrangements – especially in the difficult
circumstances of this year – and helping to publicize the workshop and prepare the
proceedings. Finally, we thank the authors for their efforts in writing their papers and
for the excellent presentations.

March 2022 Cinzia Bernardeschi
Cláudio Gomes

Maurizio Palmieri
Paolo Masci



Organization

Program Committee Chairs

Cinzia Bernardeschi University of Pisa, Italy
Cláudio Gomes Aarhus University, Denmark
Maurizio Palmieri University of Pisa, Italy
Paolo Masci National Institute of Aerospace (NIA), USA

Program Committee

Julien A. dit Sandretto ENSTA ParisTech, France
Swee Balachandran National Institute of Aerospace (NIA), USA
Mongi Ben Gaid IFPEN, France
Jörg Brauer Verified Systems International GmbH,

Germany
Paul De Meulenaere University of Antwerp, Belgium
Andrea Domenici University of Pisa, Italy
Aaron Dutle NASA, USA
Adriano Fagiolini University of Palermo, Italy
Francesco Flammini Linnaeus University, Sweden
Ken Pierce Newcastle University, UK
Antonella Longo University of Salento, Italy
Akshay Rajhans MathWorks, USA
Rudolf Schlatte University of Oslo, Norway
Neeraj Singh INPT-ENSEEIHT/IRIT and University

of Toulouse, France
Casper Thule Aarhus University, Denmark



Enabling Distributed and Hybrid Digital Twins
in the Industry5.0 Cloud Continuum

Paolo Bellavista(B)

Alma Mater Studiorum University of Bologna, 40122 Bologna, Italy
paolo.bellavista@unibo.it

Abstract. The efficient exploitation of the cloud continuum (interworking of
industrial cloud, edge cloud, 5G/B5G base stations, and fog node technologies)
is a key factor for future Industry4.0 and beyond applications. For instance, with
their ability to work more locally to data sources and to controllable actuators,
cloud continuum-based solutions are considered very promising for dynamic
manufacturing line control/reconfiguration and for sustainability optimizations
(reduction of power and materials consumption). In these contexts, privacy, data
sovereignty/control, latency, reliability, and scalability are crucial. This short
paper, summarizing some key concepts from the associated keynote speech, aims
at offering an overview of the concept of Digital Twins (DTs) for Industry5.0
[1] and at showing some primary and state-of-the-art solution guidelines that are
emerging in the field. In particular, in our H2020 IoTwins project [2], we promote,
design, implement, and evaluate Industry5.0 DTs that are both distributed because
they are able to run over differentiated cloud continuum virtualized resources, also
by changing their location dynamically, and hybrid because they combine data-
driven machine learning models and simulations based on mathematical-physical
modeling of the cyber-physical systems they represent. Distributed and hybrid
DTs based on cloud continuum technologies are showing their effectiveness and
efficiency in different application cases and scenarios, as demonstrated by our
experience of IoTwins testbeds development.

Keywords: Digital Twins · Industry 5.0 · Cloud continuum · Edge cloud
computing · IoTwins EU project · Testbed development and evaluation

1 Architectural Guidelines for Distributed and Hybrid DTs

Fulfilling the Industrial Internet ofThings (IIoT) promise of autonomous interoperability,
solution agility, and flexible reconfiguration of production chains, it is expected not only
that the number of interconnected physical devices in the manufacturing domain will
increase drastically, but also that there will be a strong need to interact with global/local
cloud/edge services to act intelligently andflexibly. This introduces numerous challenges
to industrial networked computing environments, which are traditionally quite static and
isolated. First, IIoT environments will have to serve a wide range of industrial appli-
cations with different Quality-of-Service (QoS) requirements, ranging from traditional,
time-sensitive, and reliable closed-loop control systems to event-driven, delay-bounded,
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or best-effort sensor traffic. Second, these applications will have to fully grasp the poten-
tial benefits of the Cloud-to-Things Continuum (C2TC) [3], by exploiting resource virtu-
alization and dynamic management of support/service components over industrial edge
gateways, Multi-access Edge Computing (MEC) telco nodes (as standardized in ETSI
specifications), and the global cloud. Third, in the reconfigurable factories of the future,
the end-to-end QoS of co-existing applications will require to be managed, even when
new C2TC industrial applications are dynamically introduced/removed. Fourth, several
connectivity options (5G/6G, TSCH, WiFi7, …) will gradually be introduced into pro-
duction lines, by opening new opportunities of QoS specification and control, but also
new challenges for heterogeneous QoS-constrained management.

In these very challenging scenarios and application cases, Digital Twins (DTs) are
gaining relevance as comprehensive, actionable, digital representations of industrial
physical systems and their behavior [4, 5]. DTs, in fact, provide a software copy of
a physical asset by reflecting its properties, behaviors, and relationships according to
the operational context. The physical and software counterparts mutually cooperate
and co-evolve for enabling features such as device control, simulation, analytics, and
more generally, the ability to dynamically enhance the functionality associated with
physical objects and the optimization of its operation, management, and maintenance.
For instance, DTs are a crucial enabling technology to detect and diagnose anomalies,
to determine an optimal set of actions that maximize key performance metrics, and to
effectively and efficiently enforce on-line quality management of production processes
under latency and reliability constraints.

We strongly believe that future, effective, and efficient DTs for Industry5.0 have to
be distributed, hybrid, and based on cloud continuum technologies. On the perspec-
tive of their distribution, for enhancing flexibility and data/control locality,DTs should be
organized in a hierarchy of three layers: i) directly at IoT devices, whenever possible, IoT
twins are lightweight models of specific components, performing big-data processing
and local control for quality management operations; ii) edge twins have to be deployed
at plant gateways and/or at emerging MEC nodes, thus providing higher level control
knobs and orchestrating Internet of Things (IoT) sensors and actuators in a production
locality; and iii) cloud twins are in charge of most time-consuming and resource-greedy
operations, such as (typically off-line) parallel simulation and deep-learning, feeding
edge twins with pre-elaborated or reduced order models to be efficiently executed at
industry premises for monitoring/control/tuning purposes.

These distributed and interworking DTs should be cloud continuum-oriented, i.e.,
run at and use local virtualized resources (based on full virtual machines or on different
types of possible heterogeneous containers). This opens up excellent opportunities of
dynamic deployment and offloading/in-loading of needed behavior at runtime [6], but
also poses very tough and challenging technical issues in terms of performance isolation,
quality control, and middleware/application interference [7]. Finally, on the perspective
of simulation models and technologies, DTs have to make use of hybrid modeling
approaches, i.e., combining pure data-driven machine learning techniques with more
traditional simulation models and tools, typically based on the physical modelling of the
behavior of the twinned cyber-physical system.
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2 The IoTwins H2020 Project

By following the above design principles of distributed and hybrid DTs based on cloud
continuum technologies, the H2020 IoTwins project [2] aims to lower the barriers for
building C2TC systems and services based on big data for the domains of manufac-
turing and facility management, by harmonizing standards to enable interoperability,
and by developing an easy-to-use service layer that facilitates and decreases the cost of
integration and deployment. To this purpose, IoTwins proposes a framework for a seam-
less, straightforward, and loose integration of already developed and deployed industrial
software components running in typical long-lived industrial test-beds. The high-level
distributed architecture of the IoTwins platform is depicted in Fig. 1, where you can
notice, for example, that traditional machine learning training is first performed at cloud
resources (integrated with agent-based and physical simulations), then refined at edge
nodes (also with Federated Learning approaches [8]), with the possibility to run already
trained anomaly detection algorithms also at IoT nodes.

Fig. 1. The concept of distributed and hybrid DTs for the cloud continuum in IoTwins.

The IoTwins architecture above has been implemented, prototyped, and evaluated
into different possible incarnations, suitable for different application cases and deploy-
ment environments. For example, one incarnation is a novel platform based on the
extension of Indigo PaaS and exploiting edge cloud virtualized resources via Mesos; the
platform originally implements distributed orchestration based on enhanced TOSCA
templates for the C2TC. Another incarnation of the IoTwins architecture is a platform
deriving from the integration of more proprietary Siemens solutions for the distributed
monitoring and control of smart grids, which are deployed at wide-scale in the Wien
metropolitan environment together with network and control equipment by TTTech. Let
us also note that, for maximum interoperability, openness, and future extensibility, the
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IoTwins architecture is compliant with the most widespread standard Industry4.0 archi-
tectural specifications, such as the Reference Architectural Model Industrie 4.0 (RAMI)
and the Industrial Internet Reference Architecture (IIRA) [9].

To practically and tangibly show the advantages of the adoption of distributed and
hybrid DTs designed according to the IoTwins guidelines, we have already developed
a series of testbeds and associated Industry5.0 applications; these tangible testbeds are
crucial to promote the adoption of our C2TC techniques in large companies and SMEs,
by showing the feasibility and efficiency of the proposed approach in practical cases. To
this purpose, twelve testbeds have been implemented, some of them in themanufacturing
domain (prescriptive maintenance for wind turbines, accurate modelling of machine tool
spindle behavior, optimization of the crankshaft manufacturing production process, and
defect reduction in closure manufacturing lines), in the facility management domain (the
Barcelona Camp-Nou stadium during crowd upload/download, energy optimization of
the Cineca HPC site, and predictive management of electric smart grid in Wien), and in
other cases similar to the previous ones but at a different scale. The performance results
and economic advantages of the IoTwins adoption have been already measured in those
testbeds and are showing the effectiveness, efficiency, and flexibility of dynamically
distributing our Industry5.0 platform on every node belonging to the C2TC chain. For
finer technical insights about the technologies, middleware, algorithms, and protocols
integrated in the IoTwins architecture, please see [2], where a significant part of the
IoTwins project results are made publicly available for the community of researchers
and practitioners in the field.
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Abstract. The synchronization between a Digital Shadow (DS) and a
Cyber-Physical System (CPS) is paramount to enable anomaly detec-
tion, predictive maintenance, what-if analysis, etc. Such synchronization
means that a simulation reflects, as closely as possible, the states of the
CPS. The simulation however, requires the complete initial state of the
system to be known, which is often infeasible in real applications. In our
work, we study the conditions under which knowing the initial state of
the system is irrelevant for a simulation to eventually synchronize with
the CPS. We apply traditional stability analysis to answer this question
for linear periodic systems. We demonstrate the method using a simple
but representative system, an incubator with a periodic control signal.

Keywords: Digital Shadow · Cyber-Physical System · Stability ·
Tracking

1 Introduction

A DS is a type of monitoring system. It contains not only the digital version of
the system but also amounts of services that can improve the value of the physical
system. One of the services could be real-time simulation that accurately mimics
a CPS and its environment, and it is paramount to enable many of the benefits
that the Digital Twin vision offers, such as the improvement of productivity
[1], automation [3], system intelligence [13], and more. A DS is also key in,
for example, anomaly detection that can prevent failures by triggering alarms,
so new process conditions can be employed in time to increase asset lifetime.
Figure 1 shows two possible architectures for enabling anomaly detection.

One architecture that is an easy way to realize the anomaly detection mainly
consist of the real-time simulation of a plant model (P ′

PT in Fig. 1), feeding all
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inputs from the real plant to a simulation model, and observing whether the
resulting behavior matches the measured. This concept is illustrated in Fig. 1
(when omitting the Kalman filter). Figure 1 also shows a second architecture,
in which the Kalman filter is taken into account. Here, the latter architecture
requires partial state measurement from the plant.

Fig. 1. Illustration of the two architectures for anomaly detection. One architecture
is represented by the solid lines. Another one is the previous one combined with the
Kalman filter.

When applicable, the Kalman filter architecture is superior to the real-time
simulation architecture because the Kalman filter utilizes the state measurement
data and the prediction data from a model, which makes it suffer less from state-
drift problems. In contrast, the real-time simulation architecture does not take
into account the state measurement data. State drifting is most commonly known
in localization problems, where, for example, a moving object’s acceleration and
velocity are measured through an accelerometer and integrated to obtain the
position. Here, assuming that the initial position and velocity are known, the
process of integrating (essentially simulating a point mass system) yields the
position over time, which almost always diverges from the real position of the
moving object. Figure 2 shows one reference trajectory (in green), one tracking
simulation trajectory that was started from different initial conditions (in blue),
and two trajectories that are diverging.

The application of the Kalman filter is, however, not always possible as it
requires a model to obey a certain structure. For instance, it requires the ability
of updating the state of the model, which makes black-box models difficult to
extend with Kalman filters. For example, the authors in [4] had to propose an
extension to the Functional Mockup Interface (FMI) standard version 2.0 [2], to
be able to apply Kalman filters.

In this paper, we focus on the conditions that make it possible for a real-
time simulation architecture (without a Kalman filter) to avoid state drifting.
Since real-time simulation models can utilize co-simulation interfaces [10], this



Digital Shadow Tracks a Periodic Linear Physical System 145

Fig. 2. A reference trajectory (line 4), and one converging tracking simulation that is
started with different initial conditions (line 2). The line 3 and line 1 curves depict
tracking simulations that suffer from state drifting. (Color figure online)

approach can be applied to virtually any black-box model. In the approach, we
employ traditional stability analysis to demonstrate that a periodic linear system
can be accurately tracked by a real-time simulation, even if the initial state of
the plant is unknown. We exemplify the application of the method by using an
open-loop incubator system, based on our previous work in [6,7]. The analyses in
this work are limited to systems that are periodic and linear, and our incubator
system fulfills these conditions.

We have empirical evidence that the closed-loop incubator system can also
be tracked by real-time simulations, and we expect that more advanced stability
analysis can be applied to CPSs that are non-linear or hybrid. The stability of
these systems has been studied extensively (see, for example, [9,11,12,14,15]),
and in future work, we seek to apply these methods to the closed-loop periodic
systems as well.

The rest of the paper is organized as follows: Sect. 2 gives the background
for the work, and details how to discretize continuous-time linear systems (an
important step in our proposed method). Then, in Sect. 3, we introduce our
contribution and apply it to the analysis of the incubator system. Next, Sect. 4
corroborate the results of the theoretical analysis with experimental results, and
finally, Sect. 5 concludes the paper and discusses future work.

2 Background

This section gives background of the physical incubator system and its continu-
ous and discrete-time models.

2.1 Incubator System

The incubator is a system that has the ability to regulate the temperature within
an insulated container. A systematic diagram of the incubator is illustrated in
Fig. 3 and Fig. 5 (right) shows a picture of the physical system.
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Fig. 3. Schematic overview of the incubator. The physical system can be seen in Fig. 5
(right).

The main components of our incubator system are an insulated container,
a heatbed, a fan, three temperature sensors, and a controller. The heatbed is
used to generate heat energy for heating the air inside the insulated container
(referred to as “air temperature”), and it has two different states, on and off.
The fan circulates the air, to achieve a more uniform temperature distribution.
There are three sensors, two of which are used to measure the air temperature
and one for the ambient room temperature. In the experiments, the fan is always
on, but the controller can regulate both the heatbed and fan states. For detailed
information about the incubator, see [7].

In this work, we configure the controller to turn on and off the heatbed in
periodical intervals. This approach is in contrast with the closed-loop controller
introduced in [7], which activates the heatbed based on the measured tempera-
ture. To keep the temperature relatively low in the experiments (defined here as
<50 ◦C), we set the on-state to be shorter than the off-state (6 vs. 27 s).

2.2 Models

The state variables that enter our time-dependent thermal model of the incu-
bator system are the air and heatbed temperatures, Tbair and Theater. Here,
we consider the rate of energy to establish an Ordinary Differential Equation
(ODE). In reality, the temperature of the system is not completely uniformly
distributed, meaning that Tbair and Theater are lumped state variables. While
Theater is not directly measured from the system, we consider the average of the
signal from the two internal temperature sensors to be representative of Tbair.
The ODEs read
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dTheater

dt
=

1
Cheater

(V I − Gheater(Theater − Tbair)) (1a)

dTbair

dt
=

1
Cair

[Gheater(Theater − Tbair) − Gbox(Tbair − Troom)], (1b)

For more details, see [5]. In Eq. (1), C denotes the lumped thermal capacity, G
is the effective heat transfer coefficient, Troom is the ambient room temperature,
and V I represents the product of the voltage and the current representing the
power of the heatbed when turned on.

To use Eq. (1) in stepwise simulations, it is necessary to convert it to a
discrete-time model. In this paper, we give a brief explanation of the steps needed
to accomplish this, but readers who are interested in more details can refer to
[8].

In general, linear and continuous-time dynamical systems can be converted
into a state-space model that has the generic form:

ẋ(t) = Ax(t) + Bu(t) (2a)
y(t) = Cx(t) + Du(t). (2b)

The solution of Eq. (2a) is given as

x(t) = eA(t−t0)x(t0) +
∫ t

t0

eA(t−τ)Bu(τ)dτ. (3)

Using Eq. (3), the temperature state at any time instance can be obtained. In
Eq. (3), we can see that the initial point of x(t0) is necessary when approxi-
mating the model behavior. However, in a computational unit, it is not possible
to generate continuous behaviors, as it has to be sampled which is a discrete-
time behavior. If an interval of the sampling process is T , then the time series
is 0, T, 2T, . . . , kT, (k + 1)T, . . ., where k is an integer. In addition, the inputs
between two sampling instants are constants, which means that u(τ) = u(kT )
for kT ≤ τ ≤ (k + 1)T . In Eq. (3), let t0 = kT . Then the next sample we can
obtain is x((k+1)T ), thus we set t = (k+1)T . Substitute these back into Eq. (3)
and we have

x((k + 1)T ) = eA(T )x(kT ) +
∫ (k+1)T

kT

eA((k+1)T−τ)Bdτu(kT ). (4)

Since the T is known, we can simplify Eq. (4) into the form of

x(k + 1) = A′x(k) + B′u(k), (5)

where A′ = eAT , B′ =
∫ (k+1)T

kT
eA((k+1)T−τ)Bdτ . Note that Eq. (5) is similar to

Eq. (2a) but the coefficients are different and the time interval between x(k + 1)
and x(k) is T .

To summarize, Eq. (5) is the discrete-time model of the continuous-time
model of Eq. (2) and it is feasible to implement Eq. (5) to generate behaviors in
a computational unit. In the section below, we show how to apply this technique
to prove that simulations of the incubator system will converge towards the real
system behavior.
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3 Stability Analysis of Periodic Linear Systems

This section gives an introduction about the stability of a dynamic system and
how to utilize it to tackle the issues of tracking a periodic physical system under
unknown initial conditions.

Stability is a property of a dynamic system. A pendulum, for example, is
a stable system. Regardless of what the initial state of a pendulum is, unless
perfectly upright, the pendulum will oscillate around the equilibrium point that
is the state of vertical down if it is a perfect pendulum and has no friction.
However, if there is friction, the pendulum will eventually go into the state of
vertical down as its initial gravitational potential energy is consumed by friction
and other energy losses. This is called asymptotic stability that is the property
that a system will eventually converge to a stable state when it is started close
to one.

Accordingly, a simulation of the incubator system can be started with differ-
ent initial conditions that will all eventually converge to its single stable state.
This also applies for the true initial conditions, and this property alleviates the
issue of having unknown initial conditions.

While it does not make sense to talk about a stable periodic incubator sys-
tem, because the temperature will continuously oscillate, we can transform the
system into an equivalent system that represents the temperature evolution at
certain periods of time. This new system is then asymptotically stable, which is
illustrated in Fig. 4, where the solution to the original system is not asymptoti-
cally stable, but the equivalent sampled discrete-time system is.

Fig. 4. This figure illustrates how the probed temperature is not asymptotically stable,
but the equivalent sampled discrete-time system is.
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The incubator continuous-time model is presented in Eq. (1). For simplicity,
we use the generic discrete-time model of Eq. (5) to represent the incubator.
Note that to convert the continuous-time model to a discrete-time model, the
sampling rate that is the T in Eq. (4) is needed and we call it Tsampling. Note that
the Tsampling is normally chosen according to the system based on the hardware.
In addition, we set A′ and B′ to A and B respectively for consistency. Then we
have a linear system in the form of

x(k + 1) = Ax(k) + Bu(k). (6)

The controller only controls the states of the heatbed that are on (heating for
short) or off (cooling for short), and we assume the room temperature is constant
in between controller samples. As a result, the u(k) has to be either

[
V I Troom

]T

or
[
0 Troom

]T . Substitute the two u(k) back to Eq. (6), then we obtain two
different models that indicate the advancements of temperatures in terms of
heating or cooling. These two models are given by

x(k + 1) = Ax(k) + M (7a)
x(k + 1) = Ax(k) + N, (7b)

where Eq. (7a) is the model of heating and Eq. (7b) of cooling. In each sampling
step, Tsampling, either of the models in Eq. (7) is executed and therefore, the
time for heating (Theating) or cooling (Tcooling) should be equal to n · Tsampling,
where n is a non-negative integer.

To highlight the main idea of the method, suppose that the controller
always switches from heating to cooling at every time sample, which means
that Theating = Tsampling and Tcooling = Tsampling. Then, if we start with the
heating state at time step k, the temperatures at next time step k + 1 is

x(k + 1) = Ax(k) + M. (8)

Afterward, the incubator goes to the cooling state from time step k+1, thus the
temperatures at time step k + 2 are obtained by Eq. (7b)

x(k + 2) = A(Ax(k) + M) + N

x(k + 2) = A2x(k) + AM + N.
(9)

Equation (9) represents the temperatures during one period of heating and cool-
ing. If the initial k is 0, we get the temperatures at time step 2 according to
Eq. (9). If the periodic control signal continues, we have the equation represent-
ing the temperatures at time step 2k

x(2k) = A2kx(0) + (AM + N)(A2k−2 + A2k−4 + . . . + A0). (10)

Note that Eq. (10) is only valid for Theating = Tsampling and Tcooling = Tsampling.
If Theating = m ∗ Tsampling and Tcooling = n ∗ Tsampling, where m and n are
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integers, then in order to obtain Eq. (10), it involves m times and n times com-
positions of Eq. (7a) and Eq. (7b) respectively.

If the eigenvalues of the matrix A that represents the properties of the sys-
tem are less than 1, which means the system is stable, then limk→+∞ A2k = 0.
As a result, the temperatures at time step 2k, when k is large enough, is
x(2k) = (AM + N)(A2k−2 + A2k−4 + . . . + A0), which is independent of the
initial conditions, x(0). If the absolute value of all eigenvalues of the matrix A
are less than 1, then (AM + N)(A2k−2 + A2k−4 + . . . + A0) converges. This
means under such a periodic control signal, the temperatures will eventually
convergence toward limk→+∞(AM + N)(A2k−2 + A2k−4 + . . . + A0) no matter
the initial conditions. This proves that a DS can track a periodic system even
when the initial conditions are unknown.

If the absolute value of one of the eigenvalues of A is bigger than 1, a system
is not stable and there are no stable states. In this case, a DS would not be able
to track the periodic system without knowing the initial conditions.

Overall, if a system is stable when subject to a given control signal and if it
only has one possible stable state, then a DS of the system can track the physical
system without knowing exactly the initial conditions. Our incubator system is
a stable system when subject to the periodic control signal and the eigenvalues
of A are less than 1, which will be shown in the next section. Therefore, a DS
of the incubator can track the physical incubator without knowing exactly the
initial conditions.

4 Simulation and Experiments Results of Incubator

In Sect. 3, we analyzed the theoretical stability of the incubator. This section
presents the simulation and experimental results of our analysis. Note that due
to limitations of utilized hardware, it takes around one second to fetch data from
one sensor, and three seconds for all three sensors.

As a first step before the stability analysis, we conducted a small experiment
to investigate the internal temperature distribution of the air inside the insulated
container. These results are shown in Fig. 5.

We used three temperature sensors to measure the temperature at different
locations, marked t1, t2, and t3 in Fig. 5. As it can be seen, the temperature is not
uniform when the incubator warms up. Here, the largest temperature difference
was about 6 ◦C. According to this experiment, we found that the temperature at
sensor t1 is close to the average temperature of sensors t2 and t3 (Fig. 5). This
finding supports our decision of moving t1 outside for measuring the ambient
room temperature and using the average temperature of sensors t2 and t3 as
representative of the internal air temperature. We used this new setup in the
following experiments.

Next, we conducted another experiment to determine the best-fit parameters
in Eq. (1), and as Fig. 6 shows, the calibrated model captured the physical system
very well. Nevertheless, for control conditions that deviate from the ones in the
experiments, recalibration might be needed. Also, it is important to note that
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Fig. 5. Experimentally measured temperature, heater signal, together with maximum
and std. deviation of the measured temperature (left). The experimental setup can be
seen in the figure to the right.

Fig. 6. Calibration results of (1). The blue line is the average temperature representing
the air temperature, while the green line shows the results of our calibrated model. The
red line shows the two states of the heatbed, heating and cooling. (Color figure online)

the model is incapable of capturing other complex process conditions such as
opening the incubator lid as shown in Fig. 7 despite calibration.

After the calibrated model was demonstrated to be representative of the
physical system, we utilized it to demonstrate that the incubator system is, in
fact, stable and that it converges towards the same temperature state no matter
the initial conditions following our approach described in Sects. 2 and 3. To do
this, we ran five simulations with different initial conditions of the air tempera-
ture that are 40 ◦C, 30 ◦C, 25 ◦C, 20 ◦C, and 10 ◦C. The room temperature in the
experiments was set to 22.44 ◦C and the voltage and the current to the heatbed
were 12 V and 10.45 A. The simulation results are shown in Fig. 8.
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Fig. 7. Example of how the model initially captures the physical system very well, but
starts to deviate when the process conditions change as the lid is opened. This cannot
be resolved by recalibration, as the underlying model does not reflect the disturbance
that is introduced by opening the lid.

Fig. 8. Incubator simulation results. The top figure presents the simulation results of
the air temperature starting with five different initial conditions, while the lower figure
shows the controller signal for the heater bed (6 s on, followed by 27 s off).

As it can be seen in Fig. 8, all five initial conditions converged to the same
stable state, meaning that the discrepancy between DS and the real physical sys-
tem will be identical no matter the initial conditions after enough time. We also
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Fig. 9. Experimental results recorded and visualized using InfluxDB. The top figure
shows the measured temperatures t2 (red) and t3 (orange), as well as the average
temperature (purple). The lower figure shows the control signal. (Color figure online)
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confirmed this by running experiments on the physical system. Here, we used
InfluxDB to record and visualize the air temperature data. While it was not
possible to control the initial starting temperature of the physical system, the
experiment showed (Fig. 9) that the temperature increased at the early stage and
gradually converged towards the same 47–48 ◦C when the system was started at
room temperature. Since this result matches the simulation, this verifies the reli-
ability of our model and approach. Note that, as consequence, if the lid is opened
and closed again during one experiment, the temperature will also converge to
the stable states because it is analog to start a simulation with a different initial
condition. Finally, we note that the eigenvalues of the A matrix in our model
are 0.942 and 0.448, both less than 1. This concludes that our DS can track the
real physical system and that the system is stable.

5 Conclusion and Future Work

In order to tackle the problem of tracking a physical system with unknown
initial conditions, we transformed it into a problem of proving the stability of
the system. For a system with an open-loop controller that can enter into a
stable state, we showed that a DS starting with a different initial conditions will
also reach a similar stable state and track the physical system. Subsequently,
we demonstrated this theory using our incubator system fitted with a periodic
open-loop controller that resulted in a stable system. By conducting simulations
and experiments, we verified our theory and concluded that a DS can track the
periodic physical system if the system is stable and only has one stable state.

In the future, we are interested in analyzing the system with a closed-loop
controller since this is more robust and general compared to an open-loop system.
Also, we want further develop the DS of our incubator system, making it capable
of coping with disturbances from opening the lid, etc.

References

1. Bauernhansl, T., Hartleif, S., Felix, T.: The Digital Shadow of production – a
concept for the effective and efficient information supply in dynamic industrial
environments. Procedia CIRP 72, 69–74 (2018). https://doi.org/10.1016/j.procir.
2018.03.188

2. Blochwitz, T.: Functional mockup interface 2.0: the standard for tool independent
exchange of simulation models. In: 9th International Modelica Conference, pp. 173–
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Abstract. In this paper, local error estimates for hierarchical co-
simulation approaches are presented. In hierarchical structures, sys-
tems with stronger dependencies on one another, which frequently occur
in large-scale cyber-physical systems, may be combined in further co-
simulations on one or more lower levels. This allows the selection of indi-
vidual synchronization times for subsystems in these co-simulations. The
estimates presented in this paper show that with this approach, no addi-
tional errors compared to traditional co-simulation are to be expected:
on the contrary, results from the simulation of a benchmark example
show that in case of sensible selection of lower-level couplings, accuracy
and stability may even be increased as error propagation slows down.

Keywords: Co-simulation · Hierarchy · Consistency

1 Introduction

Hierarchical structures are no novelty in modeling and simulation in general,
confer for example the Discrete Event System Specification (DEVS [19]) or par-
titioned integration methods [6,7,12,14]. However, hierarchical co-simulation as
explained in the following is scarcely found in the literature. Although several
frameworks and standards do not prohibit further co-simulations within a co-
simulation, and some authors acknowledge the possibility of nested co-simulation
[16,17], hierarchical co-simulation has, to the best of our knowledge, not been
investigated with regard to error estimates up to now. Compared to hierarchical
partitioned multirate schemes, subsystems may still be implemented in individ-
ually suitable simulation tools in a hierarchical co-simulation approach.

The idea of the introduction of further co-simulation levels is illustrated in
Fig. 1. Such further division and nesting of co-simulations can be motivated by
highly diverse time constants or other subsystem properties that require closer
interaction between certain subsystems. In a traditional co-simulation approach,
this could enforce a rather small macro step and thus, synchronization of all
subsystems and consequently high computation time. With the introduction of
further levels, more closely dependent subsystems may communicate with a small
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Fig. 1. Schematic depiction of a hierarchical co-simulation approach. Coordination
takes place on several levels by one top-level co-simulation that manages the commu-
nication between subsystems and further co-simulations. These may again coordinate
subsystems and co-simulations on lower levels [9].

macro step on a lower-level co-simulation while exchanging values with all other
systems on a distinctly larger upper-level macro step, thus increasing accuracy
without drastically slowing down the whole simulation.

A typical application example with these properties would be a manufac-
turing process where machines have to exchange data rather frequently with
logistics while only from time to time transferring their waste heat data to a
slow varying, thermal room model. This, in turn, has to be synchronized with
an HVAC simulation controlling the room temperature. The latter would not
require any communication with machines or logistic devices themselves, let
alone evaluation and data exchange at the same, considerably small, time steps.
Holistic simulation of urban energy systems likewise intrinsically brings along
several different levels of consideration: households, factories, traffic, network,
and power plants can each prove complex enough to be addressed by individual
co-simulations, which then have to communicate in order to portray the overall
system.

In the following, investigations on convergence of the proposed method are
presented, starting with estimates on the consistency error for traditional, single-
level co-simulation, extending them to hierarchically structured approaches and
presenting error studies that illustrate the improvement in accuracy. Investiga-
tions on zero-stability and numerical stability, which are essential in addition to
consistency to guarantee convergence in case of coupled DAE systems or ODEs
with multi-step integration algorithms, are found in [8,9]. There it is shown that
stability issues can be tackled by introducing another layer of communication
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instead of having to decrease the overall communication step size, thus providing
an innovative method for stabilization.

2 Consistency

It has been shown in the literature that local error control is a valid method to
bound the global co-simulation error (see f.i. [1,4,20]). This justifies investigating
the consistency error, i.e. the error of the method in one step, in a co-simulation.
For this aim we need to start by calling to mind some background information
on numerics of differential equations.

In the following, we consider a uniquely solvable ordinary differential equation
initial value problem

ẋxx = f(t,xxx), xxx(t0) = xxx0 (1)

with Lipschitz continuous right side f with respect to xxx.
For a given approximation xxxtn+h of xxx at time tn+h by a numerical integration

method with step size h, the consistency error is defined as the error of the
method in one step and therefore, calculated by

E(tn,xxxn, h) = xxx(tn + h) − xxxtn+h (2)

for given initial values xxx(tn) = xxxn. A method is called consistent if

lim
h→0

(E(tn,xxxn, h)
h

)
= 000 (3)

for every choice of tn,xxxn. A method is called consistent of order p if there exists
a constant C > 0 with ∥∥∥∥E(tn,xxxn, h)

h

∥∥∥∥ ≤ C · hp. (4)

Since the consistency error is a measure for the local error of a method, state
values are taken to be exact for all previous points in time.

Remark 1. In case they are not directly needed in the following calculations, the
initial values tn,xxxn will be omitted in the notation of E to simplify the notation.

Important for the error estimates following below are Gronwall’s Lemma (The-
orem 1) and “the fundamental lemma” (Theorem2).

Theorem 1. (Gronwall’s Lemma [15]). Let the real function m(t) be con-
tinuous in J := [0, a], and let

m(t) ≤ α + β

∫ t

0

m(τ)dτ in J with β > 0

then
m(t) ≤ αeβt in J.
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Theorem 2. (The “fundamental lemma” [10]). Supposing that xxx(t) is a
solution of the system of differential Eqs. 1 with f Lipschitz continuous in the
second argument with Lipschitz constant L, and vvv(t) an approximate solution
fulfilling

‖v̇vv(t) − f(t, vvv(t))‖ ≤ ε,

then, for t ≥ t0, we have the error estimate

‖xxx(t) − vvv(t)‖ ≤ ‖xxx(t0) − vvv(t0)‖ eL(t−t0) +
ε

L

(
eL(t−t0) − 1

)
.

Remark 2. If vvv is also an exact solution of ẋxx = f(t,xxx), from Theorem 2 follows

‖xxx(t) − vvv(t)‖ ≤ ‖xxx(t0) − vvv(t0)‖ eL(t−t0),

which directly implies that in case of the same initial values, vvv is identical to xxx.

2.1 Consistency in Co-simulation

To investigate consistency in co-simulation, we consider a system of N coupled
ODEs given as follows1:

ẋxxi(t) = fff i(xxxi,uuui, t), xxxi(t0) = xxxi
0 (5a)

with i = I, . . . , N , xxxi ∈ R
ni
x , uuui ∈ R

ni
u , and

uuui = LLLixxx =
[
LLLi,I . . . LLLi,i−1 0 LLLi,i+1 . . . LLLi,N

]

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xxxI

...
xxxi−1

xxxi

xxxi+1

...
xxxN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5b)

with LLLi,j ∈ R
ni
u×nj

x ∀i, j ∈ {I, . . . , N} and the elements of LLLi,j being equal
to zero or one, thus describing the output-input dependencies between the indi-
vidual subsystems. Thereby, we assume again a unique solution and Lipschitz
continuous right-side functions fff i in the first and second argument.

In the following, investigations on convergence of traditional co-simulation
analogously as given by Knorr [11]2 are presented and extended on hierarchical
1 Notation with elements of G := {I, II, . . .} is used to avoid confusion with exponents

and allow easy identification of subsystems. In arithmetic operations where elements
of G and N are mingled, these are to be understood as operations between elements
of N by assigning every element of G its image under the bijection that uniquely
assigns the i-th element of G the i-th element of N.

2 The investigations in [11] are restricted to two participating subsystems where the
larger micro step size is also taken as macro step size. Following this strategy, we
allow an arbitrary number of participating subsystems and macro step size H with
the possibility of H > hi for all subsystem solver step sizes hi in this work.
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approaches in Sect. 2.2. We start by considering the i-th subsystem of (5). In
case of a multirate co-simulation, values uuui have to be extrapolated in between
two synchronization time steps and will be named ũ̃ũui. Depending on the order qi

of the chosen extrapolation method,
∥∥uuui(tn + h) − ũ̃ũui(tn + h)

∥∥ ≤ Chqi+1 with a
constant C > 0 holds for a step of size h > 0 assuming ũ̃ũui(tn) = uuui(tn). Further,
xxxi(t) will denote the exact solution of (5a) and x̃̃x̃xi(t) the exact solution of

ẋxxi(t) = fff i(xxxi, ũ̃ũui, t), xxxi(t0) = xxxi
0. (6)

The approximated solution of (6) at tn,k will be named x̃̃x̃xn,k.
To begin with, we regard the error E i(tn,k,xxxn,k, hi) of the i-th subsystem in

one micro step hi at tn,k, where n is the current macro step and k the current
micro step, counted anew for each macro interval. Thus tn+1 := tn+1,0 = tn,mi

=
tn +mi ·hi = tn +H in case of mi micro steps per macro step, hence mi denoting
the multirate factor of subsystem i in case of fixed, equidistant micro steps which
are integer divisors of the (also fixed) macro step size H, which we will assume
w.l.o.g.3 in the following calculations.

Starting with the consistency of the integration of every subsystem for one
micro step, we will deduce consistency of the integration of every subsystem for
one macro step and further of the co-simulation.

Lemma 1 (Consistency error for one micro step). Let pi denote the
consistency order of the original method and qi the order of extrapolation for
input values uuui. Then

∥∥∥∥E i(tn,k,xxxn,k, hi)
hi

∥∥∥∥ = O
(
h
min{pi,qi+1}
i

)
. (7)

Proof. Considering exact values at tn,k, per definition
∥∥E i(tn,k,xxxn,k, hi)

∥∥ =
∥∥xxxi(tn,k + hi) − x̃̃x̃xi

n,k+1

∥∥ =
∥∥xxxi(tn,k+1) − x̃̃x̃xi

n,k+1

∥∥ (8)

with the notation described above. Adding and subtracting x̃̃x̃x(tn,k+1) gives

∥∥E i(tn,k,xxxn,k, hi)
∥∥

triangle
inequ.

≤ ∥∥xxxi(tn,k+1) − x̃̃x̃xi(tn,k+1)
∥∥ +

∥∥x̃̃x̃xi(tn,k+1) − x̃̃x̃xi
n,k+1

∥∥︸ ︷︷ ︸
≤Ci,1·hpi+1

i

.

(9)

The second term of (9) is the difference of the exact to the approximated solution
of the modified system (6) and is therefore bounded by Ci,1 ·hpi+1

i for a constant
Ci,1 > 0 and with pi being the order of the numerical integration method given
for system i.
3 All considerations can be performed analogously for unequally distanced grids with

hi taken as upper bound of all hij with ij ∈ {1, . . . , min} and min the number
of micro steps of subsystem i in the n-th macro step. However, as this would only
lead to more complex notation, we will restrict the step sizes as described above for
reasons of clarity.
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To provide an estimate for the first term in (9), we use the assumption
that xxx(t) and x̃̃x̃x(t) are the exact solutions of (5a) and (6), respectively, and can
therefore be replaced by the integral over their derivatives (since they fulfill
conditions like uniqueness, continuity, and differentiability by definition):

∥∥xxxi(tn,k+1) − x̃̃x̃x(tn,k+1)
∥∥ =

∥∥∥∥∥
∫ tn,k+1

tn,k

(
f i(xxxi,uuui, τ) − f(x̃̃x̃xi, ũ̃ũui, τ)

)
dτ

∥∥∥∥∥
≤

∫ tn,k+1

tn,k

∥∥f i(xxxi,uuui, τ) − f(x̃̃x̃xi, ũ̃ũui, τ)
∥∥ dτ

(10)

Adding and subtracting f(x̃̃x̃xi,uuui, τ) gives with the triangle inequality

(10) ≤
tn,k+1∫

tn,k

∥∥∥f i(xxxi,uuui, τ) − f(x̃̃x̃xi,uuui, τ)
∥∥∥ dτ +

tn,k+1∫

tn,k

∥∥∥f i(x̃̃x̃xi,uuui, τ) − f(x̃̃x̃xi, ũ̃ũui, τ)
∥∥∥ dτ

Lipschitz

≤
tn,k+1∫
tn,k

Lfi,x

∥∥xxxi − x̃̃x̃xi
∥∥ dτ +

tn,k+1∫
tn,k

Lfi,u

∥∥uuui − ũ̃ũui
∥∥︸ ︷︷ ︸

≤Ci,2·hqi+1
i

dτ

︸ ︷︷ ︸
≤Lfi,u·Ci,2·hqi+2

i

(11)

with Lipschitz constants Lfi,x and Lfi,u of f i with respect to xxx and uuu, respec-
tively, and qi denoting the order of the extrapolation method for the approxi-
mation of ũ̃ũui. Declaring Ci,3 := Lfi,u · Ci,2 and mmm(t) :=

∥∥xxxi(t) − x̃̃x̃xi(t)
∥∥, above

estimates can be summarized as

mmm(tn,k+1) ≤
tn,k+1∫
tn,k

Lfi,x

∥∥xxxi − x̃̃x̃xi
∥∥ dτ + Ci,3 · hqi+2

i . (12)

Now we can apply the Lemma of Gronwall (Theorem 1) to mmm with α = Ci,3 ·hqi+2
i

and β = Lfi,x and obtain

mmm(tn,k+1) ≤ Ci,3 · hqi+2
i · eLfi,x·

hi︷ ︸︸ ︷
(tn,k+1 − tn,k)︸ ︷︷ ︸

=
∞∑

j=0

(L
fi,x

·hi)
j

j!

= O
(
hqi+2

i

)
(13)

and therefore∥∥∥∥E i(tn,k,xxxn,k, hi)
hi

∥∥∥∥
(9),(13)

≤ Ci,1 · hpi

i + O
(
hqi+1

i

)
= O

(
h
min{pi,qi+1}
i

)
. (14)

��



162 I. Hafner and N. Popper

This shows that while consistency is maintained in co-simulation, the order may
be reduced if the extrapolation order is chosen too low. Constant extrapolation,
for example, only maintains the order of integration methods of order one. For
higher-order methods, the order is reduced but the method remains consistent
(as

∥∥∥Ei(tn,k,xxxn,k,hi)
hi

∥∥∥ still converges to zero, but only linearly). However, higher
order extrapolation can also lead to increased stability issues, which is shown
for example in [2].

Lemma 2 (Consistency error per subsystem for one macro step). With
the notations above ∥∥∥∥E i(tn,xxxn,H)

H

∥∥∥∥ = O
(
Hmin{pi,qi+1}

)
. (15)

Proof. To extend the considerations for one micro step to one macro step, we
will employ the method of “Lady Windermere’s Fan”, which is shown f.i. in
[10,11]. The main idea of this approach is to describe the error of the approximate
solution after an interval – in our case, a macro step – by the analytical solutions
at every point of a refined mesh – in our case, every micro step – assuming an
exact value at the beginning of the considered interval. This is illustrated for a
one-dimensional problem in Fig. 2.

Fig. 2. “Lady Windermere’s Fan”: exact solutions at every time step of the numerical
integration algorithm are used to describe the error of the approximate solution in one
macro step (after [11]).

Let wwwi
n,k(t), k = 0, . . . mi denote the exact solution of system (6) but for the

initial values wwwi
n,k(tn,k) = x̃̃x̃xn,k, implying wwwi

n,0(t) = xxxi(t) ∀t > tn since we assume
exact values at tn,0. Then we can write



Convergence Properties of Hierarchical Co-simulation Approaches 163

∥∥E i(tn,xxxn,H)
∥∥ =

∥∥xxxi(tn+1) − x̃̃x̃xi
n+1

∥∥ =
∥∥xxxi(tn,mi

) − x̃̃x̃xi
n,mi

∥∥ (16)

≤
mi−1∑
k=0

∥∥wwwi
n,k(tn,mi

) − wwwi
n,k+1(tn,mi

)
∥∥ . (17)

Since wwwi
n,k are solutions to the same system with different initial values, we can

apply Theorem 2 know that every summand of (17) is bounded by

∥∥wwwi
n,k(tn,k+1) − wwwi

n,k+1(tn,k+1)
∥∥ · eLfi,x·

(mi−k−1)hi︷ ︸︸ ︷
(tn,mi

− tn,k+1) (18)

⇒ ∥∥E i(tn,xxxn,H)
∥∥ ≤

mi−1∑
k=0

∥∥wwwi
n,k(tn,k+1) − wwwi

n,k+1(tn,k+1)
∥∥ · eLfi,x·(mi−k−1)hi

www
i
n,k(tn,k)=x̃̃x̃xn,k

=
mi−1∑
k=0

∥∥wwwi
n,k(tn,k+1) − x̃̃x̃xi

n,k+1

∥∥ · eLfi,x·(mi−k−1)hi .

As
∥∥∥wwwi

n,k(tn,k+1) − xxxi
n,k+1

∥∥∥ is the error in one micro step, according to Lemma 1

we can estimate this term with O(hmin{pi+1,qi+2}
i ). Therefore

∥∥E i(tn,xxxn,H)
∥∥ ≤O

(
h
min{pi+1,qi+2}
i

) mi−1∑
k=0

eLfi,x·(mi−k−1)hi (19)

≤O
(
h
min{pi+1,qi+2}
i

)
· mi · eLfi,x·(mi−1)hi (20)

hi=H/mi= O
((

H

mi

)min{pi+1,qi+2})
· mi · e

Lfi,x·mi−1
mi

H (21)

= O
(
Hmin{pi+1,qi+2}

)
(22)

⇒ (15). ��
Corollary 1 (Consistency error of co-simulation). With the notations
above, consistency of the co-simulation in one macro step can be determined by

∥∥∥∥E(tn,xxxn,H)
H

∥∥∥∥ = O
(

H
min

i=I,...,N
{pi,qi+1}

)
, (23)

whereby

min
i=I,...,N

{pi, qi + 1} := min
i=I,...,N

{min{pi, qi + 1}} = min{ min
i=I,...,N

{pi}, min
i=I,...,N

{qi + 1}}.

Proof. Since xxx(t) is given as concatenation of all xxxi(t), i = I, . . . , N , the approx-
imation of the overall system at a synchronization point tn+1 corresponds to the
concatenation of the approximations of the states of the N individual subsys-
tems. With this, we can simply infer
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‖E(tn,xxxn,H)‖ = ‖xxx(tn+1) − x̃̃x̃xn+1‖ ≤
N∑

i=0

∥∥xxxi(tn+1) − x̃̃x̃xi
n+1

∥∥ (24)

≤ N · O
(
H

min
i=1...N

{pi+1,qi+2})
= O

(
H

min
i=1...N

{pi+1,qi+2})
(25)

with the estimates from Lemma 2. (23) follows directly by division by H. ��
These estimates show that while overall consistency is maintained in the co-
simulation of ODE systems, the convergence order may be reduced in case
of lower-order extrapolation of input values. Higher order extrapolation, while
enhancing the order of consistency of the coupled method (bounded by the order
of the original integration method), can also lead to increased stability issues,
as shown f.i. in [1,2]. For DAEs that are only coupled via differential variables,
the implicit function theorem (see e.g. [18]) implies that locally, an equivalent
ODE system can be found for which above considerations also apply. In case of
coupling via algebraic variables, similar estimates (in the sense of dependence
on extrapolation orders) are given e.g. in [3,5].

2.2 Consistency in Hierarchical Co-simulation

Now we want to extend above investigations to co-simulation on several levels of
hierarchy. From the estimates for traditional co-simulation, which only depend
on the error introduced by extrapolation of external input values, we can already
expect that this property is not affected by the method used in the respective
other subsystems or the time steps and further synchronizations happening there
in-between. For detailed estimation, we will first consider the simplest case where
hierarchical co-simulation can be applied: Three subsystems of which w.l.o.g.
Systems II and III are co-simulated on the lowest level and this co-simulation
communicates again on the topmost level with the simulation of System I, as
illustrated in Fig. 3.

Fig. 3. Illustration of hierarchical co-simulation of three systems on two levels. Co-
simulation CS1 coordinates System I and System ÎI, i.e. co-simulation CS2, which
manages the communication between systems II and III.

The co-simulation between Systems II and III will be called CS2 hence-
forth, and the corresponding system seen from the perspective of the upper level
System ÎI. The top-level co-simulation (CS1) macro step will be denoted H1
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and the second-level co-simulation macro step H2. For CS1, we start with the
error in one macro step H1 of System I, for which we obtain from Lemma 2

∥∥∥∥EI(H1)
H1

∥∥∥∥ = O
(
H

min{pI ,qI+1}
1

)
. (26)

For System ÎI, we start by applying Corollary 1 to CS2, which yields for one
step of size H2 ∥∥∥∥∥

E ÎI(H2)
H2

∥∥∥∥∥ = O
(

H
min

i=II,III
{pi,qi+1}

2

)
. (27)

To estimate the error in one macro step H1, we can repeat the strategy from the
proof of Lemma 2 with M2 describing the quotient of H1 and H2 and obtain

∥∥∥∥∥
E ÎI(H1)

H1

∥∥∥∥∥ = O
(

H
min

i=II,III
{pi,qi+1}

1

)
(28)

and further for the top-level co-simulation CS1 with (26), (28) and Corollary 1
∥∥∥∥E(H1)

H1

∥∥∥∥ = O
(

H
min

i=I,II,III
{pi,qi+1}

1

)
(29)

and therefore consistency. The order again depends on the extrapolation and
consistency orders of all subsystems. This can also be concluded for arbitrary
levels of hierarchy and participating subsystems, as Theorem 3 shows.

Theorem 3 (Consistency error of hierarchical co-simulation). In a hier-
archical co-simulation with a total of N participating subsystems, consistency
orders pi, i = I, . . . , N of their corresponding integration algorithms and extrap-
olation orders qi, i = I, . . . , N , the consistency error of the overall co-simulation
with macro step H can be estimated as

∥∥∥∥E(H)
H

∥∥∥∥ = O
(

H
min

i=I,...,N
{pi,qi+1}

)
. (30)

Proof. To begin with, we need to establish comprehensible notation of all consid-
ered systems, co-simulations, and step sizes. For this purpose, all participating
simulations are depicted in a tree structure, see Fig. 4. We will start from the
topmost level, naming the overall co-simulation S1,1. Beneath S1,1, all further
simulations unfold on J levels in total. On every level j ∈ 1, . . . , J + 1 all sim-
ulations – be they co-simulations themselves or “leaf” nodes without further
branching beneath – are numbered from 1 to Kj . This means that on level j, we
find simulations Sj,k with k = 1 . . . Kj . While the ordering of these may be arbi-
trary, this notation is necessary to uniquely identify every co-simulation on every
level in a fairly intelligible notation. Nevertheless, to clarify the belonging to the
respective co-simulation, the sub-simulations of one node, i.e. all Nj,k simulations
coordinated by one co-simulation Sj,k may be identified by SI

j,k, SII
j,k, . . . , S

Nj,k

j,k
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Fig. 4. Illustration of the co-simulation hierarchy in a tree structure.

in addition. This means that the i−th subsimulation of Sj,k may be called Si
j,k

and equals, using the notation on the next level, Sj+1,l for one l ∈ {1, . . . , Kj+1}:

Si
j,k = Sj+1,l for l = i +

k−1∑
m=1

Nj,m (31)

Note that naturally, the sum of all simulations that are co-simulated by sim-
ulations on level j equals the number of simulations on level j + 1 with the
convention that for leaf nodes, Nj,k := 0.

In analogy to above example with three systems co-simulated on two levels,
(30) follows from Lemmata 1, 2 and Corollary 1 when approached bottom-up
with induction: On the deepest level J + 1, we only have leaf nodes. These
systems SJ+1,l, l = 1, . . . ,KJ+1 are integrated with their individual time step
hJ+1,l and are coordinated by a co-simulation on level J . By considering one
of these co-simulations SJ,k with macro step size HJ,k and its sub-simulations
denoted as Si

J,k, i = I, . . . , NJ,k, we know from Lemma 2 that for every Si
J,k, the

error per macro step can be estimated via
∥∥∥∥∥

E i
J,k(HJ,k)

HJ,k

∥∥∥∥∥ = O
(
HJ,k

min{piJ,k
,qiJ,k+1}

)
(32)

with piJ,k denoting the consistency order of the integration method of Si
J,k and

qiJ,k the respective extrapolation order for external input values. With Corollary
1 follows for the consistency order of SJ,k
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∥∥∥∥EJ,k(HJ,k)
HJ,k

∥∥∥∥ = O
(

H
min

i=I,...,NJ,k

{piJ,k
,qiJ,k+1}

J,k

)
. (33)

For every leaf simulation SJ,k on level J with micro step size hJ,k, we obtain an
estimate for the error per micro step with Lemma 1:∥∥∥∥EJ,k(hJ,k)

hJ,k

∥∥∥∥ = O
(
h
min{pJ,k,qJ,k+1}
J,k

)
(34)

As the indexing is unique, we can without confusion with some co-simulation
declare HJ,k := hJ,k and therefore in summary write the estimate for every
simulation – cooperative as well as leaf simulation – on level J as∥∥∥∥EJ,k(HJ,k)

HJ,k

∥∥∥∥ = O
(
H

min{pJ,k,qJ,k+1}
J,k

)
(35)

when for co-simulation nodes, we define pJ,k := min
i=I,...,NJ,k

{piJ,k} and qJ,k :=

min
i=I,...,NJ,k

{qiJ,k}.

In the next step, we will assume this estimate for every simulation on a level
j + 1, j ∈ {1, . . . , J}:∥∥∥∥Ej+1,k(Hj+1,k)

Hj+1,k

∥∥∥∥ = O
(
H

min{pj+1,k,qj+1,k+1}
j+1,k

)
(36)

again with Hj+1,k := hj+1,k if Sj+1,k is a leaf node and for co-simulation nodes
Sj+1,k defining pj+1,k := min

i=I,...,Nj+1,k
{pij+1,k} and qj+1,k := min

i=I,...,Nj+1,k
{qij+1,k}

(using these definitions recursively in case for an i, the associated simulation

Si
j+1,k (= Sj+2,l for l = i +

k−1∑
m=1

Nj+1,m) is again a co-simulation). Based on

that, we consider the simulations on level j. For every leaf node on level j,
Lemma 1 can directly be applied:∥∥∥∥Ej,k(hj,k)

hj,k

∥∥∥∥ = O
(
h
min{pj,k,qj,k+1}
j,k

)
, (37)

which with Hj,k := hj,k can be written∥∥∥∥Ej,k(Hj,k)
Hij,k

∥∥∥∥ = O
(
H

min{pj,k,qj,k+1}
j,k

)
. (38)

For every co-simulation on level j, we can utilize (36) and Corollary 1 to obtain
∥∥∥∥Ej,k(Hj,k)

Hj,k

∥∥∥∥ = O
(

H
min

i=I,...,Nj,k

{pij,k
,qij,k+1}

j,k

)
= O

(
H

min{pj,k,qj,k+1}
j,k

)
(39)

with pj,k := min
i=I,...,Nj,k

{pij,k} and qj,k := min
i=I,...,Nj,k

{qij,k} (recursively, if needed).

Thus, with (38) we have∥∥∥∥Ej,k(Hj,k)
Hj,k

∥∥∥∥ = O
(
H

min{pj,k,qj,k+1}
j,k

)
(40)
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for every cooperative and leaf simulation on level j.
This also holds for the topmost level j = 1, where only one co-simulation

(and, naturally, no leaf node) remains. With H := H1,1 and utilizing the fact

that in this co-simulation, all N =
J∑

j=1

Kj∑
k=1

Nj,k participating leaf simulations and

therefore, the consistency and extrapolation orders of every solution algorithm
are finally considered, we obtain (30). ��

3 Error Studies on a Coupled Three-Mass Oscillator

In the following, we consider an oscillator with three masses divided by force-
displacement decomposition (see [13] for information on the coupling concept),
which is illustrated in Fig. 5. With initial values and parameters given according
to Table 1, we observe an increase of stiffnesses from left to right, which invites
the introduction of another level of hierarchy.

Table 1. Initial values and parameter settings for the benchmark simulation.

x1 x2 x3 v1 = v2 = v3 c1 c12 c23 c3 d1 d12 d23 d3 m1 m2 m3

1 m 2 m 3m 0 m/s 1E−03 N/m 1E−01 N/m 10 N/m 100 N/m 0.1 0.4 1 2 10 kg 10 kg 10 kg

In a traditional co-simulation, Systems SI , SII and SIII would, in general,
all be orchestrated by one algorithm demanding synchronization at the same
time step. In a hierarchical approach, Systems SII and SIII can be combined
in a separate, lower-level co-simulation representing the new system ŜII that is
co-simulated with System SI on the top-level co-simulation.

Fig. 5. Illustration of the hierarchical coupling of a three-mass oscillator.

The underlying equations can be interpreted as coupled Dahlquist equa-
tions, which invites investigations on stability by this example. Case studies
that demonstrate the benefits of a hierarchical versus a traditional co-simulation
approach regarding numerical stability are found in [9]. These include detailed
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Fig. 6. Error (‖.‖2 of all component errors) for the hierarchical and traditional co-
simulation of the test scenario from tstart = 0 s to tend = 25 s depending on macro step
sizes.

tables comprising CPU time and errors for the simulation of the test scenario for
100 s, where we see that even for an upper-level macro step size twice as large
(H1 = 0.2 s) as the one for the traditional co-simulation (H = 0.1 s), the error
can be reduced to less than one seventh if the second-level macro step size is
chosen small enough (H2 = 0.05 s) while the elapsed computation time is barely
increased (from 2.29 s to 2.58 s). Here, on the other hand, we will focus on the
impact of varying macro step sizes on both co-simulation levels.

Since the differing stiffnesses result in slower and faster varying subsystems,
the step sizes for the individual subsystem solvers are chosen accordingly with
hI = 0.005 s, hII = 0.0025 s and hIII = 0.00125 s. Figure 6 shows the overall
error – calculated by ‖.‖2 of the maximum errors of all states – depending on
the macro step sizes H = H1 for the traditional and upper-level co-simulation
in the hierarchical approach, and H2 for the second-level co-simulation in the
hierarchical approach. The duration of all simulations is chosen with 25 s. H2

ranges from 0.025 s over all multiples that are divisors of H1 up to H1/2 (for
H2 = H1, the same results as for the traditional approach would be expected).

On the one hand, we immediately observe a faster ascent and more curvature
for the error in the traditional approach. In addition, the impact of the choice of
H2 is clearly visible and comes out even more clearly in the separate illustration
of the hierarchical approach in Fig. 7.
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Fig. 7. Error (‖.‖2 of all component errors) for the hierarchical co-simulation of the
test scenario from tstart = 0 s to tend = 25 s depending on macro step sizes.

4 Conclusion and Outlook

Above investigations show that consistency is maintained in hierarchical co-
simulation, although it may potentially converge with lower order in comparison
to the corresponding mono-simulation, depending on the extrapolation of exter-
nal inputs. Since this is also the case for traditional co-simulation, no further loss
of the order of consistency is added by the introduction of further hierarchies. On
the contrary, as studies with varying macro step sizes show, error propagation is
slowed down and accuracy increased if subsystems with closer dependencies are
allowed to communicate more frequently while synchronization intervals with
other subsystems can be increased.

Since hierarchical co-simulation is already permitted in certain frameworks
and standards for co-simulation, the presented estimates along with investiga-
tions on stability in [8,9] provide the assertion that the application of hierarchical
methods maintain and may even improve convergence.

Nevertheless, the method offers several aspects for further enhancement.
Instead of parallel, non-iterative coupling algorithms with fixed macro step
size, zero-order extrapolation and Euler integration methods used in the bench-
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mark example from Sect. 3, strategies that are known to improve stability, per-
formance, or accuracy for traditional co-simulation may be utilized in hierar-
chical co-simulation as well. Among these, the utilization of sequential, iter-
ative or adaptive orchestration algorithms, different extrapolation orders and
higher order and/or multistep subsystem solvers remain a topic for future
investigations.
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Abstract. A ship trajectory predictor plays a key role in the predictive
decision making of intelligent marine transportation. For better predic-
tion performance, the biggest technical challenge is how we incorporate
prior knowledge, acquired during the design-stage experiments, into a
data-driven predictor if the number of available real-world data is lim-
ited. This study proposes a new framework under co-simulation platform
Vico for the development of a neural-network-based trajectory predictor
with a pre-training phase. Vico enables a simplified vessel model to be
constructed by merging a hull model, thruster models, and a controller
using a co-simulation standard. Furthermore, it allows virtual scenarios,
which describe what will happen during the simulation, to be generated
in a flexible way. The fully-connected feedforward neural network is pre-
trained with the generated virtual scenarios; then, its weights and biases
are finetuned using a limited number of real-world datasets obtained from
a target operation. In the case study, we aim to make a 30 s trajectory
prediction of real-world zig-zag maneuvers of a 33.9m-length research
vessel. Diverse virtual scenarios of zig-zag maneuvers are generated in
Vico and used for the pre-training. The pre-trained neural network is
further finetuned using a limited number of real-world data of zig-zag
maneuvers. The present framework reduced the mean prediction error
in the test dataset of the real-world zig-zag maneuvers by 60.8% com-
pared to the neural network without the pre-training phase. This result
indicates the validity of virtual scenario generation on the co-simulation
platform for the purpose of the pre-training of trajectory predictors.

Keywords: Co-simulation · Trajectory prediction · Informed machine
learning

Supported by a grant from NRF, IKTPLUSS project No. 309323 “Remote Control
Center for Autonomous Ship Support” in Norway.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Cerone et al. (Eds.): SEFM 2021 Workshops, LNCS 13230, pp. 173–188, 2022.
https://doi.org/10.1007/978-3-031-12429-7_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12429-7_13&domain=pdf
http://orcid.org/0000-0002-9405-2076
http://orcid.org/0000-0001-6436-7213
http://orcid.org/0000-0001-7553-0899
http://orcid.org/0000-0003-0122-0964
https://doi.org/10.1007/978-3-031-12429-7_13


174 M. Kanazawa et al.

1 Introduction

Autonomous ship maneuvering hinges on better understanding of ship dynamics.
A ship is regarded as a system that consists of many dynamic components, such
as a hull model, thruster models, and a controller. In most cases, a simulator of
each component is given by its manufacturers and project partners in the format
of a black-box model. Therefore, it is of great interest to designers to construct a
simplified vessel model easily by connecting black-box sub-models. Vico, which is
a high-level co-simulation framework [3], enables a simplified vessel model to be
constructed by merging a hull model, thruster models, and a controller using the
co-simulation standard. Furthermore, it allows virtual scenarios, which describe
what will happen during the simulation, to be generated in a flexible way. In the
Intelligent Systems Lab [6] at Norwegian University of Science and Technology
(NTNU) Ålesund, it has been playing an important role as a cyber testbed of
research activity.

In the predictive decision making of autonomous maneuvering, a controller
of an autonomous ship makes predictions of its own ship’s trajectory based on
the current vessel state and future command assumption. Then, a controller can
evaluate and manipulate the future command assumption based on the predicted
consequences. Hence, accurate motion prediction is the basis of collision avoid-
ance algorithms [5]. According to the definition in [11], the prediction task can be
explained as follows. A dataset D consists of a feature space X and a marginal
probability distribution P (X) where X = {x1, .., xn} ∈ X . In the supervised
learning, a set of pairs {xi, yi} of inputs (the current vessel state, commands,
and environmental disturbances) xi ∈ X and outputs (predicted trajectories)
yi ∈ Y are given in the dataset D. The prediction task of the own ship’s trajec-
tory T is defined as T = {Y, P (Y |X)} where Y = {y1, ..., yn}. We aim to find
an objective predictive function f = P (Y |X) in the development of a predictor.

Ship dynamics is highly nonlinear and complex. In order to comprehend
its dynamic characteristics, experiments in the ocean basin and full-scale sea
trials are conducted in the design procedure. These data build a dataset Dm =
{Xm, P (Xm)} which is utilized for developing a white-box vessel model fm using
parameter identification algorithm [19]. Its biggest challenge is dataset of a target
operation Dtarget = {Xtarget, P (Xtarget)} is not identical to Dm in most cases.
Due to such factors as the shallow water effect and P (Xtarget) �= P (Xm), a white-
box-model-based prediction can be inaccurate in Dtarget [16]. A standard idea of
dealing with this problem is to sample Dtrain ⊂ Dtarget and develop a black-box
model trained using Dtrain. However, it might be an optimistic expectation that
we have |Dtrain| that is enough for the training of the black-box model since we
would develop a predictor of a ship with less experience in Dtarget. According to
the definition in [18], this challenge is categorized into few-shot learning problem.

This study proposes the framework of co-simulation-based development of
a ship trajectory predictor shown in Fig. 1. In a present framework, few-shot
learning, which has a limited number of real-world data of a target operation,
is informed of prior knowledge by many virtual operations in Vico. A simplified
vessel model constructed at a small cost in Vico and real-world small data of a
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Fig. 1. Co-simulation-based development of a ship trajectory predictor.

target operation compose an accurate ship trajectory predictor only with small
cost & data. One should note that we do not re-build a simplified vessel model in
Vico by employing parameter identification algorithms and Dtrain since it may
ruin the advantage of using the co-simulation technology, which is an easy con-
struction of a model by merging black-box sub-models. In addition, the present
approach is more attractive than a re-construction of a simplified vessel model
as a formulation based on physics can not capture highly nonlinear and complex
phenomena that lies behind real-world ship dynamics. We use a fully-connected
Feedforward Neural Network (FNN) as an architecture of the predictor. The
NN is pre-trained using diverse virtual scenarios of a target operation in Vico
before the NN is trained by a limited number of Dtrain real-world data in the
Dtarget. This pre-training informs the NN of prior knowledge fm that facilitates
the training using real-world data of a target operation. A present study is a new
approach that is different from any informed-machine-learning-based predictors
in previous studies [9,15–17] in this field. The advantage of the proposed frame-
work is (1) its simple structure of the predictor and (2) the NN can experience
diverse virtual scenarios in the pre-training. One should note that a quantitative
comparison of prediction performances between predictors is very challenging
since the quantitative result could be on the case-by-case basis depending on
the fidelity of prior knowledge, real-world dataset of a target operation, and
the practical limitation of the implementation of the predictor. Therefore, this
study focuses not on a comparison of the performances but on showing the valid-
ity of the proposed new framework. In the case study of the present framework,
Dtarget is real-world data of zig-zag maneuvers of the R/V Gunnerus which is a
33.9m-length research vessel of NTNU. To generate virtual scenarios of zig-zag
maneuvers in a pre-training phase, we develop a virtual R/V Gunnerus in Vico
by merging a hull model provided by SINTEF Ocean, thruster models provided
by thruster manufacturers, and a zig-zag controller developed by the authors.
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By using the virtual scenarios, an NN-based 30 s future trajectory predictor
is pre-trained without using real-world data. After the pre-training, the weights
and biases are further updated using real-world data of zig-zag maneuvers Dtrain.
The contributions of the present study are summarized as follows.

– This study introduces a framework of co-simulation-based development of a
ship trajectory predictor. A vessel model in co-simulation platform is eas-
ily constructed only by merging sub-models. Virtual scenarios facilitate the
training of a NN-based trajectory predictor provided that limited real-world
data of a target operation is available.

– The proposed framework contributes to reducing the mean prediction error
by 60.9% compared to the NN-based trajectory predictor without a co-
simulation-based pre-training phase.

2 Related Works

Previous studies aiming at developing accurate ship trajectory predictors are
articulated in this section. Trajectory predictors are grouped into two categories;
namely, white-box and black-box models. The most concise white-box model is
the holonomic [20] and kinematic models [13]. They are widely used in collision
avoidance algorithms because of their simple implementation, however, their pre-
diction accuracy is much poorer than that of kinetic dynamic models due to their
unrealistic assumptions. Kinetic models are categorized into response models, the
Abkowitz model, the Maneuvering Modeling Group (MMG), and vectorial rep-
resentations. Through experiments in the ocean basin and full-scale sea trials,
hydrodynamic parameters of the kinetic models are identified using parameter
identification algorithms [19]. The biggest advantage of white-box models is that
they require less data to calibrate than their black-box counterparts by virtue
of its formulation based on physics. On the other hand, it is a major draw-
back that tailored experiments take cost & effort. Black-box models exploit a
large amount of onboard sensor data using Machine Learning (ML) algorithms.
With the rapid development in computational resources and advanced ML algo-
rithms, black-box models are becoming more and more popular recently in this
field [7,14].

As we explained in the previous section, a general prediction problem suf-
fers from prediction error due to P (Xtarget) �= P (Xm) and a limited number of
Dtrain ⊂ Dtarget. With the aim of introducing prior knowledge fm to a black-
box model trained with Dtrain, there is a large body of research integrating a
mathematical vessel model into a black-box model. In [9], they utilize a reference
mathematical vessel model of which dynamic characteristic is similar to the ves-
sel that is subject to the trajectory prediction from the database. The random
forest algorithm is trained so that it compensates the error in the model-based
predicted acceleration. NN-based error compensation in the model-based accel-
eration is seen in [15]. Skulstad et al. [16] proposes a multiple-step-ahead trajec-
tory predictor by combining a mathematical vessel model and a Long Short-Term
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Memory (LSTM). An LSTM compensates 30 s North and East position errors
made by the mathematical vessel model using onboard sensor measurements.
Wang et al. [17] develop an NN-based data-driven calibrator that maps trajec-
tory prediction made by a reference vessel model into that of the targeting vessel.
In these previous studies, prior knowledge is integrated into the predictor in the
form of a mathematical vessel model and the training is conducted using lim-
ited real-world data of a target operation. On the other hand, the present study
pre-trains an NN-based predictor using diverse virtual scenarios of a target oper-
ation. This idea enables the NN to experience the diverse virtual scenarios and
acquire prior knowledge before the main training rather than having a complex
structure in the predictor with a black-box model and a vessel model.

3 Methodology

The methodology of the present framework is described in this section by taking
an example of making trajectory prediction of zig-zag maneuvers of the R/V
Gunnerus. It should be noted that the present framework works for any type of
operation of any vessels as long as sub-models in Vico and real-world data of a
target operation Dtrain are available.

3.1 Pre-training of a Trajectory Predictor

Fig. 2. The framework of co-simulation-based development of a ship trajectory
predictor.

If we mix up the augmented and real-world data in one training phase, it may
induce a problem of how to balance those two datasets for better prediction accu-
racy since the fidelity of virtual simulation might not be satisfactory in most cases
of ship trajectory prediction. Therefore, the main training using real-world data
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Fig. 3. The diagram of the definition of the North-East-Down frame and the body-fixed
frame when making prediction.

is conducted after the pre-training using simulation data is completed. Since tra-
jectory prediction is utilized for the predictive decision making, a vessel needs
to have enough time to make a change of course and speed after making predic-
tion. The predictor in this study makes the trajectory prediction for 30 s that is
enough for making a change of course and speed of the R/V Gunnerus so that
the evaluation of prediction performance is informative in the light of the prac-
tical application. Figure 2 shows the overview of the present framework through
co-simulation-based pre-training. RPM in Fig. 2 is the abbreviation of the Revo-
lution Per Minute. In a pre-training phase shown in the right top panel in Fig. 2,
virtual scenarios Dpre that mimic a target operation (e.g., zig-zag maneuvers in the
case study) are generated in Vico. Figure 3 shows the definition of the North-East-
Down (NED) frame and the body-fixed xb−yb−zb frame when making prediction.
xb

k and yb
k represent the true ks future xb and yb positions in the body-fixed frame

when making prediction. ψ is the heading of the vessel to North when making
prediction. x̂b

k and ŷb
k represent the predicted ks future xb and yb positions in the

body-fixed frame when making prediction. An FNN fv is pre-trained using Dpre.
fv produces 30 s future trajectory prediction [x̂b

1, ..., x̂
b
30, ŷ

b
1, ..., ŷ

b
30] = fv(ν0,n, δ)

where ν0 is the velocity vector when making prediction, n = [n0, .., nk, ..., n29]
is the vector of thruster revolution, n0 is the thruster revolution when making
prediction, nk is the assumption of the thruster revolution at ks future, δ =
[δ0, .., δk, ..., δ29] is the vector of thruster revolution, δ0 is the thruster angle when
making prediction, and δk is the assumption of the thruster angle at ks future. In
the application of this study, the prediction [x̂b

1, ..., x̂
b
30, ŷ

b
1, ..., ŷ

b
30] is used for eval-

uating the decision making n and δ. Therefore, one should note that n and δ are
given by a controller. As illustrated in the right bottom panel in Fig. 2, the pre-
trained NN is transferred to the main training phase. In the main training phase
shown in the bottom panel in Fig. 2, the weights and biases of fv are finetuned
using a limited number of real-world data Dtrain.
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3.2 A Virtual Vessel Model in VICO

The left panel in Fig. 2 shows the structure of a virtual R/V Gunnerus in Vico. It
consists of four components; namely, a hull model, a port-side azimuth thruster
model, a starboard-side azimuth thruster, and a zig-zag controller. They are
packaged into Functional Mock-up Units (FMUs; FMU1.0 for hull and thruster
models and FMU2.0 for the controller). The hull model is developed by SIN-
TEF Ocean in the SimVal project [2] through experiments in the ocean basin
and full-scale sea trials. It is a 6 Degrees Of Freedom (DOF) maneuvering and
seakeeping model. Port and starboard-side azimuth thruster models are provided
by thruster manufactures. In order to reproduce a target operations in Vico, a
zig-zag controller is coded in Python by the authors. It provides a pre-defined
time series of thruster commands (revolution and angle) to thruster FMUs. An
example of the pre-defined time series of thruster angle is shown in Fig. 5. The
controller is packaged into a FMU using PythonFMU [4].

3.3 An FNN-Based Predictor

Many architectures of ML models have been used for ship trajectory prediction;
such as Support Vector Regression (SVR) [7], LSTM [15] and fully-connected
FNN [16]. In this study, we use a fully-connected FNN as an architecture of a
predictor as it is one of the simplest and well-known ML models that is widely
used in the context of transfer learning. The FNN-based predictor consists of
the input layer, hidden layers, and output layer. The activation function is
the hyperbolic tangent function for the hidden layers and the linear function
for the output layer. ν0, n, and δ are selected as input features through fea-
ture selection as explained hereinafter. The output of the predictor is a vector
[x̂b

1, ..., x̂
b
30, ŷ

b
1, ..., ŷ

b
30] with a length of 60. The weights and biases of the FNN are

updated so that it minimizes the Mean Squared Error (MSE) metric L between
the true and predicted position vectors using the Adam [8] optimizer.

L =
1
H

H∑

k=1

(x̂b
k − xb

k)2 + (ŷb
k − yb

k)2 (1)

Input features are standardized with their mean and standard deviation in a
training dataset in a pre-training phase. The FNN is implemented in Pytorch
[12] in Python.

Feature Selection. [xb
1, ..., x

b
30, y

b
1, ..., y

b
30] = f(P, ν0,n, δ)+w in theory of ship

dynamics where P is a set of hydrodynamic and inertial parameters and w is
environmental disturbances caused by wind, wave, and ocean current. In this
study, we introduce following assumptions.

– A predictor is trained for a specific loading condition of a specific ship. There-
fore, P is ruled out from input features of the NN.
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– In most cases, a ship has no accurate measurement of waves and currents.
Therefore, environmental forces due to wave and current are not modeled in
the predictor.

– In Dtarget, the effect of wind on the vessel motion is marginal. For the sake
of simplicity of the validation study, it is not included in the input features
of the NN.

These assumptions yield the predictor [x̂1, ..., x̂30, ŷ1, ..., ŷ30] = f(ν0,n, δ). If
accurate measurement and mathematical models of environmental disturbances
in Vico are available, the proposed framework is valid even if the effect of environ-
mental disturbances on ship motion is significant. One might be able to enhance
prediction performances by using wind sensor and real-time acceleration data in
the future work, however, the scope of this study is not to investigate the best
architecture of NN models but to present the validity of present framework.

Hyperparameter Tuning. Hyperparameters are a set of parameters that need
to be set prior to the training. It is well known that they have a significant impact
on the performance of NNs. In a pre-training phase, the number of hidden layers
nlayers ∈ [1, 8], the number of units in the hidden layers midunits ∈ [10, 500],
learning rate lr ∈ [1.0 × 10−4, 1.0 × 10−1], dropout rate in the input layer
dropin ∈ [0.0, 1.0], and dropout rate in the hidden layer drophd ∈ [0.0, 1.0] are
tuned using hyperparameter tuning framework optuna [1] that employs Tree-
structured Parzen Estimator as an optimization algorithm. As the range of search
of lr is wide, it is searched in the log domain. 50 optuna trials are conducted.
We check further trials contribute to marginal improvement of the validation
loss. In a main training phase, nlayers and midunits are fixed as the NN in
the pre-training phase is transfered to the main training phase; then, lr, dropin,
and drophd are tuned. When a NN is trained without a pre-training phase for
comparison purposes apart from the NN trained in pre-training and main train-
ing phases, 50 optuna trials search an optimal set of hyperparameters nlayers,
midunits, lr, dropin and drophd.

4 Case Study

Fig. 4. The starboard view of the R/V Gunnerus employed in the case study [10].
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In a case study, we aim to make a 30 s trajectory prediction of real-world zig-zag
maneuvers of the R/V Gunnerus. The starboard view of the R/V Gunnerus is
shown in Fig. 4.

4.1 Pre-training

Fig. 5. Pre-defined time series of thruster angle given by a zig-zag controller.

In a pre-training phase, npre = 300 virtual scenarios are generated by merg-
ing a hull model, thruster models, and a zig-zag controller of the R/V Gun-
nerus in Vico. A fixed-step algorithm is used and coupling between sub-models
are not considered in Vico. The virtual R/V Gunnerus is equipped with two
azimuth thrusters in the port and starboard sides. These two thrusters receive
the same commands of thruster angle and revolution from a zig-zag controller.
Commands are simultaneously applied to thruster models since the difference
between command and feedback values of the R/V Gunnerus is very small.
The wave, wind, and ocean current are not applied to the virtual vessel. An
example of the pre-defined time series of thruster angle is shown in Fig. 5. Each
scenario is a 235 s time series. Thruster angle and revolution are set to zero
before 50 s. The vessel state is reset to the initial state at 50 s. In order to
avoid having impact load due to the reset, a Tpre = 150 s time series from 55 s
(t = 0) to 205 s (t = 150) is saved in 1 Hz for the experiment with its 30 s
future true positions [xb

1, ..., x
b
30, y

b
1, ..., y

b
30] and corresponding controller com-

mands at each time step. Thruster angle is δmax until t = Tδ; then, it is
changed to −δmax until t = T ′

δ = 2Tδ with the maximum change rate. At
t = T ′

δ, it is turned back to zero with the maximum change rate. Thruster
revolution is set to nmax from 50 s to 235 s. Each scenario is parameterized
by a vector of parameters S = [δmax, Tδ, nmax, ut=0] where δmax ∈ [−35◦, 35◦],
Tδ ∈ [t = 50 s, t = 75 s], nmax ∼ N (μ = 130RPM, σ = 10RPM) and the initial
surge velocity ut=0 ∼ N (μ = 4.0m/s, σ = 1.0m/s) are randomly given to each
scenario. N (μ, σ) indicates the Gaussian distribution with the mean value μ and
the standard deviation σ. The probability distribution of parameters of S can
be assumed based on the general understanding of a target operation Dtarget,
however, the discrepancy of the probability distribution of input features in Dpre
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Fig. 6. Probability distributions of input features in the pre-training virtual dataset
P (Xpre) and in the target real-world dataset P (Xtarget).

and Dtarget is inevitable as shown in Fig. 6. The initial North and East positions,
heading, sway velocity, and yaw velocity are set to zero.

npre = 300 scenarios are divided into ntrain,pre = 192 scenarios in the training
dataset, nval,pre = 48 scenarios in the validation dataset, and ntest,virtual = 60
scenarios in the test dataset. The test dataset is used only for checking the
performance of the pre-trained predictor in the pre-training phase as shown in
Fig. 9. The NN is trained only by using scenarios in the training dataset. To avoid
overfitting the training dataset, the prediction performance of the trained NN
in the validation dataset is monitored during the training. If the validation loss
does not improve over ne = 200 epochs, the training is automatically stopped;
then, the best model is loaded. We checked ne > 200 does not contribute to
further improvement of the validation loss.

4.2 Main Training

The zig-zag maneuvers experiments of the R/V Gunnerus are conducted in
November 2019 in Trondheim, Norway. Its port-side and starboard-side azimuth
thrusters move simultaneously with the same commands of the thruster angle
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and revolution. Its tunnel thruster is turned off during the experiments. The
experiment is a 1600 s time history. We split this time history into ntarget = 16
operations of which length is 100 s. As we need 30 s future positions and com-
mands at each time step in the operation for the training and evaluation pur-
poses, first Ttarget = 70 s of each operation is saved as one operation with 30 s true
future positions [xb

1, ..., x
b
30, y

b
1, ..., y

b
30] at each time step. The R/V Gunnerus is

equipped with 13 onboard sensors sampling ship motion in real time. During the
experiment, positions in the NED frame (North, East, and heading) and veloc-
ities in the body-fixed frame (surge, sway, and yaw speed) are saved in 1 Hz.
Equation (2) converts positions in the NED frame into [xb

1, ..., x
b
30, y

b
1, ..., y

b
30] in

the body-fixed frame:
(

xb
k

yb
k

)
=

(
cos ψ sin ψ

− sin ψ cos ψ

)(
Nk − N0

Ek − E0

)
(2)

where Nk and Ek are the true ks future North and East positions in the NED
frame. N0 and E0 are North and East positions when making prediction in the
NED frame. At each time step, future command assumptions n and δ are given
by the dataset as we examine the prediction performance provided that they
are assumed by a controller. As we assume limited real-world data of a target
operation are available, we use only ntrainval,target = 12 operations in the main
training and keep the other ntest,target = 4 operations, that are used only for
the evaluation of the prediction performance, untouched in the training process.
ntrainval,target = 12 operations are divided into ntrain,target = 9 operations in the
training dataset and nval,target = 3 operations in the validation dataset. The NN
is trained only by using the training dataset and its performance in the valida-
tion dataset is monitored using the validation dataset. If the validation loss does
not improve over ne = 200 epochs, the training is automatically stopped; then,
the best model is loaded as explained in the previous subsection. By switch-
ing the validation dataset four times, four independent NNs are trained (cross-
validation). The final prediction to the untouched test dataset is the average of
predictions made by these four NNs. In order to examine the contribution of the
pre-training, three different strategies of training are investigated as follows.

(A) Without Pre-training. The training of this predictor is conducted with-
out a pre-training phase. Virtual scenarios generated in Vico are kept untouched
and only limited real-world data of a target operation ntrain,target is used in the
training. It provides a baseline of the comparison study.

(B) Without Finetuning. This predictor is pre-trained with ntrain,pre virtual
scenarios, however, the main training is not performed. The prediction perfor-
mance of this predictor in Dtarget reveals the effect of the discrepancy between
Dpre and Dtarget.
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(C) Present Study. This is a predictor that is trained in the manner of the
present framework. The main training of this predictor is carried out with real-
world data ntrain,target after the pre-training with virtual scenarios ntrain,pre.

4.3 Evaluation Metric

This study introduces an evaluation metric Sijk,target that indicates the mean
prediction error over the 30 s prediction horizon in the test dataset of a main
training phase.

Sijk,target =
1

ntest,targetTtargetH

ntest,target∑

i=0

Ttarget−1∑

j=0

H∑

k=1

Sijk,target (3)

where Sijk,target is the distance between the predicted and true positions at ks
prediction horizon of time step js prediction of ith scenario in the test dataset
of a main training phase. In order to examine the prediction performance in a
pre-training phase, we use an evaluation metric Sijk,pre as follows.

Sijk,pre =
1

ntest,preTpreH

ntest,pre∑

i=0

Tpre−1∑

j=0

H∑

k=1

Sijk,pre (4)

where Sijk,pre is the distance between the predicted and true positions at ks
prediction horizon of time step js prediction of ith scenario in the test dataset
in a pre-training phase.

4.4 Results

Fig. 7. Trajectories of virtual scenarios in Dpre.
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Fig. 8. Histories of the training and validation loss of the first fold of (A) the NN
without pre-training and (C) the finetuned NN with pre-training. The training is ter-
minated when the validation loss does not improve over ne = 200 epochs. (Color figure
online)

Fig. 9. Mean prediction errors in the test dataset.

Trajectories of npre = 300 virtual scenarios generated in Vico are shown in Fig. 7.
It is seen that diverse scenarios are generated thanks to the setting of scenario
generation in the pre-training phase. Through the optuna hyperparameter opti-
mization in the pre-training phase, nlayer = 1 and midunits = 420 are selected.
Apart from the pre-training phase, (A) without pre-training is trained only by
using real-world data ntrainval, target. nlayer = 1 and midunits = 300 are selected
through optuna hyperparameter optimization. After the pre-training phase, the
main training is conducted. With a set of optimized hyperparameters, Fig. 8
shows histories of the training and validation losses of the first fold of the cross-
validation of (A: blue lines) the NN without the pre-training phase and (C: green
lines) the present study with the pre-training phase. The vertical axis displays
loss values along a logarithmic scale. It should be noted that the training is
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Fig. 10. (left) Snapshots of 30 s prediction at t = 0 s, t = 30 s, and t = 60 s of one
scenario in the test dataset (right) Time histories of vessel state and commands.

automatically terminated if the validation loss does not improve over ne = 200
epochs. Since (A) is not pre-trained by virtual scenarios, its training starts with
notably higher loss values than that of (C). Accordingly, the validation loss of
(A) ends up with higher values than that of (C). This result indicates the pre-
training phase based on virtual scenarios facilitates not only the initial stage of
the training but also the overall training efficiency in the main training.

Figure 9 shows the mean prediction error in the test dataset in the pre-
training phase Sijk,pre and that in the main training phase Sijk,target. By com-
paring the bars in the top and the third from the top in Fig. 9, one can see that
the prediction performance of the pre-trained NN deteriorates much in Dtarget if
it is not finetuned in the main training phase due to the difference between Dpre

and Dtarget. The bar (A) in the second from the top in Fig. 9 reveals that the
training without the pre-training phase produces the largest prediction error in
(A), (B), and (C). (C) trained in the present framework with pre-training and
main training phases reduces prediction error notably; by 60.8% compared to
(A) without pre-training.

The left panel of Fig. 10 shows snapshots of 30 s prediction at t = 0 s, t = 30 s,
and t = 60 s of one operation in the test dataset of real-world data in the main
training phase. The right panel of Fig. 10 shows time histories of vessel state
and commands of the operation. (A) the NN without the pre-training phase
deviates significantly from the true trajectories at t = 0 s and t = 30 s. (B) the
NN without finetuning after the pre-training phase succeeded at capturing the
trend of the 30 s true trajectory at t = 0 s, t = 30 s, and t = 60 s in the short
prediction horizon, however, it ends up with the large prediction error in the
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distant prediction horizon. (C) present study with the pre-training and main
training phases traces the true trajectories more accurately than (A) and (B) at
t = 0 s, t = 30 s, and t = 60 s.

5 Conclusion

This study proposed a new framework for co-simulation-based development of
a ship trajectory predictor provided that limited real-world dataset of a target
operation is available. We integrated prior knowledge, which is virtual scenar-
ios generated by a simplified vessel model in co-simulation platform Vico, into
training of the neural-network-based trajectory predictor. The neural network is
pre-trained using many virtual scenarios generated in Vico before it is finetuned
using limited real-world dataset of a target operation. In the case study, we
employed real-world operations of zig-zag maneuvers of a 33.9m-length research
vessel. For pre-training, 300 virtual scenarios of zig-zag maneuvers were gener-
ated in Vico only by merging sub-models provided by different project partners.
The pre-trained neural network was further finetuned using 12 real-world opera-
tions of zig-zag maneuvers. The present framework reduces the mean prediction
error by 60.8% in the test dataset of real-work operation compared to the neu-
ral network without pre-training. Hence, the present framework enables a ship
trajectory predictor to be constructed only by using a simplified vessel model in
co-simulation platform at a small cost and limited real-world data of a target
operation.
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Abstract. Shipping has been dominating the transportation industry
in worldwide trade. During the service life of a vessel, conversions in
mid-life often occur for economic or technical purposes. By replacing
expired components or updating the outdated technology to the latest
operational standards, the service life could be greatly prolonged, and
meanwhile the capability will be enhanced. Bringing ships-in-service to
the latest technology creates the need for advanced methods and tools to
simulate the ship main and auxiliary systems. Co-simulation is emerg-
ing as a promising technique in complex marine system modeling. The
Functional Mock-up Interface (FMI) standard enables sub-models repre-
senting part of the vessel to be executed individually or as an integrated
part of the overall system. The modularity and re-usability of the sub-
models speed up the simulation cycle and ensure time-cost effectiveness,
which benefits the ship conversion. This paper presents a research related
to the ship propulsion retrofit process based on the co-simulation tech-
nique. The ship maneuverability before and after refitting propulsion
units is simulated and analyzed. Through the experiments, propulsion
performance improvements are observed. Eventually, the study supports
that the co-simulation technique to be applied in the maritime field has
an encouraging future.

Keywords: Propulsion retrofit · Ship maneuverability · Co-simulation

1 Introduction

Shipping, as a relatively energy-efficient, environmental-friendly, and sustainable
model of mass transport, is the dominant transportation method for world-wide

This work was supported by a grant from the Research Council of Norway through the
Knowledge-Building Project for industry “Digital Twins for Vessel Life Cycle Service”
(Project no: 270803).

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Cerone et al. (Eds.): SEFM 2021 Workshops, LNCS 13230, pp. 189–203, 2022.
https://doi.org/10.1007/978-3-031-12429-7_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12429-7_14&domain=pdf
http://orcid.org/0000-0002-7774-1363
http://orcid.org/0000-0001-6436-7213
http://orcid.org/0000-0002-9405-2076
http://orcid.org/0000-0001-7553-0899
http://orcid.org/0000-0003-0122-0964
https://doi.org/10.1007/978-3-031-12429-7_14


190 T. Wang et al.

trade. Normally, the life cycle of a ship is estimated to be around 25 years, but
the actual age of the short sea fleet, for example, is higher, reaching more than
30–35 years of age for perhaps as much as 40% of the fleet [9]. However, the
life cycle of ship systems and major components is much shorter because of the
ever faster technological developments. In general, 10–15 years after launching a
ship, its main systems are outdated. Upgrading outdated technology in ships to
the latest operational standards enhances the capability and prolongs the ser-
vice life [13]. Furthermore, the international policies fostering the reduction of
energy consumption and emissions are always issuing new regulations on energy
efficiency and emission reduction [3]. For example, the International Maritime
Organization (IMO) has implemented a stricter sulfur content limit–called the
IMO 2020 sulfur cap–aiming at improve air quality and protect the environment.
Further, IMO has initiated an extensive strategy of the energy efficiency existing
ship index for existing ships, which indicate that the energy efficiency of ships
should be satisfied during the operation phase. To comply with the new regula-
tions, green technologies are implemented on-board ships [10]. Retrofitting the
ships during the operation phase has become a popular choice for the trans-
portation industry [15]. It is possible to upgrade the installed technology with
new high-performance machines and significantly improve the system’s handling,
economic efficiency, as well as emission reduction [8].

Given that modern ships are becoming more complex and integrated,
retrofitting them is a complex and intricate engineering task. Optimal perfor-
mance is relying on all subsystems to work optimally, both individually and
aggregated [11,14]. Each subsystem is dedicated to a specific object of the vessel
or equipment. Between distributed components, they exchange all relevant ship
information, data, or analysis and make coordinated operational decisions. Con-
sidering the mutual and multi-disciplinary interaction between subsystems, co-
simulation is emerging as a promising technique. Often, it is difficult to describe a
truly complex system in a single tool. Instead, people are encouraged to develop
models at the partial solution level, such as the dynamic properties check, control
strategy design, or energy consumption optimization. It not only dramatically
lessens the modeling pressure and promotes efficiency but enables the re-usability
of different elements. Furthermore, a branch of components may be generated
by different teams or suppliers, each in its own domain and each with its own
tools. Using co-simulation, these models can be integrated as black-boxes with-
out revealing the intellectual property of the owner [2]. In addition, considering
now the demanding operation of an autonomous vessel, it is better to test ahead
in a virtual environment for safety reasons. Co-simulation reduces efforts to con-
duct pre-training or perform tests by redirecting design attention and reusing
the sub-system models. From an efficiency point of view, co-simulation greatly
facilitates the ship retrofitting process.

In a co-simulation, different subsystems are modeled separately and com-
posed into a global simulation, where each model is executed independently,
sharing information at discrete time points. The Functional Mock-up Interface
(FMI) standard is a commonly used standard for co-simulation, and model imple-
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Fig. 1. Side view of the research vessel Gunnerus.

menting the FMI is known as a Functional Mock-up Unit (FMU). The FMI
enables an FMU exported by one tool to interoperate with a variety of host
tools and for host tools to orchestrate interactions between FMUs exported by a
variety of other tools [1]. A system can then be modelled as a collection of inter-
connected FMUs. Co-simulation thus enables retrofit decisions to be simulated
ahead-of-time, cheaply and early in the process.

This study presents the propulsion retrofit process using the co-simulation
technique, and the dynamic properties of the retrofitted devices are analyzed and
discussed. The research vessel Gunnerus (see Fig. 1), owned and operated by the
Norwegian University of Science and Technology (NTNU) serves as the test ship.
The simulation fidelity was verified against real ship maneuver in [7] in terms
of ship speed, course, and power consumption. Convinced by the high-fidelity
resolution of the simulation, further research is conducted with more confidence.
As reported in [16], The R/V Gunnrus went through a thruster refit in 2015. The
original twin fixed-pitch ducted propellers and rudders were replaced with the
Permanent Magnet (PM) rim-drive azimuthing thrusters. The original propellers
were 5-bladed, high skew type with a diameter of 2.0 m that rotated in a 19 A
type duct profile, and the new azimuthing thrusters incorporates a ring propeller
in a tailor-made duct with a diameter of 1.9 m with four blades having a forward
skewed shape. Figure 2 shows the propulsion configuration on Gunnerus before
and after retrofit, where the left is the origin pitch propeller with ice-fins, and
the right is the refitted azimuth thruster provided by Rolls-Royce. The same
diesel-electric system supplied the propulsion and maneuvering power before
and after the conversion. To document the effect of the change of propulsion
system, a simulation test is carried out both before and after retrofitting the
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Fig. 2. The propulsion arrangement before and after retrofit.

PM azimuthing thruster in this work. The ship maneuvering capabilities are
then verified.

2 Problem Formulation

Thanks to the modularity and flexibility of co-simulation, the effort required to
simulate the dynamic properties of the propulsion unit is greatly decreased. In
this section, the ship maneuverability and the co-simulation diagram, as well as
the FMUs used in this research will be explained.

2.1 Ship Maneuverability

Ship maneuverability is defined as the capability of the craft to carry out spe-
cific maneuvers. A maneuvering characteristic can be obtained by changing or
keeping a predefined course and speed of the ship in a systematic manner by
means of active controls. For most of the surface vessels, these controls are imple-
mented by rudders, propellers and thrusters. The IMO approved standards for
ship maneuverability, and the standards specify the type of standard maneuvers
and associated criteria. It is always necessary for the vessels to apply these stan-
dards, and even some port and flag states adopted some of the IMO standards
as their national requirements. To help the vessel prepare for implementation of
the standards, prediction of the maneuverability performance in the design stage
enables a designer to take appropriate measures in good time to achieve require-
ments. The prediction could be carried out by using existing data, scaled model
test, or numerical simulation [12]. From the practical view, numerical simulation
appears an effort-efficient way. Therefore, the ship maneuvering capabilities will
be the main concern during simulation experiments.
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To examine the course keeping capability of the ship, usually, the turning
circle and Kempf’s zigzag maneuver are selected. The maneuvers and their char-
acteristic are described as Fig. 3 and Table 1 and 2:

Fig. 3. Schematic of zigzag maneuver and its main characteristics.

Table 1. Zigzag maneuver characteristics.

Characteristic Reference

Initial turning time taThe time from the rudder execution until the heading
changes a desired degrees, 10◦ off the initial course in 10◦/10◦

example

Time to check yaw ts The time from the rudder execution until the maximum
heading changes

Reach time tA The time between the first rudder execution and the instance
when the ship’s heading is zero

Complete time tT The time between the first rudder execution and the instance
when the ship’s heading is zero after third execution

Overshoot angle The angle through which the ship continues to turn in the
original direction after execution of counter rudder

2.2 Co-simulation Setup

The ship maneuvering simulation is set up as Fig. 4 shows. Each block repre-
sents an FMU of which the input and output variables are declared. The exper-
iment is performed in Vico, a generic co-simulation framework based on the
Entity-Component-System software architecture that supports the FMI as well
as the System Structure and Parameterization (SSP) standards [5]. The user
may manipulate the wind, waves, and ocean currents to mimic environmental
conditions. An overview of FMUs applied in the maneuvering simulation is pre-
sented. All the FMUs, except the VesselModel and PMAzimuth, are developed
by the authors using PythonFMU [6].

1. VesselModel
The vessel model reflects the vessel’s hydrodynamic properties, such as the
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Table 2. Turning circle maneuver and its
main characteristics.

Characteristic Unit

Steady turning radius m

Transfer at 90◦ heading m

Advance at 90◦ heading m

Maximum transfer m

Maximum advance m

Tactical diameter at 180◦ heading m

advance

maximum 
advance

transfer

tac cal diameter

maximum transfer

mass, resistance, and cross-flow drag, as well as restoring forces. It is a 6◦ of
freedom (DOF) time-domain simulation model developed by MARINTEK’s
vessel simulator (VeSim) [4]. Summing all the external forces acting on the
ship, the dynamic equations of vessel motions are then solved. It can be
implemented in sea-keeping and maneuvering problems for marine vessels
subjected to waves, wind, and currents based on a unified nonlinear model
Eq. 1.

(MRB + MA)ν̇ + C(ν)ν + D(ν) + g(η) +
∫ t

0

h(t − τ)ν(τ) dτ = q (1)

where the 6DOF ship velocity state is expressed as the vector ν =
[u, v, w, p, q, r]′ referred to the coordinate shown in Fig. 5. The [u, v, w] are the
linear velocity along xb, yb, zb directions, and [p, q, r] are the angular veloci-
ties rotating around three directions. MRB ∈ R

6×6 is the rigid body mass,
and MA ∈ R

6×6 is the added mass. C(ν) = CRB(ν) + CA(ν) ∈ R
6×6 × R

6

is describing the generalized coriolis-centripetal forces. D(ν) ∈ R
6×6 × R

6 is
a vector of damping forces and moments. g(η) ∈ R

6 is a vector of gravita-
tional/buoyancy forces and moments. And h(τ) refers to impulse response
functions calculated by SINTEF OCEAN’s potential theory. q ∈ R

6 is the
external forces and moments acting on the ship. The model itself is fully
coupled and it can be used for simulation and prediction of coupled vehicle
motion.

2. PID controller
The PID controller is created to generate shaft speed and rudder angle com-
mands according to Eq. 2. In the control law, the k{·} is the parameter
enabling tuning, and the predefined approach speed ud as well as the ship
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Fig. 4. Diagram showing the relationship of the engaged ship components.

heading ψd are issued by the ZigzagController.

RPM = kpu(u − ud) + kiu

∫ t

0

(u − ud)dt + kdu
d

dt
(u − ud)

δ = kppsi(ψ − ψd) + kipsi

∫ t

0

(ψ − ψd)dt + kdpsi
d

dt
(ψ − ψd)

(2)

3. Zigzag controller
It is a logistic solver without numerical computation. Given the current ship
speed and heading, it can tell to which side the rudder should turn and deliver
the command saturation to the connected PID controller.

4. PMAzimuth
It is a hydrodynamic model of the azimuth thruster without actuator, imple-
mented by the manufacturer Kongsberg Maritime using VeSim. Feeding a
specific RPM and angle command, vessel speed, as well as the loss factor into
the model, it produces a 3DOF force on heave, surge, and sway directions.

5. Propeller
Both the propeller and rudder are generic models parametrized to R/V Gun-
nerus. The surge force related to the propeller is calculated with:

τp = f(n, u) (3)

where n is the propeller shaft speed (r/min), and u is the vessel’s surge
velocity. Note that the sway force and yaw moment due to propeller are
neglected as they have smaller magnitudes compared to those of hull and
rudder components.
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Fig. 5. The ship body coordinate and motion in 6DOF.

6. Rudder
The rudder is modelled according to [17]. It can be expressed as:

τr = g(u, v, r, n, δ, θ) (4)

where u, v, r are the velocities in surge, sway, and yaw directions respectively.
And δ is the rudder angle. θ refers to the hull-rudder interaction coefficients.

3 Experiment Results

Experiments are implemented with the designed co-simulation diagram in Vico.
The detailed experimental scenarios and the corresponding ship maneuverability,
with either pitch propeller or PMAzimuth thruster installed, are presented in
this section.

3.1 Simulation Scenarios

Ship maneuvering experiments with a different set of propulsion units are imple-
mented. It is also worth noticing that the ship maneuverability could be affected
by water depth, environmental forces, ship speed and hydrodynamic derivatives.
To ensure the results comparable, identical settings except only the propul-
sion units are employed. The ship is assuming cruising on calm and deep water
without external environmental disturbances. Eight maneuver test scenarios are
defined as Table 3 shows, aiming to investigate the propulsion performance under
different execution angles and speeds.

A 10◦ − 10◦ zigzag test means that the rudder and azimuth angles are given
a command of ±10◦, and when the ship heading change reaches 10◦ the rud-
der/azimuth reverse to the opposite side. The 10◦ in turning circle refers to
the constant rudder/azimuth angle. As a key parameter, the ship surge speed
is given as the steady velocity before the zig-zag/turning circle maneuvers are
initiated. During the process, 300 s are saved first to warm up and drive the ship
to the pre-defined speed, and 300 s are arranged for operations. The simulation
time step is set to 0.05 s.
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3.2 Results Analysis

In this section, the main maneuver characteristics of the ship before and after
conversion will be observed and discussed.

Zigzag Maneuver. Zigzag trajectories for the ship using both the pitch pro-
pellers and azimuth thrusters are simulated. Three selected test results are pre-
sented and compared in Fig. 6, 7 and 8. Naturally, differences in turning veloci-
ties are observed from these figures. A more noticeable yaw velocity distinction
between the pitch propeller and azimuth arises during 10◦ turn command. The

Table 3. Maneuver experiment cases implemented in Vico.

Maneuver Execution Speed

Zig-zag 10◦ − 10◦ low

High

20◦ − 20◦ Low

High

Turning circle 10◦ Low

High

20◦ Low

High

Fig. 6. 10◦/10◦ zigzag properties at higher speed.
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Fig. 7. 20◦/20◦ zigzag properties at higher speed.

Fig. 8. 20◦/20◦ zigzag properties at lower speed.



Ship Propulsion Retrofit Research 199

Table 4. The zigzag characteristics for the ship before and after propulsion unit
retrofit.
Characteristics 10◦/10◦ 10◦/10◦ 20◦/20◦ 20◦/20◦

pr azi gain [%] pr azi gain [%] pr azi gain [%] pr azi gain [%]

Approach speed [m/s] 4.7 4.78 – 2.4 2.5 – 4.7 4.73 – 2.45 2.47 –

ta [s] 13.7 8.9 35 24.25 15.6 35.7 8.95 6.45 27.9 14.9 10.4 30.2

ts [s] 3.6 2.9 19.4 5 3.6 28 10.8 8.25 23.6 16.3 12.2 25.2

tA [s] 31.9 21.3 33.2 54.4 35.25 35.2 34.5 26.25 23.9 55.6 40.7 26.8

tT [s] 60.3 40.75 32.4 103.2 67 35.1 64.15 50.3 21.6 103.8 78.75 24.1

First overshoot angle [◦] 2.17 2.37 −9.2 1.57 1.6 −1.9 6.64 6.7 −0.9 4.6 4.7 −2.1

Second overshoot angle [◦] 2.2 2.42 −10 1.58 1.61 −1.9 6.87 6.68 2.8 4.8 4.36 9.2

Average overshoot angle [◦] 2.2 2.42 −10 1.576 1.6 −1.5 7.01 6.7 4.4 4.92 4.35 11.6

statistic results are summerized in Table 4. It could be observed that the mea-
sured key time parameters in the azimuth group are effectively decreased. This
conclusion reveals that the ship with azimuth installed reaches the desired course
within a shorter time, and it responds more quickly to the given command.

Meanwhile, it is observed in Fig. 6 that the rudder rate of both systems are
similar, as they reverse from port-side to starboard in a similar amount of time.
Although it takes longer time for the ship using conventional rudders to drive
itself to the target course, it does not necessarily generate a larger overshoot
angle. Instead, their average overshoot angles are related to the execution com-
mand and maneuver speed as indicated in Table 4. If a smaller angle command
is given to the azimuth, it would even lead to a slightly larger average overshoot
angle compared to the conventional rudder, even with a lower or higher forward
speed. With an increasing angle command, the azimuth thrusters are observed
to perform outstandingly.

Turning Circle. The turning circle maneuver experiments are conducted under
the resembling co-simulation structure (Fig. 4) but replacing the Zigzag con-
troller with Turning controller. The execution angle and speed are distinguished
into two categories: 10◦ and 20◦, higher and lower approach speed, respectively.

The statistical maneuver results are presented in Table 5. Among the four
cases, two of them are selected to visualize the differences (See Fig. 9 and 10).

Table 5. The turning characteristics for the ship before and after propulsion unit
retrofit.
Characteristics 10◦ 10◦ 20◦ 20◦

pr azi gain [%] pr azi gain [%] pr azi gain [%] pr azi gain [%]

Approach speed [m/s] 4.7 4.8 – 2.4 2.5 – 4.7 4.7 – 2.4 2.5 –

Steady turning radius [m] 237.5 185.5 21.9 237.8 186.3 21.6 90.4 91.3 −1 93.2 92.9 0.32

Maximum transfer [m] 476.2 370.6 22.2 476.4 371.9 21.9 190.7 184.8 3.1 195.1 187.7 3.8

Maximum advance [m] 266.7 200.5 24.8 265.5 200.3 24.5 127.8 108.9 14.8 128.3 109.6 14.6

Transfer [m] 227.5 173.7 23.6 227.2 173.9 23.4 88.1 82.2 6.7 88.8 82.5 7.1

Advance [m] 266.4 200.1 24.9 265.2 199.9 24.6 127 108.1 14.9 127.4 108.7 14.7

Tactical diameter [m] 475.9 370.2 22.2 476.1 371.5 22.0 189.96 184.1 3.1 194.2 186.9 3.8
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Fig. 9. 10◦ turning circle properties at higher speed.

The ship equipped with either the conventional pitch propellers and rudders, or
azimuths, are approaching at similar speeds before execution. From Fig. 9a, a
drop of surge speed is observed when the rudder is instantiated, and the drop of
pitch propeller is more obvious compared to that of the azimuth. Meanwhile,
a larger turning velocity is offered by the azimuth. The out-performance in
response velocities is expected to lead to a narrowed turning radius which is
verified in Fig. 9b.
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Fig. 10. 20◦ turning circle properties at higher speed.

Moreover, the statistical results show that the angle command affects the
propulsion performance more than the approach speed. Comparing Fig. 9 and
Fig. 10, the ship exhibits similar speeds before operation. However, the percent-
age of decreased surge velocity with 20◦ rudder angle is higher than that with
10◦ counter angle. For the azimuth thruster, it drops about 6% in 10◦ and 19%
in 20◦. For the propeller, the values are 15% and 32%. When the rudder angle is
given 20◦, it not necessarily generates a large turning radius, as the propulsion
moments could produce a higher yaw rate compared to 10◦. This finding leads
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to a compromise in overall turning performance. Therefore, it is understandable
that the steady radius reduction at 20◦ command is smaller than that of the
lower command.

4 Conclusion

The continuously improving knowledge and availability of high-performance
machines and drives have created the need for advanced methods and tools
to facilitate retrofitting existing ships. Usually, the retrofit is driven by envi-
ronmental and/or technical reasons, such as to comply with new energy regu-
lations or to upgrade outdated technology. Either way, it is beneficial to ensure
fast refitting procedures by allowing easier integration of new components. Co-
simulation reduces both the time and the costs of refitting procedures, extend-
ing the operative life of a vessel in service. In this research, the authors utilized
the co-simulation techniques to model the ship maneuver process before and
after propulsion conversion and evaluate the impact of new devices on the ship
maneuverability, aiming to support decisions on measures to meet operational
standards. By comparing the zigzag and turning circle maneuver characteris-
tics in the present work, an improved course keeping capability is observed after
refitting advanced permanent magnet driven azimuth thrusters on the ship. This
practice supports that co-simulation enables time cost-effective redesign and fast
virtual tests by taking advantage of its modularity and flexibility, and emerges
as a promising technology in the maritime industry.

However, it should be clarified that the quality of the simulation model may
vary, and the tests conducted in order to compare the maneuvering performance
of the two systems, and are not necessarily a good measure of the daily maneu-
vering capabilities of the vessel. Agreeing with this situation, the experiments
performed through co-simulation will be qualitatively informative so that the
comparative conclusions drawn upon are credible.

In the present study, only the ship maneuvering performance investigation
is within scope, but in many cases, energy consumption is the major concern.
Therefore, further research on the energy cost of the ship with different propul-
sion sets installed will be implemented by taking advantage of co-simulation
technology in the future.
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Abstract. Designing a Model Predictive Control system requires an
accurate analysis of the interplay among three main components: the
plant, the control algorithm, and the processor where the algorithm is
executed. A main objective of this analysis is determining if the con-
troller running on the chosen hardware meets the time requirements and
response time of the plant. The constraints, in turn, should be met with
a satisfactory tradeoff between algorithm complexity and processor per-
formance. To carry out these analyses for an autonomous vehicle control,
this paper proposes to leverage parallel co-simulation between the plant,
the model predictive controller and the processor.

Keywords: Model predictive control · Co-simulation · Autonomous
vehicles

1 Introduction

Control algorithms based on model predictive control (MPC) are increasingly
being employed in embedded systems with high-performance requirements and
stringent constraints, such as automotive applications. MPC relies on the avail-
ability of a mathematical model of the controlled plant, used at each sampling
period to evaluate a prediction of the plant’s future behaviour over a given times-
pan (the prediction horizon) and choose optimal values for the control variables,
to be applied at the next sampling period [13].

Designing an MPC system for embedded applications requires an accurate
analysis of the interplay among three main components: the plant, the control
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algorithm, and the processor where the algorithm is executed. With the model-
based design approach, the analysis exploits the results of the simulations. In
particular, a detailed simulation of the processing architecture executing the
control software is needed, given the role of processor performance in meeting
real-time constraints. This is a typical situation where co-simulation provides
substantial support to developers who need to model subsystems from different
areas of expertise: algorithms, processor architecture and plant physics.

This work presents an approach to enable the analysis of MPC systems
through co-simulation. To this end, an open source library for MPC algorithm,
GRAMPC [10], has been extended with the implementation of a standard inter-
face for co-simulation, FMI (Functional Mock-up Interface) [5]. The MPC algo-
rithm contains a prediction model of the plant that is distinct from the actual
model. This allows the analysis of the controller under a variation of the actual
model parameters. The approach also encompasses MPC performance analysis,
thanks to the use of the VPSim [7] virtual prototyping tool for complex elec-
tronic Systems-on-Chip (SoC) from the SESAM framework [26], which supports
FMI co-simulation.

The application of the proposed approach is shown in a case study from
autonomous vehicle control, where the plant, the model predictive controller, and
the processor are simulated in parallel. The plant is an autonomous car that must
reach a destination along a road with a given geometry, avoiding obstacles. The
vehicle is simulated with a standard kinematic model implemented in C with the
GRAMPC framework, adapting an example from the GRAMPC distribution.
The processor architecture is an ARMv8 multi-core processor, simulated in the
VPSim framework. The metrics used to analyse different co-simulation runs are
the difference of the actual trajectory from the reference one and the execution
time of the GRAMPC algorithm, that should be less than the co-simulation step.

The paper is organised as follows: Sect. 2 introduces a selection of related
works; background on MPC and the GRAMPC library is briefly reported in
Sect. 3; Sect. 4 illustrates the proposed approach for multi-model simulation of
automotive systems, while Sect. 5 shows the application to a case study from
autonomous driving; finally, Sect. 6 contains conclusions and further work.

2 Related Work

Among the many works available to readers looking for an extensive background
on wheeled vehicles dynamics, we may cite [14]. More specifically, Yurtsever
et al. [28] provide a survey on recent work about autonomous driving. Also the
literature on model predictive control offers many fundamental texts, e.g. [13].

In model-driven development, co-simulation [11] can be applied in the anal-
ysis of complex cyber-physical systems that integrate a high-level control algo-
rithm with pre-existing closed implementations of lower-level plant dynamics.

Lee et al. [17] report on the co-simulation of an MPC-controlled heating, ven-
tilation and air-conditioning plant, using an ad-hoc Python-based infrastructure
to connect a building simulator with a Matlab controller. Similar ad-hoc solu-
tions have been proposed in several works, e.g., von Wissel et al. [27], who use
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Simulink S-functions to connect a powertrain model developed on the Siemens
LMS Amesim simulator with an MPC controller developed in the Honeywell
OnRAMP environment. Using S-functions to couple a Simulink model to differ-
ent simulators is a common technique, used, e.g., in [4], where a Simulink model
of a human heart was coupled to an executable formal model of a pacemaker.

The Functional Mockup Interface 2.0 [5] is a de facto standard for co-
simulation, and INTO-CPS [16] is an integrated tool chain for model-based
design based on FMI.

An FMI infrastructure based on the TISC co-simulation platform was pre-
sented by Gräber et al. [12]. In their work, FMUs simulate the plant, an opti-
mizer, and a system estimator. The plant can be modeled with different tools,
the optimizer is built with the MUSCOD-II software package using a direct mul-
tiple shooting method. A vapor compression cycle is discussed as an application
example. An FMI-based infrastructure was used by Ceusters et al. [6], who gen-
erate an FMU from a Modelica simulator of multi-energy systems, and use it
to communicate with a Python-based environment that models two alternative
controllers, one based on MPC and one on reinforcement learning. Another FMI-
based framework for co-simulation of human-machine interfaces was presented
in [21]. Co-simulation has been paired with formal methods to validate and verify
control systems of various kinds [2,3], including robot vehicles [9,20].

In the automotive field, the interaction between multi-physics modelling/sim-
ulation environments and embedded software development environments has
been addressed by many works. Recently, the eFMI (FMI for embedded sys-
tems) standard has been proposed as a result of the EMPHYSIS (Embedded
systems with physical models in the production code software) project [19].

3 Model Predictive Control and the GRAMPC
Framework

This section introduces a very succint description of the concept of model pre-
dictive control and of the GRAMPC framework [10] for the simulation of MPC
systems.

3.1 Model Predictive Control

A model predictive control system iteratively solves an Optimal Control Problem
(OCP) of the following form [10], where t ∈ [0, T ] is the MPC-internal time
coordinate and T is the prediction horizon:
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min
u

J(u, xk) = V (x(T )) +
∫ T

0

l(x, u, τ)dτ (1)

Mẋ = f(x, u, tk + τ) (2)

x(0) = xk (3)
x(τ) ∈ [xmin, xmax] (4)
x(T ) ∈ Ωβ (5)
u(τ) ∈ [umin, umax] , (6)

where (1) is the cost functional, which depends on the time evolution of the
control variables’ vector u and of the sampled state variables’ vector xk. The
first term (V (x(T ))) of the cost functional represents the terminal cost associ-
ated with the final state at the end of the prediction horizon, while the second
term represents the integral cost computed over the whole trajectory over the
prediction horizon. The system dynamics are expressed by (2), where the mass
matrix M defines the inertial properties of the system, and tk = t0 + kΔt, with
0 < Δt < T , is the k-th sampling instant.

The state of the system at the beginning of the k-th control interval is given
by (3). The remaining relations express constraints on the state and the control
inputs. In particular, Ωβ is the set of states such that the terminal cost is less
than or equal to β. This constraint is typically used to ensure stability.

The controller computes the trajectory of control variables that minimizes
(1), and its first segment of simulated length Δt is applied as a plant input
during the actual (real-time) control period [tk, tk+1).

A common form for the cost functional uses quadratic norms of the form

V (x) = ‖x − xdes‖2P (7)

l(x, u) = ‖x − xdes‖2Q + ‖u − udes‖2R , (8)

where (xdes, udes) is the desired set-point and the norms are weighted by
the positive (semi-)definite matrices P , Q and R, defined according to the
application.

3.2 The GRAMPC Framework

The GRAMPC (Gradient-Based MPC) framework supports simulation of non-
linear systems under MPC by providing a highly configurable optimization algo-
rithm. Users must supply a model of the plant to be simulated, by coding a set
of C-language functions implementing well-defined, yet flexible interfaces. Users
also set options and parameters to customize the optimization and simulation
algorithms. In particular, a user may choose one of a set of available solvers for
the optimizer.
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The optimization algorithm implements an augmented Lagrangian method,
based on the gradient-descent paradigm, also exploited in other adaptive [8]
and learning [15] control techniques for modern mechatronic systems. Such an
algorithm, at each iteration, requires the evaluation of the plant’s dynamics (for
the prediction), of the cost functional, of their partial derivatives w.r.t. state and
control variables, and of the constraint relations. As mentioned above, all these
computations are specified by the user with C functions. For example, function
ffct computes the plant dynamics, Vfct and lfct compute the terminal and
integral cost, respectively, dldx computes the gradient of the integral cost w.r.t.
the state variables, and hfct checks the inequality constraints.

The implementation of the optimization and simulation algorithm maintains
a structure (grampc) that contains all the information of the problem at hand
(including the current state of the plant, the values of the command variables,
the time). A function named grampc run takes the grampc structure as an input
and executes a step of the MPC algorithm, updating grampc.

In order to execute a simulation, a user writes a source file with the functions
modeling the system (ffct etc.) and a file with a main program where param-
eters and options are initialized. Then, a loop starts, invoking grampc run at
each iteration. The resulting values of control and state variables can be further
processed and printed out.

Figure 1 summarises how a simulation is built on top of the GRAMPC frame-
work. The framework is composed of a library providing the implementations of
the core MPC functions, and the declarations of the interfaces to be implemented
by the user, who provides the problem formulation in two source files, one with
the prediction plant model and the other with the initialization and the main
loop. It may be observed that, in the GRAMPC framework, it is not possible to
simulate the controlled plant and the controller separately, since the controlled
plant model coincides with the prediction plant model used in the controller.

4 Proposed Approach

This work is based on the idea of embedding a GRAMPC model into an
FMU written in C where the time advancing function fmi2DoStep invokes the
grampc run function. The control values updated in grampc are forwarded as
FMI output variables and the current state stored in grampc is overwritten by
the FMI input variables as shown in Fig. 2. This is achieved by exploiting a pre-
existent FMU generator such as [18] or [22] to create the basic FMU structure
that should be compiled together with the whole GRAMPC library source files
and the two GRAMPC files of the system at hand.

The file with the model of the plant does not require changes, while the
file with the implementation of the algorithm requires some minor changes: the
initialization of the GRAMPC parameters should be wrapped into a function
that will be invoked by the FMU initialization function fmi2SetupExperiment,
while the code for executing the MPC algorithm should be wrapped in a function
that will be invoked by the fmi2DoStep function. Finally, the values stored in
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Fig. 1. GRAMPC library schema.

the grampc structure should be linked to the buffers where the FMU variables
are stored.

Fig. 2. Interaction between Master and GRAMPC.

4.1 Advantages of GRAMPC as an FMU

The benefits deriving from the proposed approach are related to the general
advantages of an FMI based co-simulation, i.e., the possibility of easily coupling
the GRAMPC controller with other tools such as Simulink or OpenModelica for
the controlled plant component. In particular, the GRAMPC FMU may require
a simple model for the predicted trajectory, while a more complex and accurate
model can be created for the controlled plant in another FMU, using tools that
fit the problem domain. Moreover, the time required to run a co-simulation can
be easily reduced by exploiting a simple numerical integration solver (e.g., a
Euler solver) in the GRAMPC FMU while a more accurate and computation
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demanding solver (e.g., Runge-Kutta) is only used in the plant FMU, which
is the one that computes the actual evolution of the system. Thanks to the
proposed approach it is also possible to run tests of the GRAMPC controller
by exploiting existing features such as the Simulink white noise generator block
for sensor errors, or the INTO-CPS Design Space Exploration (DSE) for the
analysis of the behaviour with small parametric variations.

4.2 Advantages of Hardware Platform Modelling Within VPSim

Complementary to separating GRAMPC into a standalone FMU, being able
to model the grampc run execution on a real hardware is a key to assess per-
formance bottlenecks of the control strategy. This is made possible thanks to
the VPSim [7] SoC virtual prototyping capabilities. It was developed with the
purpose of accelerating the software/hardware co-validation in the early stages
of the design development. VPSim makes it easy to model and emulate various
hardware architectures. At the same time, the user can simply test and debug
complete software stacks on these emulated architectures. Furthermore, VPSim
is distinguished by its ability to host third-party subsystems using many stan-
dard and non-standard interfaces. In particular, it fully supports the FMI stan-
dard [24]. Therefore, it can interface easily with other modelling tools and simu-
lators within an FMI-based co-simulation. From the user view, FMI in VPSim is
exposed as a proxy component that must be connected to a compatible hardware
communication interface, such as CAN bus or I2C slave. In addition, VPSim
proposes a user-friendly method for automatic generation of the virtual plat-
form FMU, based on a high-level description of the hardware/software platform.
Figure 3 shows the general architecture of an FMI co-simulation involving an
FMU with a GRAMPC model executed on a processor emulated with VPSim.
The deployment of GRAMPC on a simulated architecture with VPSim enables
(i) evaluating the behavior of grampc run on the target hardware architecture,
(ii) identifying the best hardware support for the control code, and (iii) devising
software improvement strategies such as parallel implementation.

5 Case Study

The specific case study concerns the autonomous driving of a vehicle modelled
for simplicity by kinematics laws through the GRAMPC library. The problem
addressed is to follow a sinusoidal trajectory that follows the carriageway, avoid-
ing some obstacles (modelled as circular areas). Figure 4 shows a possible tra-
jectory of a car avoiding an obstacle (red circle).

The case study is taken from an example available in the GRAMPC distri-
bution. Obviously, in a realistic case, the MPC control algorithm, which is a
low-level control, will have to be integrated with the vision and decision system
for the waypoints to be reached at each iteration. This information is assumed
to be given as input to the system statically, at the beginning of the simulation,
and the vision system will not be considered.
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Fig. 3. The architecture for a co-simulation with VPSim FMU.

Fig. 4. Example of a trajectory.

5.1 Vehicle Model

The model used for the case study is the kinematic bicycle model of the vehicle
shown in Fig. 5, adapted from [23]. This model, commonly used in the field of
MPC, approximates a four-wheel vehicle by replacing the two wheels of each
axle with one wheel on the longitudinal axis.

The kinematic behaviour of the model is described by the following equations,
where the control command inputs are the acceleration a (m/s2) and the front
wheel steering angle δ (rad).

ẋ = V cos(ψ + β(δ)) (9)
ẏ = V sin(ψ + β(δ)) (10)

V̇ = a (11)

ψ̇ =
V

lr + lf
cos (β(δ)) tan (δ) (12)

Angle β is the slip angle at the centre of gravity G and it is described by
Eq. (13), where lr and lf are the distances from G of the rear and front wheel,
respectively.

β(δ) = arctan
(

tan(δ)
lr

lr + lf

)
(13)
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Fig. 5. Kinematic bicycle model of the vehicle, redrawn from [23].

5.2 Simulink Model of the Plant

Equations (9), (10), (11), (12), and (13) have been implemented with the
Simulink model shown in Fig. 6, using the base blocks of the Simulink trigonom-
etry library. The Simulink model comprises four integrators to output the actual
values of the variables. The initial state of these integrators corresponds to the
initial values of the plant’s state variables.

The Simulink environment generates an FMU whose model parameters (such
as lr, lf , and the initial state) can be set in the INTO-CPS co-simulation envi-
ronment. The Simulink environment also chooses the ode45 variable step size
and the default parameters for the explicit Runge-Kutta integrator.

5.3 Vehicle and Controller in GRAMPC

The model of the vehicle in GRAMPC is shown in Listing 1.1 and matches the
equations shown in Sect. 5.1, using the notation of C. The same model is used
to solve the optimisation problem and for executing a self-contained simulation
in the framework. Listing 1.2 shows the four optimisation constraints:

1 double beta = ATAN(param [18]* TAN(u[0])/(param [18]+

param [19]));

2 out [0] = COS(x[2]+ beta)*x[3];

3 out [1] = SIN(x[2]+ beta)*x[3];

4 out [2] = x[3]* COS(beta)*TAN(u[0])/(param [18]+ param

[19]);

5 out [3] = u[1];

Listing 1.1. Implementation of the vehicle model in GRAMPC.

– out[0] on line 1 represents the constraint for obstacle avoidance and is rep-
resented by a circle of radius 1 located at (50, −0.2) in the XY plane.
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Fig. 6. Simulink model of the plant. Parameter L equals lr + lf .

– out[1] on line 2 and out[2] on line 3 are the constraints representing the
edges of the road, represented by two sinusoids,

– out[3] on line 4 represents the speed limit that the vehicle must respect.

1 out [0] = (2 - POW2(-50 + x[0]) - POW2(( 0.2 + x[1]))

);

2 out [1] = -x[1] + 4*SIN(2 * pi * 0.01 * x[0]) -1.5;

3 out [2] = x[1] - 4*SIN(2 * pi * 0.01 * x[0]) -4.5;

4 out [3] = x[3] - 40;

Listing 1.2. Definition of the constraints in GRAMPC.

1 State* tick(State* st) {

2 grampc ->sol ->xnext [0] = (typeRNum)st->x;

3 grampc ->sol ->xnext [1] = (typeRNum)st->y;

4 grampc ->sol ->xnext [3] = (typeRNum)st->V;

5 grampc ->sol ->xnext [2] = (typeRNum)st->psi;

6 grampc_setparam_real_vector(grampc ,"x0",grampc ->sol ->

xnext);

7 grampc_run(grampc);

8 t = t + grampc ->param ->dt;

9 st->a = grampc ->sol ->unext [1];

10 st->delta = grampc ->sol ->unext [0];

11 }

Listing 1.3. Algorithm evolution in GRAMPC.

Listing 1.3 shows the custom function tick, called by the master every co-
simulation step through the fmi2Dostep function: lines 3–7 move the values
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received from the controlled plant to grampc; lines 9–10 invoke the execution
of grampc and increase the time variable by dt; lines 12–13 save the newly
generated commands. The co-simulation architecture is shown in Fig. 7, with
the INTO-CPS Co-simulation Orchestration Engine (COE) playing the role of
the FMI master algorithm.

Fig. 7. Co-simulation architecture of the case study.

5.4 Hardware Platform with VPSim

VPSim can simulate a large variety of architectures using both its integrated
models and external model providers such as QEMU [1], ARM fast models, or
open virtual platforms. In the context of this paper, as shown in Fig. 3, VPSim
emulates a quad-core ARMv8 64-bit processor architecture using QEMU. Each
core has private L1 & L2 caches. All the cores share four slices of LLC banks,
which are connected to the NoC and peripheral devices. The platform runs a
Linux OS which executes the GRAMPC algorithm. A CAN controller model
provides FMI interfaces and makes it possible to receive and transmit control
I/O data to and from the grampc run application that uses the SocketCAN
API [25] to retrieve them, as would be the case on real hardware.

It must be stated that a real-time OS could be supported by the proposed
methodology. It would be required for industrial development and validation to
ensure the periodic scheduling of the grampc run function. Yet, using a standard
Linux - executing a single application triggered by CAN events - is relevant for
the exploration of the control strategy while accounting for potential execution
performance bottlenecks. Indeed, if grampc run executes in less time than the
period of CAN messages, it is then periodically executed. Otherwise, it will fail
to process all incoming messages and meet its deadlines, as would be the case
when considering an RTOS.

5.5 Results

The GRAMPC framework uses a single model as the prediction model, needed
for MPC optimization, and as the controlled plant model. While this choice
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Table 1. Parameter values.

Parameter Value

δmin −0.5 rad

δmax +0.5 rad

amin −11.2 m/s2

amax +5.34 m/s2

Front track lf 1.670 m

Rear track lr 1.394 m

Time horizon 1 s

MPC solver Euler

is often convenient, it may be the case that an embedded application must
use a prediction model simplified with respect to the controlled plant model.
In such cases, co-simulation makes it possible to use two distinct models. As
a preliminary step towards the co-simulation of distinct models, in this work
it has been checked that co-simulation does not introduce significant deviations
from the case of GRAMPC simulation with a single model. In order to verify the
consistency between the two simulation methods, the same mathematical vehicle
model has been implemented in C for the prediction model, and in Simulink for
the plant model. The results of co-simulations are consistent with the results of
self-contained simulations in GRAMPC, producing a difference less than 1 mm.

This section reports results of co-simulations in case of the decoupling of the
two models, making the co-simulated system more realistic with respect to the
GRAMPC self-contained one. The main parameters of the analyzed scenarios
are shown in Table 1.

Nominal Co-simulation Results. The vehicle starts at the position (0,0)
and must follow the sinusoidal trajectory avoiding the obstacle at (50, −0.2).
Figure 8 shows a run with a fixed step size of 0.001 s and an end time of 20 s.

Fig. 8. Results of a co-simulation run.
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The maximum computation time of the GRAMPC algorithm is less than
a millisecond and the simulation time is 50 s on an Intel® Core™ i7-7700
CPU @ 3.60 GHz × 8. The choice of the Euler solver inside the MPC model,
together with the GRAMPC setup, leads to a computation time less than the co-
simulation step-size, which guarantees a realtime-like throughput. Notoriously,
the Euler solver is computationally less demanding than other solvers.

As shown in Fig. 8, the vehicle follows the trajectory avoiding the obstacle.
The mean error of the actual trajectory against the reference trajectory without
the obstacle is 0.08 m (first row in Table 2) and the maximum absolute error is
0.76 m, both evaluated excluding the area around the obstacle. With respect to
the limits imposed on the constrained optimisation problem, as far as the obsta-
cle avoidance section is concerned, it was verified that the trajectory calculated
by GRAMPC is such that the centre of mass of the vehicle completely avoids the
obstacle. This translates into verifying that the distance between the trajectory
and the centre of the obstacle is always greater than the radius of the circle
that formally defines the obstacle region itself. The closest distance between the
obstacle and the centre of mass of the vehicle is 0.4 m.

Response to Physical Parameter Variation. By exploiting the decoupling
of the model used within GRAMPC and the model used for plant in Simulink
it is possible to run robustness tests against small variations of the physical
parameters of the vehicle under analysis. Table 2 shows the four different scenar-
ios where the parameters lf and lr of the Simulink model have a ±5% deviation
with respect to the nominal values used in the first experiment, reported in the
first row of the table. This variation of the parameters emulates a reasonable
measurement error. It may be stated that the GRAMPC algorithm is robust as
the mean error is scarcely affected by physical changes. Moreover, the maximum
absolute error is not affected by physical variations and therefore it is not shown.

Table 2. Different parameters.

Front track ll (m) Rear track lr (m) Error (m)

1.67 1.394 0.08

1.67 1.464 0.09

1.67 1.324 0.09

1.75 1.394 0.08

1.59 1.394 0.10

Enabling Perturbation Analysis. Figure 10 shows the results of the co-
simulation with a perturbation in the y and ψ values produced by the plant
FMU and consumed by the GRAMPC algorithm. The perturbation has been
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Fig. 9. Simulink model of the plant with AWGN.

implemented with the Simulink AWGN block, which has been applied to the y
coordinate with a variance of 0.1 (10 cm of measurement error) and to angle ψ
with a variance of 0.01 (1◦ of measurement error), obtaining the model in Fig. 9.
As shown in Fig. 10, the vehicle is still capable of avoiding the obstacle but the
error has increased to 0.240 m and the maximum absolute error has increased
to 1.58 m. The framework can be used for perturbation analysis by considering
more cases.

Fig. 10. Results of a co-simulation run with AWGN on sensors.

Co-simulation with VPSim. As a benefit of the proposed approach, it is
possible to generate the FMU that executes the grampc run algorithm on a spe-
cific hardware platform. In the following, we show the nominal co-simulation
in case of GRAMPC executed on top of an ARMv8 quad-core processor emu-
lated with VPSim. With respect to Fig. 7, the FMU generated with VPSim can
replace the GRAMPC FMU. The results, shown in Fig. 11, present a mean error
of 0.262 m, while the vehicle is still able to avoid the obstacle. This increase in
the mean error is consistent with the fact that the average execution time of
grampc run (2.4 ms) is longer than the expected co-simulation stepsize (1 ms).
From this point on, several improvement strategies to the grampc run imple-
mentation could be sought by the designer such as parallelizing the algorithm,
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changing the prediction window or the optimization solver, or even choosing
more appropriate hardware.

Fig. 11. Results of a co-simulation run with VPSim.

6 Conclusions

This paper has shown an approach to enable the analysis of an MPC algorithm
through co-simulations involving relevant aspects of three different domains: (i)
physical laws, defining the evolution of the system, (ii) control algorithm, opti-
mising the response of the system, and (iii) processor architecture imposing con-
straints on the execution time. The proposed approach is based on the strategy of
embedding into an FMU a GRAMPC controller running on a VPSim-simulated
processor to assess the performance of the processor.

The case study has shown some of the possibilities opened by the proposed
approach, such as the response to physical parameter variations or the evaluation
of the impact of processor architecture on the system. Each different analysis can
be extended with knowledge and tools deriving from the respective domain. Users
expert in parallel computation could improve the architecture performances by
optimising the code, users expert in fault tolerance could decrease the impact of
faulty sensors by applying, for example, redundancy in the plant model. Finally,
experts in MPC could be interested in finding the best trade-off between accuracy
and performance. Working all together on the same artefacts, and combining
effort in different fields would lead towards the implementation of optimal and
robust systems.

As further work, in order to get better results in the parallelisation of MPC,
it could be also interesting to investigate the usage of a quite different structure
of the control algorithm allowing a more effective parallelism.
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Abstract. Aircraft systems and associated technologies have been con-
stantly evolving over the years with an increasing number of compo-
nents and actors interacting together in a global chain. Given this ever-
growing complexity, the use of simulation in the design and validation
phases of emerging systems is essential and allows to significantly accel-
erate some prototyping phases, especially in cross-domain concepts. This
article describes analysis and experiments done at ISAE-SUPAERO for
running large scale and hybrid real-time simulations for aircraft using
the HLA standard (High Level Architecture).

Keywords: Aircraft simulation · Distributed systems ·
Co-simulation · HLA

1 Introduction

The complexity of aircraft systems in their environment makes it crucial to
analyse and understand their characteristics and behavior early in the design
phases. Modeling and simulation (M&S) play an important role in aircraft sys-
tems development, where simulation models are used for prototyping and eval-
uating systems in order to identify potential problems or even misconceptions
and allow for decisions at all development stages. Aircraft sub-systems simula-
tion targets cross-domain, multi-scale, multi-physics and multi-fidelity models.
The high increase of computer processing power enables many possibilities such
as high fidelity simulations. Moreover, emerging computer network technologies,
especially the rise of Ethernet technology from low [21] to high speeds [14], have
led to distributed computing, where different computers are interacting over a
communication network to achieve a common goal, thus providing more power
and efficiency to solve very complex problems. However, such configurations
come with a cost and designers of distributed applications have had to face sev-
eral problems such as handling the heterogeneity of the hardware and software
distributed components. The efforts to tackle these interoperability issues have
led to the development of multiple standards such as Common Object Request
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Broker Architecture (CORBA) [26], Data Distribution Service (DDS) [26], Func-
tional Mock-up Interface (FMI) [22] or the non-standardised approach proposed
in Robotic Operating System (ROS) [10,11,27]. Such middleware standards pro-
vide the following advantages:

– Interoperability : defining a common and shared framework for the connected
systems to interact together and exchange data,

– Modularity : easing the operation of adding or replacing entities, and
– Distribution: allowing the processing entities to be located on different com-

puters on a communication network.

For simulation purposes, the specialised High-Level Architecture (HLA) stan-
dard [31–33] has been developed to provide a shared and documented frame-
work for interoperability and reusability of heterogeneous distributed simula-
tion. Although interoperability and reusability remain essential, both high per-
formance and availability have also to be considered to fulfill the requirements
of the simulation. For many years now, we have been using our implementation
of the HLA standard (called CERTI) to develop and maintain hybrid real-time
aircraft simulations and allow testing of real hardware components within the
simulation loop. This article presents our framework using the HLA standard
for aircraft simulations, its architecture and particularities, and an open-source
implementation. An aero-propulsive aircraft/engine test scenario for distributed
simulation from this open source implementation is presented as illustration.
The remainder of this paper is structured as follows:

– Section 2 presents an overview of our HLA simulation framework.
– Section 3 continues with an outline of the application architecture and its

particularities.
– Section 4 describes the engine models for the case-study.
– Section 5 discusses the experiments and the obtained results.
– Finally, the paper is wrapped up with some conclusions and perspectives for

future work.

2 An HLA Based Framework

2.1 CERTI

In distributed systems, “middleware” is the term used to describe a software
layer implementing the services and framework (defined in a standard) to connect
the distributed entities. For HLA, the middleware is referred to as the Run-Time
Infrastructure (RTI) and implements the HLA Interface Specification part of the
standard [31]. Thus, it provides a set of software services to all the connected
HLA-compliant applications called “HLA federates”. As depicted in Fig. 1, the
RTI can be seen as the intermediary layer allowing the global execution of the
distributed simulation and hiding the complexity of the underlying distributed
system. In reality, each computers embed a local component handling the services
implementation.
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Fig. 1. HLA/RTI as middleware for distributed simulations.

For years, ISAE-SUPAERO has been developing and maintaining an RTI
called CERTI. This project started in 1996 [30] and is available as open-source
software [25]. CERTI is recognizable through its original architecture of commu-
nicating processes implemented in C++. Each HLA-compliant simulation (called
a “federate”) is connected to a local RTI Ambassador (RTIA) process and linked
to a library (libRTI) providing the HLA interface services. A global shared pro-
cess called “RTI Gateway” (RTIG) acts as a software-based router and connects
all available RTIAs. Each federate process interacts locally with its RTIA via a
Unix-domain socket and the RTIA processes exchange messages over the net-
work, in particular with the RTIG process via Transmission Control Protocol
(TCP) sockets. This architecture is depicted in Fig. 2.

Fig. 2. CERTI architecture.
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2.2 Federates and Models

When building a simulation, the studied system and its environment can be
considered as a set of components with various interactions between them. From
CERTI point of view, we must distinguish the model for each simulation com-
ponent and the federate process (a C++ code) that integrates and implements
one or more models (see Fig. 3). One way to design and to build a distributed
simulation (i.e. a HLA federation) is to associate a federate only one component
model. A federate may also encompass several models for the sake of simplicity
of the overall architecture or to enable a performance optimization of the global
simulation [12].

Fig. 3. Illustration of three federates with different models.

The interoperability between the individual models within one federate
belongs to the federate designer. However, it is necessary to describe the HLA
interfaces of the federate i.e. the data updated by the federate model(s) to the
RTI and the data consumed by the federate model(s) from the RTI (data pro-
vided by other models within remote federates). The HLA standard requires this
description in terms of object classes with their attributes plus some additional
information such as the data representation for technical interoperability or the
unit and referential for semantic interoperability.

2.3 Time Management Services

Time management services provided by the HLA middleware form one of the
main benefits of this simulation standard and make this standard special com-
pared to others [15]. The time management services enable the access to a consis-
tent global logical time for all the distributed entities involved in the simulation.
A time-stamp is assigned to each message and the RTI must ensure that all the
messages are delivered with respect to time-stamp order. Therefore no message is
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allowed to be delivered to a federate in its past (from the logicial time scale point
of view). This allows to have a deterministic and reproducible simulation which
respects all the computing dependencies expressed with a logical time ordering.
Different algorithms can be used to implement time management services and
provide this consistent logical baseline. The most used algorithm is the so-called
Null Message Algorithm (NMA) from Chandy and Misra [4], implemented in
CERTI. The approach is based on a contract for each federate called “looka-
head”. Each federate undertakes not to send simulation messages with a logical
timestamp less than its local time plus its lookahead. This algorithm is suit-
able for real-time and we have proposed some formal analysis [5] as well a new
optimized version, called Null Message Prime (NMP) [9]. In addition, we have
shown that these algorithms can be particularly useful when solving distributed
differential equations such as in a complex aircraft distributed simulation [8].

3 SMARTIES Project

3.1 Background

In the context of the Research Platform for Embedded Systems Engineering
Project (PRISE), we developed a first version of an aircraft flight simula-
tion [7,16], called SDSE (French acronym for Distributed Simulation of Embed-
ded Systems). However, although relevant and functional, this application had
two disadvantages:

1. The aerodynamic model of the aircraft (i.e. the definition of its aerodynamic
coefficients) as well as the propulsive system model were basic and their real-
isation could not be validated against real-life data nor any publication.

2. The part concerning the autopilot and flight control systems were integrated
in a HLA simulator, but not integrated on a real dedicated on-board system
(i.e. not a simulated system). Therefore, this HLA simulation was not a real
Hardware-In-the-Loop (HIL) simulation.

Based on these findings, a new project, called Simulation Modules for Aircraft
Real-TIme Embedded Systems (SMARTIES), was initiated. In order, to address
the first limitation of SDSE, two well-documented flight dynamics models with
available open source references have been implemented:

– A high-fidelity model for a Boeing 747-100 as described in National Aeronau-
tics and Space Administration (NASA) references [17,18].

– A high-fidelity model for a F16 as described in Air Force Institute of Tech-
nology and NASA references [20,24].

The information provided in these references is very detailed and makes it
possible to faithfully reproduce behaviour of these two aircraft and thus allow
for realistic simulation on the platform.

The second limitation was addressed by the design and implementation of
a full avionics bay connected to the HLA simulator entities and which are run-
ning autopilots, fly-by-wire and flight control systems on dedicated on-board
computers including the fault tolerance redundancy handling [6].
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3.2 Architecture Overview

The SMARTIES architecture, inherited from SDSE, is composed of 10 HLA
federates, each representing a specific part or system of the aircraft and its
environment (see Fig. 4).

Fig. 4. SMARTIES architecture illustration.

– The Inputs/Outputs federate (ios fed) acquires the pilot’s inputs in the
cockpit from the multiple interfaces such as the side sticks, throttle, etc.
The elevator, aileron, and rudder axes can then be commanded through this
interface with a processing via the flight control laws implemented in the fcs
and avionic systems.

– The Human-Machine Interfaces federate (hmi fed) is used to display essential
flight information in the cockpit interfaces such as Primary Flight Display
(PFD), Navigation Display (ND) or Electronic Centralized Aircraft Monitor
(ECAM).

– The Flight Control System federate (fcs fed) is in charge of the aircraft
control and implements two types of functions:
1. the autopilot functions such as speed and altitude hold control systems;
2. the low level flight control functions (i.e. control and stability augmenta-

tion systems).
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The implemented control laws are a combination of the control laws docu-
mented in the reference documents as well as improvements realised in-house.
These flight control laws can run either on a simulation entity (within a fed-
erate) or on the specialized SMARTIES avionics bay [6].

– The Engine federate (eng fed) simulates either 4 high-bypass turbofan
engines for the B747 aicraft or 1 low-bypass turbofan engine for the F16
aircraft. The engine characteristics change with the atmospheric conditions
as well as the aircraft flight Mach number. This federate receives the required
throttle commands from the flight control system federate. A new model for
this federate is presented in Sect. 4.

– The Hydraulic Control Surfaces federate (hcs fed) implements all the
hydraulic actuators behaviors whose deflections change the aerodynamic
forces and influence the aircraft motion. The different control surfaces are
described in previously mentioned references for each aircraft and modeled
either by first or second-order filters with position and rate saturation to
enforce realism.

– The Flight Dynamics Model federate (fdm fed) represents the core of the
simulation and computes the equations of motion. The aircraft trajectory
and altitude will evolve with respect the action of aerodynamic, gravity and
propulsion forces. The aerodynamic coefficients are implemented in the form
of interpolation tables with multiple entries as described in the references.

– The Environment federate (env fed) reproduces the weather and climate
conditions. It models the US Standard Atmosphere 1976 [23] and depending
on the altitude it calculates the corresponding atmospheric variables such as
temperature, pressure or air density. It also integrates different types of wind
models, such as wind shears and gusts, as well as turbulence models like the
ones from Dryden [13,35] and Von Karman [34].

– The Sensors federate (sen fed) simulates the different aircraft sensors such
as Inertial Measurements Units (IMU) or Global Positioning System (GPS).
Each sensor having its own dynamics, we used first or second-order low-pass
Butterworth filters [3] augmented with delay, bias, drift, and noise phenomena
in order to augment realism.

– The Visualization federate (visu fed) is in charge of the 3D virtual envi-
ronment display and The Manager federate (man fed) enables configuration
features for the simulation entities along with logs.

3.3 Open-Source Version

We decided to release part of our work for the F16 aircraft simulation as open-
source software. In order to ease the usage and deployment of such application
for an end-user, the native SMARTIES architecture was simplified. As described
in Sect. 2.2, some models can be aggregated within one federate as long as the
local scheduling of the entities is guaranteed. Figure 5 illustrates the architecture
of our open-source version: 5 models (eng, hcs, fdm, env and sen) are combined
within one federate (also named fdm fed). Also, the ios and hmi models are
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combined into a cockpit federate (i.e. ckp fed). The complex avionics bay com-
posed of several redundant units and corresponding network entities has been
replaced to allow users to run the fcs code on an embedded device (having an
ethernet interface) of their choice. In the remainder of this paper, the open-
source application is considered (the code is available at https://github.com/
ISAE-PRISE/smarties f16).

Fig. 5. Open-source SMARTIES architecture illustration.

4 Towards a New F16 Engine Model

4.1 Design Tool

A dedicated software called PROOSIS [2] was employed to create new models for
the F16 engine. PROOSIS is an object-oriented software, primarily dedicated to
gas turbine engine cycle modelling. It enables the user to both size a new engine
architecture and/or to explore engine system design space by evaluating the
performance of a pre-sized model through its three-layer structure:

1. Schematic: component-level modelling and whole system architecture assem-
bly,

2. Partition: boundary value definition and initialisation of non-linear terms of
the equation system that describes the constructed architecture, and

https://github.com/ISAE-PRISE/smarties_f16
https://github.com/ISAE-PRISE/smarties_f16
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3. Experiment: engine cycle design and/or off-design simulations in steady state,
transient, optimisation scenarios, etc.

Using this tool, the engine cycles were sized for a single operating point
corresponding to a typical cruise condition of the F16 aircraft. The boundary
conditions chosen to control the model are two engine fuel flows (in core and
the afterburner), directly linked to the throttle command of the coupled flight
simulator.

4.2 New Engine Models

A new F16 engine schematic (illustrated in Fig. 6) representing an afterburning
two-spool low bypass-ratio F110 turbofan architecture was assembled based on
the information provided in [1,19].

Fig. 6. F110-GE-129 engine architecture (PROOSIS schematic).

The fan was implemented using a compressor component, with the bypass
mass flow modelled as bleed at the compressor inlet, re-injected into the main
flow right after the last turbine stage. This was done in order to avoid certain
inherent difficulties arising from the default library fan model being adapted to
single stage components used in civil applications, as opposed to the compact
three-stage fan employed in the current engine. The high pressure turbine cool-
ing was modelled as a simple offtake from the high pressure duct re-injected
into the high-pressure turbine, since no information concerning this feature was
found in the literature. The post-combustion was modelled with an additional
burner component situated between the low pressure turbine and the exhaust
nozzle. Since no relevant data was found in the public domain, the exhaust noz-
zle component does not include variable cross-section feature typical for fighter
aeroplane engines. As this drawback may only influence the value of the calcu-
lated performance, and has no further influence on the framework development
at hand, the engine is assumed to have a fixed nozzle, which will be corrected in
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the future developments if additional data is acquired. Robustness of the result-
ing cycle model was verified with parametric steady state simulations for the
following operating envelope: altitude (from 2000 m to 4500 m), Mach number
(from 0.3 to 0.9) and net thrust (from 65000 N to 104750 N).

4.3 HLA/PROOSIS Coupling

There are two possibilities to link the PROOSIS tool with a HLA environment.
PROOSIS (based on C++) allows the access (via an API) to certain features,
internal variables and functions. Therefore, it is possible to implement an internal
HLA federate such as depicted in Fig. 7.

Fig. 7. Illustration of a PROOSIS internal federate.

However, this solution is difficult to handle and requires a lot of knowl-
edge on the internal behavior of the tool. In order to implement a consistent
global HLA simulation, it is important to understand the parameters impacting
the frequency behavior of models components, their interactions and identify
correlations between these models and implemented solvers within PROOSIS.
This work is ongoing and not suitable for the open-source version. We therefore
generated appropriate look-up interpolation tables (see Fig. 8) that have been
integrated into the federate code to provide the necessary engine performance
parameters to the simulator.
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Fig. 8. Illustration of PROOSIS engine performance table generation.

5 Experiments and Results

5.1 Testing Environment

Our experiment takes place at the ISAE-SUPAERO facilities as illustrated in
Fig. 9.

Fig. 9. Testing environment illustration between DISC and DAEP.
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On one side of the campus, the core of the open-source SMARTIES appli-
cation is running in the Department of Complex Systems Engineering (DISC)
building. These entities are sharing a dedicated local Ethernet network. On the
other side of the campus at a distance of 800m, the new engine model is running
in the Aerodynamics, Energetic and Propulsion Department (DAEP) building
on a dedicated computer. The connection between the new engine model and
the rest of the simulation is done via the university network, whose bandwidth
is shared between all the university students and researchers and can be limited
for the simulation data exchanges (i.e. performance issues). This limited perfor-
mance has to be handled properly to ensure the real-time behavior of the simula-
tion using dead reckoning algorithms [28] combined with HLA time-management
services [15] (this is described in Sect. 5.3 and Sect. 5.4). For this experiment, the
distribution of the simulation entities is necessary because it enables future pos-
sibilities of HIL simulations with real engines running at DAEP facilities and
aircraft dynamics models running at DISC facilities.

5.2 Engine Models Comparison

Figure 10 shows the resulting curves comparing the thrust value produced by
the new model versus the original values from the NASA reference documents.

Fig. 10. Thrust comparison between original NASA model and the PROOSIS model.

As it can be observed in the presented data, a discrepancy (thrust overes-
timation by the PROOSIS model) stabilised at around 7% with respect to the
NASA reference is produced for the simulated operating condition. The observed
difference is not significant given that the maximum operating thrust (order of 75
kN for cruise without afterburning) is significantly higher than the one currently
simulated (order of 20 kN), so the validity of the current model is not com-
promised. In addition, the NASA model used as a baseline is not a full engine
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cycle model in itself, but a look-up table providing engine thrust as a function
of flight conditions and throttle setting. As such, we have no way of knowing the
underlying assumptions concerning either the variable nozzle or any other engine
component. It is nevertheless of interest to pinpoint the following drawbacks of
the current PROOSIS model, which will inform future improvements:

1. The current engine thermodynamic cycle was sized only for one operating
point at 75 kN thrust and in steady state, based on scarce data assembled
from several different references. With sufficient reference data, the inherent
limitations of single-point cycle sizing method can be overcome in future
developments by employing the so-called multi-point cycle sizing process [29].
This more complex method is available in PROOSIS and can ensure a broader
operating envelope for the sized engine.

2. Variable nozzle cross-section (typical feature to regulate military jet engine
performance over its operating envelope) was not taken into account in the
developed model.

5.3 Real-Time Performance Results

During the execution, each federate computation and communication is sched-
uled by time management principles (see Sect. 2.3). A suitable deployment of
these techniques ensures a consistent behaviour on the simulation logical time
reference. The progress in the logical time is then correlated to an hardware
clock to ensure the respect of real-time constraints for federate executions.

Fig. 11. Fdm federate step times with 10 Hz remote engine federate.

In a nominal mode, the frequency of the simulation 100 Hz which means
that a federate must receive, process and send data every 10 ms (deadline). Due
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to our large scale distributed testing environment, we had to analyse the real-
time behavior of the simulation according to the remote engine federate. Our
experiments have shown that this federate has to run with a frequency 10 Hz
to ensure proper real-time execution. Higher frequencies are causing the 100 Hz
federates to wait for the remote federate and violating their 10 ms deadlines.
Figure 11 shows the execution steps measurements from the fdm federate with
the remote engine federate running 10 Hz; it can be seen that the real-time
behavior is correct.

5.4 Dead-Reckoning Performance Results

The real-time performance of the entire distributed simulation is guaranteed
using 10 Hz remote engine federate. However, the fdm federate still need rele-
vant thrust inputs 100 Hz. To address this, dead reckoning algorithms [28] have
been implemented into the fdm federate in combination with its HLA time man-
agement handling. A shadow engine model is integrated into the federate and
uses dead reckoning to predict and mimic 100 Hz behavior based on the incoming
data received from the remote federate 10 Hz. Two types of dead reckoning tech-
niques have been used: one is only considering the rate of change of the remote
value (noted DR1) and one considering the acceleration of change as well (noted
DR2). The formulas 1 and 2 are given below with P the value (here the predicted
or received thrust value), V is the rate of change of this received value and A
its acceleration of change. These predications compared to the remote model are
displayed in Fig. 12.

PDR1 = P10Hz + V10Hz ∗ Δt (1)

PDR2 = P10Hz + V10Hz ∗ Δt +
1
2

∗ (A10Hz ∗ Δt)2 (2)

Fig. 12. Thrust comparison 10 Hz model and dead reckoning estimations.
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6 Conclusion

This article focuses on the use of an HLA framework to develop, run and extend
large-scale, hybrid and real-time simulations for aircraft systems. The approach
building on HLA technology was presented, along with a dedicated implemen-
tation of a high-accuracy aircraft model from the public domain. The existing
engine model was extended using a new dedicated design tool and the new model
has been validated with previous model from the literature. A distributed large
scale run-time execution experiment was then performed over a university net-
work. Proper handling of the simulation could be confirmed, some enhancements
to cover timing issues have been put in place. We have released an open-source
package and therefore, our application with its implementation details are acces-
sible, can be used, reproduced and extended. For future work, an extension of the
engine model validation is foreseen, along with addressing the mentioned open
points, and the overall large-scale simulation scenario will be further enhanced so
to allow larger scale simulations to take place. In particular, we are targeting to
pursue our effort towards new HIL simulations which will integrate real engines
into the simulation loop. We are also working on the integration of multiple air-
craft in the simulation loop using different existing simulators such as X-Plane
(see https://github.com/ISAE-PRISE/xplane hla).
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(Research Platform for Embedded Systems Engineering) which tends to provide a
platform for study, evaluation and validation of new embedded system concepts and
architectures to our students and researchers. In addition, this project has inherited
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between SAFRAN Group and ISAE-SUPAERO in 2016 with aim to promote and help
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Abstract. Digital twin technology is an essential approach to managing the life-
cycle of industrial products. Among the many approaches used to manage digital
twins, co-simulation has proven to be a reliable one. There have been multi-
ple attempts to create collaborative and sustainable platforms for management
of digital twins. This paper compares two such platforms, namely the HUBCAP
and the DIGITbrain. Both these platforms have been and continue to be used
among a stable group of researchers and industrial product manufacturers of dig-
ital twin technologies. This comparison of the HUBCAP and the DIGITbrain
platforms is illustrated with an example use case of industrial factory to be used
for manufacturing of agricultural robots.

Keyword: Digital twins · Industrial products ·Model-Based Design ·
Co-simulation · HUBCAP · DIGITbrain · Agricultural robots · CPS

1 Introduction

In order to optimize the use of industrial products such as manufacturing equipment,
it is paramount to consider digital technologies. Here digital models, digital shadows
and digital twins play an important role for the Cyber-Physical Systems (CPSs) and the
manufacturing processes. Unfortunately, many of the software tools have rather high
costs for getting started. This means that there is a risk that many Small and Medium
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Enterprises (SMEs) do not have enough financial power to join the digital transition.
There is also a need for close collaboration between industrial product manufacturers,
product users and CPS software providers so that reuse of CPS models and tools is pos-
sible. Thus, it is essential to establish sustainable and affordable collaboration platforms
that lower the barriers to the use of digital twin technologies among SMEs.

In this paper we focus on and compare the platforms targeted by two H2020 Inno-
vation Actions (IA) called HUBCAP [1–3] and DIGITbrain [4]. The focus of the HUB-
CAP platform is on Model-Based Design (MBD) for CPSs for any application domain.
The HUBCAP collaboration platform contains interesting innovation called a sandbox
enabling users to try MBD tools and models directly from an internet browser without
having to install anything locally. The focus of the DIGITbrain platform is on evolving
Digital Twins (DTs) for Manufacturing as a Service in a platform essentially enabling
DTs from cradle to grave for industrial products. The main innovation here is a clear
distinction between data, models and algorithms of a DT and in addition a high level of
configurability on the execution environment.

We are going to take a closer look at the capabilities and differences of the HUB-
CAP and the DIGITBrain platforms. A case study of digital twin for industrial factory of
agricultural robots has been used to illustrate the importance of collaborativeMBD, pub-
lication, reuse, and evaluation of digital twins using the HUBCAP and the DIGITbrain
platforms.

An important point to note is that the paper contains a review of the conceptual
abstractions and implementations of two ongoing projects. Thus, the description pro-
vided in this paper is limited to capabilities implemented while writing this paper. The
rest of this paper is organized as follows: Sect. 2 presents an overview of the HUBCAP
and the DIGITBrain platforms, Sect. 3 compares these two digital twin platforms, and
Sect. 4 deals with the Agrointelli’s factory simulation case study.

2 The HUBCAP and the DIGITbrain Platforms

The HUBCAP and the DIGITbrain platforms are aimed at sustaining the ecosystem of
CPSs for industrial users. The general approach taken is to help the users create, exchange
and reuse DTs for industrial products (IPs). Both the projects have a marketplace for
publishing, reuse of DT among manufacturers, consultants, software vendors and users.

Both the projects treat DT models and software as assets on the platform that can
be reused. In the case of HUBCAP, the emphasis is on creation of models in general
using the available software authoring tools (such models can for example be used in
a DT context). The collaborative development of DT models is the primary advantage
of the HUBCAP platform [2, 3]. The HUBCAP platform contains HUBCAP Sandbox
Middleware (HSM) which is a formally proven, secure platform for management of
collaboration among users based on Sandbox concept [5, 6].

The DIGITbrain platform enables creation of DTs for IPs using reusable models,
algorithms/tools and data sources. The DIGITbrain platform, which is under develop-
ment can host reusable data (D), models (M), algorithms (A), and Model-Algorithm
(MA) pair assets [7, 8]. The DTs are composed from these reusable assets and are
evaluated on distributed computing infrastructure.
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3 Comparison of the HUBCAP and the DIGITbrain Platforms

In this section, we provide a comparison of the workflows involved in creation and
execution of a digital twin on both the HUBCAP and DIGITbrain platforms.

Fig. 1. Workflow in the HUBCAP project leading to execution of reusable digital twins.

Figure 1 shows a typical workflow in the HUBCAP platform if it is used in a DT con-
text. The HSM is responsible for managing the workflow in the creation and execution of
reusable DTs. The HSMmanages collaboration among platform users in secure sandbox
environments. The sandbox kernel, a part of HSM, is responsible for on-demand pro-
visioning of a sandbox for users. Software providers can use a live sandbox to package
their tool/software and publish the same into the catalog. The owner of a tool can also
update and version their software. This is step-1 in the workflow.

Each sandbox has a shared storage using which files can be exchanged in a sandbox.
These usually are model, data, or log files that may be needed for collaboration within
a sandbox. In step-2, user(s) typically develop a model, download the same to their
computers before publishing it to the catalog (step-3). Model owners can also upload
new versions of their models. In the HUBCAP project, the collaborative development
(i.e., authoring) of tools and models is very easy. The publishing of a model or a tool
need to be only once.

In step-4, users of a digital twin model can request the sandbox kernel to provision
a sandbox in which model(s) and tool(s) needed for creation of a DT are available.
Users can then upload required data to use the selected digital twin. Thus, even the
HSM supports Data-Model-Algorithm (DMA) abstraction of a DT. Each sandbox has a
unifiedweb interface viawhich participants of a sandbox can collaborate. Thus, real-time
collaboration between users is possible in both authoring and usage phases of digital
twins. The provision of all sandboxes happens on a single server thus limiting the number
of concurrent sandboxes that can be run.

Figure 2(a) shows a typical workflow involved in the DIGITbrain platform (which
itself is based on the CloudBroker platform [9]). The DIGITbrain platform allows for
publishing of tool/software/algorithm package. The first step is the publication ofmodel-
algorithm pair on the CloudBroker platform. At present, the authoring of models and
tools is outside the main part of the DIGITbrain platform.
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(a) Workflow for publication and    (b) Deployment configuration of published 
 execution of digital twins.       software package. 

Fig. 2. The use of DIGITbrain project for evaluation of digital twins.

One advantage of the DIGITbrain platform is the ability of users to use the published
software package and configure the on-demand deployment of a DT. Figure 2(b) shows
different levels of configuring the deployment of a software package. The installation
packages allow for the selection of the base computing environment (operating system,
library dependencies, graphics hardware etc.) and installation of the software package
on the deployment environment. The deployment environment specifies the hardware
computing infrastructure onto which the software is configured to be deployed. In step-2,
users can trigger automated deployment of selected software via a web interface.

The selected deployment environment is usually available among competing cloud
service providers. In the present case, the on-demand deployment happens on the
Microsoft Azure - a public cloud service provider. It is also possible to select differ-
ent kinds of hardware configurations and save them as deployment configurations. The
DT users can select one of the possible deployments. In step-3, the CloudBroker platform
provisions the software on selected computing infrastructure and makes the DT ready
to use. Users can then import models, data or both into the live DT.

Table 1 summarizes the relative advantages of each implementation platforms
explained above. An interesting side effect of both the implementations is a ready to
use a DT published on the platforms. Users have the option to just publish the tools, or
tools-models or tools-models-data. Publication of model, data within a packaged tool
available on the platform might help users check the setup of tool with an example
model-data pair before using their own data-model-algorithm tuple.
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Table 1. Comparison on the relative advantages of implementing digital twins on the HUBCAP
and the DIGITbrain platforms.

Workflow HUBCAP DIGITbrain

Create new models Yes No

Collaboration between users Yes No

Publish and reuse models Yes No

Publish tools/software Yes Yes

Ease of publishing models and
tools

Easy Involves multiple steps each
of which require significant
domain knowledge

Reuse of models by customers Yes Yes

Deployment of software and
model for instantiation of
digital twins

Manual Automated

Specification of deployment
infrastructure

Not possible Configurable in the
publication phase

Execution environment Single server On scalable cloud resources

Export results to user Manual Supports both manual and
automated

Reuse of evaluation
environment

Yes, but manual deployment
in each scenario

Nearly automated, click of a
button

4 Agrointelli Case Study

Agrointelli (AGI) is a Danish SME which produces customizable autonomous field
robots that can perform various operations in a farmer’s field (e.g., light tillage, seeding,
weeding, spraying, etc.). As AGI increases their sales, it is expected that there will be
spare part orders fromexisting customerswhichwill cause interruptions in the production
process. For this, AGI needs to optimize their production processwhile considering spare
part orders from farmers and/or dealers. Thus, creating a production model that can be
scaled up, in terms of detail and potential integration of real-time data (e.g., resource,
process etc.) for realistic decision-making is critical for its future growth of AGI.

In this case study, a co-simulation model of factory production process has been
created using the CPPS-SimGen tool. The INTO-CPS toolchain has been used as the
tool for executing the factory co-simulation model [11]. Thus, the factory DT is used
to simulate the behaviour of the manufacturing process for a period of several months.
The factory manufacturing process is co-simulated at maximum production capacity.
The result of the co-simulation is taken over by a Decision Support System (DSS) which
outputs new production schedule. The decision process to update production schedule
begins with the arrival of a new order for a set of broken parts. This new order will have
to be included in the current production plan and completed as soon as possible without
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disturbing the ongoing production plan. By simulating the manufacturing process and
using a DSS the estimated delivery date for the part orders is generated.

The factory co-simulation model has been created using the CPPS-SimGen tool
running in a HUBCAP sandbox [10]. The factory model is then downloaded onto the
user’s computer. The model is published onto the HUBCAP models repository. This
factory co-simulation model can be executed using the INTO-CPS toolchain, in a new
sandbox on the HUBCAP platform. The required parts order data need to be uploaded
onto a running sandbox. A new instance of factory DT can be created by using factory
model and the INTO-CPS tool available in the HUBCAP catalogue.

In case of the DIGITbrain project, authoring of the factory model is not possible. In
the DIGITbrain parlance, the factory co-simulation model is the DIGITbrain model and
the INTO-CPS toolchain is the DIGITbrain algorithm. This model-algorithm (MA) pair
is then published as a software package onto the CloudBroker platform. The published
software package is configured with four deployment configurations and coupled with
one commercial cloud service provider for on-demand execution of the factory DT. The
required parts order data is directly uploaded into the cloud computer on which the
factory DT is being executed. In this way, the Agrointelli use case has been used to
demonstrate the capabilities of the HUBCAP and the DIGITbrain platforms.

5 Concluding Remarks

There is a timely need for collaborative and sustainable development platforms for DT
stakeholders. The HUBCAP andDIGITbrain project platform are two prototype demon-
strations of DT platforms. TheHUBCAP platform is geared towards collaborative devel-
opment and publication of models and tools that can be used for DTs. The DIGITbrain
platform enables industrial product manufacturers, users, software providers and domain
experts to collaborate on the publication and use of DTs. The comparative advantages of
these two platforms have been demonstrated using an industrial case study. Even though
there are overlaps in some of the features of these DT platforms, both are complementary
in nature. Thus, the HUBCAP and the DIGITbrain platforms are important collaborative
efforts to sustain the adoption of DT technologies among SMEs.

Acknowledgements. We would also like to express our thanks to the anonymous reviewers.
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Abstract. The academic and business domains are in constant trans-
formation due to the technological advances. In this context, proof of
knowledge, skills and training are becoming crucial for the students and
employees. In a competitive environment like that, forgery of diplomas
and certificates is a frequent problem that has not been faced properly
yet. Additionally, the lack of a formal representation and acknowledg-
ment of informal and life-long learning outcomes costs to all educational
stakeholders and employee seekers. By using open source blockchain tech-
nology as a game changer throughout the educational process, security,
privacy, integrity and immutability of the data related to diplomas, cer-
tificates and skills acquired by learners can be guaranteed. The result of
building a system supported by blockchain for life-long learning, a pos-
itive impact in trust and transparency of the education achievements,
institutions, students and companies is achieved.

Keywords: Education · Blockchain · Verifiable credentials ·
Anti-forgery · Digital identity

1 Introduction

The business world is facing a surge in demand for technical skills as it becomes
more digitized and it finds it difficult to hire qualified and trained personnel [1].
In this environment, proof of skills, training and education are important in order
to get hired by companies. This proof is mainly provided in forms of diplomas and
certificates which include information for the candidate’s educational and knowl-
edge background. Unfortunately, the forgery of diplomas and certificates is a well-
known problem in the academic sector leading universities and other institutions
to even stop issuing them in paper [2]. At the same time, there are many infor-
mal ways of being educated and trained apart from universities. Life-long learning
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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(LLL) and digital education courses help to acquire microcredentials - which are
a representation of the smaller units of knowledge that are not included in a stan-
dard diploma or degree - and are not currently represented in national qualifica-
tion frameworks [3] and thus they lack a formal proof, though they represent skills
that are needed for certain job positions. Massive Open Online Courses (MOOCS)
for example have evolved from single-course into multi-course with associated
degrees, such as the XSeries degree by Coursera and the Nanodegree by Udac-
ity, accredited with microcredentials to prove the skills and training [4] someone
has achieved after successfully completing them.

In parallel, the academic world is also being further digitized than just in
the administrative tasks. Especially after the pandemic of Covid-19 in many
EU countries the educational processes are taking place either fully online or in
hybrid mode both in physical and digital presence. This comes with the opportu-
nity to capture learners’ interactions through the learning management systems
(LMS) and monitor their learning outcomes in order to assign fine-grained badges
and microcredentials to them. These microcredentials can then be combined with
or accompany the student’s diploma to demonstrate the upskill achieved. When
speaking about diplomas and microcredentials representation in this paper, we
are always referring to their digital format, unless noted otherwise.

Since proof of education and skills is often used to apply for subsequent stud-
ies to other national or international education institutions and for job vacancies
at companies as well, it is crucial to eliminate any chances of this proof being
counterfeit. Blockchain (BC) technology can be used to sustain availability of
such credentials while preventing the forgery of the digital records that are stored
on it. This is possible because of BC’s principal characteristics which include a
decentralized append-only database type called ledger, with its records - called
transactions - being timestamped, digitally signed, added to blocks connected
as a merkle-tree forming the ledger and written only after a consensus among
the participating servers - which are called nodes - has been achieved [5]. Taking
advantage of open source BC technologies and their features, the BlockAdemiC
(BCA) project will create a digital cybersecure system (platform) for certifying
and verifying educational activities, diplomas, certificates and skills in higher
education (HE) and LLL domains. This system is supporting a cryptograph-
ically secured wallet that cannot be tampered, for safe storing all the digital
credentials (DC) related to a person’s education and training, forming a digital
education passport (EDP). BCA differentiates from all other projects that sup-
port storing DCs because it goes a step further to record, apart from diplomas
and certificates, the educational activities covering special skills - such as scien-
tific and technical - and general skills. Thus, by adding a lower level of student
activity recording, it achieves to capture specific actions that lead to acquiring
these special and general skills, and stores them immutably on the BC ledger,
making them integral part of the EDP. The rest of this paper is separated in
three subsections describing a) the BCA potential and the problems it attempts
to solve, b) what is blockchain and how it helps to solve the described problem,
c) expected impact after piloting the platform, and d) conclusions and future
work.
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2 The BlockAdemiC Project

2.1 BlockAdemiC Overview

BCA as a project provides a decentralized immutable lifelong cybersecure EDP.
To this direction it adopts the European Credit Transfer and Accumulation
System (ECTS) for HE institutions’ (HEI) students to represent learning out-
comes and make academic qualifications recognized across EU countries [6]. The
platform that has been developed will be applied at the Aristotle University of
Thessaloniki, the largest university in Greece, and at least three more educa-
tional institutions in Greece and abroad. Students registered through the BCA
will hold a student’s digital wallet, that will be used as the EDP, to store their
DCs such as diplomas and certificates. By utilizing BC technology HEIs and LLL
institutions (LLLI) will issue digital tokens to store soft and hard skills as DCs.
A token is an educational credit that reflects in the qualifications that learners
have acquired after completing a learning activity.

Qualifications according to the Greek National Qualifications Framework [7]
take the form of learning outcomes classified into predefined levels. Learning
outcomes - for example what the person knows, understands and can do after
completing a learning process - are categorized into knowledge, skills and abili-
ties. A wallet in BC technology is a permanent digital personal storage and in
BCA can be held on-chain or off-chain. The difference between the two types is
that when stored on-chain this wallet is decentralized hosted on the BC network,
when stored off-chain it is hosted on the user’s personal computer storage. BCA’s
goal as a project goes beyond previous BC based education platforms such as
Blockcerts and BCdiploma that only store the diplomas [8,9] or EduCTX that
uses as a learning unit only the results of written exams to calculate the total
ECTS earned by the students [10]. What differentiates BCA is its ambition to
capture the total effort of the overall activities that students have on LMS and
that can be expressed in ECTS and qualifications. This perspective makes the
learning measurement unit more precise than just a single exam result.

Special care has been taken to protect the BCA users’ personal and sensi-
tive information by choosing open source technologies supporting the platform to
form a private BC network where only registered users can participate. This also
differentiates BCA from other education platforms that use public BCs, such as
the Ethereum network [11,12], not only in terms of privacy, but also in terms of
lowering the costs for storing information and operating the network, having bet-
ter response times and storage speed, while maintaining security, decentraliza-
tion, immutability and transparency. This way, information exchange processes
between the participating institutions is being reinforced and secured at the
same time by the BC technology. The same applies for all the other participants
on this network, namely students, alumni and companies offering job opportu-
nities. All of the participants are able to exchange information only after being
authenticated and authorized. After research, four main roles - called actors -
have been identified at BCA’s design stages to be the end users of the system,
and their interactions have been defined. After defining the roles, their interac-
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tions formed the use case scenarios that would be supported by the system. The
actors are

– The educational institutions, which include the HEIs and the LLLIs
– The teachers that are part of the educational institutions
– The students and alumni of the educational institutions
– The companies that are offering job opportunities and are interested in

trained personnel with special skills and knowledge

The actions that each of these actors can perform are the following

– Educational Institutions and Teachers
• HE Institutions

* Register for an institution account for authentication and authoriza-
tion

* Issue verifiable DCs (diplomas, degrees, certificates)
* Verify DCs issued by any educational institution

• LLL Institutions
* Register for an institution account for authentication and authoriza-

tion
* Issue verifiable DCs (certificates)
* Verify DCs issued by any educational institution

• Teachers
* Register for a personal teacher’s account for authentication and

authorization
* Issue verifiable DCs (microcredentials)

– Students
• Register for a personal student or alumni account for authentication and

authorization
• Hold a life-long EDP
• Participate to activities and courses in order to earn DCs (diplomas,

degrees, certificates, microcredentials)
• Present their EDP to HEIs and LLIs for subsequent studies or to employ-

ers looking for personnel
– Companies/Employers

• Register for a company account for authentication and authorization
• Announce job vacancies and define additional special skills needed to

apply
• Search with specific criteria for alumni in order to offer job opportunities
• Verify DCs issued by any educational institution

The specific use case scenarios covered by the common interactions between the
above mentioned actors are explained next.

The first scenario BCA covers is the need for issuing DCs like diplomas and
certificates and capturing microcredentials all along the educational process.
Furthermore, by storing the verifiable DCs on the immutable BC ledger, BCA
prohibits tampering of all kinds of DC tokens contained in the EDP address-
ing the fraud of diplomas and certificates forgery. Furthermore, BCA confronts



The BlockAdemiC Project 253

not only the forgery of diplomas and microcredentials, but also makes them
auto-verifiable by other users of the BC network using complicate cryptographic
techniques covered in detail at Sect. 2.3. The actors interacting in this use case
are HEIs, teachers and students. Figure 1 demonstrates the high level steps for
storing a token as a verifiable DC on the BC representing a microcredential
or a diploma. BC hosts the student’s wallet on-chain in this case, which serves
as the storage for the DCs which formulate as explained before the EDP. The
wallet, and by that the EDP, is accessible by the students and they can have
an overview of the complete list of DCs they have acquired throughout their
learning journey.

Fig. 1. Issue tokens as verifiable digital credentials

The second scenario BCA covers is the students’ need for subsequent studies
at other HEIs than the one they received their degree and therefor the assis-
tance of students’ mobility between EU countries, or even worldwide. Students’
mobility is a priority in EU, and special programmes, like the Erasmus+ [13],
are dedicated to support individual applicants and organizations such as uni-
versities, training centers and companies to take part in education and training
in Europe, apply for grants and facilitate the complete mobility process. The
actors interacting in this use case are the students and the HEIs. What is worth
noticing for Fig. 2 which presents the high-level steps for this scenario, is that
the HEI that issued the diploma as a DC and digitally signed it - named uni-
versity A - in the previous scenario takes no part in this information exchange
and DC verification. That happens because BC eliminates the need for verify-
ing DCs by a third-party other than the ones that are involved in this specific
transaction [14]. Additionally, in this use case instead of a university acting as



254 S. Terzi et al.

an actor for auto-verifying the integrity of the diploma, could be a LLL training
center with the only condition to have registered for an account and participate
in the BCA network.

Fig. 2. Applying for a master course

The third scenario BCA covers is the need of companies searching for job
candidates in order to find the appropriate ones based on their training and skills.
Moreover, it allows companies to publish job vacancies so students fulfilling the
requirements can apply for a them. After a company registers and creates their
profile, it is assigned an account which serves as an identity for accessing the
BCA network. After that, they are able to issue queries with specific criteria to
receive results from a pool of students and alumni holding diplomas, certificates
and skills and who have consent to be included in this list. That use case will
facilitate the need for connecting the education institutions students and alumni
and the labor market, easing the process called school-to-work transition [15,16].
Figure 3, demonstrates the high-level steps when a student or alumni applies for a
job vacancy and the auto-verification of the DCs that are needed and presented
for this position. As explained before, the verification of the DCs presented
does not require the involvement of the issuer as argued before, disengaging
the necessity for third-party verifiers, speeding up the whole process. In this
particular scenario, the forming of a subset of DCs on the fly from the EDP -
rather than sending just one DC for proving the candidate fulfills the specific
skills and education - inserts a level of flexibility per use case and is a paradigm
of how an EDP can serve as a life-long secure education passport in different
circumstances and occasions.
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Fig. 3. Applying for a job

2.2 Innovation and Objectives

The project is innovative to its grounds due to the fact that it uses BC decen-
tralized technology for security, confidentiality and combines it with learning
analytics, as follows:

– It ensures the authenticity and makes impossible to falsify the learning out-
comes, as well as the acquired knowledge, abilities and skills through the regis-
tration of the tokens and the relevant diplomas/certificates on the ledger. This
is achieved by distributing copies of data to all BC nodes hosted by the par-
ticipating organizations and institutions. The distribution of data enhances
also the speed and the consensus (agreement) and avoids the single point
failure in the education network.

– It ensures access to the system only to authorized users and allows the def-
inition of classified rights. For example, only certified instructors/training
providers are able to record students’ results, while students/trainees are in
control of sharing with third parties, such as companies, only the data they
choose to share.

– It automates the process of certification of learning outcomes. For this pur-
pose, SCs have been developed, which are code (software) that is executed
automatically as long as certain predefined conditions are met.

– It enhances the participation of students/learners in the process of consent
and verification of learning activities. Suitable decentralized blockchain-based
mobile decentralized applications (DApp) has been developed for this pur-
pose.

– It ensures interoperability with the support of international standards and
their implementation on the BCA platform to lay the foundations for inte-
gration with other systems of similar educational applications in either the
national or international educational environment.
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– It assesses the learning activities with additional metrics other than learning
outcomes. Such metrics aim at assessing the skills necessary for the student to
enroll for a particular course or general skills such as communication, collab-
oration, understanding, taking initiatives, problem solving. Those metrics are
usually collected through calibrated psychometric tests and in BCA through
user actions like contributing to collaborative activities.

– It increases usability and end user friendliness through the adoption of gam-
ification techniques, interfacing with existing digital training platforms and
connecting to social media, mainly professional as Linkedin, and academic as
ResearchGate and academia.eu (Fig. 4).

Fig. 4. BlockAdemiC overview

BCA successful implementation is divided in four separate and equally impor-
tant objectives as described below:

– Objective 1: To create a complete system of distributed security with open
source technologies, which will extend and ensure the certification and verifi-
cation of educational activities, skills and qualifications in HE and LLL. BCA
will provide an individual, tamper-proof and therefore inviolable educational
passport, based on BC technology. In this EDP, both the diplomas and the
relevant educational records will be stored in the form of convertible digital
educational credits (tokens), adopting appropriate mechanisms of learning
analytics. The tokens will be linked to the formal education system (in the
case of HEI), and the labor market through the adoption of corresponding
interoperability mechanisms that will allow the recognition of educational
‘parchments’ at a pan-European and global level. In this way it is expected
to facilitate the mobility of students, but also professionals, by opening new
prospects for professional and academic development, including personalized
learning.
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– Objective 2: To design and develop the appropriate framework and mecha-
nisms of learning analytics in order to automatically link learning metrics with
the assessment of (technical) knowledge (hard skills) and horizontal skills (soft
skills) of learners. The proposed framework of learning analytics will directly
link the individual learning activities of the trainees with the relevant knowl-
edge and horizontal skills through a credit system compatible (where possible)
with ECTS. At the same time, this framework will allow learners - in collab-
oration with trainers - to choose their learning path (personalized training),
adapted to their learning goals, knowledge and skills ensuring the interoper-
ability of learning tools. The learning analytics mechanisms that have been
developed are integrated into a gamification framework in order to make the
overall solution more attractive to the learners and to give them additional
incentives to adopt it.

– Objective 3: To develop a technological platform of distributed digital secu-
rity for the registration of educational activities, degrees and certifications on
a BC ledger forming an EDP. The platform supports storing, presentation
and verification of diplomas and other kinds of tokens as well as the ability to
share student VCs with stakeholders and companies. BC solutions improve
verification processes and eliminate false training credits claims that were
never obtained or that have undergone forgery. At the same time, they enable
transactions such as the transfer and convertibility of educational units, and
the recognition of learning activities.

– Objective 4: To pilot and validate the operation of the proposed technologi-
cal solution in real conditions. The integrated system, as well as its individual
functions will be piloted in 2 broader scenarios: in a postgraduate program of
AUTh and in at least 3 more collaborating educational institutions in Greece
and abroad, the network of the partner Web2Learn. The results of the pilot
application will be evaluated for the purpose of (a) the performance of the
proposed system in relation to the requirements analysis and project objec-
tives, (b) the recording and implementing of individual improvements in the
system, and (c) the evaluation of possibilities for exploiting the results beyond
the framework of the project.

2.3 BlockAdemiC Technological Background

As argued before, BCA is a project that utilizes open source BC technology in
order to create a secure, decentralized and tamper-proof EDP for storing DCs.
The reason behind using the BC technology for the system is mainly to prevent
forgery of diplomas in HE and LLL domains and to create a LLL EDP. BC
can increase transparency and credibility with its immutable storage, the ledger.
Additionally, the immutable transactions that are being added on the ledger
create permanent records, with an associated permanent link, called anchor.
This anchor, along with the digital signature for each transaction makes auto-
verification of the records possible. In more detail, when a transaction such as a
diploma is stored on the ledger for a graduate student, the digital signature of
the institution issuing this diploma is stored along with the transaction. Digital
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signatures have the characteristic of being self-verified, because they contain the
public key of the signer, in this case the HEI’s or the LLLI’s [17].

Fig. 5. Auto-verification of a diploma’s validity

The verification of the diploma based on the HEI’s digital signature that
is stored along with the diploma, follows certain steps that are implied by the
Public Key Infrastructure specification framework, utilizing the X.509 HEI’s
digital certificate issued by a trusted Certification Authority (CA) [18]. First,
institute A is issued a certificate by a trusted CA and holds a private and a
public key. Then, institution A issues a diploma as a DC for a student and
digitally signs it with its private key. The DC contains, apart from the related
information and the holder of the diploma, the digital signature and the public
key of the issuer, in this case institution A. When the holder of the diploma
presents it to institution B to apply for a master course for example, institution
B receives the DC that contains information about the issuer and retrieves the
issuer’s public key. With this information alone, institution B is able to verify
the validity of institution’s A certificate and the integrity of the information
regarding the diploma record on the BC which institution A signed before. The
high-steps of this process are displayed in Fig. 5.

What is worth noting regarding the BCA implementation is that institution
A and institution B have no direct interaction or information exchanged between
them. Instead, the PKI infrastructure and the BC network supporting the solu-
tion allows the auto-verification of the diploma’s origins and integrity directly
from the BC solution. The only difference in BCA regarding a traditional PKI
implementation, is that the CA is running on the BC network as a service and
it’s not a third-party trusted authority. When more than one CA is running on
the BC we can achieve a decentralized CA along with the decentralized stor-
age for the BCA platform. Currently only one CA is running on the network,
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but more than one is possible to cooperate in real life scenarios, where a trusted
chain can be formed between the various CAs, for example at an institution level
(one per HEI). The actual implementation differs from the above general one
and is displayed in Fig. 6, where the trusted CA runs on one of the BC nodes,
participating on the network.

To achieve the automation of assigning DCs to trainees and students but also
enforce the rules that frames the allowed and prohibited interactions between
BCA’s participating actors, BC smart contracts (SC) are running on the back-
ground. A SC is a software program that runs on the BC network and contains
conditions that must be met in order for specific actions to happen, such as stor-
ing a diploma in a student’s EDP or controlling the process when the student
consents upon to an institutions request to present their diploma to apply for
a master course. SCs are functions that run on the background as services and
they can be called directly or indirectly. For example, if a HEI other than the
one that issued the diploma attempts to access a student’s diploma without their
consent, a SC is activated without a human interaction to prevent this from hap-
pening. In another situation, where the student wants to present their diploma
to apply for a master course or for a job application, a human interaction is
needed to trigger the appropriate SC. This happens through a software appli-
cation, which is called DAPP. The DAPP makes possible for the BCA users to
interact with the SCs and consequently the BC network through a user-friendly
environment, hiding the complexity of the background technologies. The system
is powered by the Hyperledger Indy BC solution (Linux Foundation), which is an
open source framework, providing tools, libraries and reusable components for
providing decentralized digital identities with focus on interoperability among
the various connected applications and platforms [19]. It contains mechanisms
for storing students’ and alumni’s verifiable DCs in the EDP and associate them
with specific digital decentralized IDs called DIDs [20], keeping them secured,
immutable and private.

2.4 Expected Impact

The piloting of the platform is expected to have strategic positive effect in the
following areas:

– The trust between the training institutions as well as the companies (future
employers of the trainees) regarding the knowledge and skills of the trainees.
The security and availability of the data that is registered and exchanged will
improve.

– The competitiveness of the educational institution based on the innovations
that the project brings to the educational practice. The transparency of the
whole process supported by BC technology will enhance the credibility of the
institutions and the degrees they award. It aspires also to provide the frame-
work for personalized education in HEIs and LLLIs, and enhance student
mobility between educational institutions, as well as business confidence in
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Fig. 6. Auto-verification of a diploma in BlockAdemiC project

the quality of education and the breadth of their knowledge and skills. Stu-
dents and alumni will be better evaluated by the companies as prospective
employees.

– In the educational part, to help in better quality learning and teaching prac-
tices, improved curricula, better guidance services for students in terms of
their courses and studies either in the same institution or in other educational
institutions. Teachers will have a more complete picture of their students’
progress, so they will be able to intervene more sportively and effectively,
but also in a more general context. Teachers and therefore the educational
institution, will be in position to guide and support students during and after
completion of courses, and faster (in terms of selecting subsequent courses or
study programs at other institutions). Due to the transparency of the infor-
mation, that information and the monitoring will be more effective for the
student

– In the financial part to exploit economic benefits deriving from the BCA
application adoption and usage by the stakeholders.

– In the social part to provide better educational services and opportunities in
society and enhance the credibility of institutions to students and businesses.
The project will also help build institutional trust, using the functions of
BC immutability and timestamping. The service will provide employers and
recruiters with reliable information about their degree and other skills they
may have acquired during their careers.

3 Conclusions and Further Research

The academic and employment processes are being transformed due to the tech-
nological evolution. Along with this, students and job seekers need to prove
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their skills and special training in the digital world and educational institutions
are called to provide these proofs, while maintain the integrity of this informa-
tion. BC open source technologies support the integrity of information stored
and exchanged, ensures the validity of the stored microcredentials and diplomas
and protects against forgery of these digital credentials. That creates a secure,
trusted and transparent environment where all of the education stakeholders take
advantage form the automation of verification of diplomas, certificates, skills and
microcredentials in general. With BCA, the decentralization of the information
provides an additional layer of data redundancy eliminating the problems of ser-
vice outages, single point of failure and data loss. Furthermore, by utilizing an
EDP, a secure and organization independent personal storage for tokens is cre-
ated which can accompany the holder throughout their education and working
careers.

We acknowledge the limited testing of the system in a lab environment,
and we anticipate to use it in production to confirm the expected outcomes pre-
sented in this paper. In order to explore the system’s usefulness for the education
ecosystem’s end users a research questionnaire has been formed and distributed
to selective HEIs at principals and students. Its results are encouraging and
substantiates our expected results and they will be presented after piloting the
system. Additionally, in the future, we intend to connect the identity manage-
ment system we developed based on Hyperledger Indy with well established
and legacy systems of HEIs and LLLIs in order to examine the compatibility
and interoperability with these systems on site. In our next paper we will also
present metrics regarding the efficiency of the system. Another research area
that concerns us for BCA is the scalability of the solution and we will exam-
ine it in relation to the actual piloted environment. As mentioned before, the
questionnaire provided us preliminary information for the necessity of a plat-
form like BCA which provides an holistic solution from the educational process
to the actual employment market and we are sure that our system will be well
established among the different stakeholders.

Acknowledgements. This work was funded from the PA (Partnership Agreement
for the Development Framework) 2014–2020 under project No. T2EDK-04180, project
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Abstract. While the number of open source software projects and related
businesses has grown rapidly, it remains difficult for those unfamiliar with
open source to take advantage of what it has to offer. Newcomers often
have a difficult time finding suitable projects to use, understanding the
rules imposed by their licenses, and making contributions of their own
to an open source project. Large high-tech companies have led this rapid
growth and have cooperated to produce “best practices” guidelines to
help others improve their internal governance of open source practices and
their participation in the larger community. However, many individuals
and organizations that could benefit from open source software, as well
as contribute to open source projects, face barriers to doing so. This
paper takes their perspective and informally presents these key issues and
roadblocks, as well as addressing some of the questions that they often raise
in their efforts to find, adopt, and use open source software.

Keyword: Open source

1 Introduction

Open source is everywhere. Well-known projects such as Linux, Firefox,
WordPress, VLC, MySQL, and cryptocurrency projects Bitcoin and Ethereum,
are just a handful of open source projects used by millions of people. The
company Synopsys [1] does inventories of software every year, and has discovered
that more than 90% of all software products contain open source code, even if
they themselves are not open source.

Software developers rely heavily on open source projects, whether that’s
Eclipse as a Java programming environment, or Docker or Kubernetes for
containers and deployment. If you took away all the open source development
tools, you wouldn’t have much left. It’s not hard to discover that almost every
project has open source in it, even the entertainment systems on commercial
airplanes, which run Linux.

Most of the people who come to conferences related to open source have a
lot of experience with it. They know about the history of open source, when the
Open Source Initiative (OSI) [2] was founded, and details about various open
source licenses. They also know how people use GitHub to store their development
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work, how to make a pull request, the names of the open source foundations and
their major projects, and maybe how to look up the history of particular projects
on OpenHub. They’ve been involved in using and contributing to open source
projects, and know how open source communities work.

However, for people without that kind of experience, it’s not so easy. They
look at open source, and it’s a completely new thing to them. The home page of
GitHub [3] provides no help. One can see what projects are popular in GitHub,
and follow a link to them. GitHub also shows a list of people who are “trending”.
Somebody who’s just starting out and has been told to go to GitHub will look at
that home page, and be tempted to run in the opposite direction. To them, the
meanings of “trending developer” and “pull request” are a complete mystery.
That issue shows why people in organizations often have difficulty finding free
and open source software that meets their needs, even as they use it all the time
without knowing it.

2 Barriers to Open Source Adoption and Use

There’s also a history of people in the open source community not being
welcoming to people they call “noobs”. Those newcomers want to understand
how open source works, to see what’s available, and how open source can
address their problems so they can use (and eventually contribute to) open
source projects in addition to whatever they’re doing now. But they are often
discouraged by the difficulty of getting involved.

There has also been a longstanding problem with gender discrimination.
Until recently, women were significantly underrepresented in the open source
community. However, this issue is being actively addressed, both by the
diminished roles of two of the worst male offenders and by the growing
community of women holding leadership roles in open source projects and
organizations.

Yet another barrier to open source adoption and use is the dominance of the
English language on most of the larger projects. While the projects themselves
support end users working in many different languages, the lingua franca among
developers is English. (There are, of course, thousands of projects in other
languages, but these tend to be more limited in their geographical reach.)

These barriers can be overcome, but they can make it harder for companies,
non-profit organizations, and government agencies to get started. These
organizations range from having no familiarity with open source all the way to
having their own internal Open Source Program Office. The most experienced
of these will have a team of people who manage their open source, keep track of
the inventory of projects and versions that people are using, and make sure that
they understand how open source is being used, both internally and in projects
in which they participate. Many of these organizations release software for use
by others. They often put it on GitHub, and they have their own section where
people can go and and see that software to both use it and contribute to it.

The least experienced companies and organizations that are just starting
out are learning as they go. Over a period of years, they develop their own
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expertise. It’s not uncommon for an organization to take a 10 year journey from
where they started out with all the management resistance to open source, to
the point where they’re now recognized as a significant contributor to the open
source community.

These organizations, particularly when they’re starting out, have several
problems that they have to address. The first is that they don’t consider
open source options at all. They’re used to talking to vendors, and they have
relationships with the salespeople and technical support people of those vendors.
When they’re looking for something new, that’s where they naturally look first.
If they knew about the website alternativeto.net, they could type in the name
of their favorite proprietary program and see some open source alternatives that
often closely match the capabilities of the proprietary software and in some of
the newer aspects of software do as well or better. Another thing is that these
organizations don’t really know how to do is evaluate possible candidate software.
What they have always done in the past is to call up their favorite industry
analyst, or look at some trade publication, or (prior to the pandemic) go to a
trade show . They’ll read product reviews, and they’ll get their impressions. But
that doesn’t work very well for open source software, which tend to get very
little coverage from industry analysts or journalists.

3 Types of Open Source Projects

Beyond access to the source code, there are other important qualities in
evaluating proprietary vs. open source software. However, there are more than
two categories to be considered. For open source software, there are distinctions
between community, foundation, commercial, and open core projects.

3.1 Commercial Projects

Many commercial projects are offered by vendors who follow an open core
approach, with a basic version of their product available under an OSI-approved
open source license and an enhanced set of features available for a fee under
a traditional commercial End User License Agreement. Users typically have
the option of discussion boards for addressing questions and issues with the
basic community version, and paid vendor support for the commercially-licensed
version. These vendors promote the commercial version of the product, and it
can be difficult for someone unfamiliar with open source software to find the
community edition. However, the commercial approach may be the best choice
for newcomers to open source, since it most closely resembles the way that they
have acquired other software. The developers responsible for the project typically
work for the vendor, which also has paid sales, marketing, and professional
services teams.

A second category of commercial open source business merely supports one or
more existing open source projects, perhaps by cloud hosting of a project and/or
by offering training and support. Given the rules of open source licenses, there
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is nothing to prevent anyone at all from offering these services independently
of the open source project itself. That freedom has caused problems for some
open source projects, which have lost much of their revenue to larger, well-
known hosting services. As a result, they have changed their licenses to “source
available” and included restrictions that prevent third parties from hosting the
software. The new licenses are not approved by the Open Source Initiative and
are, strictly speaking, no longer open source.

3.2 Foundation-Based Projects

Many of the most widely used non-commercial open source projects are
supported by foundations, which raise money from donors to support their
work. Several of these foundations, particularly the Linux Foundation [4]
and the Apache Foundation [5], support multiple projects and oversee their
governance and development practices. Many foundation-sponsored projects
are well-established and mature, with many thousands of users, extensive
documentation, a responsive team of maintainers, and a dependable process
for releasing enhancements and fixing bugs. The quality of the software is
high, comparable if not superior to vendor-supported commercial products. The
developers working on these projects may be paid by the foundation, but may
also be paid by separate employers to work on the project as part (or all) of
their job.

3.3 Community-Based Projects

Finally, community-based open source projects are independently developed and
maintained, often without a dependable source of revenue. Contributors may
work on these projects in their free time, which may vary depending on their
personal situations. There is often a group of core maintainers (committers),
supported by other volunteer contributors. Some of these projects have gone
through many releases over many years and are of the highest quality, while
others are no longer actively maintained. It is unusual for community-based
projects to invest in sales and marketing efforts, so it is more difficult to find
them and to evaluate their suitability. These projects are supported on associated
discussion boards and, occasionally, on independent developer-focused sites, such
as Stack Overflow [6].

In proprietary software development, the product direction is typically
overseen by one or more product managers, whose job it is to translate
market requirements into a set of features to be developed and to define the
roadmap for successive releases of the product. Non-commercial open source
projects, including foundation and community-based projects, frequently lack
the development leadership provided by a product manager. Instead, these
projects have one or more committers who determine product direction. In
addition to writing pieces that they view as important, they may also receive
contributions from volunteers, who have independently developed code and
contributed it to the project. Such code is typically reviewed by the committer
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team for readability, overall quality, and relevance to the project. High-quality
contributions are accepted into the project’s main code base, while others may
be rejected outright or returned to the contributor for rework and resubmission.

There’s also an important difference between proprietary and open source
projects in terms of scheduling. If a project relies heavily on volunteers, these
volunteers sometimes find other things in their lives that interrupt them. It’s
not as easy to produce a schedule as with a commercial product. That said,
there are many popular open source projects that come out of communities
rather than from companies. For example, Scikit-learn [7] is very popular with
Python developers. Shotcut [8] and OBS Studio [9] are high-quality open source
video production tools that are competitive with the commercial products in the
market.

These distinctions are important for organizations seeking to adopt open
source software, both for their own internal use and for inclusion in a product
that they will make available to others. Organizations seeking to redistribute
code in this way must also become familiar with the various popular open
source licenses, some of which impose restrictions on including open source
software in a commercial product. Some open source projects, such as MySQL,
[10] use dual licensing, offering both an approved open source license and a
traditional commercial license, where the intended use of the software determines
the appropriate license.

Needless to say, these categories introduce a new dimension of complexity to
an organization’s effort to use open source software. Because of these distinctions,
many of the vendors of open core products downplay the open source aspects of
their project since it is in their financial interest to sell their commercial project
rather than to direct potential customers to the free open source version.

4 Intended Uses of Open Source Software

A key factor in any software evaluation project is the risk that it presents
to the adopting organization. Software intended for business-critical and
life-critical applications needs an assured and timely response, especially for bug
fixes, security breaches, and other issues that can harm an organization and/or
its customers. That’s an important reason why companies, governments, and
other organizations have historically relied on proprietary products and services
from well-established commercial vendors. These business considerations also
present a challenge for startup companies trying to compete with the larger
vendors, whether or not their code is open source. The well-known vendors
have professional sales teams that can address both the technical and business
concerns of prospective customers. The evaluation and the associated sales
process might involve comparative evaluation among several similar products,
as well as a supported evaluation period and price negotiations.

Apart from these high-visibility, high-risk projects are less critical
applications, often for internal use within the organization. In these situations,
open source projects are often a superior option, particularly considering the
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total cost of ownership. If the open source software project is led by a vendor,
then the vendor may have a community version of it. That doesn’t come with
paid support. But you can go to the website and exchange ideas with people
and get help, as well as download and install new versions of that software. The
vendor may try to convince its users to upgrade from the community version to
a paid version, since that’s how the vendor is going to monetize the work that
they’ve put in on building that software.

Another place where open source can easily be used is as part of a hosted
application, such as those found in e-commerce and informational sites. Not
only is the business risk relatively low, but many of these projects are widely
used. The best example is WordPress [11], which is used for about 1 of every
3 websites, more than 400 million sites in all [12]. Studies of these sites have
shown that almost all of the vulnerabilities are associated with plug-ins, not
with the WordPress content management system (CMS) itself. Also, JavaScript
frameworks such as jQuery [13] and React.js [14] are extensively used in
millions of web sites [15], making them a safe choice for organizations without
much previous experience with open source. When these are used in hosted
applications, they can be easily updated as needed.

5 Commercial Support and Open Source Projects

Many organizations have policies that require a source of support for any piece
of software that is included in a product that is offered to its customers. Such a
policy would seem to rule out the use of foundation-based and community-based
open source projects. However, companies have been created to provide paid
support for many of the most mature projects in those categories.

For example, Drupal [16] is a widely used open source CMS that was first
released more than 20 years ago. It is now on its 9th major release, with hundreds
of minor releases along the way. Beyond that, Drupal has attracted many
developers who build add-ons and customized themes. They have also built a
community of companies that do customized creation of applications built on
Drupal; among these companies are Chapter Three, Pantheon, and Lullabot.
An organization can contract their site development work to one of these (or
similar) companies, and they will use Drupal and a well-tested set of add-ons.
In addition, the founders of the Drupal project created Acquia [17], which offers
hosted service and monitoring of these Drupal applications as paid services, along
with marketing tools. In short, an organization wanting to use Drupal has the
flexibility to handle all aspects of implementation and support itself, or to pay
others to handle some or all of those details, all with open source software.

The Drupal/Acquia combination is not the only example of commercial
support for open source projects. For example, Datastax provides support for
the open source database Cassandra, while Aiven and Instacluster provide
commercial hosting for Cassandra. Going one step further, 47deg [18] and
OpenLogic [19] (owned by Perforce) offer commercial support for numerous
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popular open source projects, helping organizations with this important aspect
of open source adoption. There is a Wikipedia article listing many pairings of
open source projects with their source(s) of commercial support.

6 The Challenge of Evaluating Open Source Software

There are different types of open source software. Some open source software
comes from companies that simply chose to make their source code available,
while earning money from providing services or from having proprietary add-ons
to their open source software. Organizations are familiar with calling a vendor
and getting a trial of the software along with technical support to see how the
software works, before they make a buying decision.

By contrast, if they try to do a search on something like “open source content
management systems”, they’ll receive a huge list of results. Beyond that, many
of the search results are ads from companies that have paid for certain keywords.
Even worse, the first page(s) of results may be filled with lists of “the 10 best
content management systems” as collected by third party companies in return
for a payment from the developers of those content management systems. Many
of the listed options will be from vendors of proprietary software, not open source
systems. The search process, as it currently exists on the Web, may make it very
difficult to identify the open source options because the creators of community-
based open source projects rarely spend money to appear on one of the first
pages of results provided by such searches. In fact, these lists of “best” products
are a form of advertising.

The organization is then left to keep searching and to then find a way to
evaluate the options. Evaluation of open source software is somewhat different
than the evaluation of proprietary software. In a personal survey on software
evaluation techniques some years ago, the following answers were the most
common:

1. previous experience: knowing how to use it, knowing what works and what
doesn’t, knowing how to get product support.

2. published reviews, similar to those for hotels, restaurants, or movies. Some of
the reviews are written by people who do that professionally.

3. contact a salesperson for a vendor and ask some questions.
4. conform to an organization’s standard for that task, eliminating the need for

an independent evaluation.
5. participate in a forum discussion, such as those on Stack Overflow, which is

a good way to learn about particular kinds of software; many vendors have
their own forums as well. It’s not just open source projects that have forums.

6. do a personal trial, taking advantage of a free trial evaluation period offered
by many vendors of proprietary software products. That makes it possible to
get a sense of how it works and whether it’s going to meet current needs.

7. ask a knowledgeable and experienced friend or colleague and accept their
recommendation.
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8. do a detailed internal evaluation of several products, performing competitive
analysis among several candidates and scoring them against a set of criteria
covering both product functionality and business risk.

Note that some of these techniques will work for both proprietary and open
source software, while others are better suited for proprietary software. Oddly
enough, almost no one responded that they reviewed the source code of an open
source project to gain a good understanding of its quality, an aspect that is
rarely available when assessing proprietary software products.

The evaluation might also include a check on the performance or security
of the project, perhaps compliance with certain industry standards, including
interfaces. In medical computing software, for example, in the United States,
there are security regulations (HIPAA) that must be met. In summary,
evaluation is a complicated process, and it’s important to rule out projects that
don’t meet the requirements. There are also millions of open source projects
that have been started and abandoned, and it’s essential to rule out the “dead”
projects in an evaluation.

All of these approaches can be used to find a worthy open source project to
meet a specific need. The next question is “what does it mean to be worthy?”
The minimum qualities of a worthy project is that it addresses the user needs,
that problems are going to get fixed by project maintainers, and that there’s a
team of people actively releasing bug fixes and new versions. Beyond that are
issues related to the size and culture of the community surrounding the project,
especially its openness to new participants and contributors.

People who are familiar with open source can find information on the details
of a project. They can easily see how well the project is managed. From the main
project page (likely in GitHub) or the summary data in OpenHub [21], one can
see who’s working on it, when they have contributed and how many lines are
written in which programming languages. One can also see who the committers
are, how many versions have been released, how many downloads have been
made, and how many stars have been awarded to the project by others. It’s also
possible to look at the Bugzilla [22] listing, for example, to see how many open
bugs there are, how many have been assigned to people, all of which provides a
sense of how active the project is and how well the project is being managed.
But someone who is new to open source may not know how to find these details.

7 Quantitative Evaluation of Open Source

There have long been efforts across many different categories to do quantitative
evaluations of products, giving a relative weight to the major features of a
product and then associating a score for that feature in a product. That
approach yields numeric scores, allowing the evaluator to compare multiple
similar products with one another or to see if an individual product scores
above or below a threshold level. In 2005, the Business Readiness Rating (BRR)
[23] project was created to apply that evaluation methodology to open source
software, using a set of relevant categories for evaluation. The overall goal was
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to help organizations and people with evaluation of open source software. A high
score indicated its suitability for use in a critical project, while a low score meant
that it should be used with caution or not at all.

While the BRR provided a well-defined quantitative evaluation framework,
the project itself was unsuccessful, both for personal and technical reasons.
Performing an evaluation was too labor-intensive, with very little automated
support for the process. Evaluating several different candidate projects was
simply too time-consuming. As noted above, most evaluations are done more
informally. In 2012, a follow-on project, OSSpal [24], was started, with the aim
of overcoming the major shortcomings of the earlier BRR project.

Instead of leaving the options in a software category completely wide open,
OSSpal is based on curation of projects in many different categories, following the
taxonomy of software developed by the International Data Corporation (IDC).
The underlying thought was that evaluators want to know the 3–5 most worthy
projects in a category, in terms of the quality of the software, the longevity
of the project, available support, the quality of the code, documentation, and
security. That information was stored on a website (https://osspal.org), which
not only provided essential information and links related to a project, but also
opportunity for registered users to post their own evaluations. The selection of
projects in a category was based on the questions that a typical evaluator might
ask: What does it do? What are the key functions and features? How well does
it run? Does it scale? Is it reliable? Is it usable? Is it secure? Is it supported?
Is it well documented? Evaluators could then look at these results based on the
specific needs of their organization, then follow a link to the home page for the
product being evaluated and download it.

The idea was to get a community-based evaluation score for each project,
individual comments, in much the same way you can find reviews for other
products, including proprietary software and automobiles.

Unfortunately, the OSSpal project has also been unsuccessful in practice.
The effort to generate awareness of the project was insufficient, so the project
never achieved the needed critical mass of user participation. Also, the IDC
taxonomy is better suited for corporate applications rather than for tools used
for software development and system infrastructure, which have many more open
source development projects.

8 The Impact of Open Source Software

Looking back a decade or more, open source had a relatively minor position.
Since then, however, changes in technology and in the business environment
have made open source much more important. The leading tools for large scale
data management, machine learning, and artificial intelligence are all open
source. Much the same is true for tools used for integration and continuous
deployment of applications, as well as for monitoring of cloud-based applications.
Organizations seeking to develop and use modern applications will find it
necessary to understand and use open source software.

https://osspal.org
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On the business side, long-term industry leaders such as Microsoft and IBM
have made major investments in open source, with Microsoft acquiring GitHub
and IBM acquiring RedHat, the leading commercial vendor of Linux. In short,
the world has changed.

That has also affected people’s attitudes about open source. For a long time,
people would be in either the open source camp or the proprietary camp. This
author proposed the Wasserman Index, a measure of how much of your activities
could be done entirely with open source software, i.e., without using proprietary
applications from commercial vendors. For most people, the Index was very low,
since there are very few open source mobile apps or open source games for game
consoles. While there are many people who make a serious effort to avoid using
proprietary software products, it isn’t easy to do so, particularly when working
in specialized domains.

These days, many individuals and organizations are looking for the best
software that’s available for the task at hand. Sometimes it’s proprietary software
that they license from a vendor, running it in-house on their own server. Maybe
it’s hosted software, such as salesforce.com, which is proprietary software, but
which uses Open Source extensively. Similarly, they can opt for open source
software. As mentioned above, WordPress is a great example of widespread open
source adoption. As a result, many organizations, companies, and agencies deploy
a mix of proprietary and open source software.

9 Why Participate in Open Source Projects

Newcomers to open source often ask why people volunteer their time to work
on an open source project, and why companies pay people to work on open
source projects. In the first case, people frequently volunteer their time to
support causes. When there was a need for a service to help track victims of
natural disasters and to help people find treatment for serious diseases, including
COVID-19, many thousands of software developers started or joined projects to
address those problems. What is now the Sahana EDEN project managed by
the Sahana Foundation [25] was originally developed in response to the 2004
tsunami in the Indian Ocean. The United Nations Development Program has
created a COVID-19 Open Source Digital Toolkit [26], and there are a myriad of
other open source projects created to address humanitarian needs. But it’s not
just this type of application that attracts volunteers; many people want to make
fixes or enhancements to existing projects, or to start their own project. Just as
people volunteer for a wide range of activities and social causes, many software
developers contribute their knowledge of software development to projects of
personal interest.

As for corporate contributions to open source projects, a company might
decide that a project is of value to them, so they’re going to pay their own
employees to work on it. That effort isn’t always completely altruistic, as
companies may have preferences about which features should be added or
introduced to a project to make it more useful for their needs. Excellent examples
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of such corporate contributions can be found in projects such as the Linux
kernel, the Eclipse development environment [27], and the Kubernetes project
[28] for management of containers. Many companies also contribute to open
source foundations as a way to be more involved in the open source community,
both to support specific types of projects and as a way to make themselves more
attractive to developers that they may want to hire.

10 Where to Learn More

Becoming knowledgeable about open source software requires learning about
topics from law, e.g., licenses, to development methods and tools, just to name
a couple. There are several different categories of education to learn more.

There are numerous courses on specific applications. People wanting to know
how to use WordPress, for example, or Drupal, can easily find websites, books,
individual courses and videos, and lots more. Classes are available on the project
websites, on YouTube, or on some of the commercial course sites such as Coursera
and Skillshare. Vendors of commercial open source often offer both in-person and
video training on their products, sometimes charging a fee. In short, learning
about a specific project is pretty straightforward.

It’s more difficult to find broader coverage. There are relatively few
degree-awarding academic programs, along with several university-based
certificate programs that offer a set of courses related to open source. One
issue in developing such programs is the breadth of topic material. This author
started the FLOSSbok project [29], which is aimed at providing comprehensive
information about open source software that can allow its users to find a wide
variety of materials related to various aspects of open source development and
use. For this project to be successful, it needs contributions from people whose
expertise covers the wide range of relevant material.

For companies and other organizations, the work of the TODO Group [30] is
particularly valuable. They present the open source practices for companies, and
have produced a series of guides (currently 17) linked from their Groups page.
They cover licensing, how to contribute to projects, and how to start projects,
among other things. In addition, they have created a more complete course on
how to start an open source project office, which is found on GitHub.

11 A Final Word

Open source software is similar to a participatory sport, in that sitting on the
sidelines and watching is insufficient. One effective way to get started is to select a
piece of open source software and use it. Firefox [32], WordPress, and LibreOffice
[33], just to name a few, are mature and high-quality applications that not only
perform well, but also give users confidence in using open source.

Initially, most people and organizations are simply users of open source
projects, taking advantage of the work of others. But it’s valuable to go beyond
being an end user and to step up to becoming part of the community around
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any project of interest. Anyone can contribute requests for enhancements and
participate in the discussion forums of a project. The next step is to be a
contributor to the project, not necessarily making a code contribution, but
answering questions on a forum or translating the natural language in the user
interface. For people who become particularly knowledgeable about a particular
project, there is often an opportunity to join a company that is providing
commercial support for the project.

Open source is not going to replace proprietary software, but rather will
co-exist with it. People routinely use some of each, and open source software
is frequently included in commercial products, particularly applications hosted
in the cloud. With that in mind, it’s valuable to include open source projects
in every effort to discover the best options for both personal and business use,
and to enhance the ability of organizations to adopt and use open source when
appropriate.
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Abstract. A good percentage of students, while learning how to pro-
gram for the first time in a higher education course, often write inelegant
code, i.e., code which is difficult to read, badly organized, not commented.
Writing inelegant code reduces the student’s professional opportunities,
and is an indication of a non-systematic programming style which makes
it very difficult to maintain (or even understand) the code later, even
by its own author. In this paper we present DrPython–WEB, a web
application capable to automatically extract linguistic, structural and
style-related features, from students’ programs and to grade them with
respect to a teacher-defined assessment rubric. The aim of DrPython–
WEB is to make the students accustomed to good coding practices, and
stylistic features, and make their code better. There are other systems
able to perform code analysis through quality measures: the novelty of
DrPython–WEB, with respect to such systems, is in that it analyzes also
linguistic and stylistic features.

Keywords: Teaching programming · Feature extraction · Good
coding practices · Python

1 Introduction

One of the main tasks of a computer programming course is to allow the stu-
dents to reach an adequate level of skills, so to be able to produce well written
programs, well organized, commented, readable, possibly efficient. The difficulty
of accomplishing such a task is particularly felt in Higher Education in Com-
puter Science, as students in that area will become, in a relatively close future,
professionals with important responsibilities in private and public sectors [1–3].

Students’ skills to produce programs showing good or even high “quality” are
acquired through practice and are applied to various aspects of programming,
ranging from the capability to define suitable algorithms to solve a given prob-
lem, through to the ability to design a program and the relevant data structures,
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to practical coding abilities that allow a student to produce a readable program,
i.e. a program whose instructions are 1) textually formatted in a readable fash-
ion, 2) easy to interpret, as far as their purposes are concerned, and 3) as clearly
commented as possible.

Both learning and teaching of Computer Programming are challenging tasks,
when the traditional approach to education is used [4]. Hence, the availability
of web-based automated support can be of great value, especially in Higher
Education, where often direct interactions between a student who is solving a
programming task, and a teacher who could help, are not easily achievable [5],
especially in the case of Italian university courses where the student/tutor ratio
is very high. E.g., in our courses (at Sapienza University of Rome) the usual
number of students per teacher in the initial courses is 150, which is possibly
due to 150 being the maximum allowed number of students per teacher by law.

Many researchers have recognized the impact of the students’ programming
style on their grades and have developed systems to recognize stylistic features
of programs [6–8], which are usually mainly focused on programming constructs.
We follow this line of research by considering also linguistic features to better
recognize if the program, considered as a written text, is readable and easy to
understand and to maintain.

Moreover, we want to use the results of our style/readability assessment as
a didactic tool to accustom students to write readable code. To this aim we
chose to use rubrics to automatically assess students’ submissions, like it has
been done for Appinventor [9,10]. The teacher defines the rubric to focus the
students’ attention on the most important programming, stylistic and linguistic
features.

In this paper, we present a web-based system, DrPython–WEB, whose use
could help a student improve her/his coding skills, by pointing out and rec-
ognizing the “elegance” of the student’s code in an automated and real-time
fashion.

By “elegance” we mean a subset of the several qualities of a program, men-
tioned earlier, related to structure, readability and maintainability. On these
aspects DrPython–WEB focuses its program analysis, and evaluation. In partic-
ular, given a program, the analysis is performed on a set of features, extracted
from the program (see later), as well as on the good naming quality of the
identifiers (i.e., the names given by the programmer to certain structures of the
program, such as types, variables, and functions).

DrPython–WEB is clearly inspired to the DrScratch system [11] and other
rubric-based systems [9], which statically analyze the submitted Appinventor
programs to extract program features and highlight higher levels of competency
on different topics (e.g., usage of more complex data structures, complex condi-
tionals, parallelism etc.).

Similarly, DrPython–WEB measures the usage of many Python constructs
with the aim of recognizing more expert programmers, and produces a teacher-
defined rubric-based assessment to invite students to learn and to use the more
advanced Python constructs.
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Beside the focus on programming competency, we want also to accustom
students to write good-style code (modularized, readable, well documented).
During our lessons we use always a “describe first - implement later” development
methodology and with DrPython–WEB we want to assess both the expertise and
the style of the submitted homeworks.

The novelty of DrPython–WEB, w.r.t. other feature extraction systems [8],
is in its analysis of linguistic features, type of keywords used in the documen-
tation, their semantic distance from the exercise topics, use of self-explanatory
identifiers.

We developed DrPython–WEB with a twofold aim: on the one hand we would
like to encourage students to practice and improve their coding style; on the other
hand we wanted to support both student’s awareness and teacher’s assessment
procedures, by providing them with visual summaries of data, reporting the
elements on which the overall evaluation of the code was based.

We haven’t yet used the system in class but we are going to experiment with
it in the next courses. Therefore we cannot yet present a comprehensive analysis
of the actual effects of its use for the students and teachers.

So, in this paper we present the system, and its features, showing how we
used it on a relatively large dataset of programs (produced by students during
a recent edition of a course on Basics in Programming held at our University).
Such dataset is made of programs produced to solve tasks related to the several
mandatory homework requested during the course, and the solutions submitted
for final exams. The programs available spans 4 years and 2 parallel courses,
with 4 mandatory homeworks and 4 optional, for an average of 350 students a
year, and an approximate total of 10000 homework submissions and 1000 exam
submissions. These homework and exams, until now, have been graded w.r.t.
their correctness through unit tests. A small bonus was awarded to students
that implement faster and/or less intricate (with smaller cyclomatic complexity)
code. With DrPython–WEB we want to start awarding a bonus also to more
elegant code.

The main goals in this paper are then the following:

–Goal 1: To show that DrPython–WEB can automatically extract the stylistic
features of a program, and assess their usage to push students towards a better
programming style.
We will see that DrPython–WEB is able to 1) perform an automatic check
of the hundreds of programs in our sample, 2) analyze, in such programs, the
coding qualities we associated above to “elegance”, and 3) express a quality
grade for each program.

–Goal 2: To show how DrPython-WEB supports personalization of the assessment
depending on the teacher’s preferences, each stage in the course, or just the
specific assignment’s characteristics.
In this respect, we will see that the analysis performed by DrPython–WEB
can be configured by the teacher, who is able to finely-tune the assessment
by specifying in a rubric her/his preferences about the features to be taken
into consideration, and their weight in the computation of the overall quality
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grade. The metric for the overall grade is the result of the weights chosen
by the teacher for the rubric’s features. Notice that, as features are normally
difficult to normalize, so we usually award bonuses by first ranking the grades
obtained and then by selecting the highest performing 50% of them.
In particular, the possibility to configure many assessment rubrics allows the
teacher to adapt the analysis of a given batch of programs, depending on the
relevant characteristics of a given task, and/or the aspects to be taken care
of at a given point-in-time of the course.

We plan to add the DrPython–WEB rubric-based stylistic self assessment
to our Q2A-I system [12]. In Q2A-I students self-assess their python exercises,
which are tested with unit tests, and receive bonuses for faster solutions and/or
for less intricate programs (with lower cyclomatic complexity). In Q2A-I stu-
dents participate in a formative peer-assessment phase where they suggest each
other how to improve their algorithms by reading and commenting each other’s
algorithm descriptions.

We are still working on the analysis to understand if the already available
data, collected in the previous years, shows that the linguistics features are linked
to the exercise and exam grades (notice that in the previous years we have not
asked the students to write nice code because of the difficulty of automatically
checking for stylistic properties). No easy linear or monotonic relation seems to
arise from our initial analysis yet. This is expected, as the student’s population is
made of several groups of students with different skills and behaving differently.

In the following sections we will:

1. Present the software library DrPython, which we developed to provide core
functionalities for the analysis of a program: using these new functionalities
DrPython–WEB was developed.

2. Present the use of DrPython–WEB on a set of sample programs, in order to
show the characteristics of the system and see its potential application on the
field.

3. Present some conclusions, submitting that DrPython–WEB, although subject
to further improvements, can be an effective means to help the students to
improve their coding style.

2 DrPython: Feature Extraction Module

DrPython–WEB is based on the feature extraction library we developed for this
task (named DrPython). We chose to base the system on feature extraction
because features allow for an expandable and easy to understand definition and
description of assessment rubrics. Others have used feature extraction on Python
programs (e.g. [8]) to extract textual and structural features from programs. To
these type of features we add linguistic features (see below).

We developed the DrPython library to analyze the student’s program and
algorithm description to recognize/extract three types of features:
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– Code syntax features: the number of specific language constructs in
the program (functions, classes, super-classes of each class, methods, try-
except, list-comprehensions, if-then-else, generators, lambda, recursive func-
tions, variables, arguments),

– Code quality measures:
• McCabe’s cyclomatic complexity [13], that captures how much a function

control flow is intricate,
• Halstead’s measures [14], that captures a function’s conceptual complex-

ity from its vocabulary size and number of operators used,
• Code smells1, i.e., code structures that often imply bad coding practices.

– Linguistic features:
• Good identifiers, i.e., self-explanatory names that convey the meaning of

their function. This relieves the programmer from having to recall what
type of data is in a variable and what its place is in the algorithm, as well
as the action performed by a function/method,

• Good documentation practices i.e., using comments and doc-strings to
describe the reason for particular programming choices. This helps the
reader to better understand the meaning of the algorithm implemented.

• The usage of pertinent keywords related to the exercise description both
in comments/doc-strings or in the algorithm description. This allows
DrPython to automatically check (roughly) if the documentation is ade-
quate to the task.

The code syntax features are extracted/counted by means of the redbaron2

source code analysis library that allows to easily query the code structure for
specific constructs. Redbaron queries use a syntax similar to CSS selectors (as
it’s done in jQuery w.r.t. the DOM of HTML pages). This in turn will allow us
to easily expand in future the set of code syntax features extracted.

The code quality measures are computed by means of the radon3 library
which computes the code metrics: Mc’Cabe cyclomatic complexity of each func-
tion, Halstead measures, SLOC, comment count and other simple code metrics.

Finally, to extract the linguistic features DrPython uses the automatic term
extraction module pyATE [15] to select the 25 highest ranked keywords returned
by its Combo Basic algorithm [16], and the text analysis library spacy4 to ana-
lyze the documentation/comments and the algorithm description. To decide if a
particular identifier used by a student is of good/medium/bad quality, DrPython
performs the following steps:

– It extracts the pertinent keywords with pyATE from the teacher’s exercise
task description

– It decomposes the identifier into its component words
– It compares the words (by means of spacy semantic similarity and the Word-

Net semantic network) to grade their similarity to the pertinent keywords
1 https://wiki.c2.com/?CodeSmell, accessed 1/11/21.
2 https://redbaron.readthedocs.io, accessed 1/11/21.
3 https://radon.readthedocs.io, accessed 1/11/21.
4 https://spacy.io, accessed 1/11/21.

https://wiki.c2.com/?CodeSmell
https://redbaron.readthedocs.io
https://radon.readthedocs.io
https://spacy.io
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– It classifies the identifier in the top/medium/bad group depending on hav-
ing its max similarity to a keyword above 90%, between 40% and 90% or
lower than 40%, respectively. We have initially chosen the thresholds to split
identifiers in the top/medium/bad classes as the 90% and 40% values, i.e. we
consider a very good identifier to be very similar to the exercise keywords, a
good identifier sufficiently similar, and a bad identifier rather dissimilar from
the keywords. A more detailed study of the data to find the best threshold
will follow.

DrPython can be used both as a stand-alone program, to be run from
the command line, or integrated in the DrPython–WEB web-based application
described below.

For example, with DrPython one could analyze many student files and collect
all extracted features as a CSV file and study, for example:

– How the extracted features correlate with each other or with other data (exam
grades or readability judgements manually collected)

– How different assessment rubrics will produce different grade distributions

To make the assessment rubrics easier to use, and to automate the submission
and assessment of the programs, we have developed the web-based application
(DrPython–WEB).

3 Dr.Python-WEB: The System

The DrPython–WEB system allows the teacher to define one or more assess-
ment rubrics to grade the submitted programs/algorithms depending on the
features extracted, in order to encourage students to use more readable Python
constructs, a better linguistic style, and to better modularize their code.

DrPython–WEB is a classic LAMP5 based web-application written in Python
where:

– The teacher defines assessment rubrics depending on the exercise and/or the
course phase.
We want to allow the teacher to define different rubrics in different phases of
the course (or even for specific exercises). This way the teacher would be free
to, for example, assign more weight to course topics/python constructs that
have been recently explained, or to python constructs that are particularly
effective to solve efficiently the specific exercise.

– The students submit their code to get the style assessment grade and compare
their results with each others’.

– The teacher has an overall view of the students’ leaderboard and a detailed
view of all submitted programs and assessment results, and thus has the
ability to finely tune the rubric in case the assessment is distorted, and update
the assessment.

5 LAMP=Linux, Apache, MySQL, PHP/Perl/Python.
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Fig. 1. Assessment rubric that awards more points for lower cyclomatic complexity,
lower Halstead’s Effort and high percentage of good identifiers: see further explanations
in the following text.

Assessment rubrics are defined by the teacher by specifying what are the
features assessed, and what are their weights associated to given ranges of their
values.

In Fig. 1 we show an assessment rubric that awards more points to a lower
Halstead’s effort (’Effort’ in the figure), to a lower cyclomatic complexity, and to
a higher percentage of good identifiers depending on the ranges observed for their
values. Notice that, in general, each feature ranges over non-normalized interval
of values. We can imagine that a teacher would built a rubric like the one in
figure to spur students to: modularize their program into smaller less complex
functions (with lower cyclomatic complexity), to write more readable code (using
mainly self-explanatory identifiers), and with a less complex algorithm (with
lower Halstead’s effort).

Notice that an assessment rubric can assign different points to different ranges
of feature values extracted, as shown in the figure, where we show three different
ranges for the Halstead’s Effort measured. This way, the teacher could associate
to each feature a weight function with complex shape.

The teacher can update the rubric by either changing the ranges of applica-
tion or the points given for each feature/range rule or by adding/removing new
feature/range/points rules to the rubric.

As the features measured are normally heterogeneous, we plan to study the
distribution of the extracted features over our dataset to propose standardized
ranges to the teachers and help them during rubric definition.
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All the programs are made available to the other students after the submis-
sion deadline. After assessment the students’ results and programs are shown and
linked in the DrPython–WEB leaderboard, so that each student can compare
their program style with others, as shown in Fig. 2

Fig. 2. Leaderboard example, showing the features checked for this exercise and the
points assigned according to the previous assessment rubric. Notice that the only fea-
tures shown are those included in the assessment rubric.

4 Conclusions and Future Work

In Computer Science Education, and in particular in teaching/learning of com-
puter programming, the development of severals students’ skills deserves and
needs support by automated systems; among them written communication,
testing, project management, teamwork, sheer programming skills appear to be
prominent [3,17].

In previous work we have dealt with some of these aspects, such as collabo-
ration on common goals, self- and automated evaluation, peer learning [12,18].
In this paper we have focused on students code analysis, aimed at avaluating
programming style, and presented a novel library (DrPython) which extracts
structural, quality and linguistic features from the programs and documenta-
tion submitted by students. DrPython is used within the novel DrPython–WEB
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application, that allows the teacher to build assessment rubrics specific to both
the point in time, during the course, and/or the specific exercise.

We did not present an experimental in-depth evaluation, as we plan to use
the DrPython–WEB system in our next courses to collect data on the student’s
submissions and check that its usage can improve the student’s program quality.
Actually we have collected data from uses of incremental versions of the system
during previous courses, yet not in a sufficiently structured manner to allow for
formal analysis. The further experimentation will allow us to see if the correlation
between features and grades will improve (and in what shape) when the system
is in-place, with respect to the data collected in earlier courses.

In further work we will try to detect cheating patterns (i.e., when students
try to gain points with simple strategies without actually improving their pro-
gramming style) and to make the feature extraction more robust/precise with
respect to cheating. On a side note, we are actually not dealing with cheating
on too harsh terms, as experience has shown that in several cases the effort to
“fool the teacher” could increase a student’s technical programming skills.

We also plan to collect readability assessments from the students during the
course, in order to study how the exercise readability improves in time and how
the code readability perception of the students changes while they are learning.
From the collected data we intend to study if we can define a program readability
measure that takes into consideration the linguistic features too.

Finally, we intend to study how the readability of a program is related to
its grade, and/or to the grade received in the final lab-based exam. One aim of
this work is to integrate the use of DrPython, and of the the DrPython–WEB
rubric-based stylistic evaluation, in our previously mentioned systems, in order
to support the student activity in collaborative projects [18], and the individual
self-assessment of programming homeworks [12].
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Abstract. This paper surveys certain Communities of Practice (CoP)
in the field of formal methods for software engineering, especially with
respect to state-based notations, using personal knowledge and experi-
ence. The multiple communities involved with formal methods are exam-
ined here as related CoPs. In this context, the CoPs are open commu-
nities encouraging participation by all those interested both in research
and application. The authors have been involved with formal methods
over several decades and for most of their careers, and it is hoped that
the observations in this paper may help future community building to
further the development of formal methods, and software engineering
in general. The paper also relates the concepts of Networks of Practice
(NoP) and Landscapes of Practice (LoP) to formal methods research and
practice, and gives a brief introduction to the possibility of visualizing
formal methods CoPs. A substantial bibliography is included at the end
of the paper.

1 Introduction

The motivation of this paper is to record experience of developing communi-
ties of formal methods researchers with the aim of aiding current and future
researchers in successfully growing their own communities around their research
interests. Formal methods researchers can be very involved with the specifics and
theoretical aspects of their research without considering how it may be used in
practice at some point in the future. This problem continues to this day. In par-
ticular, technology transfer issues require different skills than a researcher may
possess. For ultimate success in deployment, a community with a range of skills
and backgrounds is needed, with the ability and motivation to communicate
between each other.

The research methodology in this paper has been to draw on a career life-
time’s experience of community building in the field of formal methods to con-
sider how research communities may be built over decades. The paper uses the
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social science framework of a Community of Practice (CoP), an approach that
aids in understanding the evolution of communities that are based around an
area of developing knowledge [78,95,96]. The examples provided are intended
to help formal methods researchers in considering the state and development of
their own communities of fellow researchers and practitioners.

Section 2 gives an overview of experience leading to this paper, with some
specific community-building examples. Section 3 presents the main results of the
paper around the framework of a CoP with examples drawn from experience in
developing formal methods communities. Section 4 extends the CoP concept to
multiple CoPs in a Network of Practice (NoP) and more widely to a Landscape
of Practice (LoP), with some examples in the formal methods domain. Section 5
briefly provides an introduction to possibily visualizing formal methods CoPs
in order to gain an idea of their nature and structure. Some conclusions on the
potential impact of the investigation and ideas for future work are provided in
Sect. 6. The paper includes a substantial bibliography that could itself be used
for investigating community structures and interdependence, based on co-author
relationships for example.

2 Background

. . . a job is about a lot more than a paycheck. It’s about your dignity. It’s
about respect. It’s about your place in your community.

– Joe Biden

By way of background, the first author of this paper has been involved in build-
ing and investigating communities [30], both in the area of formal methods
[43], especially the Z notation [49], and also in museum-related [6,59] and arts-
related [36,50] contexts. This has been facilitated by the increasing possibility of
worldwide virtual communities without geographic bounds [12]. Bowen originally
became active in formal methods community building at the Oxford University
Computing Laboratory’s Programming Research Group (PRG) in the late 1980s.
He was a Research Officer working on formal methods [69] and specifically the
Z notation [25,64] at the time. He also became involved with the European
ESPRIT ProCoS I and II projects on Provably Correct Systems, led by Tony
Hoare at Oxford, Dines Bjørner at DTH in Denmark, and others in the early
1990s [7,22,46].

The subsequent ProCoS-WG Working Group of 25 partners around Europe
existed to organize meetings and workshops in the late 1990s [23]. The ProCoS-
WG final report in 1998 [47] presented comments by members of the group,
including those who joined after the start of its formation. For example, Prof.
Egon Börger [38] of the University of Pisa in Italy participated at many ProCoS-
WG meetings. He was an invited speaker at the ZUM’97 conference [45] and,
with Jean-Raymond Abrial and Prof. Hans Langmaack of the University of Kiel,
he organized an important set of case studies formalizing a Steam Boiler prob-
lem in a variety of formal notations [4], including a number of contributions



Formal Methods Communities of Practice 289

by ProCoS-WG members. He used ProCoS-WG to present his work on the
correctness theorem for a general compilation scheme for compiling Occam pro-
grams to Transputer code [17]. The influence of the ProCoS initiative has con-
tinued for decades after the original projects and Working Group [33,68].

The BCS-FACS (Formal Aspects of Computing Science) Specialist Group
forms another example of a formal methods community in the United Kingdom.
Such a community depends on a core committee to keep it active. Although it has
been in existence since 1978, there was a period when activities declined in the
1990s. However, from the early 2000s, a new committee was formed, leading to a
renewal of activities. For example, in December 2003, the BCS-FACS Workshop
Teaching Formal Methods: Practice and Experience was held at Oxford Brookes
University [9]. The group also holds regular evening seminars mainly at the BCS
London office and selected talks have appeared as chapters in an edited book
[11].

In 2008, the newly formed Abstract State Machines, B and Z: First Inter-
national Conference, ABZ 2008 started in London, UK, edited by Egon Börger
(ASM), Michael Butler (B-Method), myself (Z notation), and Paul Boca as a
local organizer [15,16]. This was an extension of the earlier ZB conferences,
formed from a combination of previously separate B and Z conferences. In 2011,
a special issue of selected and extended papers from the ABZ 2008 conference
was produced for the Formal Aspects of Computing journal [14]. More recently,
a 2018 book on Modeling Companion for Software Practitioners using the ASM
approach has appeared [18,34].

3 Communities of Practice

Everything we do is practice for something greater than where we currently
are. Practice only makes for improvement. – Les Brown

A Community of Practice (CoP) [95] is a social science concept useful for mod-
elling the collaborative activities of professional communities [12] with a common
goal over time [96,99]. It can be relevant in a variety of contexts, for example,
agile methods [75,101], student teaching in higher education [80–82,84], and
developing large organizations [88]. Information on the successful creation of
a CoP is available [94]. CoPs are typically open communities and it is in this
context that they are discussed in this paper.

A CoP modelling approach can be used in various scenarios, for example,
in the context of this paper, formal methods communities [31,33,49]. A CoP
consists of:

1. A domain of knowledge and interest. In the case of formal methods, this is
the application of mathematical approaches to computer-based specification,
modelling and development.

2. A community based around this domain. For formal methods, like other
academically-based disciplines, this includes conference organizers and pro-
gramme committee members that are interested in formal methods as core
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facilitators, conference presenters and delegates as participants, as well as
other researchers and practitioners involved with developing and using for-
mal methods.

3. The practice undertaken by the community in this domain, developing
its knowledge, sometimes formalized as a Body of Knowledge (BoK) [49] –
see also Sect. 4. The formal methods community encourages the transfer of
research ideas into practical use [65,66]. Some formal methods approaches
have been used in industrial-scale software-based projects, although informa-
tion on these can be diffcult to promulgate due to commercial sensitivities
and Non-Disclosure Agreements.

There are various stages in the development of a CoP [95]:

1. Potential: There needs to be an existing network of people to initiate a CoP.
In the case of formal methods as a whole, researchers interested in theoretical
computer science, especially discrete mathematics and logic, were the starting
point. For example, the initial Z meetings were held with informal proceedings
[19,20] in Oxford, due to the location of the Programming Research Group
there.

2. Coalescing: The community needs to establish a rhythm to ensure its con-
tinuation. In the case of many successful formal methods, a regular specialist
workshop is typically established initially. For the Z notation, a more formal
Z User Meeting (ZUM) was established, together with a Z User Group (ZUG)
established in 1992 [48]. Initially, meetings were in the United Kingdom, but
it then became an international conference in 1995 [42]. Online information
was maintained, initially as a FTP service with an associated Z FORUM
electronic mailing list [26].

3. Maturing: The community must become more enduring. An initial workshop
series may become a more formal conference series and establish itself interna-
tionally. With maturity, there may be merging with other formal methods. For
example, the International Conference of Z Users became the ZB conference in
2000 [41], combined with the B-Method, and then the ABZ conference, com-
bining ASM, the B-Method, and the Z notation in a single conference in 2008
[15]. This conference has continued through to the present [86]. Another sign
of maturity is the production of a standard, e.g., the international ISO/IEC
standard for the Z notation [70]. The FTP service became a website and the Z
FORUM mailing list was linked with the comp.specification.z newsgroup
[26] (now part of Google Groups).

4. Stewardship: The community needs to respond to its environment and
develop appropriately. A particular formal methods community should inter-
act with related organizations, e.g., those associated with similar formal meth-
ods. Overall, Formal Methods Europe (FME, https://www.fmeurope.org) has
acted as a stewarding organization internationally, developing beyond the
bounds of Europe, and organizing the regular FME conference from 1993
[103], becoming the FM conference more recently, and following on from the
original VDM conferences.

https://www.fmeurope.org
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5. Legacy: All CoPs eventually end; if successful they morph into further com-
munities. State-based formal methods communities such as those around
ASM, B, VDM, Z, etc., have coalesced around the ABZ conference, which
continues to this day, as noted above [86]. The various CoPs around these
approaches are at different levels of development with respect to their CoP
evolution. Currently, as of 2021, there is much activity around the B-Method
and the related Event-B. Research around ASM is also still active. However,
research on VDM and Z is now somewhat dormant. Exactly how all these
related communities will continue is something that is worth considering and
planning for at the appropriate time.

It remains to be seen precisely what legacy the various state-based formal meth-
ods, especially those associated with the ABZ conference, leave in the future.
For the moment, the various communities continue to come together through
the ABZ conference, as well as other more informal and individual interactions.

It is interesting to reflect on the occurrence of various formal methods and
tools in the titles of papers in the two most recent ABZ conference proceedings for
2020 [87] and 2021 [86], as reported by Bowen [37]. Event-B is the most popular
formal method, with 14 papers. 11 papers mention the Rodin tool, which provides
Event-B support. There are nine papers with ASM in the title (including two
mentioning the associated ASMETA toolset). Alloy, a Z-like language with tool
support, is mentioned in three paper titles, as is the ProB tool providing tool
support for B. The Atelier B, UML-B, and UPPAAL tools are each mentioned
in one title. TLA, VDM, and Z are not mentioned in any paper titles. So, the
“A” (ASM and Alloy) and “B” (mainly Event-B with the associated Rodin and
ProB tools) in conference title “ABZ” are still active with respect to research,
especially strongly in the cases Event-B/Rodin and ASM. However, the “Z” part
of the conference has essentially disappeared. That said, Z is still an inspiration
for some formal methods research and is still used in industrial projects, even
if not widely publicized. Tools are increasingly important for industrial use of
formal methods at scale.

4 Networks and Landscapes of Practice

The idea of a Community of Practice (CoP) was originally introduced in 1991
[78]. Since then, the concept has been extended, firstly to the notion of a Network
of Practice (NoP) in 2000 [56] and most recently to a Landscape of Practice (LoP)
in 2014 [97,98].

In a CoP, researchers and practitioners are connected and mutually engaged
[85]. An NoP connects several CoPs where there are connections but not neces-
sarily deep mutual engagement. For example, state-based formal methods have
connections between them, but they each form separate CoPs.

Some key state-based formal methods CoPs are summarized in Fig. 1,
together forming an NoP. There have been a number of comparative studies
covering various formal methods approaches. For example, a 1996 Steam Boiler
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Control case study competition book demonstrated different formal methods
[4,5]. A 2001 book [58] (second edition in 2006 [61]) presented the questions
that should be answered in developing an example invoicing case study using a
variety of formal methods. These indicate the connections between these CoPs,
but the contributions tend to be submitted independently by members of the
relevant CoP. The ABZ conference [86,87] has also been important in cementing
ties between the state-based formal methods CoPs (Fig. 1), helping to form an
NoP. Similarly, FME and its associated FM (formerly FME [103]) conference
have also helped significantly in forming a formal methods NoP internationally.
On a smaller scale, the BCS-FACS Specialist Group mentioned earlier has helped
to play a similar role in the United Kingdom [9–11].

Fig. 1. Some key state-based formal methods CoPs with their major progeni-
tors/promulgators.

Formal methods also overlap with CoPs from other areas that require a
rigorous basis to their approaches. For example, formal methods are benefi-
cial in compilers [51,62,63], Hardware Description Languages (HDL) [55,104],
Human-Cyber-Physical Systems (HCPS) [79], logic programming [21,24,27],
safety-critical systems [28,93], security [53,54], software maintenance [39,40,91],
software testing [76,92], etc. That said, there can be some resistance to accept-
ing formal methods in some communities within software engineering as a whole
[8,44,67]. Education and training are important aspects with respect to the
acceptance and promulgation of formal methods [29,32,57].

An LoP is even wider than an NoP, crossing boundaries and peripheries
between CoPs with more widely related interests. Typically an LoP identifies
communities following the same Body of Knowledge (BoK), making up the col-
lection of activities, concepts, and terms associated with a professional domain,
normally defined by the relevant professional association or learned society. In
the case of formal methods, there have been some efforts to define specific BoKs
[49], for example, specifically for model checking in software development [90]
and in the railway domain [60].

Formal methods CoPs by and large form part of the field of software engi-
neering, although the approach can be applied to computer hardware design as
well. Software engineering has a BoK originally developed by the IEEE Com-
puter Society and issued as an ISO/IEC international standard, first in 2005
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[71] (187 pages), with an updated version issued in 2015 [72] (336 pages), known
as “SWEBOK”. The SWEBOK standard covers software requirements, design,
testing, etc., all areas where formal methods can be an appropriate approach,
especially in safety and security-critical systems.

5 Visualization of Communities

Visualization of CoPs can aid in the identification of knowledge innovation and
transfer between CoPs [83]. It is possible to visualize and formalize communi-
ties, especially those that are online [30,50]. In addition, patterns in citations
can be investigated formally [52]. Co-author and citation relationships can help
in understanding the structure of a CoP and its interconnections within an
NoP or LoP. In the mathematical LoP, the Erdös number (the distance through
co-authorship from the highly collaborative 20th-century mathematician Paul
Erdös) is often used as a measure for a particular mathematician’s involvement
in the mathematical research community [50]. This measure applies to formal
methods researchers as well, being one of the more mathematical areas of com-
puter science [30].

There are various visualization tools online that allow graphical views of co-
authors and cited authors. As an example, consider the case of a 2009 formal
methods survey in the ACM Computing Surveys journal [102], using the online
Connected Papers tool (https://www.connectedpapers.com), as illustrated in
Fig. 2. It is possible to identify clusters of citations by the co-author (top and
right of Fig. 2). In the righthand cluster, two of the co-authors have collaborated
significantly. These two clusters represent two different formal methods CoPs.
The size of the circle for a citation indicates the number of citations that it has
received (i.e., broadly, its importance) and the darker the colour, the later the
date of the citation.

There is much scope for further research on the visualization of formal meth-
ods and other CoPs, which could easily fill a whole paper.

6 Conclusion

Education is for improving the lives of others and for leaving your com-
munity and world better than you found it.

– Marian Wright Edelman

As discussed in this paper, there are a number of competing state-based for-
mal methods for modelling computer-based systems. Communities associated
with formal methods have developed since the 1980s around the Z notation, the
B-Method, Event-B, ASM, and other paradigms. Each approach has its own
advantages and disadvantages, which are beyond the scope of this paper to pro-
vide in detail. Each also has its own community of adherents, that have now
somewhat merged with the establishment of the ABZ conference in 2008 [15].

https://www.connectedpapers.com
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Fig. 2. A visualization of the citations in a 2009 formal methods survey paper [102].

By their nature, formal methods communities tend to be open communities,
with participation by both researchers and practitioners actively encouraged.

The various interrelated formal methods communities may be seen as exam-
ples of Communities in Practice (CoP) in action. CoPs can potentially merge
and create new CoPs. For example, the B-Method and then Event-B were devel-
oped after the Z notation largely by the same progenitor, Jean-Raymond Abrial,
with some in the Z community subsequently becoming part of the B community.
These interrelated formal methods CoPs form a Network of Practice (NoP).

From experience, a successful Community of Practice depends on people with
different skills for success, be it for ideas, vision, organization, etc. Typically, a
small number of key personnel are needed for the successful launch of any new
formal methods community. Figure 1 provided some key initial personnel for a
selection of state-based formal methods. A successful CoP then needs to reach a
critical mass in size, following some of the developments covered in this paper.

The earliest formal methods communities were formed around VDM and Z,
which grew up in parallel, although Z concentrated on formal specification at
a high level with little tool support, whereas VDM also considered refinement



Formal Methods Communities of Practice 295

towards program code more explicitly. These are now in the late stages of a
CoP. ASM developed separately somewhat later and its flexibility has proved
useful on modelling systems at a high level. Due to the lack of refinement and
tool support in Z, the B-Method and then Event-B were developed to more
explicitly handle these aspects with some compromise on the high-level nature
of the language. Alloy also provides tool support using a Z-like language that
is useful as a prototyping tool, perhaps for more intricate or critical parts of
a large Z specification that could benefit from closer investigation for example.
Judging by the activities reported in recent ABZ conferences, Event-B is the
most active CoP at the moment. Future formal methods CoPs need to ensure
good industrial-strength (and ideally open) tool support for success.

This paper has considered formal methods CoPs, and briefly discussed associ-
ated Networks of Practice (NoPs), an overall Landscape of Practice (LoP), and
visualization of these communities. Further research could be usefully under-
taken in these additional areas. Bibliographies such as the one at the end of this
paper and other more substantial databases such as Google Scholar (https://
scholar.google.com) could be used for investigating formal methods community
structures and interdependences, based on co-author and citation relationships.

Predicting the future is always difficult, but formal methods communities
have been successful enough to leave their mark on the computer science com-
munity as a whole. Certainly, the most active formal methods CoPs have shifted
from consideration of fundamental ideas to tool support, enabling better poten-
tial for industrial usage. The experience of the authors is mainly with state-based
formal methods, but the examples in this paper may also be applicable to model-
checking communities, for example. In any case, the authors hope that the per-
spective presented here will help future researchers in developing a Community
of Practice based on their own research.
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Abstract. Open Source Software development includes many peculiar-
ities, which may not be apparent at first sight. Committing to Open
Source projects may be a difficult task without a prior knowledge. This
paper describes the experience of a student that took a course on Open
Source Software. Much attention was paid to mistakes that were made
during the course, and a reflection on decisions was conducted.
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1 Introduction

Open source projects are widely used in almost every software product today
since even proprietary products depend on open source compilers, libraries, or
tools [1]. A programmers’ involvement in the open source community is an impor-
tant part of their learning. This paper describes my experience gained attending
the Open Source Software course taken in the Spring semester of the 2020–2021
academic year at Nazarbayev University.

1.1 Course Description

The learning outcomes of the course belong to one of these two parts: theoretical
and practical. Theoretical is understanding the concept of open source software
and its aspects, while practical is learning how to participate in the development
of open source software. The theoretical part included lectures about the history
and current state of open source software. It was assessed by quizzes, a mid-
term exam, and a short paper about a specific topic related to the Open Source
Software course. The contribution part required that students would choose their
role and project, commit to the project and submit deliverables about the work
done. The deliverables included short weekly reports about commits and pull
requests. Besides the weekly reports, the students had to deliver more detailed
reports with their reflections on the work done and decisions.

This paper evolved from the final report written for the course. The paper
includes more details about the course and its contribution part. This part
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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involved serious struggles for me and other students, and the reasons for this
will be discussed in this paper. A thorough self-assessment was made at the end
of the course, and the main mistakes were identified. The paper will demonstrate
the mistakes and describe lessons learned from these mistakes.

1.2 Background and Expectations

When the course started, my background in software engineering included the
development of HTTP servers and web applications. The projects I had built
heavily depended on open source packages. Therefore, I was already familiar
with the packages’ installation procedures and bug reporting. Additionally, I
had worked on projects that involved several other people. Hence, I also had the
experience of software development in a team before the course started.

Contributing to the open source community attracted me since I started
using the open source packages. These packages make a great impact on software
engineering, and being a part of such world-changing technologies was a very
attractive perspective.

I had the skills needed for the project development, but I was completely
new to contributing to the open source community. Therefore, I expected the
course to help me understand and apply conventions specific to the development
of Open Source projects. Learning these conventions would help me to commit
to the projects later, which was a good motivation to take the course.

2 Project Selection

The selection of a project to commit to, despite my expectations, was a very
challenging task. I did not complete this task as successfully as I wanted to. The
reasons for the bad project choice will be discussed in later parts of the paper.

At the beginning of the university course, the lectures included generic rules
about choosing a good project to contribute to. They intended to select a project
with an easy way to have the contribution accepted. Such projects would allow
passing the practical part of the course, where students needed to report on their
commits to their selected projects. Lectures informed students about several met-
rics that would help them to identify a project that needs intense development.
The metrics included the number of commits, frequency of closing pull requests,
number of contributors, and, finally, maturity of the project.

The project selection process consisted of two stages. For the first selection,
we needed to identify five possible options, and for the second, after a week
to weigh our decisions, we had to pick one as a final choice. The first decision
took into account criteria presented during lectures before the selection. After
receiving additional information the following week, we could change our final
decision. This two-staged process had a positive impact on the project selection
experience. During the period between the stages, I could assess the choices more
mindfully and resolve possible hesitations.
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2.1 The First Selection

In the first stage of our selection, the students selected five projects as the first
choice and four other possible options. I decided that I should include projects
with different motivations, sizes, and familiarity. The reason for this was the
initial uncertainty about the course and how the choice would affect my course
experience. I sorted them by the increasing level of contribution difficulty. Nev-
ertheless, I tried to pick projects with the best numbers for the metrics given
above.

Laravel. As the first choice, I picked the project I wanted to commit to the
most because I had already been its passive user and planned to contribute
there. Thus, I chose the Laravel [2] project, which is a back-end framework for
web servers. I was the most familiar with this project among other options.
Moreover, I was interested in this project the most because of my wide usage of
the package in several projects.

NextCloud. NextCloud [3] is an application to store and manage files on the
cloud. The project was written in already familiar for me PHP [4] and JavaScript
[5]. This project would be a good option if I decided to conduct more research
with comfortable programming languages.

Graphana. As the next level of difficulty, I included Graphana [6]. This project
focuses on visualization of large volumes of data. The main focus of this project
is a web representation using TypeScript [7]. The server-side computations are
made with Golang [8].

Zola. I was eager to use Rust [9] language because I considered it a promising
language. However, writing projects in Rust is a challenging task because the
language is hard to master. Therefore, I chose a small project named Zola [10],
which is a static website generator. Despite the project’s field being familiar to
me, I would still need to learn Rust.

Nushell. Another project written in Rust is Nushell [11]. It is a Linux shell
with an improved user interface. This project was the most difficult to learn.
Not only was I not proficient enough for the Rust language, but also I had never
built a command line application. I included this in case there would not be
enough things to learn in other projects.

2.2 Final Decision

The course lectures, besides other hints, advised choosing relatively new projects
with enough contributors and active daily work. The projects were compared
to each other, focusing on these details. The comparative table (Table 1) illus-
trates the differences between the projects. I tried to pick projects with as many
activities as possible. However, projects with high activity are also very mature
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Table 1. Comparison of open source projects from the first choice.

Project name # of commits Closed PR frequency Maturity # of contributors

Laravel 32,000 7 per day 8 years 2600

NextCloud 60,000 9 per day 8 years 785

Graphana 32,000 13 per day 7 years 1590

Zola 1600 1 per week 4 years 265

Nushell 3500 3 per week 2 years 261

projects. Lectures warned about low activity in projects with a long lifetime,
and firstly I considered Zola and Nushell as good options. Nevertheless, their
frequency of closed pull requests was drastically lower than in old projects. For
the practical part of the course, students had to write weekly reports about the
work done, preferably commit every week, and interact with the community. I
was afraid that the regularity of several PRs per week would not guarantee that
my requests would be closed before the weekly report submission. Neither did
it assure enough communication for the report. Therefore, I ended up excluding
relatively new projects from my options.

The most mature projects left were Laravel, NextCoud, and Graphana. All
the metrics were acceptable for each project. Therefore, the difference in these
metrics should not affect a student’s experience as a contributor. Therefore, I
decided to choose Laravel, because I was the most familiar with it. It would be
easier for me to find tasks to complete since I was using the framework in real
projects.

3 Project Description

3.1 Governance

The leadership model of Laravel is “Benevolent Dictator” with Taylor Otwell
[12] playing the most influential role in the project development. He decides on
what features to include and the overall development path of the project.

There is also a group named The Laravel Framework [13], which includes
core developers of the project. They have designated roles and more weight on
their claims. Their work is not limited to the framework, and only five out of 30
of the most active Laravel contributors belong to the group [14].

3.2 Community

The community is structured hierarchically so that the ideas flow from the bot-
tom layers (passive, active users) to higher (core developers and then the main-
tainer).

Ideas are usually presented as pull requests because the community promotes
adding some proof of concept along with the suggestions. The feed of a pull
request tracks discussions of an idea. Therefore, every step of the contribution
is performed at the project’s GitHub repository.
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3.3 Licence

The project is licensed under the MIT license [15]. It is a common choice for
vendored packages. The commercial use of the package is allowed, as well as the
modification for any purpose, and sharing of the package (distribution).

4 Technical Aspects

4.1 Architecture

The architecture of the framework is split based on classes, interfaces, and traits.
The higher-level division is modular. The modules contain specific classes con-
sumed by a kernel of the framework (service providers, contracts, console com-
mands). The modules are exposed to a user via Facades [16] for neat usage.

4.2 Related Modules

I have done my work within specific modules. The module choice was based on
the complexity of the module. I tried to avoid working with modules that implied
using drivers for other programs, e.g. Eloquent module for database interaction
because I did not have enough knowledge about them.

The work I have done is related to several modules, namely Routing,
Foundation\Console, and Foundation\Auth.

The Routing module maps HTTP routes to specific controllers. The Foun-
dation namespace includes many submodules that provide boilerplate functions
for most back-end servers. The Foundation\Console module contains console
commands for automatic configuration and code generation for the server.

The Foundation\Auth module provides some shortcuts for user authentica-
tion and access groups (Fig. 1).

Fig. 1. Package diagram of related modules
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4.3 Project Status

At the time of my project selection, the project had entered a soft freeze mode.
New features were rarely accepted during this period to maintain the code base
properly. This circumstance imposed additional challenges for a successful con-
tribution to the project. I missed the project status from my attention during
the project selection. Therefore, I was limited in the number of ways in which
I could contribute to the project. There were not many unsolved bugs either,
because developers focused their attention on them instead of features.

5 Role and Work Done

Initially, I chose a Developer role. After the first pull request, I realized that
the project paused accepting new features, and entered a soft-freeze mode. The
maintainer declined most of the proposals replying with the same notification
about the soft-freeze. Due to this, I started to look for bugs and missing features
that intuitively should be present. Therefore, at the end of the semester, I was
playing both roles of Developer and Tester.

5.1 The First Commit: Minor Feature to Group Routes
by a Common Controller Class

For my first commit, I have implemented a minor feature. The feature was an
additional option for grouping routes in the Routing module, which was inspired
by Ruby on Rails. I forked the project, made a new branch, committed my
changes to the branch, and posted a pull request [17]. Despite the work being
minor, the maintainer declined the pull request because it was not important
enough for the soft-freeze status of the project.

5.2 Testing Modules and Bug Fix

Then I decided to switch my priorities in the development from generating new
ideas to testing the existing features. However, since the project has a large
community and the last version was in the soft freeze for a while, major bugs
were already fixed. I decided to test the Policy feature because it was one of
my favorite features. I found a bug in the code that generates a stub for a
new policy. The code is in the Foundation\Console module. Duplicated lines in
the stub did not collapse because the line matcing regular expression did not
account for Windows’ carriage return \r symbol in the line-feed. I attempted to
make the matching of the line-feed platform-independent [18]. However, another
contributor pointed out that my solution would break the behavior in some
projects. I tested his proposed solution, copied the code, and made a pull request
that was merged in a few hours [19].
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5.3 Adding Compatibility Between Old and New Features

I realized that there were not many known bugs left in the project. I scanned the
recently merged pull request to find possible bugs there. I found a recently added
Routing method missing. The function allows adding a custom callback, which
is called when a model bound to the route is not found in the database (e.g.
users/1 - binds User with id = 1). When I was testing it, I decided that it should
be compatible with the resource method added a long time ago. The resource
method automatically defines a set of CRUD routes for a model. I implemented
a wrapper for the missing method when building resource routes. My decision
was not a mistake, and the pull request with this modification was merged in
the latest version branch and released in the next minor release [20].

5.4 Interaction with Community

There was little interaction with the community during my contribution process.
My first PR was declined by the maintainer a few hours after I posted it. In
this timeframe, only one contributor asked me a question about route caching. I
checked the functionality when they pointed it out and reported that the caching
worked as expected.

The new feature was merged very fast. There was no following discussion
likewise.

Most interactions with the community were during the submitting the bug
fix. However, it was not a full-fledged discussion since the contributor only pro-
vided better code than mine.

Therefore, a fast activity in the project possibly implies that there might
not be a space for communication. Probably, picking slower-paced development
will result in a higher quality experience received from contributing to the open
source.

6 Lessons Learned

There are some lessons about Open Source Software that I took from contribut-
ing to the project. The contribution to the Open Source has many aspects. They
must be taken into account when trying to help to develop a project. The lessons
fall into several categories that embrace specific details of interacting with the
Open Source community. Most of the new information was from the mistakes
that I made because of a lack of experience. These lessons might guide new stu-
dents of the course to proper decisions. They might help them pass the practical
part of the course.

6.1 Identifying a Good Project to Contribute

One of the main mistakes was choosing a project without a need for active help. I
expected that I would commit changes that I needed personally for my projects.
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My thought was that they would be helpful for others, and adding new features
for users sounded interesting to me, especially when considering such a large
project as Laravel, which thousands of projects depend on. Laravel is developed
very fast and releases new major versions every several months. However, I was
wrong when I supposed that it would not be a problem to propose new features
to the project during the code freeze.

I analyzed the number of contributors and the frequency of pull requests.
However, these factors were not enough for selecting the project in my case.
Despite the high frequency of merges and many contributors, committing to the
project was a big challenge. I could observe the reasons even before I selected
the project. However, I have learned it too late and decided not to switch the
project in the middle of the semester. My main mistake was the lack of attention
to specific details about the project.

The first and the most significant detail is the status of the project. Since
I started committing to the project in a soft-freeze mode, I had few chances of
merging and being helpful as a developer. The status of the project plays a big
role in choosing a project for contribution. The main reason is that if the project
does not accept any major changes, you will not be helpful as a developer.

The status of the project can be identified by recently closed pull requests.
Although I looked at the list of the pull request, I did not pay attention to
its content every time. However, those PRs contained important information
that can inform a reader about the project’s status. Many of the pull requests
that were proposed in the last month, were typically closed with the reply from
Taylor Otwell that proposals of new features are not accepted because they want
to preserve code maintainability [21].

With this experience of choosing the wrong project to contribute to, I learned
a lesson to investigate deeper whether the project needs my help in the specific
role or not.

6.2 Writing Pull Requests

After writing and reading some pull requests, I understood that it would be
better if pull requests obeyed some basic rules that would help other people in
the community. One of the most important rules is the proportion of the number
of words in PR and the amount of changed code.

My first pull request contained a lot of words and redundant examples,
although the commit changed a very small portion of the source code. When
I read other pull requests and compared them to mine, I understood that a PR
should give hints about how many changes the pull request brought. It might
be too troublesome for developers to open the Changes section and scan all the
code to get an estimate of the work done. Thus, it is better to follow a good
proportion between PR length and the number of changes.

The proportion is specific for every community. Some projects encourage
developers to write long PRs with all descriptions and comments, while Lar-
avel usually follows the format of a short message, without many details and
examples.
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6.3 Finding Tasks

Since the project did not accept many changes, I mainly searched for any task
that I could do. I was not an experienced developer in the project, thus I did
not understand complex parts of the code. Therefore, I needed to find something
simple and useful.

After some weeks of trying, I understood the concept that should assist in
finding the tasks by yourself. Since no major changes were accepted, only minor
fixes and additions should be considered. However, if there is no repository of
pending tasks that should be completed, it might be even harder to understand
what a project needs.

However, I managed to bring a commit that was merged to the main branch.
The commit included the extension of a relatively new feature to integrate it
with an old method. I learned from this that projects may often lack coherence
between features. Commits that allow several features to work together are a
good contribution that does not conflict with a soft freeze.

Therefore, I learned to adapt to the workflow that takes place in the project.
This made my commits more valuable and gave them more chances to be merged.

7 Conclusion

Although I used to develop the project with the help of the Open Source Soft-
ware course, I had not contributed to any of them before taking the course.
Nevertheless, taking this course became a good motivation for taking the first
steps in developing an Open Source community. I chose a project that I felt
attracted to and started committing to it. Some mistakes were made, which led
to several difficulties with decisions on further actions. However, the mistakes
allowed me to learn essential lessons about interaction with the Open Source
community:

– A contributor should analyze a project before committing to it. The project’s
peculiarities might not be suitable for a desired role in the development.

– The current status of the project’s development and possible code freezes
might hinder the contributor’s engagement.

– Even during a freeze mode, the contributor should adapt to the environment
and identify the work that the project needs. Soft freezes still allow bug fixes
and minor contributions like the integration of recently added features with
old functionality.

– A project’s common conventions should be followed when interacting with
the community.

Taking these lessons into account might allow other students to acquire a better
learning experience and more community interactions.
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Abstract. Machine Learning (ML) is increasingly used in domains such
as cyber-physical systems and enterprise systems. These systems typi-
cally operate in non-static environments, prone to unpredictable changes
that can adversely impact the accuracy of the ML models, which are
usually in the critical path of the systems. Mispredictions of ML com-
ponents can thus affect other components in the system, and ultimately
impact overall system utility in non-trivial ways. From this perspective,
self-adaptation techniques appear as a natural solution to reason about
how to react to environment changes via adaptation tactics that can
potentially improve the quality of ML models (e.g., model retrain), and
ultimately maximize system utility. However, adapting ML components
is non-trivial, since adaptation tactics have costs and it may not be
clear in a given context whether the benefits of ML adaptation outweigh
its costs. In this paper, we present a formal probabilistic framework,
based on model checking, that incorporates the essential governing fac-
tors for reasoning at an architectural level about adapting ML classifiers
in a system context. The proposed framework can be used in a self-
adaptive system to create adaptation strategies that maximize rewards
of a multi-dimensional utility space. Resorting to a running example from
the enterprise systems domain, we show how the proposed framework can
be employed to determine the gains achievable via ML adaptation and
to find the boundary that renders adaptation worthwhile.

Keywords: Machine-learning based systems · Self-adaptation ·
Probabilistic model checking · Architectural framework

1 Introduction

Machine learning (ML) is present in most systems we deal with nowadays and is
not a trend that will vanish in the years to come. Like all other components in a
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system, ML components can fail or simply produce erroneous outputs for specific
inputs [8,14,15]. This problem is exacerbated by the fact that the environments
in which the ML components operate may be different from those that the
component may have been trained on [31]. When such a situation occurs, the
system is likely to suffer from a problem known as data-set shift [29]. Since
ML components rely on input data to learn representations of the environment,
data-set shift can cause accuracy degradations which ultimately affect system
utility. Hence an important requirement for systems with ML components is to
be able to engineer those systems in such a way as to be able to adapt the ML
components when it is both possible and beneficial to do so.

Current approaches to architecture-based self-adaptive systems provide a use-
ful starting point. Following the well-known MAPE-K pattern [17], a system is
monitored to produce updated architectural models at run time, which can then
be used to determine whether and how a system might be improved through the
application of one or more tactics. In support of this approach, there are a variety
of tactics that might be brought to bear on ML-based systems including model
retraining [32], various incremental model adjustments [20], data unlearning [5],
and transfer learning [16,27] techniques.

However, deciding both whether and how to adapt an ML-based system is
non-trivial. In particular, typically there are costs as well as benefits for apply-
ing tactics. Determining whether the benefits of improving an ML component
outweigh its costs involves considerations of timing, resources, expected impact
on overall system utility, the anticipated environment of the system, and the
horizon over which the benefits will be accrued. Moreover, in practice there is
often considerable uncertainty involved in all of these factors.

This paper proposes a probabilistic framework based on model checking to
reason, in a principled way, about the cost/benefits trade-offs associated with
adapting ML components of ML-based systems. The key idea at the basis of
the proposed approach is to decouple the problems of i) modelling the impact
of adaptation on the ML model’s quality (e.g., expected accuracy improvement
after retrain) and ii) estimating the impact of ML predictions on system utility.
The former is tackled by incorporating in the framework the key elements that
capture relevant dynamics of ML models (e.g., the expected dependency between
improvement of model’s quality and availability of new training data). The latter
is solved by expressing inter-component dependencies via an architectural model,
enabling automatic-reasoning via model checking techniques.

We resort to a running example from the enterprise systems domain to show-
case how to instantiate the proposed framework via the PRISM model checker.
Finally, we present preliminary results that show how system utility can be
improved through the adaptation of ML components.

The remainder of this document is organized as follows: Sect. 2 motivates
the need for the proposed framework and highlights existing challenges; Sect. 3
presents the proposed framework and Sect. 4 shows how it can be applied.
Section 5 evaluates the framework, Sect. 6 overviews related work, Sect. 7 dis-
cusses existing limitations and future work and Sect. 8 concludes the paper.
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2 Motivation

In this work we focus on self-adaptation of ML-based systems which are com-
posed of both ML and non-ML components. For example, fraud detection sys-
tems rely on ML models to output the likelihood of a transaction being fraud-
ulent and on rule-based models (non-ML component) to decide whether to
accept/block/review a transaction based on the ML’s output [2]. Similarly, cloud
configuration recommenders rely on ML models to select the platform (non-ML
component such as a virtual machine) on which users should deploy their jobs.
These recommenders are typically guided by user-defined objective functions
such as minimizing execution time [1,6].

There are two key requirements associated with reasoning about self-
adaptation of ML components. First, it is necessary to understand if and how
ML predictions affect overall system utility. Second, it is necessary to estimate
the costs and benefits of the available adaptation tactics. Let us now discuss the
key challenges associated with each requirement.

i) Impact of Machine Learning Predictions. A key problem that needs
to be addressed to enable automatic reasoning on the dynamics of ML-based
systems is determining to what extent incorrect predictions will impact overall
system utility. In fact, this is not only application but also context dependent.
For example, in cloud configuration recommenders, when the relative difference
in job execution speed between the available cloud configurations is low, ML mis-
predictions have little impact on system utility [6]. Similarly, in a fraud detection
system, the impact of mispredictions is different in periods with higher volumes
of transactions, in which it is critical to maximize accepted transactions, while
accurately detecting fraud [2].
ii) Estimating Costs and Benefits of Adaptation Tactics. Predicting the
time/cost and benefits of ML adaptation tactics is far from trivial. This predic-
tion is strongly influenced both by the type of models and their settings (hyper-
parameters and execution infrastructure), and by the input data employed in
the adaptation process. For instance, in the case of a tactic that triggers the
retrain of an ML model, the benefits of tactic execution are dependent on the
data available for the process – data more representative of the current environ-
ment contributes to higher benefits. Differently, if the adaptation tactic consists
of querying a human (human-in-the-loop tactic), the benefits are now dependent
on human expertise. Their execution latency and economic cost are also likely
to be different and affected by factors that are inherently tactic dependent, e.g.,
the retraining time is affected by the amount of available training data, whereas
the latency of a human-in-the-loop tactic may depend on the complexity of the
problem the human is required to solve.

In this work, we argue that by leveraging formal methods we can instantiate
the problem of reasoning about the need for adaptation at a general architectural
level. The framework we propose allows us to abstract away from system-specific
issues and instead instantiate the decision of whether to adapt ML components
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Fig. 1. Framework modules and inter-dependencies.

as a general decision that relies on the key factors of ML-based systems. The
next section introduces our formal framework.

3 Framework for Self-adaptive ML-Based Systems

This section describes a generic framework that can be used to derive formal
models of self-adaptive ML systems. The resulting models can then be utilized
to enable automatic reasoning via probabilistic model checking tools such as
PRISM [19]. In fact, the use of such tools in the self-adaptive systems (SAS)
domain is not new [4,25,26]. Conceptually, the proposed framework can be
regarded as a specialization of the frameworks already proposed in this field,
which targets a specific class of “managed” systems: systems containing ML-
based components. As such, in the following sections our focus will be on how to
capture the most relevant dynamics of ML-components via abstract and generic
models that can be easily extended and customized to specific use cases.

3.1 Architectural Overview

As in typical frameworks for SAS, our framework requires specifying the behavior
of the following modules: environment, system, and the adaptation manager
(Fig. 1). Next, we discuss how each of these modules is modelled in the proposed
framework. For the ML component, we further describe its internal state, how it
evolves, and the methods exposed by its interface to allow for inter-component
interactions.

Environment. In the environment component, it is necessary to consider the
types of stimuli to which the system responds/reacts. Additionally, since our
goal is to reason about the impact of environment changes, these must also be
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modelled. Examples of environment stimuli are for instance the transactions that
a fraud detection system has to classify or the jobs received by a scheduler.

Adaptation Manager. As in typical SAS, the adaptation manager contains a
repository of adaptation tactics. However, and differently from previous work in
this domain, we consider adaptation tactics that directly actuate over the ML
component [7], such as retraining the ML component. Each adaptation tactic is
specified by: (i) a precondition that triggers its execution and which generally
depends on the state of the system and the environment; (ii) the effects on
the targeted components. We model adaptation tactics as a tuple composed of
tactic cost and tactic latency. This division allows us to study the impact of the
different dimensions of tactics on overall system utility. For example, consider a
retrain tactic. It has a latency associated, since retraining a model takes a non-
negligible amount of time. If that tactic is executed in cloud environments it also
has a monetary cost, which depends both on its latency, and on the underlying
cloud platform selected for the execution. By leveraging model checking tools
such as PRISM [19] we can thus explore alternative adaptation policies with the
objective of identifying the one that, for example, maximizes system utility.

System. The key novelty of our framework is that it enables reasoning about
the adaptation of ML-based systems, which we abstractly define as systems
that comprise two types of components: ML-based and non-ML based compo-
nents (Fig. 1). An ML-based component is used to encapsulate an ML-model
that can be queried and updated (e.g., retrained). Non-ML based components
are used to encapsulate the remaining functional components of the system
being managed/adapted. Our framework is agnostic to the modelling of the
application-dependent dynamics of non-ML based components, which can be
achieved by resorting to conventional techniques already proposed in the SAS
literature [4,25,26]. However, we require non-ML components to interact with
ML components in two ways: i) pre-processing data to act as input to the ML
component or using the ML component’s outputs to perform some function ii)
affecting system utility by adding negative/positive rewards upon completion of
a task. For example, in an ML-based scheduling system, once a job completes
its execution on the selected cloud platform (a non-ML based component), it
triggers the accrual of a reward (e.g., dependent on the execution time of the
job) on system utility.

As for modelling the ML components, our design aims to ensure the fol-
lowing key properties: (i) generic – designed to be applicable to offline and
online learning, supervised, unsupervised and semi-supervised models, different
types of ML models (e.g., neural networks, random forests); (ii) tractable –
designed to be usable by a probabilistic model checker like PRISM, having a
high level of abstraction to aid systematic analysis via model checking; (iii)
expressive – designed to capture key dynamics of ML models that are general
across ML models; (iv) extensible – designed to be easily extended to incorpo-
rate additional adaptation tactics and customized to capture application specific
dynamics. The following section introduces the proposed modelling approach for
ML components.
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3.2 Machine Learning Components

We consider ML components that solve classification problems, i.e., whose possi-
ble outputs are defined over a discrete domain. We argue that this assumption is
not particularly restrictive given that any regression problem (in which the ML
model’s output domain is continuous) can be approximated via a classification
problem by discretizing the output domain. We abstractly formalize the behav-
ior of an ML based component by specifying (i) its state, (ii) the set of events
that change its state, (iii) the logic governing how the internal state evolves due
to each possible event.

Machine Learning Component State. The state of an ML component is
characterized by two elements: a confusion matrix and the set of new data
(knowledge) which encodes information regarding the data accumulated so far
by the ML component. The confusion matrix is a tabular way to represent the
quality of a classifier. We opt for using the confusion matrix to abstract over
the internal dynamics of the specific model being used while still capturing the
quality of its predictions. More in detail, it is a matrix n × n where n represents
the number of output classes. In cell (i, j) the confusion matrix maintains the
probability for an input of class i to be classified by the model as belonging
to class j. In fact, due to how it is constructed, it provides access to metrics
such as false positives/negatives, which in turn constitute the basis to compute
alternative metrics, like f-score or recall, that can be of interest for specific appli-
cations/domains (e.g., relevant for fraud detection systems [2]). Our framework
supports the specification of multiple confusion matrices, which can be of inter-
est when there are several types of input to an ML model (e.g., if a scheduler
receives different job types, some easier to classify than others, this could be
modelled by associating a different confusion matrix to each job type).

The second element of the ML component’s state represents the knowledge
maintained by the ML component. This is characterized by the data which
the model has already used for training purposes, and the new data that is
continually gathered during operation and that represents the current state of
the environment the system is operating in. However, the representation of this
knowledge is application dependent. While in simpler use-cases it may be enough
to simply maintain a counter for the inputs that arrive in the system, in more
complex scenarios the data gathered during execution may encode important
information to characterize the environment (e.g., measures of dataset shift [29]).
This knowledge can be used by the adaptation tactics when these are executed
over the ML component.

Machine Learning Component Interface. In order for the other components
in the system to interact with the ML component, we propose a general inter-
face that enables this interaction. Generally, any ML component that supports
adaptation requires three key methods: query, update knowledge, and retrain.
Clearly, new methods can be added to this interface to tailor the framework
to specific application requirements. For example, to capture manipulations of
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the dataset (e.g., sub-sampling certain types of inputs) or to support further
adaptation tactics (e.g., unlearning).

As the name suggests, query is used to solicit a prediction from the ML com-
ponent. The internal behavior of the ML component when issuing predictions is
abstracted away by reasoning only over the likelihoods specified in the confusion
matrix. More precisely, the output event produced by executing a query is a
probabilistic event, which can assume any of the possible output classes of the
classifier, with the probability given by the classifier’s confusion matrix.

The method update knowledge should be called when the system has reacted
to an event and thus there is new data to be accounted for. The framework
can keep track either of the pair 〈ML input, ML prediction〉 or of the triple
〈ML input, ML prediction, real output〉. The selection of either option is domain
dependent. For example, in the fraud detection domain, knowing the actual value
of a transaction (legitimate or fraudulent) is not always possible [28]. The pair
is thus required when this is the case. Finally, retrain corresponds to retraining
the ML model resorting to the data stored in the ML component’s state.

Any method has an associated cost and latency that directly impact system
utility. These are captured by the framework as follows. The latency is used to
determine after how many units of time the effects of each method are applied to
the component (and to the system). The cost of executing each method (when
the method has a cost) is discounted from the system’s utility.

Machine Learning Component State Evolution. When any of the previ-
ously described interface methods is triggered, the state of the ML component
can be altered. Since query consists only of asking the ML model for a pre-
diction, it does not alter the component’s state. update knowledge changes the
knowledge of the ML component by adding instances to that set. Finally, retrain
changes both elements of the state: the confusion matrix and the knowledge
are updated to reflect the execution of the adaptation tactic. In the case of a
retrain adaptation tactic the data used for executing the tactic is updated in
the knowledge such that it is no longer considered new data. At the same time,
the confusion matrix is updated to reflect the current performance of the model
after having been retrained. In fact, we propose a simple model that aims to
capture the improvements to the confusion matrix given by the execution of
a retrain adaptation tactic. The rationale behind the proposed model is that
the larger the number of new samples seen since the last training (i.e., new
data), the larger should be the expected reduction in the misclassification rate.
Specifically, the confusion matrix should be updated as follows. The diagonal
is incremented by a factor δ = (100 − cellii) ∗ new data ∗ impact factor that
is proportional to the model’s loss and to the amount of new data (e.g., num-
ber of new samples). The impact factor allows for flexibility in different types
of retrain (e.g., when the hyper-parameters of the model are also updated, the
benefits may be higher). The remaining cells in the same row should then be
updated as cellij = cellij − δcellij/(1 − cellii). The non-diagonal cells are thus
reduced proportionally to δ while ensuring that no cell gets a value lower than 0,
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Table 1. Visualization of an update to a confusion matrix. We assume new data = 6
and impactFactor= 0.1 which yields δ = (100− 95)× 6× 0.1 = 3. P1 and P2 stand for
Platform 1 and Platform 2, respectively.

Pred.
Real

P1 P2

P1 95 5

P2 5 95

(a) Initial confusion matrix.

P
R

P1 P2

P1 95 + 3 5 - 3×5
(100−95)

P2 5 - 3×5
(100−95)

95 + 3

(b) Confusion matrix update.

P
R

P1 P2

P1 98 2

P2 2 98

(c) Final confusion matrix.

and that the total reduction on non-diagonal cells is equal to δ. Table 1 provides
an example of a confusion matrix being updated.

Dealing with Uncertainty. As shown by recent work in SAS, capturing uncer-
tainty and including it when reasoning about adaptation contributes to improved
decision making [4,25,26]. Uncertainty can affect a range of components, includ-
ing non-ML components (e.g., the execution time of a job on a specific cloud
platform is unknown), ML components (e.g., in the fraud domain, as there is
no real time access to real labels of transactions, we cannot measure the current
model’s performance, but at most estimate it [28]), and adaptation tactics (e.g.,
with 90% probability retrain is expected to reduce the misclassification rate,
however in the remaining 10% of the cases the misclassification rate remains the
same). In the proposed framework, uncertainty regarding a specific component
or event can be naturally integrated by defining the affected state of the compo-
nent/event via discrete distributions built leveraging historical data. Uncertainty
can thus be conveniently captured by expressing the outcome of an uncertain
action (or state) via a probabilistic event.

4 Model Checking the Need for Adaptation

This section exemplifies, based on a running example, how to leverage the pro-
posed framework to reason about whether to adapt ML components. By intro-
ducing in the formal model non-deterministic choices between the tactics avail-
able for execution, a model-checking based approach can be used to determine,
at any time, which adaptation tactic to enact in order to maximize system util-
ity. We implement our framework using the PRISM [19] tool, which allows to
model non-deterministic phenomena via probabilistic methods such as Markov
Decision Processes (MDPs) and generate optimal strategies for reward-based
properties. PRISM has been extensively used by the literature on Self-Adaptive
Systems (SAS) to reason about adaptation trade-offs [9,21,25,26].

We start by introducing a simple use-case, which was selected to exemplify
the framework. The following sections then describe the modules of the PRISM
model in more detail. Due to lack of space, we do not provide details about
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the implementation of the framework and of the running example in PRISM.
However, we are working on a technical report that includes these details and
will make it available in the near future.

Running Example. Consider a system that receives jobs and has to select a
platform for them to execute. As it is often the case in practice, we assume that
the execution time of a job on a given platform depends on the job’s charac-
teristics, i.e., it may execute faster on a platform than on another [1,6]. Each
time a job completes, the system receives a fixed reward. As such, in a given
period, the system will strive to complete as many jobs as possible by selecting
the platform that can execute each incoming job in the shortest amount of time,
so as to accrue the maximum benefits possible. For example, the system could
receive different data analytic jobs with diverse characteristics (e.g. neural net-
work (NN) training, data stream processing) [1,6]. The system then relies on an
ML component to decide the best platform for a specific job to execute in. For
instance, the training of a neural network can be offloaded to GPUs or CPUs.
While both platforms allow the system to complete its task (i.e., execute the job)
one platform may be more efficient (lower latency) than the other, thus allowing
the system to complete more jobs in a given horizon. We are interested in scenar-
ios in which the type of job generated by the environment is altered, for example
due to data-set shift [29], thus leading the ML model to lose accuracy [18].

Machine Learning Adaptation. To equip the system with adaptation capa-
bilities, so that it can deal with environment changes and accuracy fluctuations
of the ML-based predictor, for instance due to unknown jobs (e.g., unseen NN
topology), we consider that each time a new job arrives, the adaptation man-
ager can decide between simply querying the current ML model (i.e., no adapta-
tion/tactic nop) or adapting it (tactic retrain), in order to increase its accuracy
and maximize the likelihood of executing the job in the preferred platform. The
retrain adaptation tactic consists of incorporating additional training data in a
new version of the model [32]. However, the execution of this tactic requires a
non-negligible time interval for its effects to manifest themselves in the system,
and has a monetary cost (e.g., if retrain is performed in the cloud) [1,6]. As
such, overall system utility is defined as the sum of the benefits of completing
jobs minus the cost of executing a tactic (tactic nop has no cost).

4.1 Modelling the Components of the Framework

Environment. We model the environment as generating two types of job (J1
and J2) according to probability pJob1 (or pJob2=1-pJob1 ). Although it could
be trivially extended to generate more job types, having only two is enough for
the purpose of reasoning about whether to adapt the ML component.

Adaptation Manager. The adaptation manager is responsible for triggering
adaptations. In the running example, two tactics are available to be executed: nop
(no operation) and retrain. Whenever the system receives a new job generated
by the environment, the pre-condition for the tactics’ execution becomes true. At
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Table 2. Discretized distribution of job latencies for both job types and for each
platform and corresponding likelihoods. Each cell in each matrix has the probability
of the corresponding PRISM transition. That is, in Table 2a with probability 18% the
predicted latency for a job is 3 on platform 1 (P1) and 8 on platform 2 (P2). If, for
this situation, the ML component is very accurate, it will select platform 1 to deploy
the job, since P1 has the lowest latency. The difference between job types lies in the
accuracy of the ML model for each.

(a) Job latency depends on the plat-
form in which it is executed. Thus, in
this case, ML accuracy has an impact
on system utility.

P1
P2

lat. 6 8 10

lat. prob. 20% 30% 50%

3 60% 12% 18% 30%
5 30% 6% 9% 15%
7 10% 2% 3% 5%

(b) The diagonal accounts for more
than half of the probability, thus it is
more likely that the latency of a job will
be the same regardless of the platform,
which means that ML accuracy should
have no impact on system utility.

P1
P2

lat. 3 5 7

lat. prob. 15% 70% 15%

3 15% 2.25% 10.5% 2.25%
5 70% 10.50% 49.0% 10.50%
7 15% 2.25% 10.5% 2.25%

this point, the model checker, when asked to synthesize optimal policies, decides
whether to adapt or do nothing and triggers the corresponding tactic in the
ML component. The latency of the tactic is accounted for by the ML component
during tactic execution. The tactic’s cost is subtracted from the system’s rewards
when the job completes its execution.

Non-Machine-Learning Component. The non-ML component, which is
responsible for simulating the execution of the jobs has two possible platforms at
its disposal. When the environment generates a new job, and after the adapta-
tion manager has selected the adaptation tactic to execute, the executor is ready
to deploy the job on the selected platform. To simulate the execution, it needs to
know the latency of the job. As there is intrinsic uncertainty in determining job
execution latency, we assume the existence of historical data which can be used
to construct distributions of possible execution latencies. These distributions can
be discretized (as shown in Table 2) and fed to PRISM so that model checking
is feasible and this uncertainty is explicitly modeled. Whenever a job completes,
the utility of the system is updated by adding the job completion reward and
subtracting the tactic execution cost.

Machine Learning Component. In this use-case, since there are two possible
execution platforms and two input job types, we define two binary confusion
matrices: one for each type of job. As for the knowledge element of the state
of the ML component, in order to model this aspect, we count the inputs of
each type that are received and use this count as a proxy for the amount of
information encoded in these new inputs. This count is increased whenever an
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input arrives and reset whenever the tactic is executed. This information then
contributes to the impact of the retrain adaptation tactic on the ML component.
The increase in model’s accuracy is computed as described in Sect. 3.2.

4.2 Collecting Rewards

Since the system receives a fixed reward whenever it completes a job, its goal
is to maximize the number of jobs completed in a given time period, while
simultaneously minimizing the costs spent on retraining. This requires seeking
an adequate trade-off between investing time and resources to retrain the model
and reasoning about the expected impact of the current accuracy on system
utility. Since model checking tools require the specification of properties in order
to compute optimal policies, we verify with PRISM a property that maximizes
system utility when the state “end” is reached, i.e., when the time period expires.

5 Results

In this section, we evaluate whether the proposed framework can reason
about the trade-offs of ML component adaptation. Specifically, to understand
whether adding self-adaptation functionalities to ML-based systems translates
into increased benefits to the system, we investigate two research questions:

RQ1 – What are the estimated utility gains achievable through ML adaptation?
RQ2 – Under what conditions does the framework determine that ML adapta-

tion improves overall system utility?

Experimental settings. In our experiments we varied the following parame-
ters: (i) the retrain cost; (ii) the retrain latency (1, 5, 10); and (iii) the prob-
ability that the environment generates each type of job (from 0 to 1 with 0.1
increments). Throughout all experiments we set to 100% the probability of the
environment generating a new job. Since we are interested in modelling environ-
ment changes, we assume that the ML model has better knowledge for one type
of job than for the other, which is assumed to be the environment change. Thus,
the ML model has an accuracy of 95% for jobs of type 1 and an accuracy of 50%
for jobs of type 2 (these correspond to symmetric confusion matrices), and the
impact factor is set to 0.1 for both types of jobs. Job latencies and uncertainty
in each platform are set according to Table 2.

Results. Figure 2 shows, for an execution context in which ML accuracy affects
system utility, the utility gains achievable due to ML adaptation. The difference
between plots corresponds to the latency of execution of the retrain tactic. We
can see that, regardless of how this parameter is set, adapting the ML component
improves system utility in specific areas of the space. Determining the boundary
that divides the areas of the space in which it is worth/not worth adapting is
thus a critical aspect. Our framework is capable of determining this boundary,
which we show in the following paragraphs.
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Fig. 2. Utility gains achievable due to ML adaptation when the system operates in an
execution context in which ML accuracy impacts system utility.

The plots in Fig. 3 represent, for different execution contexts and tactic
latency, the conditions of the environment in which adapting the ML model
improves overall system utility. We now focus on Fig. 3a and analyze the impact
of the retrain cost and job probability variables. As expected, for low values of
retrain cost, the framework tells us that adaptation is always worth it, regardless
of the environment stimuli. However, as the cost starts to increase, adaptation
is no longer the optimal action when the environment is more likely to gen-
erate jobs of type 1. This is due to the fact that, since the ML model has a
good knowledge for jobs of type 1, the costs of adaptation outweigh its bene-
fits. Differently, when the environment generates more jobs of type 2 (prob. job
1 < 50%), the tolerated cost of adaptation tactics increases. As tactic latency
increases (Figs. 3b and 3c), we see that in order for adaptation to be worth it,
its cost must also be lower than in scenarios with lower latency.

The difference between the figures in the top row (Figs. 3a, 3b,3c) and the
figures in the bottom row (Figs. 3d, 3e,3f) is the execution context of the system,
that is, the latencies of the jobs in each platform and their probabilities (which
are set according to Table 2). For the bottom row it is more likely that a job has
the same latency regardless of the platform (Table 2b). In such a situation, having
an inaccurate ML model has little impact on system utility. The comparison
between top and bottom rows demonstrates this effect: for the bottom row plots,
adaptation pays off only in very few scenarios and only when tactic cost is low.
In fact, we see that when latency is high (Fig. 3f), the cost of retrain has to be
close to zero for adaptation to provide benefits.

Overall, our preliminary results confirm that adaptation of ML components in
systems improves overall system utility (RQ1). Our framework also shows that,
in this concrete example, if the costs of adaptation are too high, adaptation
pays off if: (i) the environment starts generating more jobs that are less known
(probability of job 1 lower than 0.5), or (ii) the tactic has a low latency. The
framework further shows that in execution contexts in which ML accuracy is not
expected to impact system utility, ML adaptation rarely pays off (RQ2).
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Fig. 3. Areas of the space in which ML adaptation improves overall system utility.
Black squares correspond to configurations in which it is worth adapting. White squares
correspond to configurations in which having the option to adapt does not improve
utility. The top row corresponds to the execution context of Table 2a and the bottom
row to the execution context of Table 2b.

6 Related Work

Existing frameworks for reasoning about self-adaptation are mostly focused on
dealing with uncertainty [4,25,26] and on analyzing human involvement and
the benefits of providing explanations [9,21–23]. Differently, the framework we
propose is concerned with analyzing the trade-offs of adapting an ML component
of a system when it has a negative impact on system utility.

In the literature on self-adaptive systems ML has been leveraged by recent
works to improve different stages of the MAPE-K loop, such as the Plan and
the Analysis stages [13]. Works focusing on collective SAS have also researched
the most common learning strategies employed in these systems, finding that
reinforcement learning is the most common [10,12]. Differently from both these
lines of work, our framework is focused on single-agent systems that rely on ML
in order to work as expected. Our framework, which leverages self-adaptation to
improve AI in systems, is aligned with the vision of Bureš [3], that argues for a
new self-adaptation paradigm in which self-adaptation and AI benefit and enable
one-another. This is also aligned with the vision for continual AutoML [11], which
advocates for architectures that can manage ML systems and adapt them in the
face of adversities (such as uncertainty, data-set shift, outliers).
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The literature on continual/lifelong learning addresses problems which self-
adaptive systems also face [24,30]. Specifically, this branch of literature focuses
on open-world problems (i.e., unexpected changes can occur) and on how to learn
new tasks from past tasks. In fact, as discussed in our prior work, the techniques
developed in this field can be thought of as tactics of self-adaptive systems to
adapt ML models [7]. Instead, in this work, we present an actual model-checking
based framework to reason about whether the benefits of executing an adaptation
tactic outweigh its costs and improve overall system utility.

7 Threats to Validity and Future Work

Our framework relies on the assumption that we have access to historical data,
however this might not be the case for all systems. Specifically, for new deploy-
ments of systems (e.g., new client of a fraud detection company) there is an
initial period during which data must be collected. Nonetheless, we believe this
assumption is acceptable since this data collection period is also required to have
an initial training set with which to train the ML component.

Further, in this work we adopt a pragmatic strategy for modelling the benefits
of a retrain tactic, which corresponds to instantiating a parametric model that
defines the benefits of retrain as being proportional to the model’s loss and to
the amount of new data gathered since the previous execution of the tactic.
However, this corresponds to a simple model of the benefits of adaptation. In
fact, not only is it possible that this relationship is not linear, but also there
are likely other factors that influence the benefits of a tactic and that should be
considered. Examples of such factors are the latency of a tactic and the context of
the system upon the tactic’s execution. Taking the example of the retrain tactic,
intuitively one would expect the benefits provided by such a tactic to increase as
its execution latency also increases, i.e., when the system is retrained for a longer
period. However, it is also expected that the achievable accuracy will plateau
at some point, thus not corresponding to a linear relationship. As future work,
we plan to study how the benefits of different adaptation tactics vary based on
parameters such as tactic execution latency, application and application context,
to extend our current model of adaptation benefits to account for these factors.

To address possible scalability issues and generalize the proposed framework
to more job types, one can change the PRISM model to reason about aggregated
metrics instead of job specific metrics. This can be achieved for example by
evaluating the system in terms of correctly scheduled jobs per time interval (user-
defined). This would require the system to monitor the expected number of jobs
generated per time interval and the confusion matrix to model the probabilities
of a job being correctly or incorrectly scheduled (independently of their type).

Finally, since in the presented use case we considered a single adaptation
tactic (model re-train), we plan to conduct the aforementioned study on sev-
eral adaptation tactics. This corresponds to extending the repertoire of tactics
considered by the framework and also entails the extension of the framework to
account for dynamic environments.
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8 Conclusion

In this paper we proposed a framework to reason about the need to adapt ML
components of ML-based systems. Resorting to a running example, we showed
how to instantiate the framework in a practical setting and how system util-
ity can be improved through the adaptation of ML components. We further
demonstrated how the adaptation decision boundary is affected by environment
changes and execution context. As next steps, we plan to investigate more fine-
grained approaches to modelling the effects of retraining ML models, as well as to
extend our framework to consider additional adaptation tactics (e.g., unlearning
and human-in-the-loop).
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22. Li, N., Cámara, J., Garlan, D., Schmerl, B.: Reasoning about when to pro-
vide explanation for human-in-the-loop self-adaptive systems. In: Proceedings of
ACSOS (2020)
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Abstract. Over the last decade, the interest of the space industry has increased
towards smaller missions with reduced instruments. Advances in miniaturization
technologies for electronics have increased the development of small spacecrafts,
such as nanosatellites and microsatellites, from commercial-off-the-shelf (COTS)
devices of lowsize,weight, andpower.However, the effects of harsh space environ-
ment conditions on COTS electronic devices limit their use in high-performance
multicore and heterogenous architectures, such as onboard edge computing based
on Graphics Processing Units (GPU) for Artificial Intelligence (AI) applications.
This article analyses the main considerations for adopting the Fault Injection Test-
ing (FIT) methodology for software-intensive developments based on COTS, pri-
marily intended to test embedded faults that emulate potential faults triggering to
allow verification of fault detection, isolation, reconfiguration, and recovery capa-
bilities in fault-tolerant and safety-critical systems. Two variants of techniques
can be considered in the FIT methodology, based on hardware and software, but it
is the software FIT variant (SFIT) that provides an inexpensive and time-efficient
framework to replicate the fault triggering effects by injecting faults into code,
data, and interfaces. A proposal is presented to apply the FIT methodology in
the testing of future versions of the UPMSat-2 microsatellite payload at Spanish
University Institute of Microgravity “Ignacio Da Riva” (IDR/UPM). The scope of
the proposed methodology aims to facilitate the future validation of satellite real-
time control systems, designed with model-driven engineering processes, and the
future onboard integration of high-performance COTS GPUs to process sensor-
fusion payload data and to implement auxiliary controllers with AI computing
techniques.
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1 Introduction

The satellite launchmass gradually dramatically increased in early 2000, such as Envisat
Earth Observation satellite or Cassini planetary exploration missions, envisioned to
reduce the cost per weight of payload launched and to increase synergistic measure-
ments by incorporating multiple instruments in a single satellite. However, issues related
to micro-vibrations, electromagnetic compatibility, and the different maturity levels of
instruments could create significant engineering problems during the development. Fur-
thermore, over the last decade the space industry has experienced an increased interest
towards smaller missions with reduced instruments or single sensors, and to build these
small spacecrafts from readily available, low cost, low power and compact commercial-
off-the-shelf (COTS) components. The small satellites or nanosatellites, were initially
envisioned as educational tools or low-cost technology demonstrators, such as the Cube-
Sats [32, 37], with several studies to increase the onboard autonomy and data processing
[7]. In the last ten years, more than eight hundred nanosatellites had been launched [33]
and most of them based in the CubeSat standard [31].

In the development of CubeSats missions, the COTS technology has played a rele-
vant role with respect to radiation-hardened (rad-hard) space qualified devices. Rad-hard
devices often lag several generations behind their terrestrial counterparts with regards to
computational resources.As the data volume andbottleneck are now increasing exponen-
tially, more sophisticated processing algorithms will need to be implemented onboard,
such as those based on Artificial Intelligence (AI), so the onboard processing resources
are becoming a growing priority [13]. To cover those needs it is important to mini-
mize the size, weight, and power ratios, so the devices for reconfigurable and heteroge-
neous computing has increased their relevancy, such as Field-programmableGateArrays
(FPGA), general-purpose processors (GPP), and Graphics Processing Units (GPU) [5].
The increasing demands of onboard sensor and autonomous processing has focused the
research on GPUs in space, which has added remarkable advances in AI processing. To
develop more capable science instruments that capture larger volumes of data onboard
[7], several worldwide actions have appeared such as European Space Agency (ESA)
�-Lab for AI for Earth Observation [15, 16].

The short development life cycle and the low cost of small satellites have motivated
the growing number of missions, but faster and cheaper space projects do not guarantee
the success in orbit. The lack of good practices on design, assembly and tests has been
considered as one of the major causes to nanosatellite mission failures, so the use of
verification and validation techniques are required, such as the CubeSat standard [31].
A remarkable test method is the Fault Injection Testing (FIT) to perform verification
and validation activities in a low or non-invasive manner. FIT was first employed in the
1970s to assess the dependability of fault-tolerant computers, but not until themid-1980s
academia began actively using fault injection to conduct experimental research [11]. This
method considers the fault tolerant computing as the main need for space computers and
checks the performance of fault tolerant strategies, such as the information redundancy
given by error detection and correction coding (EDAC), or cyclic redundancy check.
A real example is the fault emulator mechanism used in the NanoSatC-Br2 CubeSat
project for robustness testing of interoperable software-intensive subsystems [4]. Some
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studies consider that FIT is an effective solution to the problem validating highly reliable
computer systems [11].

With this approach, this article covers architectural and software aspects for the use
of FIT in the integration of COTS devices in small satellites, with a special interest on
GPUs for onboard AI processing. The presented work analyses the main effects of the
space environments over COTS components as a limitation to their use, and drawn the
availability of COTS GPUs for heterogenous computing in space projects despite their
limitations. The description of FIT as testing methodology is presented and the proposal
for its application in future versions of the UPMSat-2 microsatellite is described, where
the control system of the current operational version was designed under a model-driven
engineering perspective [29]. In addition, the article proposes a generic test system based
on FIT for the development of space systems, where themanufacturers’ proprietary tools
that are specific to each device or system have typically been used.

The remainder of this article is structured as follows. In Sect. 2, the main effects of
the space environment over electronics devices is explained, followed by the analysis of
these effects over COTS devices and some examples of the specific behaviour of COTS
GPUs in space. Then, in Sect. 3, a description of the typical software fault tolerant
techniques in COTS is included, followed by the description of the FIT methodology
with emphasis on the software variant. In Sect. 4, theUPMSat-2 project is described from
an architectural and software perspective, and a proposal for application of the software
FITmethodology in future versions of theUPMSat-2 is presented as a complement to the
existing testing tools and as an attempt to reduce dependency on using manufacturers’
proprietary tools in low-cost small space missions. Finally, the conclusions and future
work are drawn in Sect. 5.

2 Motivation Scenario: COTS Processors for High-Performance
Processing in the Space Environment

2.1 COTS Devices in Space

In traditional onboard data handling andprocessing systems, a qualified rad-hard onboard
computer (OBC) is connected to redundant subsystems with a high integrity bus, such
as MIL-STD-1553 or RS-422 [13], as in the UPMSat-2 studied in the Sect. 4. Rad-hard
devices are designed to provide levels of immunity to the radiation effects, typically the
total ionizing dose (TID) exceed 100 krad up to over 1 Mrad, single event upset (SEL)
immunity above 75 MeVcm2/mg, and non-destructive single event effects (SEE) that
typically appear once in 20 years [7]. Recent trends in the space industry require a more
complex data handling, autonomous decisions, and massive signal processing, which
opens the way to the COTS devices as competitors of conventional rad-hard ones, so
currently ESA andUnited States aremoving to accept COTS devices in space [30]. How-
ever, when non-rad-hard COTS devices are deployed in space can be severely harmed by
harsh environmental conditions of extreme temperatures, high levels of ionizing radia-
tion, etc. as they typically operate in a range of−30 to+ 70 °C and will suffer from TID
and SEEs owing to cosmic particles. Space avionics are typically tolerant to 100–300
krad TID, but radiation tolerance is 10–50 krad in low Earth orbits (LEO) which can be



336 J.-C. Gamazo-Real et al.

tolerable by COTS for a short period of time [35] and COTS devices can be validated at
lower cost with extensive radiation testing [19].

2.2 High-Performance Processing in Space with COTS GPUs

Trends in space missions show the generalization of computing requirements, so new
generation flight computing systems must provide a heterogeneous architectural support
by combining different technologies of processors, taking into account that a budget of
10W is enough to deploymany-coreDSPs,GPUs, or FPGAs to accelerate a conventional
space-qualified CPU by one to three orders of magnitude [27, 30]. As hardware accel-
erators, the FPGAs normally provide an efficient data interface to payloads and GPUs
implement a highly parallel Single-Instruction Multiple-Data architecture for onboard
processing tasks [13, 14]. However, GPUs are not currently manufactured to provide
radiation tolerance at the silicon gate level, which is an obstacle in their deployment
for space systems. To overcome these problems, techniques of Radiation Hardening by
Software Design could be implemented to ensure that radiation effects are mitigated [39,
41], such the NASA studies with Nvidia and AMD GPUs [7, 8].

3 Software-Based FIT Methodology

3.1 Description of the FIT Methodology

Scalable architectures and multicore processors have a range of capabilities for fault
tolerance and recovery needed in radiation fields to support software-intensive onboard
deployments. Typically, one of the most common methodologies for characterising the
error resilience of a system is to perform beam testing, which uses a radiation source to
radiate a physical system under test (SUT) and analyse the probability that a hardware
gate-level error propagates to a software application. However, the radiation rates are
difficult to control and experiments can be extremely costly. It limits the validation of
small satellite missions in the so-called New Space industry [1], such as the projects of
Airbus OneWeb [2], or SpaceX Starlink [40] to provide Internet access globally with a
fleet of low-cost and high-performance satellites manufactured at high volumes.

Considering the increasing use of small satellite missions, such as nanosatellites or
microsatellites, a faulty behaviour of New Space payload subsystems can be expected
[4], as the satellite integration process includes a growing number of software functions.
With this perspective, this article considers the FIT methodology as a valid approach for
identification and comprehension of faulty events when the behaviour of a subsystem
is characterised in the prototype, operation and integration phases [11]. FIT consists of
testing the faults embedded in the system that emulate the triggering of potential faults to
verify the system capabilities of fault detection, isolation, reconfiguration, and recovery
[3], and it is mentioned by some safety standards, such as ISO 26262 and NASA-GB-
8719.13. Although recent standards recommend fault injection, it is not yet clear how to
use this approach effectively because those standards do not provide detailed information
[12], even in safety standards such as DO-178B/C. This article proposes a realistic FIT
implementation that offers some guidance.
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A fault is a deviation in a hardware or software component from its intended function,
and can arise during all stages in a system evolution. There are two sets of techniques
in the FIT methodology that focused on hardware and interfaces (HFIT) or on software
(SFIT). The HFIT variant related to the injection of faults in the interface are for robust-
ness tests and represent a good option for space systems [12]. The SFIT variant provides
an inexpensive and time-efficient framework for replicate the effects of physical hard-
ware faults, such as bus and memory faults, by intentionally altering instructions in a
controlled manner, or by changing the data at the application level (data corruption). The
approaches normally considered for SFIT are code, data, and interface fault injection
[4], as shown in Fig. 1. The SFIT becomes a feasible way to achieve better quality in
small satellite missions, but it is limited to manipulating only visible states and software
accessible blocks in the system architecture [14].

Fig. 1. Typical SFIT approaches.

3.2 Software Techniques for Fault Tolerance in COTS Devices

The COTS components could relatively replace rad-hard components by means of
software techniques that mitigate the risks posed by the radiation environment, such
as:

• Generic Fault Tolerance. They include EDAC and redundancy-based mechanisms
for both memory and computational blocks [14]. From redundancy-based techniques,
DMR or TMR can be used [38].

• Algorithm-based Fault Tolerance. These techniques consider the encoding of the
data and changes in the algorithm to provide a greater error resilience, but they are
not applicable for all algorithms, which promotes the use of the Generic ones [14].

• Reboot. A technique to mitigate the effects of SEE is to perform frequent reboots,
but the frequency varies with the technology from weeks to days [7].

• Middleware. It is software layer between the application and the operating system to
provide resource, fault, and power management [7]. It is an option used to overcome
the reboot limitation, such as the Troxel Aerospace middleware [42].

3.3 Deployment of SFIT for Fault-Tolerant and Safety-Critical Systems

The SFIT techniques are attractive because they do not require expensive hardware
and the realism of fault injection is an important condition for reproducing the faulty
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behaviours. Studies observed the same trend in the distribution of faults where algo-
rithm faults dominate, assignment and checking faults have approximately the same
weight, and interface and function faults are less frequent [12]. The objective of a FIT
methodology is not only the estimation of coverage and latency parameters for analytical
dependability models, but also the evaluation of other measures such as reliability, avail-
ability, andmean time between failures that are the basic characterisation of fault-tolerant
and safety-critical systems.

Software faults are caused by the incorrect specification, design, or coding of a
program.Although software does not physically break after being installed in a computer
system, latent faults or bugs in the code can surface during operation especially under
unusual workloads and extreme environments such as space. For this reason, SFIT is
used primarily for testing software that implements fault-tolerancemechanisms. Figure 2
shows a generic FIT environment, which typically consists of the target system plus a
fault injector, workload generator, controller, monitor, data collector, and data analyser
[21]. The deployment of a FIT methodology requires selection of a fault model, such
as the Stuck-at Fault model for permanent faults and the Inversion model for studies of
transients. After choosing the fault model, a method to inject the faults into the system
shall be determined, such as the Signal Corruption method to inject faults in interfaces,
the State Mutation method that halt the normal processing, and the Trace Injection
method to periodically sample machine states or record memory references [11].

Fig. 2. Generic architecture of a FIT environment [21].

The development of fault-injection tools for SFIT accelerates the injection and mea-
surement processes, enabling accurate results to be obtained in the shortest time using a
formalised methodology in conducting automated experiments on a variety of systems.
Table 1 shows examples of tools for SFIT automation developed in different institutions
and companies, mainly universities due to the scientific and innovative nature of this
methodology.
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Table 1. Fault-injection tools developed for SFIT automation [11, 12, 21].

Tool Description Developer Characteristics

FERRARI Fault and Error
Automatic Real-Time
Injection

University of Texas
(USA)

Software traps to inject
CPU, memory, and bus
faults

FTAPE Fault Tolerance and
Performance Evaluator

University of Illinois
(USA)

Fault injection as bit-flips
into registers in CPU
modules and memory
locations

DOCTOR Integrated Software
Fault Injection
Environment

University of
Michigan (USA)

Fault injection on CPU,
memory, and network with
timeouts, traps, and code

XCEPTION Enhanced Automated
Fault-Injection
Environment

University of Coimbra
(Portugal)

Inject faults using
debugging and
performance monitoring in
processors

FIAT Fault-Injection-Based
Automated Testing
Environment

Carnegie Mellon
University (USA)

Set and clear bytes in the
memory images of
programs

DEPEND Dependability and
performability
evaluation

University of Illinois
(USA)

Fault-tolerant analysis with
permanent, transient, and
workload fault injection

REACT Reliable Architecture
Characterization Tool

Univ.
Massachusetts-Texas
(USA)

Abstracts multiprocessor
architectural level. Life
testing with fault injection

SAFE SoftwAre Fault
Emulator

University of Naples
(Italy)

Injection of software faults
in C/C++ programs for
dependability assessment

4 Case Study: UPMSat-2 Microsatellite

4.1 System Overview

UPMSat-2 is a micro-satellite of an approximate mass of 50 kg and an external dimen-
sion of 0.5× 0.5× 0.6 m. The system architecture of the spacecraft includes a magnetic
attitude control system, voltage, intensity and temperature sensors for monitoring plat-
form, and experiments and other devices to properly operate the satellite. The UPMSat-2
is conceived as a technology demonstrator with a payload of experiments from research
groups and industry. There is an OBC that carries out the data handling and control func-
tions of the satellite and the experiments, which is based on a Gaisler LEON3 processor
and includes peripherals such as EEPROM and analog/digital ports.

The main functions to be carried out by the on-board computer are summarised in its
software control architecture of Fig. 3. It is remarkable the telemetry and telecommand
(TMTC) to maintains the communications with the ground station by means of the



340 J.-C. Gamazo-Real et al.

telecommunications hardware (TMC) and the attitude determination and control system
(ADCS) to keep the proper orientation of the satellite with respect to the Earth.

Fig. 3. UPMSat-2 software architecture.

4.2 Model-Based Development Process

The onboard software has been developed using a model-based systems engineering
(MBSE) process consisting of a series of models that are progressively refined until the
implementation code can be generated, as shown in Fig. 4. To support the development
process, the TASTE toolset [36] was used. The design includes two main models, such
as the Platform Independent Model (PIM) and the Platform Specific Model (PSM).
PIM represents the intended behaviour of the system without considering the platform-
specific details and includes several model views, such as data view based on ASN.1
[24], functional view based on SDL [25], and interface view that use the languageAADL
[17]. From PIM, the PSM considers the characteristics of the OBC with the deployment
and concurrency views. The code was generated in Ada 2005 with Ravenscar profile for
tasking [9] and a runtime based on GNAT/ORK+ kernel for LEON3 [28] was used.

Fig. 4. UPMSat-2 model-based software development process
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4.3 Validation Approach

The validation of the software and hardware was carried out using a V-model. Because
a model-based development process was used, it allowed for model validation through
simulation. Regarding the embedded systems, as the real space environment was not
available, a Software Validation Facility (SVF) based on Hardware-In-the-Loop (HIL)
allowed application software execution with a simulated environment. The ADCS soft-
ware is executed on the embedded computer, while the system sensors, actuators, and the
spacecraft dynamics are simulated on a development computer. The final SVF included
systems and experiments from different companies, such as a SSBV reaction wheel,
a Bartington magnetometer, or an IDR/UPM thermal controller. The Fig. 5 shows the
general view of the platform and the SVF setupwith the satellite electronics box (EBOX)
connected to different systems by using a breakout board. Several tools were used to
analyse response times, such as RapiTime [6] and MAST [18].

Fig. 5. a) UPMSat-2 platform. b) SVF setup with EBOX connected to other systems.

4.4 Application of SFIT: Integration of COTS Processing Devices

Proposal of Test System. The proposed SFIT methodology for future versions of the
UPMSat-2 is under consideration to be implemented,which could serve as a complement
to the existing testing tools and as an attempt to reduce dependency on using manufac-
turers’ proprietary tools for low-cost small space missions in the New Space era. The
interest of SFIT is based on an inexpensive, minimally invasive and time-efficient frame-
work for replicate system faults by only influencing over application or interface levels.
The application of the methodology in the integration of COTS devices for AI process-
ing has been analysed by some authors, such as Iorgulescu [23] and Harrison [20], to
comply with standards such as DO-178B/C, ECSS-E-ST-40C, or from the International
Council of Systems Engineering (INCOSE) [26].
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The proposed test system shown in Fig. 6 represents a SFIT environment consisting
of a fault injector, a data collector, and a controller, which is based on the generic
architecture explained above in the Fig. 2 and that could also be include some low-
invasive features of other existing fault-injection tools listed in Table 1. A middleware
layer (hypervisor) provides independency from the hardware and enable the use of a
specific OS for (quasi) real-time and deterministic operations. The fault injector includes
fault models that emulates system failures, a library with the components associated with
each fault model, and script-based sequencer to dynamically program the behaviour
of the faults injected depending on the functionality to be tested. According to the
test procedure implemented in a script, the test system will inject or not faults on the
messages exchanged with the SUT through its communication interface ports that can be
a software-intense subsystem such as a satellite processing unit or a payload controller.
These faults emulate controlled failures and errors in the SUT, avoiding application
program modifications to inject faults in compile-time of the embedded code for real-
time validation, thus improving the development and validation cycle. This approach
can be compatible with MBSE and embedded testing standards such as ISO/IEC 9646.

Fig. 6. Architecture of the proposed test system environment for SFIT.

In the proposed FIT-based test system, the cost of a fault injection campaign is
influenced by the times to set up the environment, to run experiments, and to analyse the
experimental data. The faults will be injected at runtime instead of the typical compile-
time techniques in which the program is previously modified and then executed. To
trigger a fault injection, the program in the SUT will have little or no modifications
by means of timeouts and exceptions/traps that needs to be linked to the SUT interrupt
handler vector, or applying the State Mutation and Trace Injection methods. The steps of
the process from a fault injection is shown in Fig. 7, such as a stuck that affects a memory
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bit. A timer of the test system will be linked with the SUT interrupt handler vector, so
a timeout will generate an interrupt to trigger the fault injection, providing emulation
of transient faults and instantaneous hardware faults in the SUT. Unlike timeouts, the
test system can also implement exception and traps to inject faults whenever events or
conditions occurs. The State Mutation method can use SUT manufacturer frameworks
and the Trace Injection method can register states and memory references.

Fig. 7. Fault-error-failure process in a fault-tolerant system.

Various levels of abstraction may be identified for FIT implementation [10], such as
the axiomatic models to provide a means to account for the behaviour of fault-tolerance
mechanisms [44], which can be viewed as a shield intended to prevent errors. For exper-
imental fault forecasting, the readouts R in an experiment can be used to determine the
state S of the SUT, which can be defined in terms of the predicates P (fault activated,
error signalled). A statistical characterisation of a test sequence as Bernouilli trials [3]:

P{N (t) = k; n} =
(
n
k

)
[C(t)]k [1 − C(t)]n−k (1)

where n is the number of independent fault injection experiments, N(t) the total number
of assertions of P (coverages) observed in a time interval [0, t] that follows a binomial
distribution.

Accordingly, the mathematical expectation of the number of coverages is written as:

E[N (t)] = nC(t) (2)

A rigorous approximation of the coverage requires that the effect of a second fault
occurring during the processing of the first one be accounted in the analysis as:

C ′ ≈ C
(
1 − λ′E

[
TP

′]) (3)

where C is the asymptotic coverage factor, λ’ is the second fault occurrence rate, and
TP’ is the random variable characterizing the coverage finite time.

The results of an experimental test sequence can be used for coverage estimation as:

Ĉ(T ) = N (T )

n
(4)
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Although the proposed fault injection approaches are intended to be minimally inva-
sive, they have some limitations, such as to inject faults into locations inaccessible to
software, to measure latencies, and to appear low perturbations over SUT workload.

Onboard Data Processing based on COTS Devices. As commented, GPUs are cur-
rently one of themost promising devices for processing ofAI algorithms, such as artificial
neural networks (ANN). The use of COTS GPUs in low-cost space projects represents
a great innovation instead of using rad-hard hardware, but the proposed FIT-based test
system should consider the effects of a SEE on a GPU application, which can be a
functional interrupt (FI), a silent data corruption (SDC), and a masked event. A FI is an
error that causes an application to hang or malfunction, a SDC occurs when the appli-
cation successfully completes but the output data is incorrect, and a in masked event
the application completes successfully and no data errors are found in the output [14].
The test system shall be aimed to test FI errors because their mitigation is particularly
important due to they often have strict timing requirements, and SDC errors because any
data corruption in the processing chain will result in a permanent loss of data.

Relevant aspects to consider in the implementation of AI algorithms is to test their
biased behaviour to reproduce and reinforce the bias that is present in the training data,
and the verification of the dependency fairness in classification tasks as a special form
of robustness. A neural network is fair if the output classification is not affected by
different values of the chosen features, and in its verification several techniques can
be used, such as generate discriminatory inputs, adaptive concentration inequalities for
scalable sampling, or to repair the bias by introducing fairness properties in the code
for runtime checking [43]. In several cases, such as deep neural networks, research has
shown that they are not robust to small perturbations of their inputs and can even be easily
fooled, so subtle imperceptible perturbations of inputs can change their prediction results
[34] so their formal verification has mainly focused on safety properties [22]. Using the
proposed test system, the testing of theANNs implemented on aGPUcould be performed
by corrupting the input training data according to the fault model stored in the test system
library, and calculating metrics such as F-score or the accuracy with the precision and
the recall to assess the estimation. ANN training data could be received from satellite
sensors, such as thermals or magnetometer, or controllers, such as the platform attitude
control and objects detectors like asteroids [32]. The proper testing of the ANN model
can provide a cost/time efficient implementation regarding a conventional controller,
which could highlight the test system for the New Space era.

5 Conclusion and Future Work

In this article, a test system environment is proposed for FIT based on software, called
SFIT, in order to integrate COTS devices in low-cost space projects, such as small
scientific satellites. The proposed test system is composed of a test procedure/cases
manager, a test controller, and a middleware to have independency from the physical
layer and to obtain deterministic (quasi) real-time operations for communicationwith the
SUT. The test system inputs are test sequences based on test scripts that can be developed
using fault models, fault libraries, and a specific SUT model. The obtained outputs
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provide readouts from SUT that can be compared with the expected SUT operation
according the initial test procedure. The proposed test system shows the advantage that
it can inject faults on the messages exchanged with SUT through its communication
interface ports in order to emulate controlled failures and errors in the SUT in real-time,
avoiding modifications of application programs to inject faults in compile-time, thus
improving the time of development and validation cycle. The real case study of the
UPMSat-2 scientific microsatellite has been analysed, exposing the system overview,
the model-based development process, and the validation approach using a HIL-based
software facility.

The future aspects of this research work are related to apply the proposed SFIT
environment to the development of new onboard applications for future versions of
UPMSat-2 according to the time and cost needs of New Space trends, such as AI models
built into COTS GPUs. Some applications can be processing of sensor-fusion data, such
as magnetometers and reaction wheels, and the synthesis of auxiliary controllers, such
as attitude control, by properly training machine learning models with payload data.
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