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Preface

Welcome to the two-volume edition of the proceedings of the 33rd International
Conference on Database and Expert Systems Applications (DEXA 2022). After a break
of two years due to the COVID-19 pandemic situation, which forced us to use online
formats, we were happy that we could finally meet in person in Vienna, Austria, during
August 22–24, 2022. The wide variety of the topics, as well as the depth of the presented
research, revealed, that sound research in the field of database and expert systems
applicationswas not at all shut downby the pandemic. The papers accepted and presented
at DEXA 2022, which are collated in these two volumes of proceedings, are an impres-
sive collection of the research and development performed during the challenging recent
times.

This year, the DEXA Program Committee accepted 43 full papers and 20 short
papers, leading to an acceptance rate of 35%. The total number of submissions was
comparable with recent DEXA editions, and we are proud to see again that the DEXA
community is global as we received contributions from all around the world (Europe,
America, Asia, Africa, Oceania). Our Program Committee performed more than 500
reviews, which not only serve the purpose of quality control for the conference but also
contained valuable feedback and insights for the authors. We would like to sincerely
thank our Program Committee members for their rigorous and critical, and at the same
time motivating, reviews of DEXA 2022 submissions.

As is the tradition of DEXA conference series, all accepted papers were published
in Lecture Notes in Computer Science (LNCS) and made available by Springer. Authors
of selected papers presented at the conference will be invited to submit substantially
extended versions of their conference papers for publication in special issues of two
international journals: Knowledge and Information Systems (KAIS) and Transactions
of Large Scale Data and Knowledge Centered Systems (TLDKS), both published by
Springer. The submitted extended versions will undergo a further review process.

DEXA 2022 covered a wide range of relevant topics: (i) big data management
and analytics, (ii) consistency, integrity, and quality of data, (iii) constraint modeling
and processing, (iv) database federation and integration, interoperability, and multi-
databases, (v) data and information semantics, (vi) data integration, metadata man-
agement, and interoperability, (vii) data structures and data management algorithms,
(viii) graph databases, (ix) incomplete and uncertain data, (x) information retrieval,
(xi) statistical and scientific databases, (xii) temporal, spatial, and high dimensional
databases, (xiii) query processing and transaction management, (xiv) visual data analyt-
ics, data mining, and knowledge discovery, (xv) WWW and databases, as well as web
services.

Wewould like to express our gratitude to the distinguished keynote speakers for their
presented leading edge topics:
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• Ricardo Baeza-Yates, Institute for Experiential AI, Northeastern University, USA
• SabrinaKirrane, Institute for Information Systems andNewMedia, ViennaUniversity
of Economics and Business, Austria

• Philippe Cudré-Mauroux, University of Fribourg, Switzerland

DEXA 2022 also featured six international workshops that focused the attention on
a variety of specific topics:

• The 2nd International Workshop on AI System Engineering: Math, Modelling and
Software (AISys 2022);

• The 1st International Workshop on Applied Research, Technology Transfer and
Knowledge Exchange in Software and Data Science (ARTE 2022);

• The 1st International Workshop on Distributed Ledgers and Related Technologies
(DLRT 2022);

• The 6th International Workshop on Cyber-Security and Functional Safety in Cyber-
Physical Systems (IWCFS 2022);

• The 4th International Workshop on Machine Learning and Knowledge Graphs
(MLKgraphs 2022);

• The 2nd International Workshop on Time Ordered Data (ProTime 2022).

Like the success of every conference, DEXA’s success is also built on the continuous
and generous support of its participants and contributors and their perpetual and sustained
efforts. Our sincere thanks go to the loyal and dedicated authors, distinguished Program
Committee members, session chairs, organizing and steering committee members, and
student volunteers who worked hard to ensure the continuity and the high quality of
DEXA 2022.

We would also like to express our thanks to all institutions actively supporting this
event, namely

• Software Competence Center Hagenberg (SCCH), Austria;
• Institute of Telecooperation, Johannes Kepler University Linz (JKU), Austria;
• Web Applications Society (@WAS);
• Austria Society for Artificial Intelligence (ASAI), Austria;
• Vienna University of Economics and Business (WU), Austria; and
• Austrian Blockchain Center (ABC Research), Austria.

We hope you enjoyed the DEXA 2022 conference: not only as an opportunity to
present your own work to the DEXA community but also as an opportunity to meet new
peers and foster and enlarge your network. We are looking forward to seeing you again
next year!

August 2022 Christine Strauss
Alfredo Cuzzocrea
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Abstracts of Keynote Talks



Responsible AI

Ricardo Baeza-Yates

Institute for Experiential AI @ Northeastern University

Abstract. In the first part we cover five current specific problems that
motivate the needs of responsible AI: (1) discrimination (e.g., facial
recognition, justice, sharing economy, language models); (2) phrenol-
ogy (e.g., biometric based predictions); (3) unfair digital commerce (e.g.,
exposure and popularity bias); (4) stupid models (e.g., minimal adversar-
ial AI) and (5) indiscriminate use of computing resources (e.g., large
language models). These examples do have a personal bias but set the
context for the second part where we address four challenges: (1) too
many principles (e.g., principles vs. techniques), (2) cultural differences;
(3) regulation and (4) our cognitive biases. We finish discussing what we
can do to address these challenges in the near future to be able to develop
responsible AI.



Following the Rules: From Policies to Norms

Sabrina Kirrane

Institute for Information Systems and New Media @ Vienna University
of Economics and Business

Abstract. Since its inception, the world wide web has evolved from
a medium for information dissemination, to a general information and
communication technology that supports economic and societal interac-
tion and collaboration across the globe. Existing web-based applications
range from e-commerce and e-government services, to various media
and social networking platforms, many of whom incorporate software
agents, such as bots and digital assistants. However, the original semantic
web vision, whereby machine-readable web data could be automatically
actioned upon by intelligent software web agents, has yet to be realized.
In this talk, we will show how rules, in the form of policies and norms,
can be used to specify a variety of data usage constraints (access policies,
licenses, privacy preferences, regulatory constraints), in a manner that
supports automated enforcement or compliance checking. Additionally,
we discuss how, when taken together, policies, preferences, and norms
can be used to afford humans more control and transparency with respect
to individual and collaborating agents. Finally, we will highlight several
open challenges and opportunities.
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Abstract. Regime switching analysis is extensively advocated in many
fields to capture complex behaviors underlying an ecosystem, such as the
economic or financial system. A regime can be defined as a specific group
of complex patterns that share common characteristics in a specific time
interval. Regime switch, caused by external and/or internal drivers, refers
to the changing behaviors exhibited by a system at a specific time point.
The existing regime detection methods suffer from two drawbacks: they
lack the capability to identify new regimes dynamically or they ignore the
cross-sectional dependencies exhibited by time series data for the fore-
casting. This promoted us to devise a cluster-based regime identification
model that can identify cross-sectional regimes dynamically with a time-
varying transition probability, and capture cross-sectional dependencies
underlying financial time series for market forecasting. Our approach
makes use of a nonlinear model to account for the cross-sectional regime
dependencies, neglected by most existing studies, that can improve the
performance of a forecasting model significantly. Experimental results
on both synthetic and real-world dataset demonstrate that our model
outperforms state-of-the-art forecasting models.

Keywords: Regime switch analysis · Cross-sectional regime
identification · Financial market forecasting

1 Introduction

Financial markets may dynamically exhibit abrupt behavior changes. While
some of these may be transitory, often the time-evolving behavior of market
prices may persist over some specific time intervals [3,9]. For example, the mean,
volatility, and correlation patterns in stock returns may change dramatically in
a fluctuating stock market [6,20]. These sudden changes or structural break can
be viewed as regime switches, some of which may be recurring and some of which
may be permanent. Such switches are prevalent in the dynamic financial mar-
ket. Regime switching analysis [12,13] is extensively advocated for its ability to

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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capture these sudden changes or structural breaks in market behaviors hidden
in financial data, making it a promising approach in financial analysis and mar-
ket studies. Understanding the phenomenon of how new dynamics of prices and
fundamentals persist for a certain length of time after a change helps explore
financial behaviors for market forecasting.

Due to their ability to parsimoniously capture stylized behaviors of many
financial series, including fat tails, persistently occurring periods of fluctuation
followed by periods of low volatility, skewness, and time-varying correlations,
regime switching models continue to gain in popularity [2,3,12]. In finance, a
regime can be defined as a specific group of complex patterns that share the
same characteristics in a specific time interval. Regime switching refers to the
changing behaviors exhibited by time series transiting from one regime to another
at a specific time points; such changes can be caused by external and/or inter-
nal drivers. Existing regime models are designed to predict the likelihood of a
structural break resulting in a regime switch that is driven by a combination of
driving variables, corresponding to pressures from within or outside the market
[4,5,8]. Most, however, handle only single time series, and are not capable of
dealing with multiple time series, which is more complex due to the statistically
cross-sectional correlations underlying the multiple time series. Such is often the
case with financial data, for example, market prices often have positive and nega-
tive correlations to one another, and stocks as broad asset classes have exhibited
prolonged periods of negative correlation [11].

Fig. 1. An example of a multiple time series set consisting of 3 distinct regimes.

Though some regime models [14,23] have been proposed for modeling mul-
tiple time series, most of them suffer from issues such as having to specify the
number of regimes and lacking the capability to identify regimes dynamically.
This prevents them from achieving good performance, since regimes themselves
are often thought of as approximations to underlying states that are unobserved
and may arrive at any future time in the time-varying financial market, such as
financial crisis. Moreover, time series may not synchronize with regime switching.
For example, in Fig. 1, the two sub-sequences {S3, S4} belong to regime R2 and
the others belong to regime R1 in window Wi. However, most existing regime
models [14,23] would identify the whole set of sub-sequences in window Wi (resp.
Wj and Wk) as regime R1 (resp. R2 and R3), and miss out on the regimes of
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sub-sequences {S3, S4} ∈ R2 in window Wi, {S1, S4} ∈ R1 and {S3, S5} ∈ R3 in
window Wj , and {S1, S7} ∈ R2 and {S2, S5} ∈ R1 in window Wk. Consequently,
these models can not achieve satisfactory forecasting performance.

To address the issues above, we propose a financial market forecasting model
utilizes clustering-based cross-sectional regime identification model. We proposed
clustering-based regime identification model can identify cross-sectional regimes
dynamically along with a forecasting process based on a time-varying transi-
tion probability matrix, to address the problem of specifying a fixed number of
regimes and switching among in a fixed set of regimes with a static transition
probability matrix. We then devise a non-linear model to capture cross-sectional
regime dependencies (as presented in Fig. 1) on multiple time series for financial
market forecasting. The significance of this work can be summarized as follows:

– We propose a clustering-based cross-sectional regime identification model on
multiple time series, which allows the identification of multiple cross-sectional
regimes dynamically, with a time-varying transition probability matrix, along
with the forecasting process in the time evolving financial market, bypassing
the need to specify a fixed number of regimes that switch within a fixed set
of regimes with a static transition probability matrix.

– We propose a non-linear financial market forecasting model relying on a
clustering-based regimes identification model, which can capture the cross-
sectional dependencies among financial time series to generate forecast for
the time-evolving financial market.

– We validate our model by implementing it on synthetic and real-world
datasets, comprehensive experimental results, compared with state-of-the-
art forecasting algorithms, demonstrate the suitability and promising perfor-
mance of the proposed model.

The remainder of this paper is organized as follows. In Sect. 2, we dis-
cuss related work on financial market forecasting. Section 3 presents the pro-
posed forecasting model in detail. Section 4 provides comprehensive experimen-
tal results on synthetic and real-world data and compares the results with other
baselines. Finally, conclusions are given in Sect. 5.

2 Related Work

Financial time series forecasting is undoubtedly a hot topic for finance
researchers in both academia and the finance industry due to its potential finan-
cial gain. Recent literature reports a number of methods applied to financial time
series forecasting, including statistical models such as VARMA [20], TRMF [29]
and the GARCH family models [2], However, most of these methods are based
on linear equations, which are incapable of modeling financial data governed
by complex non-linear dynamic patterns. Methods based on deep learning and
graph neural networks [9,17,19,27,31] have also been proposed for financial time
series forecasting, due to their capability of exploiting long-term and/or short-
term dependencies and non-linear dynamic patterns underlying complex data.
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Though these approaches can achieve relatively good performance, at the cost
of high time complexity due to the overwhelming number of parameters, they
are lacking in terms of model interpretability.

On the other hand, among the existing models employed in computational
economics and econometric time series analysis, regime-switching models have
proved the most preferable, due to their ability to capture non-linear patterns
in the market, coupled with heightened model interpretability [12]. Boudt et al.
[7] proposed a two-regime model with two state process for funding and market
liquidity and TED spread. Alan et al. [1] proposed a multi-regime model to
forecast the impact on volatility in global equity markets during the COVID-19
pandemic. Mahmoudi et al. [21] proposed a Markov regime-switching model for
detection of structural regimes to analyze the impact of the crude oil market
on the Canadian stock market. These methods require to specify the number
of regimes manually. Sanquer et al. [25] proposed a hierarchical Bayesian model
for automatically identifying hidden regimes. Note that all of these methods are
focused on single time series with a static transition probability matrix, and can
not be easily applied on multiple time series.

To model multiple time series, Hochstein et al. [14] proposed a regime switch-
ing vector autoregressive model that can deal with the changing dependency
structures of multivariate time series. Matsubara [23] proposed a regime shift
forecasting model on co-evolving data streams. Though it can identify regimes
dynamically, it can not capture multiple regimes in one slide window as shown in
Fig. 1. Tajeuna et al. [28] proposed a regime shift model for multiple time series
forecasting, but it focused on regime identification on discontinuous windows
and ignore continuity of time series. Overall, many authors have contributed to
advances in handling cross-sectional regime identification on multiple time series,
but it remains a challenging task, as many issues have not yet been addressed.

3 The Proposed Model

In this section, we give an overview of the proposed model, followed by detailed
description of the cross-sectional regime identification, model description and
estimation, and financial market forecasting.

3.1 Overview of the Proposed Model

This subsection gives an overview of the proposed financial market forecasting
model relying on clustering-based cross-sectional regime identification, using the
scenario shown in Fig. 2. We start by identifying regimes via clustering methods
from the first slide window, where the optimal number of clusters in each window
is determined by a silhouette score [24], and we then build a non-linear model on
each of the identified regimes and obtain the regime parameters and transition
probability. Finally, we make a forecast based on a non-linear regime model.
Forecasting is performed on the window at the next timestamp. At this iteration
step, we need to evaluate whether or not the regimes identified in the window
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exist in the regime database (RB) by comparing with their cluster centers. If
they exist, we need to add the data to the corresponding regime and update the
regime parameters; if not, we will add them to the regime database and estimate
the regime parameters. The scenario of the proposed model is shown in Fig. 2.

Fig. 2. Overview of the proposed model.

3.2 Cluster-Based Regime Identification

To identify the regimes in each slide window, we use a fuzzy C-Means to cluster
time series to reveal the available structures within the data. Each of these
structures is defined as a regime that shares some common patterns hidden in
the data. To overcome the variable bias in time series data, we here used an
extended FCM [18] of squared Euclidean distance to control the impact of each
variable in evaluating the similarity between time series, the distance between a
time series xi with length L and a cluster center ck is defined as follows:

d2(xi, ck) =
L∑

j=1

λj ||xij − ckj ||2λj ≥ 0,

L∑

j=1

λj = 1 (1)

where λi is the importance of the ith variable, and the larger the value of λi,
the greater the importance of the ith variable in the clustering process. This
approach, to some extent, balances the noise underlying the data, achieving
better clustering results. The coefficient λj , (1 ≤ j ≤ L) can be estimated by
Particle Swarm Optimization (PSO) algorithm, which is a tool for searching
for optimal values by using a flock of particles, further details can be found in
[15,30]. The objective function for the Sum of Error (SE) is defined as follows:

SCE =
K∑

k=1

N∑

i=1

um
kid

2(xi, ck) (2)

where K is the number of clusters, m(m > 1) is the fuzzification coefficient, and
N is the number of time series. U and ci are the partition matrix and center
of the ith cluster, respectively. By optimizing the objective function Eq. 2, the
partition matrix and cluster centers can be calculated as follows:

vk =
∑N

i=1 um
ikwi∑N

i=1 um
ik

Uki =
1

∑K
m=1(

||ck−xi||
||ck−xi|| )

2/(m−1)
,m > 1 (3)
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Thus, we can identify the regimes using the method presented above, and then
build non-linear regime models based on these identified regimes, optimize the
parameters of the regime models and estimate the transition probability. Finally,
we make market forecast based on the regime models.

3.3 Regime Modeling and Transition Probability Estimation

The clustering approach described above only allows use to identifying regimes;
that is; groups of time series which share similar patterns. For a better fore-
casting, we need to build an effective non-linear regime model on these clusters.
Based on the work presented in [23,26], we can build a single non-linear regime
model on each cluster in order to make a forecast. Thus, the non-linear regime
model is defined as follows:

ds(t)
dt

= μ + Gg(s(t)) + Ff(s(t)) (4)

v(t) = εk + Es(t) (5)

where s(t) is a hidden vector that evolves over time and describes the potential
behaviors in the corresponding regime, and v(t) is the actual observed value.
ds(t)/dt denotes the derivative with respect to time t. g(·) is a linear function,
while f(·) is non-linear. Here, μ, G and F describe the potential activities s(t),
capturing linear and non-linear dynamic patterns of the regime. For parameters
optimization, readers are referred to [23].

Regime transition probability describes the likelihood that the current regime
stays the same or switch to another. In fact, we need to investigate whether the
regimes in one window will change in the subsequent window or not. Rather than
calculating static transition probabilities as elaborated in existing model, we can
track the regime transition trajectory of each time series; the regime transition
from regime Ri to regime Rj can be estimated as follows [28]:

Q1(i, j) =

⎧
⎨

⎩
0 if

∑K
i=1

∑K
j=1 ℵ(i, j)N(i, j) = 0

∑K
k=1 ℵ(i,k)N(k,j)

∑K
i=1

∑K
j=1 ℵ(i,j)N(i,j)

else
(6)

where ℵ(i, j) = |N (Ri,Rj)|
N is the risk of suddenly switching from regime Ri to Rj ,

while N(i, j) = |Ni∩Nj |
|Ni∪Nj | is the probability of switching from Ri to Rj . N (Ri, Rj)

is the number of time series appearing in the trajectory from regime Ri to Rj for
the two windows. Ni and Nj are the numbers of time series present in regimes
Ri and Rj , and N is the total number of time series. To further improve the
above estimate, we also consider the difference between two cluster centers ci
and cj in clustering-based regime identification: Q2(i, j) = 1

|ci−cj | for i �= j

otherwise Q2(i, j) = 1
|ci| ensuring the probability of staying at the same regime,

and the effect of si(t) and sj(t) that describes the potential behaviors in regime
Ri and Rj : Q3(i, j) = 1

|si−sj | for i �= j otherwise Q3(i, j) = 1
|si| . All of these are
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the underlying drivers that may result in a regime switch. Thus, the transition
probability Q of switching from regime Ri to regime Rj can be defined as follows:

Q(i, j) = Q1(i, j)
Q2(i, j)∑k
i=1 Q2(i, j)

Q3(i, j)∑k
i=1 Q3(i, j)

(1 ≤ i, j ≤ K) (7)

Note that we can get the regime transition probability of each time series occur-
ring within each slide window.

3.4 Financial Market Forecasting

Based on the previous section, once we build the non-linear model of each
clustering-based regime, we can learn all the parameters. We make use of the
fourth-order Runge-Kutta method [16] to generate l/γ (γ = 3) potential activity
sets S = [s(t + γ), s(t + 2γ) · · · , s(t + l)] to estimate the [{s(t + 1), · · · , s(t + l)],
as presented in [23], for the forecasting step. The process is defined as follows:

s(t + γ) = s(t) +
1
6
(K1 + 2K2 + 2K3 + K4) + O5 (8)

where ds(t)/dt = F (s(t)), K1 = γF (s(t)), K2 = γF (s(t)+ 1
2K1), K3 = γF (s(t)+

1
2K2), K4 = γF (s(t) + K3). Thus, once we obtain the potential activity set S,
the regime model Eq. 5 can be used to make l-steps-ahead-forecast V, as follows:

V = εk + ES (9)

The detailed framework of our forecasting model utilizing clustering-based
regime identification is shown in Algorithm 1.

4 Experiments

4.1 Dataset Description

To test the performance of our model, we used one synthetic dataset and three
real-world financial datasets. The synthetic dataset (SyD) consists of 400 time
series of length 1350, governed by 6 distinct regime. They are generated by
the regime functions RF as RF (t) =

∑6
k=1 αk�k(t)fcnk(t), where α ∈ {1, 0}

(
∑6

k=1 αk = 1) allows having one regime to be exhibited in a time interval.
�k(t) ∈ [0, 1] is to exhibit regimes with constraint

∑6
k=1 �k(t)=1. The 6 regime

functions are defined as follows:

fcn1(t) = cos(
2πt

5
) + cos(π(t − 3)) fcn2(t) = cos(

2πt

5
) − cos(2π(t − 3))

fcn3(t) = sin(
2πt

5
− 3) − sin(

πt

6
) fcn6(t) = cos(

3πt

5
) + sin(

2πt

5
− t)

fcn4(t) = tan(
πt

2
− 3) − 1

2
cos(

π(t − 3)
6

) + cos(π(t − 13))

fcn5(t) = tan(
πt

2
− 3) ∗ cos(

π(t − 3)
6

) + cos(π(t − 13))

(10)
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Algorithm 1: Framework of the Proposed Model
Input: Financial time series: X, Slide window length: w, Threshold: η
Forecasting window: l, maximal number of regimes in a window: m
Output: Forecasting time series: F, Transition probability: τP
begin

/* Initialization */

– tc = w, current time point;
– RB = [], regime database;
– F = [], forecasting time series;
– τP = [], transition probability;

repeat
/* Get slide window data Xw from X */

Xw = X[tc-w:tc];
/* Identify regimes on Xw by clustering-based method */

Obtain a regime set RS;
if len(RB) ==0 then

Add all the regimes in RS to RB;
for R in RB do

/* Regime estimated value on R */

Obtain parameters on regime R by Eq. 4 and 5;
Generate S by Eq. 8 set on regime R;
Obtain forecast value on regime R by Eq. 9;
Obtain Q transition probability by Eq. 7;

F.append(vl);
τP .append(Q);

for RRS in RS do
Err =[];
Obtain CRS center of regime RRS ;
for RRB in RB do

Obtain CRB center of regime RRB ;
Err.append(d2(CRS − CRB));

if min(Err) > η then
/* Identified a new regime RRS */

else
/* Regime RRS already existed */

Find the best RRm of RRS in RB and add RRm data into RRS ;

Obtain parameters on regime RRS by Eq. 4 and 5;
Generate S by Eq. 8 set on RRS ;
Obtain forecast value on regime RRS by Eq. 9;
Obtain Q transition probability by Eq. 7;
Replace RRm by RRS ;

F.append(vl);
τP .append(Q);

until iterate for next window ;
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Three real-world datasets were selected from financial markets. The first one
(Stocks) consists of 200 stocks selected from top 500 companies including AAPL,
IBM, BAC, MSFT, WMT and so on. The second (Sectors) is comprised of 9
financial sector SPDR Funds: XLB, XLE, XLF, XLI, XLK, XLP, XLU, XLV,
XLY. The last (ETFs) contains 18 ETF funds: EWA, EWC, EWD, EWG, EWH,
EWJ, EWS, EWW, EWP, EWQ, EWM, EWL, EWI, EWN, EWO, EWK, EWU,
SPY. These three datasets consist of daily frequencies (for business days only),
comprising over 22 years’ data, available on the yahoo finance website1. It is
worth noting that the experimental financial data were converted into volatility
based on the log-return of the close price, as described in [10].

4.2 Performance Metrics

There are many metrics for evaluating the performance of a forecasting model.
Here, due to space limition, we report the results obtained on the most popu-
lar metric for evaluating forecasting performance: the root mean square error
(RMSE) [22]. The performance metrics is defined as follows:

RMSE =

√√√√ 1
T

T∑

t=1

(σi − σ̂i)2 (11)

where T is the length of the forecasting window, σi and σ̂i are the ground truth
and predicted value at time t respectively. The smaller value, the better the
performance of a forecasting model, meaning that the predicted value is closer
to the ground truth.

4.3 Experimental Results and Discussion

In this section, we present the results of our model, and evaluate its performance
against some comparable state-of-the-art methods on synthetic and real-world
datasets. We tested our model using a slide window of half a year (126 business
days) to forecast one month ahead (21 business days) for the real-world data,
and a slide window of length 75 to forecast 15 steps ahead on the synthetic data.

Fig. 3. The clustering results of the first window in stock dataset

1 https://ca.finance.yahoo.com/.

https://ca.finance.yahoo.com/
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Regime Identification Analysis. An accurate, effective regime identification
model is the key to achieving good performance of our forecasting model, since
the latter is built on the regime identification results. We therefore start by ana-
lyzing the regimes identified by our clustering-based regime identification model.
First, we need to identify the regimes in the first slide window and then iterate to
the next slide window. Note that the synthetic dataset SyD was generated with
K = 6 known regimes by Eq. 10, but for our real-world datasets, we do not have
ground truth information such as the number of regimes. To validate the per-
formance of our regime identification model, we therefore test it for numbers of
regimes varying from 2 to the maximal value 7 on the synthetic and real-world
datasets, and make use of the silhouette score to find the optimal number of
regimes in each slide window. For example, the results for the first slide window
of the Stock dataset is shown Fig. 3. It is clear that all 200 time series in the win-
dow are clustered into 2 groups with the largest silhouette score (0.586), which
means that there are two regimes identified in the first slide window. Look at the
regimes identified in the synthetic and real-world datasets as shown in Fig. 4, it
can be seen that 6 distinct regimes are identified in the synthetic data, which
is corresponds to the true number of regimes generated. There are 6 distinct
regimes identified both in Stock and Sector dataset. While 8 different regimes
are identified in the ETFs dataset as in Fig. 4. In summary, our clustering-based
regime identification model can find the regime groups accurately and effectively.

Fig. 4. The regimes identified in four datasets respectively.

Market Forecasting Analysis. To validate the performance of our model, we
use a slide window of half a year with 126 business days to forecast one month
with 21 days ahead for the real-world dataset, while a window of 75 steps to fore-
cast 15 steps ahead for the synthetic dataset. For page limitation, we randomly
selected two time series from the Sector and ETFs datasets, respectively, as
examples to show the performance of regime identification and value forecasting
of our proposed model. The results are as shown in Fig. 5.
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Fig. 5. Examples of regime trajectories and market forecasting, and also including three
regime transition processes with the time-varying transition probabilities in trajectory.

Look at the regime trajectories in Fig. 5, it can be seen that there are six and
eight regimes identified in stock and ETFs dataset respectively, and the iden-
tified regimes, marked with corresponding colors, are roughly synchronized to
the regime exhibited in the real market. Moreover, we present regime switching
process on trajectories of stock CVX and etf EWA. When comparing with two
switches from R3 to R4 in trajectory of etf EWA as in Fig. 5, the probabilities
of R4 (pR3−>R4 = 0.61) in the first switching are completely different from the
second one (pR3−>R4 = 0.71) due to our unique time-varying learning mecha-
nism that is lacked by existing methods. Furthermore, this kind of time-varying
transition probabilities can be used to explicitly explain the regime switching
mechanism from the model interpretability. What the most important is that
the ground truth is obviously well matched by our forecasting on stock CVX
and ETF EWA as shown in Fig. 5. In summary, our model can identify regime
accurately and demonstrates promising performance for the market forecasting.

Performance Analysis. To validate the forecasting quality of our model, we
compared our experimental results with that generated by the baselines on the
four test datasets. The baselines for the result comparison are as follows: VARMA
[20] is a classical statistical model for analyzing and forecasting time series data.
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TRMF [29] is a regularized matrix factorization based auto-regressive predic-
tion model. VAR-MLP [31] is a hybrid model that combines auto-regressive and
multi-layer model for time series forecasting. MAGNN [9] is a graph neural net-
work based methods for financial time series prediction. DSTP-RNN [19] is an
attention-based recurrent neural network method for multivariate time series
forecasting. RegimeCast [23] is a regime shifts based forecasting model for co-
evolving real-time data streams. The results are shown in Table 1; the best
results are highlighted in bold and the second best are underlined.

Table 1. Comparison of RMSE on test datasets.

Models SyD Stocks Sectors ETFs

VARMA .35303 .00349 .00316 .00328

TRMF .26986 .00307 .00275 .00262

VAR-MLP .23388 .00226 .00232 .00245

MAGNN .18652 .00161 .00121 .00135

DSTP-RNN .20421 .00172 .00086 .00237

RegimeCast .12516 .00205 .00143 .00169

Ours .08072 .00103 .00041 .00082

We can see that our model outperforms the baselines, earning the smallest
(best) values on the performance metric, and shows a significant improvement
over the second best baselines (underlined) in Table 1. The deep learning methods
outperform the traditional methods (VARMA, TRMF), as the latter cannot har-
ness the non-stationary and non-linear dependencies for the prediction. However,
the deep learning based VAR-MLP can not explicitly model the cross-sectional
dependencies for the prediction, putting it at disadvantage compared to the
graph neural network based methods (DSTP-RNN, MAGNN). RegimeCast can
capture the non-stationary and non-linear dependencies for the value prediction,
but it ignores the cross-sectional regime dependencies, which is a degenerated
version of our model that operates without considering multiple regimes in slide
windows. In sum, our model shows promising performance on financial market
forecasting.

5 Conclusion

In this paper, we have proposed a financial market forecasting model utilizing
clustering-based cross-sectional regime identification. Our proposed model not
only captures cross-sectional dependencies in multiple time series, but also iden-
tifies cross-sectional regimes dynamically along with the time-evolving financial
markets, using a time-varying transition probability matrix. In addition, we have
built a non-linear forecasting model based on a clustering-based cross-sectional
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regime model for financial market forecasting. Experimental results on synthetic
and real-world datasets demonstrate the promising performance of our model.
However, we will improve the performance of our model and test it on hourly and
minutes financial time series or sensor data. Moreover, we also may apply our
model into other domains, such as the energy consumption and mechanical fault
diagnosis. In short, we see the significant challenges for our future work, but we
are confident that the proposed method has great potential in real applications.
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Abstract. The distributed stream processing system suffers from the
rate variation and skewed distribution of input stream. The scaling pol-
icy is used to reduce the impact of rate variation, but cannot maintain
high performance with a low overhead when input stream is skewed. To
solve this issue, we propose Alps, an Adaptive Load Partitioning Scal-
ing system. Alps exploits adaptive partitioning scaling algorithm based
on the willingness function to determine whether to use a partitioning
policy. To our knowledge, this is the first approach integrates scaling
policy and partitioning policy in an adaptive manner. In addition, Alps
achieves the outstanding performance of distributed stream processing
system with the least overhead. Compared with state-of-the-art scaling
approach DS2, Alps reduces the end-to-end latency by 2 orders of mag-
nitude on high-speed skewed stream and avoids the waste of resources
on low-speed or balanced stream.

Keywords: Data streams · Stream processing system · Adaptive
scaling policy

1 Introduction

Streaming data is generated in a consecutive way and has the demand of pro-
cessing in time. The traditional batch processing system such as MapReduce [1]
and Spark [2,3] based on “process after store” prototype [4] cannot meet the
demand of low latency. Hence, distributed stream processing system (DSP) such
as Storm [5] and Flink [6] is proposed to solve the high latency problem. DSP also
has the scalable and fault-tolerant properties to process stream 24-hours-a-day.

The rate variation and data distribution of stream is a great challenge for
DSP [7], since DSP suffers the high latency and low throughput due to the
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congestion and backpressure on high-speed and skewed stream. Furthermore, it
is crucial to maintain the characteristics of low latency and high throughput
of DSP [4,8], and consequently the scaling policy is indispensable. However,
the manual tuning of scaling parameters is time-consuming and error-prone [9].
Therefore, DSP abandons the manual tuning and adopts the advanced automatic
scaling policy.

Recently, several approaches are proposed to tackle the above performance
degradation issues. Rule-based approaches like StreamCloud [10], which are sim-
ple and effective, use some predefined rules to generate the parallelism configura-
tion. However, the accurate prior knowledge is required by rule-based approaches
and is hard to acquire in special circumstances. Compared with rule-based
approaches, model-based approaches are more flexible and robust. The state-
of-the-art model-based approaches DS2 [11] tunes the parallelism configuration
of DSP by the linear performance model, and consequently it maintains the high
throughput of DSP on balanced stream in a simple manner. However, DS2 is
hard to handle the skewed stream with a few resources, because of the limitation
of the linear performance model. When using DS2 on skewed stream, backpres-
sure appears more frequently and causes the performance degradation of DSP.
In a word, maintaining an outstanding performance of DSP with least overhead
on skewed stream is a meaningful problem. However, the advanced scaling policy
does not deal with the performance degradation on skewed stream.

We propose Alps, an Adaptive Load Partitioning Scaling system, to tackle
the above issues by means of integrating scaling policy and partitioning policy
adaptively. The usage of partitioning policy reduces the impact of skewness, and
consequently the scaling policy maintains the high throughput and low latency
on the skewed stream. Due to the adaptive algorithm, Alps also avoids the
unnecessary waste of resources. Therefore, Alps has two key features. First, to
avoid the unnecessary waste of resources, Alps compares the waiting time caused
by imbalance with the estimated partitioning duration to determine whether to
use the partitioning algorithm. Second, for the purpose of high throughput and
low latency, Alps derives parallelism configuration from the instrumentation-
driven linear performance model.

We implement and evaluate Alps on Flink. Compared with state-of-the-art
scaling approach DS2, Alps reduces the end-to-end latency by 2 orders of magni-
tude on high-speed skewed stream and avoids the waste of resources on low-speed
stream. The main contributions are stated as follows:

– We explore the impact of rate variation and data distribution on DSP. Based
on these findings, we propose and implement an adaptive partitioning scaling
algorithm. It compares the waiting time caused by imbalance with partition-
ing duration and determines whether to use a partitioning policy, rather than
using expensive partitioning policy all the time. Therefore, it maintains an
outstanding performance of DSP and avoids the waste of resources.

– We integrate the scaling policy and partitioning policy into Alps to achieve
the high throughput and low latency of DSP on skewed stream. Besides, Alps
has the capability to tune the parallelism configuration automatically.
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– We evaluate Alps on synthesized Zipf datasets and Reddit datasets. And Alps
achieves good results on both synthesized and realistic datasets.

The rest of the paper is organized as follows. The related work is discussed in
Sect. 2. We present the key algorithm of Alps exhaustively in Sect. 3. Alps is
evaluated and analyzed in Sect. 4 by abundant experiments. We conclude this
paper in Sect. 5.

2 Related Work

Elastic scaling is a crucial technology in DSP, because of dynamic characteristics
of stream. The elastic scaling approaches are categorized into 2 types: rule-based
and model-based. And model-based approaches mainly contain queue-theory,
control-theory and performance-model approaches.

Rule-based approaches rely on heuristic rules. They need to define several
effective rules, and then apply these rules on collected metrics to generate actions
used to tune the DSP. Backpressure [9], memory usage [10], CPU usage [10,12],
network bandwidth [13], throughput [14] and congestion [14] are widely used as
instructive metrics. Besides, Stela [15] designs and implements a special metric
ETP as the instructive metrics. Rule-based approaches can tune DSP in a prompt
manner, with the cost of generalizability. Furthermore, Rule-based approaches are
hard to acquire the effective rules used to instruct the scaling, especially on skewed
stream.

Queue-theory approaches view the DSP as an open queue network [16]. Some
approaches consider M/M/k queue is adequate to estimate the waiting time com-
pared with GI/G/k queue in DSP. [17] uses Erlang latency formula to estimate
the waiting time, then builds and solves the optimization problem about esti-
mated waiting time and parallelism configuration to find the best parallelism.
The other approaches [18] view each operator as a GI/G/1 queue, and use King-
man’s formula [19] to estimate the waiting time. Parallelism configuration is
generated by optimizing the latency metrics related to the waiting time. Queue-
theory approaches highly depend on the accuracy of queue model and the rig-
orous hypotheses. However, the rigorous hypotheses are always not satisfied on
skewed stream.

Control-theory approaches employ several control frameworks to optimize
the parallelism configuration. Most control-theory approaches regard the DSP
as a black-box model, which means there is a static but unknown relationship
between the input and output of the system. [20] considers that the system model
is a linear function. Then the feedback loop is used to tune the parallelism. [21]
adopts GI/G/1 queue model as system model, then uses MPC framework to
optimize parallelism. Although control-theory approaches are robust against the
dynamics of input stream, overshoot and settling time damages the performance
of DSP. Furthermore, skewed stream makes the trade-off between overshoot and
settling time harder.

Performance-model approaches thoroughly study the prototype of DSP, and
thus propose the accurate performance model used to calculate the optimal
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parallelism. [11] utilizes the useful time, which excludes the waiting time, and
regards the system model as a linear model. [22] adopts Gaussian Process Model
as the performance model instead of linear performance model. Meanwhile,
Bayesian optimization is used to search a feasible parallelism configuration.
Performance-model approaches achieves an outstanding performance of DSP on
balanced stream. However, skewed stream leads to the imbalanced utilization of
resources, and consequently ruins the effects of exact resources provision.

3 Model and Algorithm Design

3.1 Algorithm Foundation

The main reason of performance degradation in DSP is the congestion and
backpressure caused by the rate variation and data distribution. To explore the
impact of rate variation and data distribution, Case 1 and 2 in Appendix are
constructed. Based on the experiments in these cases, some observations which
are the foundation of the algorithm are as follows:

Observation 1. Scaling policy is poor to deal with the skewed stream. And parti-
tioning policy reduces the system performance if not integrated with the scaling
policy. Only using partitioning policy and scaling policy simultaneously achieves
the best performance on high-speed and skewed stream.

Observation 2. Both input rate and skewness of the stream have a great impact
on system performance. And partitioning policy is not always necessary on skewed
stream, since the scaling policy does well on low-speed and skewed stream.

Table 1. The symbols used in the paper.

Symbol Explanation

Nproc;i The number of data processed by instance i

Tuseful;i The processing time of instance i without waiting time

Rtrue−proc;i The true processing rate of instance i

Robs−proc;i The observed processing rate of instance i

Rtrue−input;i The true input rate of instance i

Rsource The expected output rate of source operator

Tpartition The partitioning duration

Tobs−wait, Tqueue The observed waiting time and ideal queuing time

W−
skewness, Wrate, Wpartition The willingness of skewness, rate and partition

α The weight of skewness in willingness function

θ, θupperbound, θlowerbound The threshold of rate in willingness function

Topo The topology of job

Spartition The signal of partition
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Alps utilizes the adaptive partitioning scaling algorithm to improve the per-
formance of DSP. Inspired by Observation 1 and 2, the scaling policy and par-
titioning policy are integrated into the adaptive partitioning scaling algorithm.
Before exploiting the scaling policy to generate the optimal parallelism config-
uration, the adaptive partitioning scaling algorithm determines whether it is
worthy to partition stream in a balanced way. The detail of adaptive partition-
ing scaling algorithm is presented in Sect. 3.3. For concise presentation, several
symbols used in the paper exhibit in Table 1.

3.2 Operator Performance Model

Fig. 1. Logical graph.

A DSP job can be extracted as a logical graph (see Fig. 1). The vertex in logical
graph is an operator used to execute a subtask and the edge is the channel of
transporting stream between adjacent operators. Each operator utilizes several
instances to implement parallel processing.

Alps is based on the assumption that the instances in DSP are homogeneous
and adequate. Hence, the performance is proportional to the parallelism of oper-
ators. Alps also assumes the only factor influencing performance is CPU, in other
words, bandwidth is not the bottleneck of DSP. Based on the above assumptions,
Alps regards DSP performance model as linear model. Inspired by [11], Alps uses
useful time to represent the duration of processing stream without the waiting
time. Then the true processing rate of each instance i is calculated as follows:

Rtrue−proc;i =
Nproc;i

Tuseful;i
(1)

The true processing rate is more accurate than observed processing rate since
it is not affected by the waiting time resulting from backpressure. According to
the logical graph, the parallelism of each operator j is calculated as follows:

Parallelismoptimal;j =

∑
i∈Oj

Rtrue−input;i
∑

i∈Oj
Rtrue−proc;i/|Oj | (2)



22 B. Zou et al.

where Parallelismoptimal;j is the optimal parallelism of operator j, Rtrue−input;i

is the true input rate of instance i derived from the true output rate of upstream
instances and Oj is all the instances of operator j.

3.3 Adaptive Partitioning Scaling

As stated in Observation 1 and 2, scaling policy is poor to handle the skewed
stream. Besides, using partitioning policy rashly leads to a performance degrada-
tion. Hence, when to use partitioning policy is a crucial problem. We introduce
an adaptive partitioning scaling algorithm (APS) in Alps to solve this prob-
lem. The algorithm determines whether to use the partitioning policy, then uses
scaling policy to generate the parallelism configuration.

We design the APS algorithm based on a plain idea. Partitioning policy
produce a positive effect when the partitioning duration is lower than the waiting
time caused by backpressure and congestion. Besides, the partitioning policy is
more likely to produce a positive effect on high-speed stream and waste resources
on low-speed stream. Therefore, the APS algorithm uses a willingness function
to represent the willingness of using the partitioning policy.

The willingness function in APS algorithm consists of the impact of skewness
and rate. And APS regards the willingness function as a linear combination of
skewness willingness and rate willingness. The willingness function is as follows:

Wpartition = α ∗ W−
skewness + (1 − α) ∗ Wrate (3)

where Wpartition is the willingness of using partitioning algorithm, W−
skewness is

the unwillingness caused by skewness, Wrate is the willingness caused by rate
and α is the weight of skewness.

The unwillingness caused by skewness W−
skewness is represented by the ratio

of the difference between waiting time and partitioning duration to partitioning
duration (see Eq. 4). The waiting time Twait caused by backpressure is the differ-
ence between observed waiting time and the ideal queuing duration (see Eq. 5).
The observed waiting time Tobs−wait is calculated by the maximum difference
between observed processing duration (see Eq. 6). And the ideal queuing dura-
tion Tqueue is estimated by Kingman’s formula (see Eq. 7). Tpartition is related to
the partitioning algorithm itself, and thus it is a static value. The unwillingness
formula of skewness is as follows:

W−
skewness =

{
Twait−Tpartition

Tpartition
, Twait < Tpartition

0, Twait ≥ Tpartition

(4)

Twait = Tobs−wait − Tqueue (5)

Tobs−wait = max
i∈Oj

1
Robs−proc;i

− min
i∈Oj

1
Robs−proc;i

(6)

Tqueue ≈
(

ρ

1 − ρ

)(
c2a + c2s

2

)(
1

∑
i∈Oj

Rtrue−proc;i/|Oj |

)

(7)
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where Oj is the instances of operator j, ρ = Robs−input

Rtrue−proc
is the utilization, and

ca, cs are the coefficients of variation for arrival and service time.
The willingness caused by input rate is represented by the maximum utiliza-

tion (see Eq. 8). The utilization in APS algorithm is represented by the ratio of
observed processing rate to true processing rate (see Eq. 9).

Wrate =

⎧
⎪⎪⎨

⎪⎪⎩

1, U ≥ θupperbound
U−θ

θupperbound−θ , θupperbound > U ≥ θ
U−θ

θ−θlowerbound
, θ > U > θlowerbound

−1, θlowerbound ≥ U

(8)

U =
maxi∈Oj

Robs−proc

Rtrue−proc
(9)

where θ is the threshold of rate, U is the maximum utilization and Oj is the
instances of operator j.

Algorithm 1. Adaptive Partitioning Scaling.
Input: α, Tpartition, Topo, Rsource

Output: Parallelism, Spartition

1: Collect rate files of all the instances
2: if All files have been collected then
3: Parse Robs−input, Robs−proc, Rtrue−proc, Rtrue−output from rate files
4: Calculate the willingness function of partitioning Wpartition

5: if Wpartition > 0 then
6: Spartition = true
7: else
8: Spartition = false
9: end if

10: end if
11: Topo.Source.Rtrue−output = Rsource

12: for all op ∈ Topo.Operators do
13: Calculate the optimal parallelism of op and add to Parallelism
14: op.next.Rtrue−input = op.Rtrue−output

15: end for
16: return Spartition, Parallelism

The APS algorithm is listed in Algorithm 1. Before applying the policy,
the APS waits for all the rate files. Then APS calculates the willingness of
partitioning when all rate files are collected. If willingness is positive, it means
using partitioning algorithm is worthy. Or it means no need to use partitioning
algorithm. At last, APS calculates the parallelism of all operators using Eq. 2.
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4 Evaluation

4.1 Setup

We evaluate Alps on a cluster composed of 14 Dell OptiPlex 7080 (8-core CPU,
32 GB DDR4 RAM). The 11 hosts are used to deploy a customized Flink 1.12.1
cluster with 20 slots. The other 3 hosts deploy Zookeeper 3.4.9 and Kafka 2.8.1
to simulate the real environment. For the purpose of increasing the throughput,
Kafka is configured with 3 partitions. Alps is allocated to the host owning the
job-manager in Flink cluster, where can re-configure DSP conveniently. As the
metrics are distributed on the task-managers of Flink, the Samba network file
system is used to collect metrics for Alps.

Fig. 2. The topology of Sentence-Processing and Sentence-Generation job.

For comparison, a Sentence-Processing job (see Fig. 2), that consists of
Source, FlatMap, Map-1, Map-2 and Sink, is utilized to evaluate the perfor-
mance of Alps. This job can balance the input stream with the W-C partitioner
[23] between the FlatMap operator and Map-1 operator. The input stream of
Sentence-Processing job is generated by a Sentence-Generation job. The execu-
tion of Sentence-Generation job is after the warming up of Sentence-Processing
job to obtain an accurate end-to-end latency. The generation of input stream is
not affected by the congestion and backpressure of DSP, since Kafka decouples
the production and consumption of stream. Besides, synthesized Zipf datasets
and realistic Reddit datasets are used in these experiments (see Table 2).

Table 2. The experiment datasets.

Dataset Keys Tuples Skewness

Zipf 10K 10M 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6

Reddit 1.2M 21M Unknown
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We compare Alps with DS2, which is the concise and state-of-the-art app-
roach based on performance model. The main criteria of evaluation are end-to-
end latency, throughput and overhead. The end-to-end latency is represented by
the duration from the time when stream is generated in source operator (E2E
start) to the time when stream is consumed in sink operator (E2E end). And
the throughput is represented by the observed output rate of source operator in
Sentence-Processing job. In order to make a comprehensive evaluation, both Alps
and DS2 are evaluated on streams with different rates and different skewness.
Based on such experiment configurations, the benefits of Alps are highlighted.

4.2 Adaptive Partitioning Scaling

To have a precise evaluation of Alps on skewed stream, the experiments are
constructed on the streams with the skewness ranging from 0.4 to 1.6. Further-
more, Alps is evaluated under the conditions of low- (90K), medium- (180K)
and high-speed (240K) skewed streams to indicate the advantages of dealing
with the combined effects of rate variation and data distribution. The empirical
parameters of adaptive partitioning scaling algorithm in Alps are 0.55 (α), 0.6
(θ), 0.5 (θlowerbound) and 0.7 (θupperbound) respectively.

End-to-End Latency. Both average and p99 end-to-end latency are used to indi-
cate the performance of DSP. The result of average and p99 end-to-end latency
is shown in Fig. 3. We use magnitude of end-to-end latency metrics to represent
the performance instead of end-to-end latency. As shown in Fig. 3, both DS2
and Alps maintains an ideal performance when input rate is 90K sentences/s,
since DSP has the adequate computational capacity to tolerate the imbalance.
However, it is obvious that DS2 suffers a drastic degradation while Alps still
maintains a low end-to-end latency when input rate is 240K sentences/s. DS2
cannot cope with the slight imbalance on high-speed stream, since the huge dif-
ference of quantity between each parallel instance causes the congestion. On the
contrary, Alps avoids the performance degradation on high-speed and skewed
stream, because of the combined effects of partitioning policy and scaling policy.
Compared with state-of-the-art DS2, Alps decreases the end-to-end latency by
2 orders of magnitude when input stream is high-speed and skewed.

Throughput. The adaptive partitioning scaling algorithm can also maintain a
high throughput, though the input stream is high-speed and skewed. Both Alps
and DS2 are experimented on streams with different rates and skewness, and
the results represented by throughput are drawn in Fig. 4. DS2 maintains a high
throughput when input rate is low-speed or the stream is balanced. However, the
degradation appears when skewness is large than 0.6 on medium-speed streams,
because of the congestion and backpressure. Furthermore, the throughput on
high-speed stream decreases more rapidly than on medium-speed stream for the
reason that the impact of imbalance is amplified with the increase of rate. On
the contrary, Alps maintains a high throughput among all the streams. As Alps
integrates the partitioning policy and scaling policy, Alps protects DSP from
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Fig. 3. The end-to-end latency with different input rates and skewness.

Fig. 4. The throughput with different input rates and skewness.

Fig. 5. The overhead with different input rates and skewness.
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the impact of congestion and backpressure. Therefore, Alps has the ability to
maintain the high throughput on high-speed and skewed stream.

Overhead. As shown in Appendix Case 1, partitioning policy maintains the low
end-to-end latency and high throughput with the cost of additional overhead. It is
worthy to keep an outstanding performance of DSP with the acceptable overhead.
Figure 5 shows the overhead of Alps and DS2 on streams with different rates and
skewness. As shown in Fig. 5, DS2 keeps a steady overhead whatever the skew-
ness is due to the linear performance model. Actually, DS2 does not maintain a
great performance after invoking the scaling policy on high-speed stream. How-
ever, Alps keeps an outstanding performance with the cost no more than 30%
additional overhead on high-speed stream. Besides, the overhead does not increase
with the growth of skewness when input rate is constant. The adaptability of Alps
is exposed on low- and medium-speed streams. It is obvious that using partitioning
policy (rate = 180K, skewness ≥ 0.8) causes more overhead than without parti-
tioning policy (rate = 180K, skewness ≤ 0.6). Comparing to the common approach
that using partitioning policy all the time, Alps saves the resources by means of
ignoring the partitioning policy on low-speed stream. Although the partitioning
policy is omitted on skewed and low-speed stream, Alps still maintains a won-
derful performance. On medium-speed stream, the partitioning policy is invoked
when skewness is larger than 0.6. It is necessary to use the partitioning policy
with the cost of additional overhead to prevent the performance degradation of
DSP. Therefore, Alps adaptively invokes the partitioning policy to maintain the
performance of DSP and avoid the unnecessary overhead.

4.3 Alps on Realistic Datasets

To evaluate the practical effectiveness of Alps, the input stream is generated with
different rates from the Reddit datasets. The end-to-end latency and throughput
are used to evaluate the performance of Alps and the results are shown in Fig. 6.

Fig. 6. The performance of Alps on Reddit datasets.

As shown in Fig. 6, both Alps and DS2 keep the low latency and high through-
put on low-speed stream (90K sentences/s), since no congestion and backpressure
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appears. However, DS2 suffers the high latency and low throughput on high-speed
stream (240K sentences/s) because of the congestion and backpressure. On the
contrary, Alps invokes the partitioning policy on high-speed and skewed stream
to reduce the impact of imbalance. Hence, Alps achieves the tens of milliseconds
latency and 219K sentences/s throughput on high-speed Reddit stream. Com-
pared with DS2, Alps decreases the end-to-end latency by 2 orders of magnitude
and increases 30% throughput. Therefore, Alps can maintain an outstanding per-
formance with the indispensable resources on realistic stream.

5 Conclusion

In this paper, we propose Alps, an adaptive partitioning scaling system to main-
tain the low latency and high throughput of DSP and reduce the overhead on
skewed stream. Alps determines whether to use the partitioning policy by means
of the adaptive partitioning scaling algorithm. The partitioning policy is utilized
to keep an outstanding performance with the cost of acceptable overhead on
high-speed and skewed stream, while it is omitted to avoid the additional over-
head on low-speed or balanced stream. To evaluate the effectiveness of Alps,
several experiments are conducted to compare with state-of-the-art approach
DS2. The results on synthesized and realistic datasets show that Alps decreases
the end-to-end latency by 2 orders of magnitude when consuming high-speed and
skewed stream and avoids the waste of resources when input stream is low-speed
or balanced.

For future work, we plan to investigate a more general and robust model of
adaptive partitioning scaling algorithm and apply Alps to other DSP. Predicting
the rate and distribution of input stream is also an interesting problem that we
plan to explore.
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China (2018AAA0102100), the Scientific and Technological Innovation Leading Plan
of High-tech Industry of Hunan Province (2020GK2021), the National Natural Science
Foundation of China (No. 61902434), International Science and Technology Innova-
tion Joint Base of Machine Vision and Medical Image Processing in Hunan Province
(2021CB1013).

Appendix

Case 1. The impact of partitioning policy.

Four experiments are conducted to reveal the scaling and partitioning issues
on skewed stream. The scaling policy uses state-of-the-art approaches DS2 and
partitioning policy uses state-of-the-art partitioner W-C [23]. The synthesized
input stream obeys Zipf’s Law and the rate is 240K sentences/s. Exp1,2,4 start
with 1 parallelism, except the source whose parallelism is 3. Exp3 using the
optimal parallelism configuration of Exp2. The remaining configurations are in
Table 3 and the results are shown in Fig. 7.
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Fig. 7. The results of scaling policy and partitioning policy.

Table 3. The configurations of Sentence-Processing job (see Fig. 2) with scaling policy
and partitioning policy.

Experiment Exponent of Zipf’s Law Scaling policy Partitioning policy

Exp1 0.0 DS2 Default

Exp2 1.0 DS2 Default

Exp3 1.0 - W-C

Exp4 1.0 DS2 W-C

Case 2. The impact of different input rates and skewness.

We run DS2 on several input streams with different exponents of Zipf’s Law,
ranging from 0.4 to 1.8. And the input rate ranges from 30K sentences/s to
240K sentences/s. Therefore, we conduct 64 experiments to find out the impact
of input rate and data distribution. The remaining configurations are the same
with Case 1. The end-to-end latency is used to evaluate the performance of DS2.
The results are shown in Fig. 8.

Fig. 8. The end-to-end latency of DS2 with different input rates and skewness.



30 B. Zou et al.

References

1. Dean, J., Ghemawat, S.: Mapreduce: simplified data processing on large clusters.
Commun. ACM 51(1), 107–113 (2008)

2. Zaharia, M., Chowdhury, M., Franklin, M.J., Shenker, S., Stoica, I.: Spark: cluster
computing with working sets. In: Proceedings of the 2nd USENIX Conference on
Hot Topics in Cloud Computing, HotCloud 2010, p. 10. USENIX Association, USA
(2010)

3. Zaharia, M., et al.: Resilient distributed datasets: a fault-tolerant abstraction for
in-memory cluster computing. In: Proceedings of the 9th USENIX Conference on
Networked Systems Design and Implementation, NSDI 2012, p. 2. USENIX Asso-
ciation, USA (2012)
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Abstract. Digital interactions, such as Wi-Fi access, financial transac-
tions, and social media activities, leave crumbs in their path. These vast
quantities of fine-granularity data generated by complex real-world rela-
tional systems propound unprecedented alternatives to expensive and
laborious surveys and studies for researchers who want to learn and
understand the underlying network models. Point processes are well-
suited for modelling the discrete data commonly observed from digi-
tal interactions of today’s complex systems. In this work, we present
a latent relational point process framework for recovering the posterior
probability of latent relations from discrete event data effectively and
efficiently. Our proposed framework comprises a general definition of the
latent relational point process, an algorithm for fitting the parameters
of an evolutionary version of the model to the data, and goodness-of-fit
tests to quantify the suitability of the model to the data. The proposed
framework is evaluated for the modelling of a social network from the
observations of social interactions.

Keywords: Point process · Networks · Knowledge extraction

1 Introduction

Networks are widely used to model complex real-world relational systems such
as technological, biological, and social systems. However, real-world networks
are often large, noisy and dynamic. Thus, direct observation can be costly and
laborious. Digital interactions leave digital traces that are abundant and easy-to-
collect. These discrete event data can be used to infer the underlying connections
between the elements in the complex system. The challenge is thus to devise a
principled yet effective and efficient framework to learn the network models from
this data. We propose a latent relational point process framework for reconstruct-
ing networks from discrete event data. The proposed framework specialises on
the seminal framework introduced by Mark Newman [14,15] for reconstructing
network structure from data with a new data model, point processes, to better
represent how the observed data as generated by the underlying network model
were manifested.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Strauss et al. (Eds.): DEXA 2022, LNCS 13427, pp. 32–46, 2022.
https://doi.org/10.1007/978-3-031-12426-6_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12426-6_3&domain=pdf
http://orcid.org/0000-0003-1323-532X
http://orcid.org/0000-0001-6565-7511
http://orcid.org/0000-0001-5536-3296
https://doi.org/10.1007/978-3-031-12426-6_3


Latent Relational Point Process 33

To develop our proposed framework, we put forward the general definition
of the latent relational point process, a new family of doubly stochastic point
processes where the distribution over point processes depends on a model for
latent relations. Then, we develop an algorithm for fitting the parameters of
the evolutionary version of the model to the data. Evolutionary point processes
evolve along a single dimension, such as time. Since the likelihood of all such
processes can be expressed in terms of their conditional intensity function, we
modify Newman’s expectation-maximisation algorithm to directly use such log-
likelihood. Finally, we devise goodness-of-fit tests into our framework to evaluate
the performance of the fit. Since latent networks are not directly observable, these
tests provide important evidence to assess the fitted model.

The remainder of this paper proceeds as follows. In Sect. 2, we present the
state-of-the-art and related work to position our work and contribution. Then,
Sect. 3 introduces the latent relational framework and narrow our discussion
to evolutionary point processes. Thereafter, in Sect. 4 we demonstrate the pro-
posed framework and evaluate its performance on a model of encounters. In such
a model, individuals who share a latent relation meet more often than those who
do not. To evaluate the performance of the model, we conduct simulations and
revisit the MIT Reality Mining data set [4]. Finally, Sect. 5 concludes by sum-
marising our contribution and pointing to future research directions.

2 Related Work

Network reconstruction is a problem pervasive to many disciplines. One of the
main challenges remains the lack of ground truth data [1]. Therefore, robust
reconstruction frameworks and identifying assumptions are required to mitigate
these challenges. Previous work on reconstruction frameworks can be broadly
classified under three categories [6]: link prediction, correlation analysis, and
tomographic inference.

Link prediction takes a more traditional machine learning approach to predict
the existence of an edge between two nodes based on the proximity of their
characteristics on a latent space. It requires data about nodes and edges for
inference and prediction. In contrast, correlation analysis does not require any
knowledge of network edges, and it relies on the correlation of node attributes to
establish which nodes are connected via statistical testing. In contrast, network
tomography takes an experimental approach by probing nodes in the network
to develop hypothesis about the network topology.

A key missing piece of the above categorisation of network reconstruction is
a methodology that focuses on interaction attributes. Techniques that rely on
thresholding do not take into account the sampling properties of the interaction
process itself. A common approach in this field is to coarse grain interactions
into a sequence of static networks. However, the selection of the optimal win-
dow size can be challenging [7,17] and these approaches can produce unreliable
estimates [20].
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The formalism developed by Mark Newman [14,15] embraces the fact that
data about interactions could be a reflection of latent networks. Newman pro-
poses a reconstruction method that requires prior assumptions about the net-
work model “that represents how the network structure is generated” [14] and the
data model “that represents how that structure maps onto observed data” [14] to
define the data likelihood. Using a Bayesian approach, he proposes an expectation-
maximisation algorithm for estimating model parameters and the latent network
posterior probability. In subsequent work, Newman and colleagues [19,20] explore
automatic discovery via Monte Carlo posterior approximation.

Many of the case studies presented in the studies above involve point pro-
cesses, however a framework that focuses especifically on these class of data
models was not introduced. This paper bridges the research from Newman and
colleages with that of temporal networks [5,12]. We propose an alternative data
model, point processes, that is well-suited for the discrete data that are com-
monly observed from digital interactions of today’s complex systems. We thus
name our framework the latent relational point process framework. Point pro-
cess characterize discrete data either as a random collection of points or as a
counting measure [2]—i.e. the random number of events in an interval. Asso-
ciation matrices can describe interdependent point processes. Examples where
point process and network models come together include the study of neuronal
activity [16], social media activity [5] and epidemics [11]. Our framework also
applies to exponential random graph models [18].

3 Framework

3.1 General Framework

The latent relational point process is a doubly stochastic point process which is
driven by the latent relations of nodes in the model. A point process is a random
bounded finite integer-valued measure over a measurable space. We say that a
point process is doubly stochastic, when there is a distribution over possible
point processes. This distribution is parameterized by the unobserved relations
of nodes in the model.

Let V be a countable set of nodes and the identity random variable E be
the set of latent relations on the probability space of relations between nodes
(E, E , μE). We denote E ∈ E an outcome of E . A relation e ∈ E indicates the
subset of nodes in V. Let the interaction space KV be a set of subsets of V and
let X represent the location space. We assume that both spaces are complete
separable metric spaces. Let Y = X × KV represent the underlying topological
space. We construct a measurable space over Y with the Borel algebra, (Y,B(Y)).

Definition 1 (latent relational point process). A latent relational point
process on Y is the point process N defined on the measurable space of bounded
finite integer-valued measures on Y, M(Y), with probability:

μE (B) ≡ EE [Pr(N (· | E) ∈ B)] =
∫
E

Pr(N (· | E) ∈ B) dμE (E), ∀B ∈ B(M(Y))

(1)
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The measurable space M(Y), is the space of all measures η on Y such that
η(A) ∈ N, ∀ A ⊆ Y. We assume that there is a family of point processes {N (· |
E) : E ∈ E} on Y indexed by the elements E ∈ E. Following Proposition 6.1.II
of [2], we have that this family forms a measurable family if for each set B ∈
B(M(Y)) the function Pr(N (· | E) ∈ B) is B(E)-measurable. Therefore, the μE
defines a probability measure on B(M(Y)).

Except when KV is not finite, the latent relational point process is a marked
point process with ground process on the location space X (see definitions in [2]).
This representation is useful when deriving estimators and goodness-of-fit tests.

The definition of latent relation E is deliberately general. It allows for all
types of graphs and hypergraphs. We only impose the condition that the prob-
ability space of relations be well-defined and the set of relations be fixed during
the period of observation. However, in subsequent sections we impose further
restrictions to operationalise the definition and to derive valid estimators.

3.2 Evolutionary Framework

To operationalise latent relational point processes, we investigate the subclass of
evolutionary point processes, which are processes whose location space can be
naturally ordered. In other words, the process naturally evolves. We will narrow
the focus of this section to the case when the location space represents continuous
time and X = R+

0 . These processes are particularly important in theory because
their likelihood can be expressed in terms of the conditional intensity [2].

The hazard function is the probability that the ground process will take place
within the next infinitesimal period of time given that it has not occurred until
then. Let Ht− = {(tn, kn) | 0 ≤ tn < t} denote the internal history of the process
up to but not including time t. Note that t0 ≤ 0 < t1 < · · · < tn < · · · < tN < t
is a natural ordering of the realization of the point process on [0, t) and that
N ≡ η(t) is the total number of realizations from time 0 up to but not including
time t.

The hazard function hg(t | Ht−) is the probability that the next event takes
place in t given no changes to the internal history. We construct the condi-
tional intensity function of the ground process as λ∗

g (t) ≡ λg(t | Ht−) =∑N
n=1 1(tn−1 < t ≤ tn)hg(t | Ht−). Let the conditional mark distribution

f∗
K (k | t) ≡ fK (k | t,Ht−). Assume that the evolutionary model is param-

eterized by a vector of parameters θ. As shown in [2], the likelihood of this
marked point process can be expressed as:

L(Ht− | θ) ≡ Pr(Ht− | θ) =

N∏

n=1

λ∗
g (tn | θ) f∗

K (kn | tn, θ) exp

(
−

∫ t

0

λ∗
g(u | θ) du

)

(2)
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Consider the realization of a set of relations E in the latent relational point
process, extend the definition of θ to include the parameterization of the rela-
tional model, then the likelihood of the latent relational evolutionary point pro-
cess becomes:

L(Ht− | θ) ≡ Pr(Ht− | θ) =

∫

E
L(Ht− | E, θ) dμE(E | θ)

=

∫

E

N∏

n=1

λ∗
g (tn | E, θ) f∗

K (kn | tn, E, θ) × exp

(
−

∫ t

0

λ∗
g (u | E, θ) du

)
dμE (E | θ)

(3)

3.3 Estimation via Expectation Maximisation

The observation model for the evolutionary latent relational point process
assumes that an observer captures every interaction that takes place over a fixed
duration of time [0, T ], such that observation n consists of the tuple (tn, kn). We
denote the observed data as HT− since it coincides with the definition of internal
history presented above.

We collect all model parameters in a single vector θ. Our objective is to
compute the maximum a posteriori estimator θ̂ = argmaxθ Pr(θ | HT−). The
derivation proposed in this Subsection is inspired by the derivation in [14,15].
Using Bayes’ theorem, we can decompose the posterior probability as following:

Pr(θ | HT−) =

[∫
E L(HT− | E, θ) dμE (E | θ)

]
Pr(θ)

Pr(HT−)
(4)

In order to evaluate the posterior we need to be able to marginalize the
likelihood of the data over the distribution of all possible relations μE (E | θ).
This could be a complex distribution which depends on the values of the model
parameters θ. To simplify the problem we can approximate μE (E | θ) with a
simpler probability measure that is independent of model parameters. Using the
duality formula introduced in [9], we can find a lower bound for the posterior in
Eq. 4—see Appendix A.1 for the full derivation:

log Pr(θ | HT−) ≥
∫
E

[�(HT− | E, θ) + log(fE (E | θ))] f̂E (E) dι(ε)

−
∫
E

log(f̂E (E))f̂E (E) dι(ε) + log Pr(θ) − log Pr(HT−)
(5)

where �(·) = log L(·), f̂E (E) is a surrogate distribution that approximates the
true distribution fE (E | θ) and ι is a dominating measure. As discussed in [9], the
Lebesgue or counting measure are commonly used as the dominating measure
ι. When ι is the Lebesgue measure, all the duality formula including the KL
divergence can be expressed in terms of the probability density function. This is
the assumption mainly explored in [9]. In our case, since the space of relations E
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is discrete, it is more appropriate to use the counting measure as the dominating
measure ι which allow us to replace most integrations involving ι with a sum
involving probability masses f .

To maximize the right-hand side of the inequality in Eq. 5 we take the deriva-
tive of this expression with respect to θ and set it equal to 0:∫

E
[∇θ �(HT− , E | θ) + ∇θ log fE (E | θ)] f̂E (E) dι(ε) + ∇θ log Pr(θ) = 0 (6)

The duality formula [9] also states that the right-hand side of the above
inequality is maximized whenever:

f̂E (E) =
L(HT− | E, θ) fE (E | θ)∫

E L(HT− | E, θ) fE (E | θ) dι(ε)
(7)

Applying Bayes’ theorem we find that the above expression is nothing more
than the posterior distribution over the possible networks Pr(E | HT− , θ). See
Appendix A.2 for the derivation.

We are now in a position to develop the expectation-maximization algorithm
to compute the a posteriori estimator θ̂. Equation 5 defines a lower-bound for
the posterior probability with respect to any choice of approximating probability
measure μ̂E . At the same time, Eq. 7 defines the condition that μ̂E should meet
such that the lower-bound is maximal given a choice of parameters θ. To compute
θ̂ we can proceed iteratively by computing a candidate for θ̂ with Eq. 6 and then
choosing the distribution over E according to Eq. 7. We stop the iteration once
the candidate for θ̂ changes less than a fixed threshold ε between iterations.

The expectation-maximization algorithm returns the approximate distribu-
tion of relations between nodes μ̂E under the maximum a posteriori parameter
vector estimate θ̂. This distribution determines the probability that a set of
nodes are connected given the observed data which allow us to reconstruct the
latent social network. For instance, prior to observing the data we might assign
the same probability of a relationship between i and j, and i and l. However, if
after observing the data we see that i meets more often with j than with l, the
posterior will assign a higher probability to there being a relation between i and
j than between i and l.

3.4 Goodness-of-Fit Test

Evolutionary point processes lend themselves to an elegant testing framework [2].
An important result from point process theory is Theorem 7.4.1 from [2] which
states that a simple point process N can be transformed to a Poisson process
Ñ with unit rate via the transformation Ñ (t) ≡ N (Λ∗−1(t)) where t 	→ Λ∗(t) ≡∫ t

0
λ∗(s)du, Λ∗ is known as the compensator. Applying Proposition 7.4.VI (b) of

[2], we define the following compensator:

Λ̂∗(t) =
∫

KV

∫ t

0

∫
E

λ∗
g(u | E, θ̂) f̂∗

K (k | u,E, θ̂)dμ̂E (E) du dμ̃K (8)
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where μ̃K is a stationary mark distribution that does not depend on time t and
network configuration E. Then, we have that the evolutionary latent relations
point process can be transformed to a compound point process with unit intensity
rate via the compensator defined in Eq. 8 and stationary mark distribution μ̃K .

If f̂∗
K(k | t) does not depend on time, then the compensator of the ground

process can be used to transform the ground process to a Poisson process with
unit intensity rate. Moreover, the distribution f̂K(k) can be used to mark this
process. Under this assumption, we can develop a goodness-of-fit test to deter-
mine whether the model estimated from the observed data indeed follows an
evolutionary latent relational point process.

We adapt Algorithm 7.4 V of [2]. First, compute the transformed time-
sequence (τi = Λ∗

g(ti)) using the estimates θ̂, μ̂(E). The cumulative step-function
(τi /τT , i /N) lies in the unit square. Since it can be approximated by the Gaus-
sian process y = x + ε, ε ∼ Normal(0, T−1), [2] proposes an approximate
goodness-of-fit test. The null hypothesis that the transformed process follows
a unit-rate Poisson process implies that with a probability equal to 100(1−α)%
all points of the transformed time-sequence should fall inside the 100(1 − α)%
confidence band drawn around y = x. Second, we test that the empirical distri-
bution of interactions follow the estimated distribution f̂K . Assuming that the
interaction space KV is finite, this amounts to a multinomial test which can be
approximated by a likelihood ratio test with test statistic distributed according
to a χ2 distribution:

− 2
∑

k∈|KV|s.t.Nk>0

Nk

[
log f̂K(k) − log Nk /N

]
∼ χ2 (|KV| − 1 − |θ|) (9)

In practice and since f̂K is independent of each other, we quantize the observa-
tions to a fixed number of groups of approximate equal size—in our experiments
we use ten groups—to reduce spurious effects from low interaction volumes. The
LR-test can be very sensitive to expected probabilities very close to 0.

4 Empirical Evaluation

4.1 Simple Pair Model

We first consider a simple evolutionary model—the simple pair model—that
assumes that those who share a relationship meet at a different rate than those
who do not. We assume that E is distributed according to the Gilbert random
graph model which assumes that for each pair of nodes vi, vj ∈ V there is a
probability p that they form an edge ei,j = {vi, vj | i < j}. Let E be a realization
of the random graph and let A be the associated |V|× |V| adjacency matrix such
that aij = 1 if ei,j ∈ E and 0 otherwise. There is a one-to-one mapping between
the set E and A, thus the log-probability mass function is equal to:

log fE (E | θ) =
∑
i<j

ai,j log p +
∑
i<j

(1 − ai,j) log(1 − p) (10)
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The interaction space is the set of all 2-permutations of V, thus |KV| =
(|V|

2

)
.

Let Ni,j (t) denote the random counting measure that represent the number of
encounters between i and j during the period [0, t) and λ1 �= λ2, we assume that
Ni,j (t) ∼ Poisson(λ1t) if ei,j ∈ E and Ni,j (t) ∼ Poisson(λ2t) otherwise.

The simple pair model is a superposition of |KV| independent homoge-
neous Poisson processes. We assume that all constituting processes are simple,
i.e. Pr(Ni,j{t} ≥ 2) = 0, which implies that the ground process itself is also
simple whenever |KV| is finite1. The rate of the ground process is the weighted
average of the different encounter rates:

λ∗
g(t | E) = λg(t | E) = |E|λ1 + (|KV| − |E|)λ2 = λ1

∑
i<j

ai,j + λ2

∑
i<j

(1 − ai,j)

(11)
Encounter sampling follows a two-step procedure. First, we determine

whether to sample an encounter from the set of pairs of nodes connected by
a latent edge or from the remaining pairs. Second, we sample from the selected
set uniformly at random. Therefore, the probability distribution over the marks
follows a categorical distribution:

f∗
K (ki,j | E) = fK (ki,j | t, E)

= 1(ei,j ∈ E)
|E|λ1

λg|E| + 1(ei,j /∈ E)
(|KV| − |E|)λ2

λg(|KV| − |E|) = ai,j
λ1

λg
+ (1 − ai,j)

λ2

λg

(12)
To fit the simple pair model to observed data, we again follow the proce-

dure detailed in Subsect. 3.3. First, note that θ = (λ1, λ2, p)�. As detailed in
Appendix A.3, we obtain the following expressions for updating θ during the
maximisation step:

λ̂1 =

∑
i<j f̂E (ai,j)Ni,j

T
∑

i<j f̂E (ai,j)
, λ̂2 =

∑
i<j(1 − f̂E(ai,j))Ni,j

T
∑

i<j(1 − f̂E(ai,j))
, p̂ =

∑
i<j f̂E(ai,j)(|V|

2

)
(13)

The expressions for iterating λ̂1 and λ̂2 above resemble in large part the
maximum likelihood estimator for the homogeneous Poisson model. It pools all
the encounters together and estimate the intensity as the ratio between the total
accumulated time and the total number of encounters. The key difference is that
the present estimator weights each encounter according to the probability that
each pair is connected. Similarly, we find that the expression for iterating p̂
resembles the estimator for the Gilbert random graph model.

In the expectation step, we substitute our estimates into Eq. 7 to update the
value of f̂E—see derivation details in Appendix A.3:

f̂E (A) =
∏
i<j

[
f̂E (ai,j)

]ai,j
[
1 − f̂E (ai,j)

](1−ai,j)

(14)

1 A Poisson process will always be simple if its intensity measure λ is diffuse, i.e. ∀t ∈
X, λ{t} = 0. See proposition 6.9 in [8]. When |KV| is finite, the ground intensity is
also diffuse, since λg{t} = |E| λ1{t}+(|KV| − |E|) λ2{t} = |E| 0+ (|KV| − |E|) 0 = 0.
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where:

f̂E (ai,j) =

(
λ̂

Ni,j

1 exp(−T λ̂1) p̂
)

(
λ̂

Ni,j

1 exp(−T λ̂1) p̂
)

+
(
λ̂

Ni,j

2 exp(−T λ̂2) (1 − p̂)
) (15)

The expressions for iterating θ̂ and f̂E resemble those obtained in [15]. If the
encounters indeed follow a homogeneous Poisson process, the characterization
proposed in [15] is enough to determine the whole process. In essence, the author
models the avoidance function Pr(N (A) = 0) on a suitably rich class of Borel
sets. As proven in the Rényi-Mönch Theorem 9.2.XII in [3] this is enough to
determine the distribution of the whole process. The advantage of using the
avoidance function is its simplicity.

4.2 Synthetic Data

We simulate the simple pair model. First, we simulate a Gilbert random graph
with p = 0.2 and |V| = 100. The network degree histogram is depicted in Fig. 1
(i). With only 100 nodes, the size of the encounter space is equal to |KV| =
4, 950 pairs which illustrates the rapid growth of the encounter space relative
to the number of nodes. In our experiments the encounter rate of pairs that
share a latent connection is held fixed, λ1 = 0.25, meaning that an encounter
is expected every 4 units of time. We experiment with three different rates for
those not connected which entail a high (λ2 = 0.01), medium (λ2 = 0.1) and
low (λ2 = 0.15) degree of separation between the total number of encounters for
those connected and disconnected. Figure 1(a)–(c) depicts the histogram of the
total number of encounters at the end of the simulation for each experiment. We
run the simulation for 100 units of time (T = 100).

We estimate the parameters of each experiment using the expectation-
maximisation algorithm described in Sect. 4.1. The estimated values are avail-
able in the first 3 rows of Table 1. Column MSE refers to the mean-squared error
between true link ai,j and the posterior fÊ(aij) (lower is better), Λg p-value refers
to the goodness-of-fit test of the compressed ground process (lower is better), LR-
test quantized refers to the LR-test for the compressed mark distribution (lower
is better). In all the cases, the parameters λ1, λ2 and p are recovered with high
accuracy. Our main interest is in recovering the latent network. The mean-squared
error by construction ranges between 0 and 1. A random guess such that all entries
are equal to 0.5 always yields a mean-squared error equal to 0.25. When the rate of
encounter for those who do not share a latent relation is very low (λ2 = 0.01), the
mean-squared error is very close to 0, the mean-squared error rises to 0.017 and
0.065 as the degree of mixing increases. Figure 1(d) depicts the posterior proba-
bility of latent relation given the data f̂E(ai,j) for different λ2. There is a sharp
phase transition on the posterior probability between those connected and dis-
connected when the degree of separation is high (λ2 = 0.01). As the degree of
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mixing increases, the model increasingly struggle to separate the data. The pos-
terior probability becomes less sharp when λ2 = 0.15 with a larger number of
observations falling on the transition between 0 and 1.

We conduct an ablation test to understand the impact of the prior p on model
estimates. Results are shown in Fig. 1(e)–(f) which depict, respectively, the mean-
squared error (lower is better) between the true link ai,j and the posterior fÊ(ai,j),
and, the LR-ratio quantized test statistic for the compressed mark distribution
(lower is better). The mean-squared error is the lowest around the true p. The
prior tends to play a more important role when the relative difference in the rates
of encounter decreases. We also see a similar effect for the quantized LR-test statis-
tics. In summary, we find that the prior on the network model tends to be more
important when the rates of encounter between the groups are closer. To under-
stand, the role of the relative difference between λ2 and λ1 we conduct an ablation
study in which we vary λ2 from 0.25 to 0.01. Results are depicted in Fig. 1(g)–
(h), which depict, respectively, the mean-squared error, and the LR-quantized test
statistic. Subfigure (g) shows that the mean-squared error decreases sharply as the
relative difference between the rates of encounter increases. Although the quan-
tized LR-test statistic in Subfigure (h) declines fast, it quickly climbs up again.
This is due to the fact that the test statistic tends to magnify errors when the
expected probability of encounter is low.

4.3 Revisiting MIT Reality Mining

We evaluate the performance of our model on the MIT Reality Mining data set [4]
with parameters T = 9, |V| = 71, |KV| = 2,485 and compare the results with those
from [14,15]. Estimates are listed in the last two rows of Table 1, symbols “-” and
“*” denote, respectively, that the true network is not available in the data (since
it is latent), and, that the item is not computable as is not part of the model. The
results obtained from our Poisson model are very similar to that of the Bernoulli
model. Figure 2(a) depicts the posterior probability of latent relation given the
data f̂E(aij) for the Bernoulli model [15] and the Poisson model. The advantage
of our proposed methodology is that it allow us to further test whether the
Poisson model is a good candidate for the data. Figure 2(b) shows the scatter
plot of the estimated compressed ground process along with its expected value
and the 95% confidence interval. Note that all points lie completely inside the
confidence interval. Moreover, the quantized LR-test in Table 1 also falls within
the same values of our simulation. Thus, the simple pair model is indeed a good
candidate for the data.
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Fig. 1. Simple pair model simulation, description in Sect. 4.2.
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Fig. 2. MIT reality mining data set estimation, description in Sect. 4.3.
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Table 1. Parameter estimates and test statistics, description in Sects. 4.2–4.3.

Data N obs λ̂1/α̂ λ̂2/β̂ p̂ MSE Λg p-value LR-test quantized

sim., λ2 = 0.01 27,839 0.25 0.01 0.19 0.000 0.479 9.017

sim., λ2 = 0.10 64,144 0.25 0.10 0.19 0.017 0.696 6.485

sim., λ2 = 0.15 84,503 0.25 0.15 0.18 0.065 0.807 5.641

MIT, Bernoulli model 1,113 0.41 0.01 0.10 - * *

MIT, Poisson model 1,113 0.38 0.01 0.10 - 0.568 5.535

5 Conclusion

We proposed a latent relational point process framework for reconstructing net-
works from discrete event data. The novel framework comprises the latent rela-
tional point process model, an algorithm for fitting the model to data, and
goodness-of-fit tests to quantify the model’s suitability to the data. The latent
relational point process model specialises Newman’s model to point processes of
latent relations. Using a variational argument, we devised a new, more conve-
nient expectation-maximisation algorithm that uses the log-likelihood function of
evolutionary point processes. The goodness-of-fit tests leveraged a new quantiza-
tion strategy for the multinomial test of the estimated distribution of interaction
labels. We empirically evaluated the model’s performance in a synthetic data set,
demonstrating the effectiveness of our expectation-maximisation algorithm, and
showed that our framework agrees with the MIT Reality Sensing data set.

We are now working on several extensions and applications of the latent
relational point process framework. The relational point process model can
be extended to self-exciting point processes [10], time-varying co-evolution [5],
higher dimension spaces, and hypergraphs to capture complex phenomena such
as the various social mechanisms underlying human mobility. The expectation-
maximisation algorithm can be further improved by incorporating Monte Carlo
approximation when closed-form solutions are unavailable and automatic model
discovery [13].
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A Appendix

A.1 The Lower Bound of the Posterior

The objective of this section is to derive the lower bound in Eq. 5, using the
duality formula from [9]:

log Pr(θ | HT−)

= log
[∫

E
L(HT− | E, θ) dμE (E | θ)

]
+ log Pr(θ) − log Pr(HT−)

≥
∫
E

�(HT− | E, θ) dμ̂E (E) − KL(μ̂E‖μE) + log Pr(θ) − log Pr(HT−)

=
∫
E

�(HT− | E, θ)f̂E (E) dι(ε) −
∫
E

log

(
f̂E (E)

fE (E | θ)

)
f̂E (E) dι(ε)

+ log Pr(θ) − log Pr(HT−)

(16)

A.2 The Surrogate is the Posterior Distribution

The objective of this section is to show that the surrogate distribution f̂E (E) in
Eq. 7 is the posterior Pr(E | HT− , θ). Applying Bayes theorem to Eq. 7 we have
that it is equal to:

Pr(E,θ|HT− ) Pr(HT− )

fE (E|θ) Pr(θ) fE (E | θ)∫
E

Pr(E,θ|HT− ) Pr(HT− )

fE (E|θ) Pr(θ) fE (E | θ) dι(ε)
=

Pr(E, θ | HT−)
Pr(θ | HT−)

= Pr(E | HT− , θ)

(17)

A.3 Simple-Pair Model: Gilbert Graph

We obtain the conditional log-likelihood of the observed data by plugging Eqs. 11
and 12 into Eq. 2 and taking the logarithm:

�(HT− | A, θ) =
N∑

n=1

[log λg + log(anλ1 + (1 − an)λ2) − log λ)] −
∫ T

0

λgdu

=
∑
i<j

[ai,j(Ni,j log λ1 − Tλ1) + (1 − ai,j)(Ni,j log λ2 − Tλ2)]

(18)
Above, we are able to split the log because either an = 1 or 0. Also note,∑N

n=1 =
∑

i<j Ni,j , |E| =
∑

i<j ai,j and |KV| − |E| =
∑

i<j(1 − ai,j).
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By plugging Eqs. 10 and 18 into Eq. 6 and assuming uniform priors such that
Pr(θ) is a constatnt, we find expressions for the maximisation step:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑
A

⎡
⎣∑

i<j

ai,j

(
Ni,j

λ̂1

− T

)⎤
⎦ f̂E (A) + 0 = 0

∑
A

⎡
⎣∑

i<j

(1 − ai,j)
(

Ni,j

λ̂2

− T

)⎤
⎦ f̂E (A) + 0 = 0

∑
A

[∑
i<j ai,j

p
−

∑
i<j(1 − ai,j)

1 − p

]
f̂E (A) + 0 = 0

(19)

Let f̂E (ai,j) =
∑

A ai,j f̂E (A) = Pr(ai,j = 1 | HT− , θ), then we can simplify
the first equality in Eq. 19 to find an expression for updating λ1:

∑
i<j

(
Ni,j

λ̂1

− T

)∑
A

ai,j f̂E (A) = 0 ⇐⇒ λ̂1 =

∑
i<j f̂E (ai,j)Ni,j

T
∑

i<j f̂E (ai,j)
(20)

Likewise, we find the remaining estimates of Eq. 13—note that
(|V|

2

)
=

∑
i<j 1.

Finally, we obtain Eq. 14 by plugging the parameter estimates of Eq. 13, the
network prior from Eq. 10 and the likelihood from Eq. 18 into Eq. 7:

f̂E (A) =

=

∏
i<j

(
λ̂

Ni,j

1 exp(−T λ̂1) p̂
)ai,j

(
λ̂

Ni,j

2 exp(−T λ̂2) (1 − p̂)
)(1−ai,j)

∑
A

∏
i<j

(
λ̂

Ni,j

1 exp(−T λ̂1) p̂
)ai,j

(
λ̂

Ni,j

2 exp(−T λ̂2) (1 − p̂)
)(1−ai,j)

=
∏
i<j

(
λ̂

Ni,j

1 exp(−T λ̂1) p̂
)ai,j

(
λ̂

Ni,j

2 exp(−T λ̂2) (1 − p̂)
)(1−ai,j)

(
λ̂

Ni,j

1 exp(−T λ̂1) p̂
)

+
(
λ̂

Ni,j

2 exp(−T λ̂2) (1 − p̂)
)

=
∏
i<j

[
f̂E (ai,j)

]ai,j
[
1 − f̂E (ai,j)

](1−ai,j)

(21)
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Abstract. Predicting time-series data is useful in many applications,
such as natural disaster prevention system, weather forecast, traffic con-
trol system, etc. Time-series forecasting has been extensively studied.
Many existing forecasting models tend to perform well when predicting
short sequence time-series. However, their performances greatly degrade
when dealing with the long one. Recently, more dedicated research has
been done for this direction, and Informer is currently the most effi-
cient predicting model. The main drawback of Informer is the inability
to incrementally learn. This paper proposes an incremental Transformer,
called InTrans, to address the above bottleneck by reducing the train-
ing/predicting time of Informer. The time complexities of InTrans com-
paring to the Informer are: (1) O(S) vs O(L) for positional and tempo-
ral embedding, (2) O((S + k − 1) ∗ k) vs O(L ∗ k) for value embedding,
and (3) O((S + k − 1) ∗ ddim) vs O(L ∗ ddim) for the computation of
Query/Key/Value, where L is the length of the input; k is the kernel
size; ddim is the number of dimensions; and S is the length of the non-
overlapping part of the input that is usually significantly smaller than L.
Therefore, InTrans could greatly improve both training and predicting
speed over the state-of-the-art model, Informer. Extensive experiments
have shown that InTrans is about 26% faster than Informer for both
short sequence and long sequence time-series prediction.

Keywords: Incremental learning · Transformer · Time-series
forecasting

1 Introduction

Planning for the best of the un-foreseeable future is crucial in business, educa-
tion, science, and other fields. Time-series forecasting (TF) is one of the core
operations in such planning and has been extensively used in many applica-
tions, such as weather forecast, traffic control system, disaster prevention system,
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stock market forecasting, and other planning-related applications [8,10]. TF
involves in learning the experience and knowledge from past and current data,
then uses the learnt knowledge to predict the future time-series data.

In general, TF methods can be categorized into two types: (1) short sequence
time-series forecasting (SSTF) and (2) long sequence time-series forecasting
(LSTF) [13]. SSTF is for forecasting the data in the near future, whereas LSTF
is for predicting long sequence of data that will happen further away in the
future from now. LSTF is usually more useful than SSTF in planning for the
long future. Recently, there are strong demands for effective LSTF for long term
planning, such as long business strategic planning, future natural disaster pre-
vention systems, and prevention of future pandemics. However, high accurate
prediction and fast training/predicting speed are harder to achieve for LSTF
than for SSTF. To meet LSTF demand, the predicting model must have: (1)
high accurate prediction and (2) fast and efficient learning and predicting capa-
bility. This paper focuses on addressing the later problem by attempting to speed
up the learning/predicting time by achieving the same predicting accuracy as
the state-of-the-art approach, which we will mention below.

LSTF has been extensively studied and there are a lot of different predicting
models [1–3,6,7,9,11,13], such as Informer [13], Longformer [3], Reformer [6],
and LSTMa [2]. Informer is currently the state-of-the-art model (SOTA). It
utilizes probSparse self-attention mechanism to achieve higher predicting accu-
racy than the existing models. However, its main problem is its inability to
train/predict in an incremental manner.

In TF model, the forecasting is usually done in a continuous manner. For
example, a weather forecasting system predicts the weather in the next 24 h
for every two minutes. Therefore, there are many cases in which both input
and output are overlapping with each other from one training/testing sample to
another, which is usually prepared by using a sliding window [4,5]. The example
is in Fig. 1. We can see that both input and output are overlapping from one
training/testing sample to another according to the defined slide, i.e., training
sample i and training sample i + 1. This paper focuses on TF where train-
ing/testing samples are overlapping with each other. When learning/predicting
from training/testing samples that are overlapping with each other, existing
models could not incrementally learn, so all parameters are redundantly and
unnecessary computed for every training/testing sample.

The mentioned observation leads to the proposed Incremental Transformer,
called InTrans. InTrans can incrementally learn/predict from the time-series
data by computing and updating only the necessary parameters. The contri-
butions of the paper are as follows: (1) we propose the incremental embedding
mechanism for embedding positions, times and values of both input/output; and
(2) we propose incremental self-attention by focusing on incrementally comput-
ing Query, Key, and Value.

The time complexities of InTrans comparing to the SOTA Informer are: (1)
O(S) vs O(L) for positional and temporal embedding, (2) O((S + k − 1) ∗ k)
vs O(L ∗ k) for value embedding, and (3) O((S + k − 1) ∗ ddim) vs O(L ∗ ddim)
for the computation of Query/Key/Value, where L is the length of the input,
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Fig. 1. Training sample prepared by using sliding window (Input length: L, Output
length: O, Slide size: S).

k is the kernel size, ddim is the number of dimensions and S is the length of
the non-overlapping part of the input that is usually significantly smaller than
L. Hence, InTrans significantly needs much less training/testing time than the
SOTA Informer. The experimental results show that InTrans could reduce the
learning/predicting time by about 26% compared to the SOTA Informer while
achieving the same predicting accuracy.

2 Preliminaries

2.1 Time-Series Data

In this section, some definitions related to TF are explained. Time-series data
(known as time-series in short form) is defined as follow:

Definition 1. Time-series is a totally ordered sequence of data points < x1,
x2, ..., xt >, xt ∈ Rdx where dx is the number of attributes and xi ≺ xi+1 where
≺ is order relation.

Definition 2. Time-series forecasting (TF) is the use of model to predict future
time-series based on the previously and currently observed time-series. Let L, O,
and S be the size of input, output, and slide. The input and output for TF are
defined as follows:

– Input i is Xi = x(i−1)S+1, x(i−1)S+2, ..., x(i−1)S+L,
– Output i is Yi = x(i−1)S+L+1, x(i−1)S+L+2, ..., x(i−1)S+L+O,

Definition 3. Short sequence time-series forecasting (SSTF) and long sequence
time-series forecasting (LSTF) are the TF problems where the lengths of output
are short and long respectively.

2.2 Informer

Informer [13] is implemented on top of Transformer [12], which is one of the
most successful deep learning model. It adopts the encoder-decoder architec-
ture to transform the input and output into the corresponding hidden state
representations.

In Informer, time-series is embedded by using the three combined embed-
dings: (1) temporal, (2) positional, and (3) value embeddings non-incrementally.
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Given an input i (or output), Xi (an L ∗ dx-matrix), its embedding is computed
in Eq. 1.

Ei = Ti + Pi + Vi (1)

Note here that Ti, Pi, and Vi are respectively the L∗ddim-matrix of the temporal,
positional, and value embeddings of Xi where ddim is the number of dimensions.

Pi is computed using Eq. 2 where pos is a positional information and j ∈
1, 2, ..., ddim. For example, pos ∈ 1, 2, ..., L for the input i in Definition 2.

P =

{
sin(pos/10000

2j
ddim ), if j%2 = 0

cos(pos/10000
2j

ddim ), if j%2 = 1
(2)

Similarly, Ti is computed by interpreting the global temporal information, such
as week, month, year, and holiday, from the local time stamp (Fig. 2). Then,
such global temporal information is embedded using Eq. 2 to create Ti. Finally,
Vi is computed using a convolutional layer Conv1d [13].

3 Incremental Transformer: InTrans

3.1 Motivation

In TF, the prediction is usually done in a continuous manner. Therefore,
the input/output from one training/testing sample usually overlaps with the
input/output from the subsequent training/testing samples. Look at the train-
ing samples i and i+1 in Fig. 1. The overlapping parts of both training samples
consist of time-series x(i−1)S+S+1, ..., x(i−1)S+L for the input and time-series
x(i−1)S+L+S+1, ..., x(i−1)S+L+O for the output. For the existing models for TF,
after training/testing the model by the training/testing sample i, all parame-
ters are computed. When training/testing the model by the subsequent training
sample i+1, all parameters associated with the overlapping part of the training
sample will be computed again. Such unnecessary processing is not useful but a
big burden for the training/predicting process.

This observation leads us to propose the incremental Transformer, called
InTrans, for efficient incremental learning/testing. Specifically, InTrans does not
compute all related parameters associated with the overlapping part of the train-
ing/testing sample. Instead, the related parameters from the preceding train-
ing/testing sample i can be reused for the current training/testing sample i+ 1.

This paper focuses on TF where training/testing samples are overlapping
with each other as explained in Fig. 1. The rest of the paper discusses about the
input of the training sample, but same discussion also applies to: (1) the output
of the training sample and (2) the input and output of the testing sample.

3.2 Overview

InTrans is based on the most recent Transformer-based model, Informer [13].
The overview of InTrans is in Fig. 3. For each training sample, we have input



InTrans: Fast Incremental Transformer for Time Series Data Prediction 51

Fig. 2. Global temporal
information.

Fig. 3. Overview of the proposed InTrans

and output. Both input and output are prepared by using a sliding window so
that the training is done in a continuous manner. The input and output can
be regarded as windows, and the slide indicates the time gap between each
training sample. The input and output are embedded using position, value, and
temporal embedding following the same procedure in the Informer paper [13].
Then, the embedding of the input and output is sent to the encoder and decoder
respectively, and goes through other processes similar to those of the original
Informer. We take the best advantages from the overlapping among the training
data, and the proposal is on two points:

– Incremental Embedding: Efficient mechanism to incrementally compute the
positional, temporal, and value embeddings of the input/output. Specifically,
the positional, temporal, and value embeddings corresponding to the over-
lapping part are not recomputed and reused when embedding the subsequent
input/output, which is explained in Sects. 3.3, 3.4, and 3.5.

– Incremental Self-attention: Query, Key, and Value are the key components
for computing the self-attention. Similar to the incremental embedding, we
propose efficient mechanism for incrementally computing Query, Key, and
Value in Sect. 3.6.

3.3 Incremental Positional Embedding

Positions of records can be categorized into two groups: (1) absolute and (2)
relative positions. For absolute position, each record has the same positional
information regardless of residing in different training samples. The positional
information can either be interpreted as position information or local time stamp.

The training samples are overlapping with each other. We divide the posi-
tional embedding into: (1) Po: Positional embedding of the overlapping part,
and (2) Pn: Positional embedding of the non-overlapping part between two con-
secutive input. The example is in Fig. 4a. Positional embedding of input i+ 1 is
computed using Eq. 3, where ⊕ is a concatenation operation.

Pi+1 = Poi+1 ⊕ Pni+1 (3)
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(a) Absolute position (b) Relative position (c) Temporal

Fig. 4. Incremental positional and temporal embedding.

Poi+1 and Pni+1 are respectively the positional embeddings of input i+1 at
the overlapping and non-overlapping parts between inputs i and i+ 1. To make
the positional embedding incremental, Eq. 3 is rewritten to Eq. 4.

Pi+1 = Poi ⊕ Pni+1 (4)

Poi is the positional embedding of the overlapping part between inputs i and
i + 1 computed when training input i. We have Theorem 1.

Theorem 1. Pi+1 computed using Eqs. 4 and 3 are equal and are the same as
the positional embedding fully computed using the input i + 1.

Proof: See Appendix A.
For relative position, we need a more complicated technique to compute. The

positions of records residing on the overlapping part between two consecutive
inputs are different. Look at Fig. 4b. The position of record x(i−1)S+S+1 is S +1
in input i, but its position in input i+1 is 1. Therefore, conventional incremental
computation cannot be applied to positional embedding. We observe that the
position always starts from 1 to the length of each input, which has the same
length. We propose Theorem 2, which means positional embedding is computed
only once for the first training sample and can be reused throughout the whole
training process.

Theorem 2. For relative position, positional embeddings of all inputs are the
same. We have P1 = P2 = ... = Pi = Pi+1 = ...

Proof: See Appendix B.

3.4 Incremental Temporal Embedding

Global temporal information such as week, month, year, and holiday can be
interpreted from the local time stamps of the records (Fig. 2). Temporal embed-
ding is done by using such global temporal information.



InTrans: Fast Incremental Transformer for Time Series Data Prediction 53

The example is shown in Fig. 4c. Therefore, temporal embedding can be
incrementally computed using Eq. 5 in similar manner to positional embedding.

Ti+1 = Toi ⊕ Tni+1 (5)

Toi is the temporal embedding of the overlapping part between inputs i and
i+1 computed when training input i andTni+1 is the temporal embedding of input
i+ 1 at the non-overlapping part between inputs i and i+ 1. We have Theorem 3.

Theorem 3. Ti+1 computed using Eq. 5 is equal to temporal embedding fully
computed using the input i + 1.

Proof: See Appendix C.

3.5 Incremental Value Embedding

The value embedding in Informer adopts Conv1d [13]. In order to make value
embedding incremental, we need to make Conv1d incremental. Figure 5 shows
the proposed incremental Conv1d. This example sets stride value to one and
padding values are set so that input and its value embedding have the same
length. However, similar discussion also applies to general cases with different
stride and padding values. Note, Informer sets kernel width to three and stride to
one by default. The values of the input are convolved by the kernel (e.g., width
k), so the last k − 1 records in the input are convolved using padding values,
which cannot be reused for value embedding of the next input. The proposed
incremental value embedding is computed using Eq. 6.

Vi+1 = V ri ⊕ V ci+1 (6)

V ri is a reusable subset of value embedding of the overlapping part, excluding
the value embedding of the last k − 1 records, between inputs i and i + 1 after
computing value embedding of input i. V ci+1 is the value embedding that needs
to fully compute for the input i + 1. V ci+1 contains values embedding of the
last k − 1 records of the overlapping part and the value embedding of the non-
overlapping part between inputs i and i + 1. We have Theorem 4.

Theorem 4. Vi+1 computed using Eq. 6 is equal to the value embedding fully
computed using the input i + 1.

Proof: See Appendix D.

3.6 Incremental Self-Attention

Incremental Query, Key, and Value. In Transformer, Query, Key, and Value
are computed as in Eq. 7 where WQi

, WKi
, and WVi

are their respective weights
with the same size (ddim ∗ ddim) and Qi/Ki/Vi is a L ∗ ddim-matrix. The exam-
ple of incremental Query creation is in Fig. 6. Mini Batch Gradient Descent is
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Fig. 5. Incremental value embedding Fig. 6. Incremental query

adopted by Informer, so WQi
of all inputs in the same batch are the same, which

is also true for WKi
and WVi

.

Qi = Ei ∗ WQi
,Ki = Ei ∗ WKi

, Vi = Ei ∗ WVi
. (7)

The creation of Query is incrementally computed using Eq. 8 where Qri is
the reusable computation from Query i at the overlapping part between Query
i and i + 1 excluding the last k − 1 records and Qci+1 are the remaining values
that need to compute for Query i + 1. Same process applies to incrementally
create Key and Value. Theorem 5 is proposed.

Qi+1 = Qri ⊕ Qci+1 (8)

Theorem 5. Qi+1 computed using Eq. 8 is equal to the Query fully computed
using the input embedding Ei+1. The same is also true to Ki+1 and Vi+1.

Proof: See Appendix E.

3.7 Prediction Accuracy

InTrans is implemented on top of Informer by adopting the proposed
incremental computation of the temporal/positional/value embeddings and
Query/Key/Value. We show that the prediction accuracy of InTrans is the same
as that of Informer. We have Theorem 6.

Theorem 6. Given the same training/validating/testing data and the same
parameter settings, InTrans and Informer have the same prediction accuracy.

Proof: See Appendix F.

3.8 Complexity Analysis

The time complexity of the proposed and other existing approaches are in Table 1
for each input. The time complexity for the output can be similarly obtained
by replacing L by O in Table 1. The proofs of the time complexity of existing
models can be referred to the original papers or Informer [13]. The complexity
of InTrans is defined in Theorem 7.
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Table 1. Computational complexity analysis

Approach Embedding Query/Key/Value

Positional Temporal Value

InTrans O(S) O(S) O((S + k − 1) ∗ k) O((S + k − 1) ∗ ddim)

Informer O(L) O(L) O(L ∗ k) O(L ∗ ddim)

Transformer O(L) O(L) O(L ∗ k) O(L ∗ ddim)

LogTrans O(L) O(L) O(L ∗ k) O(L ∗ ddim)

Reformer O(L) O(L) O(L ∗ k) O(L ∗ ddim)

(a) ETTh1 dataset (b) ETTh2 dataset (c) ETTm1 dataset

Fig. 7. Training time (second) when increasing the length of input.

Theorem 7. The time complexity of InTrans for each input (or output) is:

– O(S): For positional or temporal embedding.
– O((S + k − 1) ∗ k): For value embedding.
– O((S + k − 1) ∗ ddim): For computing the Query or Key or Value.

Where S, L, k, and ddim are the slide size, the window size or length of input
sequence, the size of the kernel, and the number of dimensions respectively.

Proof: See Appendix G. S is usually much smaller than L in many practices,
so InTrans significantly needs less training time than Informer.

4 Experimental Evaluation

4.1 Dataset and Settings

The five publicly-released datasets from the Informer [13] paper were used: (1)
ETTh1, (2) ETTh2, (3) ETThm1, (4) Weather, and (5) ECL.

(a) ETTh1 dataset (b) ETTh2 dataset (c) ETTm1 dataset

Fig. 8. Testing time (second) when increasing the length of input.
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ETT (Electricity Transformer Temperature)1: is the Electricity consumption
in two villages in China for two years. Two separated datasets were prepared for
different granularity: (1) 1-h level: (a) ETTh1, and (b) ETTh2; and (2) 15-min
level: ETTm1. There are seven attributes describing oil temperature and power
load features. The dataset was divided into 12 months for training, 4 months for
validating, and 4 months for testing.

ECL (Electricity Consuming Load)2: consists of electricity consumption of
321 households. The dataset was converted into hourly two-year period. The
ratio of training, validating, and testing is 15/3/4 months respectively.

Weather3: Contains data about weather from 1,600 locations in the U.S. for
four years from 2010 to 2013. Each data point has 12 values: (1) The target
value: Wet bulb, and (2) Eleven features. The gap between each data point is
one hour. The dataset was divided into 28/10/10 months of training, validating,
and testing respectively.

Section 3.7 has shown that InTrans could achieve the same predicting accu-
racy as the SOTA Informer. Since the contribution of this paper is to reduce
the training/testing time of Informer, only experimental results about train-
ing/testing time are presented. The accuracy can be referred to the Informer [13].

4.2 Training and Testing Time Without GPU

This section measures the CPU running time of all approaches by running on
an iMac PC (3.3 GHz 6 core Intel Core i5) without any GPU. The length of the
input is increased from 48 to 720 records. The fixed parameters are batch size
(32), Iteration (5), Epoch (6), and length of the output (168 records). The results
for training time are in Figs. 8a, 8b, and 8c for ETTh1, ETTh2, and ETTm1
respectively. The results for testing time are in Figs. 8a, 8b, and 8c for ETTh1,
ETTh2, and ETTm1 respectively. When the length of the input is increased,
the training/testing time of all approaches also increases for all datasets due to
heavier workload is added to the training/predicting process.

The proposed InTrans needs significantly less training/testing time than
the SOTA Informer and other existing approaches due to the following rea-
sons: (1) the training/testing sample is highly overlapping with each other;
(2) Informer and other existing approaches could not incrementally compute
the embedding and Query/Key/Value from the overlapping training/testing
sample, so the temporal/positional/value embeddings and Query/Key/Value
of the training/testing samples are redundantly and unnecessarily computed;
and (3) the proposed InTrans makes use of the proposed incremental tempo-
ral/positional/value embeddings and Query/Key/Value for incremental compu-
tation from the overlapping training/testing sample. InTrans guarantees that
the computation corresponding to the overlapping part of the training/testing
samples can be totally reused for the subsequent training/testing. InTrans is
implemented on top of Informer and is about 26% faster than Informer.
1 https://github.com/zhouhaoyi/ETDataset.
2 https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014.
3 https://www.ncei.noaa.gov/data/local-climatological-data/.

https://github.com/zhouhaoyi/ETDataset
https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
https://www.ncei.noaa.gov/data/local-climatological-data/
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(a) ETTm1 dataset (b) Weather dataset (c) ECL dataset

Fig. 9. GPU: Training time (second) when increasing input/output length.

(a) ETTm1 dataset (b) Weather dataset (c) ECL dataset

Fig. 10. GPU: Testing time (second) when increasing input/output length.

4.3 Training and Testing Time Using a GPU

The experiment was done on an Ubuntu 20.04 server with a GPU (RTX A5000).
The parameter setting is the same as that in Sect. 4.2 with the exception that the
lengths of both input and output are increased at the same time. The results are
in Figs. 9 and 10 for training and testing respectively. When the lengths of both
input and output are increased, the training/testing time of all approaches also
increases for all datasets due to heavier workloads. InTrans significantly uses less
training/testing time than the SOTA Informer and other existing approaches for
all datasets and parameters with similar reasons as explained in Sect. 4.2.

5 Related Works

TF has long been studied. Informer [13] is the current state-of-the-art predict-
ing model for TF. Its main focus is LSTF. It uses encoder-decoder-based trans-
former. There are three main characteristics: (1) a ProbSparse self-attention, (2)
the self-attention distilling, and (3) the generative style decoder. The ProbSparse
self-attention feature allows each key to only attend to the dominant queries. The
query is a sparse matrix and only contains the top-u dominant queries under the
sparsity measurement. Informer uses Con1d to reduce the redundant combina-
tion of the values by privileging the superior ones with dominating features and
making a focused self-attention feature map in the next layer. Thereby, the size
of the output of each encoder and decoder layer is reduced by half. In addition,
Informer adopts generative inference by concatenating the earlier set of time-
series to the output to boost the learning capability of the model. InformerF is
a variant of Informer by incorporating the canonical self-attention [12].

LogTrans [3] proposed to set the limit on the boundary of the self-attention
of each token. The computation of self-attention is done against the defined



58 S. Bou et al.

subset of the whole sequence. LogTrans could speed up the time complexity of
the model by sacrificing the accuracy rate. To achieve its best accuracy, the limit
on the boundary of self-attention is not set in the experiment of this paper.

Reformer [6] introduces two techniques to improve the efficiency of Trans-
formers. It introduces locality-sensitive hashing to improve the dot-product
attention. Its argument is Softmax is dominated by the largest elements, so
it only needs to focus on the keys that are closest to the queries. It uses locality-
sensitive hashing to find the nearest neighbors among the keys.

Prophet [11] is part of Facebook forecasting at scale. Its prediction is done
using an additive model that is based on regression with interpretable param-
eters. It can be adjusted by users with the domain knowledge about the time-
series. The temporal trends are classified by year, week, day, season, and holiday.

ARIMA [1] and DeepAR [9] are auto-regressive recurrent network model.
Other models are LSTnet [7] and LSTMa [2] that are based on Convolution
Neural Network (CNN) and the Recurrent Neural Network (RNN) to learn the
short term dependencies in time-series to discover the long term dependencies.

6 Conclusion

This paper proposes an incremental Transformer, called InTrans, that can effi-
ciently learn/predict from overlapping training/testing sample. Two main fea-
tures of InTrans are the incremental computation of: (1) Embedding and (2)
Query/Key/Value. The proposed InTrans guarantees that the computation cor-
responding to the overlapping part of the training/testing samples can be totally
reused for the subsequent training/testing. The time complexities of InTrans
comparing to the SOTA Informer are: (1) O(S) vs O(L) for positional and tem-
poral embedding, (2) O((S+k−1)∗k) vs O(L∗k) for value embedding, and (3)
O((S+k−1)∗ddim) vs O(L∗ddim) for the computation of Query/Key/Value. S
is usually much smaller than L in many practices, so InTrans significantly needs
much less training/testing time than the SOTA Informer. Extensive experiments
on various datasets show that the training/testing speed of InTrans is about 26%
less than training/testing time of the SOTA Informer. For future works, we would
explore the possibility to apply the incremental computation to other parts of
Informer or Transformer at both forward and backward propagation.
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Appendix

A Proof of Theorem 1

The inputs to the Eq. 2 are positional and dimensional information. The dimen-
sional information is the same for all records in the training data. Assuming
that we have two consecutive input i and i + 1 of L records. The gap between
the beginning of input i and i + 1 is S records. The positional information of
input i is POSi = [pos(i−1)S+1, pos(i−1)S+2, ..., pos(i−1)S+S , pos(i−1)S+S+1, ...,
pos(i−1)S+L], and the positional information of input i + 1 is POSi+1 =
[pos(i−1)S+S+1, pos(i−1)S+S+2, ..., pos(i−1)S+L, pos(i−1)S+L+1, ..., pos(i−1)S+L+S].
We have

– POSi = POSni ⊕ POSoi, and
– POSi+1 = POSoi+1 ⊕ POSni+1, where

• POSni = [pos(i−1)S+1, pos(i−1)S+2, ..., pos(i−1)S+S ], and
• POSoi = POSoi+1 = [pos(i−1)S+S+1, ..., pos(i−1)S+L]
• POSni+1 = [pos(i−1)S+L+1, ..., pos(i−1)S+L+S ]

PosEncoding(POS) represents encoding the POS by Eq. 2. We have:

– Pni = PosEncoding(POSni), and
– Poi = PosEncoding(POSoi), so
– Pi = Pni ⊕ Poi.

Because POSoi = POSoi+1, then we have:

– Pni+1 = PosEncoding(POSni+1), therefore
– Pi+1 = Poi+1 ⊕ Pni+1 = Poi ⊕ Pni+1.

Theorem 1 is proven.

B Proof of Theorem 2

The notations in Appendix A are also used in this Section. For relative position,
the positional information of all input/output is the same, so POS1 = POS2 =
... = POSi = POSi+1 = [pos1, pos2, ..., posL]. Therefore, we have P1 = P2 =
... = Pi = Pi+1 = PosEncoding(POS1). Theorem 2 is proven.

C Proof of Theorem 3

The temporal embedding takes temporal information, such as weak, month,
and holiday, of the records as a basis for embedding. The temporal information
of the same record does not change wrt different training samples. Therefore,
the temporal embedding of all records belongs to the overlapping part between
input i and i+ 1 is the same. The proof is similar to that of absolute positional
embedding in Appendix A. Thus, Toi+1 = Toi, so Theorem 3 is proved.
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D Proof of Theorem 4

The notations in Appendix A are also used in this Section. We need to prove
that V ri = V ri+1. When computing the embedding value of input i, the input
i is convolved by a kernel (e.g., width k). Since the default stride is set to
one, the resulting embedding values of records x(i−1)S+1 to x(i−1)S+L−(k−1) are
fully convolved without including the padding values. Similarly, the embedding
values of records x(i−1)S+S+1 to x(i−1)S+L−(k−1) are fully convolved. Therefore,
the embedding values of records x(i−1)S+S+1 to x(i−1)S+L−(k−1) are the same
for both input i and i + 1. Therefore, V ri = V ri+1, which proves Theorem 4.

E Proof of Theorem 5

Query, Key, and Value are computed as in Eq. 7. Such multiplication does not
change the value distribution from the original input embedding. Therefore,
Query, Key, and Value can be incrementally computed in similar manner to
that of input embedding, which is proved in Theorems 3, 1, and 4. Therefore,
Theorem 5 is proven.

F Proof of Theorem 6

InTrans is implemented on top of Informer by adopting the incremental com-
putation of the temporal/positional/value embeddings and Query/Key/Value of
the training sample. To prove that InTrans has the same predicting accuracy as
that of Informer, we have to prove that the temporal/positional/value embed-
dings and Query/Key/Value incrementally computed by InTrans is the same as
the temporal/positional/value embeddings and Query/Key/Value computed by
Informer. Theorems 1, 2, 3, 4, 5 have proved that the embedding of the input
and the Query/Key/Value incrementally computed by InTrans are the same as
those non-incrementally computed by Informer. Theorem 3.7 is proven.

G Proof of Theorem 7

Equations 4 and 5 suggests that positional and temporal embedding can be incre-
mentally computed, which is proved in Theorems 1 and 3. For each input i+ 1,
the positional embedding (Poi) and the temporal embedding (Toi) correspond-
ing to the overlapping part between inputs i and i + 1 computed when embed-
ding the input i can be reused for input i + 1. Therefore, only the positional
embedding (Pni+1) and the temporal embedding (Tni+1) corresponding to the
non-overlapping part between input i and i + 1 need to be computed when
embedding input i+1. The size of the non-overlapping part between input i and
i+ 1 is represented by S, so the time complexity to compute the positional and
temporal embedding of each input is O(S).
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Similarly, value embedding is done by using Conv1d. Equation 6 and Theo-
rem 4 suggest that the value embedding of the overlapping part, excluding the
value embedding of the last k − 1 records, between input i and i + 1 after com-
puting value embedding of input i can be reused for embedding the input i+ 1.
Therefore, the time complexity to compute the value embedding of each input
is O((S + k − 1) ∗ k).

Similar to value embedding, Eq. 6 and Theorem 4 suggest that the time
complexity to compute Query or Key or Value is O((S+k−1)∗ddim). Theorem 7
is proved.
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Abstract. Business Process Analysis (BPA) is a strategic activity, necessary for
enterprises tomodel their business operations, especially in the context of informa-
tion system development. This paper proposes a knowledge framework, referred
to as BPACanvas, primarily conceived to guide business people in building a BPA
knowledge base. The resulting knowledge base is organized into eight sections
where only the last one, the BPA ontology, requires specialist competences.

Keywords: Information system · Business process analysis · Business model
canvas · Knowledge representation · Ontology

1 Introduction

Business process analysis (BPA) requires a thorough understanding of the enterprise
reality and its effective modeling. The produced enterprise models represent a solid
basis for Information system development, but also enterprise management, business
process reengineering, and, among others, digital transformation. Nowadays, the insta-
bility of markets, supply chains, commodities prices, but also the continuous evolution
of digital technologies, requires continuous transformations for enterprise to cope with
the uncertain operating scenarios. Then, BPA, enterprise modeling and knowledge man-
agement are increasingly becoming strategic for the success, or even the survival, of
enterprises.

In this paper we present a systematic framework for business process analysis, BPA
Canvas, aimed at building an enterprise knowledge base. It has been designed to guide
business people, without specific competences in knowledge management, to progres-
sively construct various business models (Knowledge Artefacts), grouped into eight
sections that form an enterprise Body of Knowledge (BOK). The results presented here
start from, and represent an extension and improvement of, the work reported in [1] and
are more extensively elaborated in [12].

2 Business Process Analysis Canvas

The proposed methodology is characterised by the following points: (i) ease of use for
the business experts who aremoved at the center of the stage; (ii) well defined guidelines,
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with a progressive business modeling, from informal to formal (inspired by some early
ideas [2]); (iii) knowledge-driven approach, based on a solid formal grounding [3]. The
points may sound contradictory, since rigid formality reduces the acceptance of business
people. Our proposal tries to solve this contradiction.

The BPA Canvas is organised in eight knowledge sections that hold different kinds
of knowledge artefacts, i.e., models that assume various forms. In particular, we have:
(i) free-form text; (ii) structured text (bullet points, numbered lists, etc.); (iii) tables;
(iv) diagrams; (v) a formal representation of the business domain by means of a BP
Ontology. Figure 1 shows the layout of the BPA Canvas with its eight sections.

Fig. 1. BPA canvas layout

The methodology, illustrated in the next section using a simple example, suggests
to start specifying the BP Signature, and then continue with the BP Statement and a
number ofUser Stories (one for each business case). These KAs are in the form of plain
text descriptions, easily provided by domain experts. Then, the AAO Matrix requires a
first linguistic analysis of the collected knowledge, extracting simple triples: <subject,
verb, direct/indirect object> from the given texts. In parallel, we start to build the BP
Glossary that contains all the terms used in above KA, together with their descriptions.
The Glossary represents a solid reference point for the business terminology: it is very
useful when the picture gets large and complicated. Then we have the first semantic step:
where the terminology is classified according to the first four categories of the OPAAL
(Object, Process, Actor, Attribute, Link) Lexicon. The next step consists in creating the
UML Class Diagrams, starting from the content of the Lexicon, and finally the BPA
Ontology that formalises the whole picture. We presented the BPA Canvas sections in
a sequence, but in carrying out the analysis we would rather proceed in a spiral way,
progressively enriching the first models, then going back and forth to keep aligned and
consistent the various KAs in the different sections.
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The above KA are sufficiently intuitive and can be built by business experts without
specific technical competences (and, after a suitable training, without the help of knowl-
edge specialists). Only the last section of the methodology, the BPA Ontology, i.e., a
formal representation of the business scenario (by using an ontology language, such as
OWL), requires the intervention of an ontology engineer.

Please note that the BPA Canvas focuses on the structural elements of the BP, where
tasks, activities, operations are considered as entities to be linked with the other busi-
ness elements (document, actors, etc.). According the philosophy of an incremental
knowledge modeling, the intricacy of the business logic and the formal modeling of the
temporal sequencing tasks is postponed to another stage and then falls outside of the
scope of this paper.

3 Applying the BPA Canvas: A Running Example

The example chosen to illustrate the BPA Canvas consists in a home delivery pizza
business. The aim is to show the progression in building the various knowledge artefacts
in a stepwise fashion to tame the complexity of the knowledge management endeavour,
until the BPA ontology is eventually produced.

BP Signature:
BP Name: Home Pizza
Delivery
Trigger: Order Arrived
Key Actors: Customer, Cook,
Delivery Boy
Key objects: Order, Dough,
Pizza, Delivery Vehicle
Input: Order
Objective: Cook and deliver
pizzas to customers
Output: Pizzas Delivered,
Customer happy

BP Statement:My business,
PizzaPazza, is a home delivery
pizza shop. The customer fills
in the order and then submits
it to the shop, with the
payment, by using our Web
site. Making good pizzas
requires good quality dough,
produced in-house, and a
careful baking of the pizza. To
make clients happy, we need
to quickly fulfil the order and
the delivery boy needs to know
streets and how to speedily
reach the customer’s address

User Story:Mary connects to
the PizzaPazza Web site and
places her order of two
Napoli pizzas, providing also
the payment. On the arrival of
Mary’s order at PizzaPazza,
John, the cook, puts the order
on the worklist. When the
Mary’s turn arrives, John
prepares the ordered pizzas,
cooks them, and then alerts
the delivery boy Ed to come
and pick up the pizzas. Thus,
Ed collects the pizzas and
starts his delivery trip,
eventually achieving the
delivery to Mary’s home

The semantic analysis starts from the free-form text to extract a first structured
knowledge artefact: AAOMatrix, consisting of trigrams representing the key knowledge
about who (Actor) is doing what (Actions) yielding what results (Outcome).
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AAO MAtrix BPA Glossary
Actor Action Outcome Term Description

Customer filling order 
submitting order

PizzaShop receiving order
making pizza
producing dough
baking pizza

DeliveryBoy collecting pizza
delivering pizza

Customer appraising service

Customer: One who buys goods or ser-
vices from a store or business.

Cooking: To cook food with dry heat, 
especially in an oven.

DeliveryBoy: One that performs the act of 
conveying or delivering.

Order: A request made by a customer 
at a pizza shop for food

PizzaKind: Different types of pizza the 
customer can chose to order

Then, the BPA Glossary that gathers all the terms, with their descriptions, charac-
terising the business domain. In parallel, the terms are then organised into a Lexicon,
introducing their categorization according to the OPAAL scheme. Note that the Link
category includes pairs of semantically related [4] terms, subdivided into Structural and
Functional ones.

OPAAL Lexicon

Object Order, Pizza, Margherita, Base, Topping, …

Process Cooking, MakingDough, PlacingOrder, AcceptingOrder, DeliveringPizza,
ReceivingPizza, …

Actor PizzaShop, Customer, Cook, DeliveryBoy, …

Attribute Price, Quantity, Calories, PizzaKind, Address, …

Link Structural: Order-Pizza, Customer-Address, Pizza-Margherita,…

Functional: Customer-Order, DeliveryBoy-Pizza, PizzaShop-Order,
Customer-Pizza, PizzaShop-Pizza,…

4 Building Class Diagrams and the BPA Ontology

Starting from the above knowledge artefacts, and in particular from theOPAALLexicon,
the next two artefacts consist in theUML-ClassDiagrams (CD) [5] and theBPAOntology
of the Pizza shop. As anticipate, the eight sections of the BPA Canvas have been listed in
a sequence, but their construction does not take place sequentially. In particular, in this
section we carry out the building of the last two BOK sections (diagrams and ontology)
in parallel.

To build the CDwe start from the OPAALLexicon applying a few rules (not reported
for sake of brevity). Essentially, objects and actors become CD classes, where attributes
are reported in the corresponding class boxes. The process concepts become arcs in the
functional dimension,while ISA,PartOf , etc. become the arcs in the structural dimension.
To tackle the overall complexity, instead of building a single large CD diagram, we
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partition it in subdiagrams, adopting a partitioning criterion based on the different kinds
of links. Diagram partitioning, based on well-known techniques rooted in Graph Theory,
is not an easy job. In particular, it presents a number of problems when reconstructing
a coherent global graph, especially if the semantics of edges and nodes is involved. We
address the problems with ontology merging techniques [6].

For sake of space, we report only one functional CD, having operational links,
together with the corresponding ontology fragment (using a simplified Turtle syntax,
and omitting namespaces) (Fig. 2).

Fig. 2. Excerpt of a functional CD and ontology fragment

A formal representation of the BPA offers various advantages, from the possibility of
querying the BOK (e.g., to discover which actors performwhat actions) to the possibility
to apply a reasoner (we adopted Protégé) to prove the absence of (formal) inconsistencies
(to this end, and to improve the models, constraints are added).

As anticipated, we presented the knowledge artefacts in a sequence, but in building
them we proceed in a spiral way. Periodically, according to the Agile philosophy [7],
the produced artefacts are released and shared with end-users and stakeholders for a
validation. Then, comments and observations are used to improve themodels and release
a new version of the PBA Canvas knowledge base.

5 Related Work and Conclusions

Firstly, we need to mention Business Model Canvas [8] that inspired the BPA Canvas
layout. The former addresses a high level, enterprise space with respect to our proposal
that is focussed on business processes. Furthermore, the former remains at an informal
level and lacks of a systematic approach for the modeling practices and the produced
documents. Along the line of ontology-based business analysis there are various proposal
[9], among others, COBRA, a Core Ontology for Business pRocess Analysis [10] that
is based on a Time Ontology. Another research line, with a wider scope, is represented
by the adoption of ontologies and semantic web services for BP management, such as
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Semantic Business Process Management (SBPM) [11]. Such proposals differ from BPA
Canvas since they are more inclined towards the formal aspects than the ease of use for
business experts.

BPA Canvas methodology is currently being tested in two field applications, in the
area of SMEs (a fashion atelier) and Public Administration (ItalianMinistry of Economy
and Finance). The first feedback is very encouraging.
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Abstract. Enforcing authorization for web applications must be done
on the server side. Thus, either the backend or the persistent storage are
suitable layers. From a developer’s point of view, we want to use a frame-
work to automate creating persistent storage models and to map the
entities between storage and backend. However, not all such frameworks
offer sufficient authorization support. From a scientist’s perspective, we
want to generally combine the filtering capabilities of the persistent stor-
age with the advantages of using a mapper framework. Therefore, we
propose to intercept the communication between the backend and the
mapper framework and thus provide a central point of authorization.
This offers the advantage that developers are unlikely to inadvertently
introduce security vulnerabilities. The request is modified by adding a
filter to return only authorized entities. Filtering directly in the stor-
age saves performance and bandwidth besides reducing development and
maintenance effort.

Keywords: Information security · Web application · Query
rewriting · Object-graph mapper · Aspect-oriented programming

1 Introduction

In object-oriented software development, we use frameworks to speed up devel-
opment and reduce repetitive boilerplate code. To persist data (e.g. objects) of
an object-oriented system in a database, frameworks exist, which translate these
objects to data store specific formats. Some of these frameworks automatically
extract the entity’s metadata like the names and types of its fields while others
have to be configured manually. In any case, they use their abstraction of the
data model to build a suitable one in the target storage.
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Let’s consider an example for an automated framework: Store a Java object
in a relational database. The framework uses reflection and annotations to get
metadata about the object. It creates a table in the database with the name of the
object’s class. Further, it maps all field names to attribute names and their data
types are defined accordingly in the database table. In that case, the framework
is an Object-relational Mapper (ORM). The same type of framework also exists
for graph databases like Neo4j and is called object-graph mapper (OGM).

Such a framework takes care of the whole database access, so developers of
an application do not need to create tables for each class on their own. More
importantly, a set of queries like the standard CRUD (Create Read Update
Delete) operations are predefined and provided by the framework and do not
need manual maintenance. While this is very useful to avoid errors and to speed
up development, these frameworks do exactly this task and nothing more. So
what is the problem? The short version: We want to enforce authorization auto-
matically by modifying a request in a way that the persistent storage filters out
unauthorized entities. The long version is described in Sect. 2.

Our main contributions to solve this problem are:

– Identify a single location each storage access passes through. This works
against code duplication and inadvertent developer mistakes.

– Design the artifact so that it can be added to an existing system without
intrusive changes.

– Propose using the filter capabilities of the storage to save resources.

While there are already solutions like Spring Security1, a major distinction to
our work is, that Spring Security, greatly shortened, assures that no information
is leaving the backend without permission. However, we do not even load data
to which access was denied from the storage into the backend. Thus, we aim at
making it harder to let sensitive information leak out of the system. However,
we are not able to protect the system against a developer intentionally breaking
access control.

The remainder of the paper is organized as follows: In Sect. 2, we describe
the stakeholder goals, the problem context, the requirements and the resulting
research questions we want to answer. Section 3 shows our proposed solution
followed by a brief assessment in Sect. 4. We then present related work in Sect. 5
and conclude our paper and give an outlook to future work in Sect. 6.

2 Outline of the Problem

We loosely follow the design science research method. According to
Wieringa [21], design science contains an artifact interacting with its context
attempting to solve a certain problem. In this section, we describe the problem
in more detail, i.e., the problem context, the stakeholder goals, the requirements
and the resulting research questions.

1 https://spring.io/projects/spring-security.

https://spring.io/projects/spring-security
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2.1 Stakeholder Goals

The stakeholders in our application scenario define the following goals for adding
access control to the existing application:

– Prevent unauthorized access to the entities in the persistent storage.
– Resilience of the authorization extension, i.e., how and where to access a

protected entity must not have side effects on the access control.
– No changes to the current software architecture.
– Minimal effects for software developers.
– Minimal changes in the implementation.
– Follow a general, implementation-independent approach.
– Efficient access control processing.

2.2 Problem Context

The artifact we study is part of a web application with a backend using some kind
of object to storage mapper. The mapper is loosely coupled to the remainder of
the backend and accessed through a dedicated and well-defined interface.

The web application is built upon Spring Boot2. Its data is stored in the
graph database Neo4j 3. Therefore, the application uses Neo4j OGM 4. This is the
database’s specific object-graph mapper implementation. The query language for
this database is Cypher5.

The overall application handles a potentially huge amount of building blocks
for physical simulations. These components are either freely available or pro-
prietary, in which case not even their existence shall be disclosed. Furthermore,
there might be more building blocks in the database than can be handled in a
machine’s main memory.

Neo4j’s Built-in Authorization. According to the documentation [14], Neo4j
supports fine-grained access control. It provides role-based access control and
permissions down to the attribute level. An introduction of the role-based access
control model and a comparison with other models can be found in [9]. However
this built-in support is not sufficient due to the following reasons:

– Only the Enterprise Edition supports built-in access control, but not the
Community Edition.

– A general, implementation-independent approach is needed.
– The granularity level of the built-in access control is not sufficient, as for

example the presence or absence of a relationship cannot be used for permis-
sion decisions on individual nodes.
e.g.: Users can write instances of an entity type only if there is a path

2 https://spring.io/projects/spring-boot.
3 https://neo4j.com/product/neo4j-graph-database/.
4 https://neo4j.com/developer/neo4j-ogm/.
5 https://neo4j.com/developer/cypher/.

https://spring.io/projects/spring-boot
https://neo4j.com/product/neo4j-graph-database/
https://neo4j.com/developer/neo4j-ogm/
https://neo4j.com/developer/cypher/


74 D. Hofer et al.

(:EntityType)-[:HAS_OWNER]->(:User).
With the built-in access control support, it is only possible to grant a per-
mission on all nodes of a certain EntityType.

2.3 Artifact

The artifact is all components necessary to protect the sensitive data, i.e., the
policy schema, its representation in the persistent storage as well as policy
enforcement.

Requirements. Based on the stakeholder goals and the context of the artifact,
we have to consider the following requirements:

– Use a single point of enforcement: The application returns entities in
multiple, different locations. Each of them must be secure. Consequently, a
single point of enforcement is needed to prevent vulnerabilities because, for
instance, developers forget to filter for only allowed entities in some place.

– No breaking changes, keep the existing architecture: The applica-
tion’s overall architecture must be maintained when adding access control.
Especially, no breaking changes are allowed.

– Activate and deactivate access control: It should be possible to easily
activate and deactivate access control for the overall system (at configura-
tiontime and not runtime).

– Transparent to software developers: For loose coupling and unchanged
business logic, the artifact must be transparent to the developers.

– Reduce development complexity: Filtering and re-fetching of items
require custom algorithms.

– Do not load unnecessary items: If we fetch entities the user is not allowed
to access, we basically waste time, memory and bandwidth.

Research Questions. From these requirements for the artifact in the given
problem context, we can extract the following research questions:

RQ1 How to add a loosely coupled authorization layer without changing the
application’s architecture and with only minimal effects on its implementation
and developers?

RQ2 Where to place the access control layer to provide a single point of access
control?

RQ3 How to define protected entities and store the policy definitions.

3 Our Solution

As mapper frameworks are dedicated projects, they are loosely coupled to the
rest of the system and shall be only accessed through a well defined interface.
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For JPA6 this Java interface is called EntityManager and for Neo4j OGM it is
called Session. In either case, we can provide our own implementation which is
wrapped around the original one.

An example is shown in Fig. 1 where the Business Logic requests all objects
of the entity type Component. The method call is intercepted by our extension in
the wrapper. Inside the extension, the original method call is mapped to another
method which allows usage of filters and is provided by the original Mapper. The
Mapper eventually translates the method call to the query language used by the
database, containing the filter specified by the extension.

Business
Logic

Fetch all components

findAll(Component.class)

Wrapped Mapper

Authorization
Extension

Fetch all components 
with owner 'user'

findAll(Component.class, OwnerFilter('user'))

Graph
Database

MATCH (c:Component)
WHERE c.owner = 'user' 
RETURN c

Mapper

Auth. Policy

Fig. 1. Example of how a request for all objects of an entity type is changed.

Additionally, we have to indicate the protected entities. Therefore, we provide
a marker interface without methods. At runtime, it can be checked whether an
object implements it or not.

3.1 Interception

To maintain loose coupling, we do not want to change the existing system by
explicitly adding the wrapper to the ORM/OGM interface. Aspect-oriented pro-
gramming (AOP) [5,6] allows to add behaviour at runtime.

In our case, we monitor whenever a new instance of the ORM/OGM interface
is requested and intercept this request. We then get the instance and put it
inside a new instance of our wrapper. As this implements the same interface,
we can pass it back to the calling part of the system. By this, we can apply our
logic before each request to the OGM/ORM framework without modifying the
existing source code. Whenever the access control extension has to be disabled,
we simply deactivate the monitoring for ORM/OGM interface requests.

So far, we described the outer part of the wrapper. The next section describes
its inner functionality dealing with the control flow of a data request.

6 https://www.oracle.com/java/technologies/persistence-jsp.html.

https://www.oracle.com/java/technologies/persistence-jsp.html
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3.2 Responsibility of the Wrapper

The wrapper controls each information and data flow from the backend through
the mapping framework to the storage and vice versa. Basically, we can categorize
the methods by one of the following four groups:

1. No security relevance: These methods do not need special attention and
every call can be passed along without further actions.

2. Fixed entity type access: Most of the methods require the entity type to
be specified. In this case, only the applicable filter needs to be added to the
request before passing it along.

3. Free-text query: As the interface also supports storage native queries, the
authorization extension has to process them by extracting the intentions of a
query and rewriting it to honor authorization aspects.

4. Administrator only methods: These are methods which must not be
invoked by any user, e.g., dropping the entire database. Therefore, these
method calls must only be issued by administrators.

The wrapper uses an implementation specialized to the method’s category,
but independent from the handled entity type. Listing 1 for example shows the
general template for handling case 2.

T loadEntityById(EntityType<T> type, ID id) {

if(type implements AccessControlled) {

User user = getCurrentUser()

Filter permissionFilter = new Filter(user, "CAN_READ")

Filter idFilter = new Filter("id", "EQUALS", id)

Filters composition = idFilter.and(permissionFilter)

return originalMapperInterface.loadEntity(composition)

}

return originalMapperInterface.loadEntityById(type, id)

}

Listing 1: Pseudocode for general access handling on an entity type.

We need additional information about the entity types to decide if a request
must be intercepted and altered or whether it can be passed along in its original
form.

3.3 Encoding the Authorization Properties

To generate the filtering statements, the authorization extension needs two
inputs: (1) the information whether an entity type is protected and (2) the
structure of the policy encoded in the persistent storage.
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Marking Access-Controlled Entity Types. During processing, our autho-
rization extension requires some contextual information. First of all, we need to
distinguish access-controlled entity types from those everyone can access. For
this, we are using a marker interface. It has no methods and is only used to
indicate the access control status by taking advantage of the programming lan-
guage’s type system. To meet our requirements, this interface is only used by the
access control system and does not change any behaviour outside the artifact.
In the example in Listing 2, the marker interface is called AccessControlled.

Providing Authorization Data to the Persistent Storage. The encoding of
the access permissions must be stored in the persistent storage to be available dur-
ing evaluation of the modified queries. We propose to introduce a new entity type
calledPermission. By using a dedicated entity type for this purpose, we enforce the
same form of permission encoding for all protected entity types. Another advan-
tage is that OGM uses a default query depth of 1 and therefore, we are not load-
ing the permission encoding when fetching an entity. This information is rarely
required by the user and should only be fetched if needed to avoid overhead. How-
ever, this query depth is implementation specific. By adding one property encap-
sulating the required information, we achieve looser coupling as we only have to
change Permission and not every entity type implementing an interface.

Without a dedicated entity type for policy data, we had to include them
directly in the protected entity type. However, such an approach would reduce
loose coupling, because properties with different semantics and scopes would be
mixed in one entity type. This increases the risk for name collisions and reduces
maintainability.

public class Entity implements AccessControlled {

private long id;

private String name;

private Permission permission;

}

Listing 2: To remove the authorization system data, delete field permission.

Other entity types serving as either subject or resource in the authorization
process receive their own adjacent instance of the Permission entity type. By
this, we have common capabilities among all entity types participating in the
system while at the same time, changes on existing entity types are kept to a
minimum. Actual access rights are then encoded by references between the Per-
mission entity types with additional information like the permitted operation,
e.g., read or write.

In the requirements in Sect. 2.3, we stated that we should not make intru-
sive changes. We are changing the entity types here by adding new informa-
tion, however, this only affects the information storage and not the overall sys-
tem. The authorization part can be disabled by deactivating the wrapper of the
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ORM/OGM interface. For removing the artifact altogether, it is sufficient to delete
it, no replacement is needed. Listing 2 shows how an authorization system can be
removed by deleting the field permission.

An example which requires a replacement is given in Listing 3. The return
statement cannot be simply deleted, as the original instance needs to be provided

public void MapperInterface getMapperInterface() {

MapperInterface instance = MapperFactory.getInstance();

return new AccessControllWrapper(instance);

}

Listing 3: Remove the authorization system by returning the original object.

3.4 Summary

We use aspect-oriented programming to add a wrapper around the public inter-
face of the mapper. This wrapper implements the same interface as its original
counterpart so they are interchangeable. Its purpose is to redirect data access to
our custom logic to classify and modify a request so access control is enforced.

To enable this, all entity types that require authorization must be reported
to the system. We do this by providing a marker interface. Such an interface
can be implemented by a class but does not have any methods. The interface
can be used during type-checks. This information together with the requested
method determines the intentions of a method call and modifies the passed
request accordingly.

4 Assessing the Prototype

We checked the prototypical implementation of our solution concept if it solves
the problem and the performance overhead of the wrapping.

4.1 Applicability of the Solution Concept

Experiments on our reference implementation showed, we catched all method
calls originating from the backend to the mapper framework Neo4j OGM. This
framework is meant to be accessed through Session objects which are created by
a SessionFactory [13]. Therefore, the call of SessionFactory.openSession() must
always be present to get a Session object.

Consequently, we have to ensure that every call of SessionFac-
tory.openSession() is intercepted. As long as the wrapping of the Session
instance is guaranteed and no developer tries to work with undocumented inter-
nal parts of the mapper, accessing the storage without passing the interception
point is not possible.

If developers wanted to evade the security interception on purpose, they
could to this by various ways as we aim at preventing accidental vulnerabilities.
Our artifact is not designed to defend against rogue developers like in the Linux
incident of the University of Minnesota [19].
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4.2 Performance

We verify that the interception alone does not have an unexpected and unjus-
tifiable performance impact. In detail, this means we check, that detecting and
wrapping new Session instances obtained by SessionFactory.openSession() does
not significantly increase the run time. Therefore, we selected the method load-
All(Class¡T¿ type) from the Session interface and measured the time it took for
the method to complete. Additionally, we used an empty database so we were
able to only measure the changes in timing by the wrapping of Session and keep
the database execution time as constant as possible.

For each of these configurations, we executed the method call as a regular
user and for comparison as an administrative one. Our reference implementation
bypasses all access control checks for the latter to avoid breaking the system in
case of a configuration error.

For each combination, we measured the method 100 000 times for warm-up,
followed by 1 000 000 executions. We then used only the latter executions for
our statistics shown in Table 1. As the numbers indicate, the difference between
access with and without access control in place is smaller than the standard
deviation. Also the difference between access by a user and by an administrator
appears to be neglectable. Therefore, we conclude that the performance impact
of the interception is smaller than variations of the execution time caused by
external factors.

Table 1. Performance measurement results in milliseconds (1 000 000 executions).

AC activated AC deactivated Δ

Mean Admin 0.317 875 0.312 553 0.005 322

User 0.315 809 0.310 996 0.004 813

Standard deviation Admin 0.130 436 0.112 674

User 0.147 702 0.148 250

5 Related Work

5.1 Query Rewriting and Interception

The idea of authorization-transparent access control was published by Motro [12]
and implemented using views by Rosenthal [17,18]. Jarman et al. [3] implement
Role-Based Access Control by modifying the WHERE clause of SQL queries
based on policies. Their framework does query rewriting just before the database.
Rizvi et al. [16] investigated the equivalence of queries with regard to security
and authorization-transparent access control like we propose here, however on a
database level. Their approach was then extended to support XML [4].
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To add query rewriting to an existing system, aspect-oriented programming
is used by [11] for dynamic message routing in an non-intrusive manner. Some
aspects of the Spring Security architecture and which authentication and autho-
rization patterns can be implemented are described in [2]. A major distinction
between this project and ours is, that Spring Security works at the interface
between backend and frontend, taking care that no unauthorized information is
leaving the backend. In contrast, we work between storage and backend and not
even load protected data, reducing risk of backend bugs leading to information
leaks.

We use an architecture based on dependency injection. This lowers mainte-
nance effort [15]. In the semantic web domain, a similar overall architecture is
proposed by [20] to enforce security but also use it for reusable auditing and log-
ging components. There is also a GitHub project called strategy-spring-security-
acl [8] trying to solve our goal. They extend the functionality of Spring Data
JPA’s repositories by deriving from them. However, this project might be aban-
doned since it has not been updated since 2016. Furthermore, it changed parts
of the existing Spring source code which requires to readapt each new version
of the underlying Spring Data project. In contrast, we aim at wrapping around
an existing mapper without changing it. Therefore, we expect that our project
only needs updates if the behaviour of the mapper changes.

5.2 Authorization in Databases

Leao et al. [7] describe how modifying the behaviour of Spring component by
using a subclass of it can be used to add additional context to a request for
further processing it in the database for the purpose of access control. In Sect. 2.2
we already mentioned the documentation of access control features for Neo4j
Enterprise Edition [14], their limitations and our goal to extend that.

5.3 Common Access Control Approaches

Based on the related work and intuitively straightforward solutions, we propose
some approaches we investigated but found to not satisfy our requirements.

Explicitly Adding the Filter to the Query. Mapping frameworks allow
to define custom queries. We could redefine every query to already contain the
filtering part enforcing the access control policy. However this means we also
have to explicitly define queries for CRUD operations already provided by the
framework. In case the structure of this information is changed, all queries for
all entities have to be updated manually. If errors are made there, information
leaks may occur if not tested vigorously.

Using Access Control of the Persistent Storage. In particular when using
relational databases this is a very good option since they typically offer highly
sophisticated access control mechanisms. Mostly a role-based access control is
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implemented. If additional authorization functionalities are required, e.g. an
attribute-based access control, we still have to provide a custom solution. When
using other storage systems, e.g. when using a graph-database, authorization
mechanisms are not yet that mature. For instance, the current access control
models in graph databases only focus on the nodes and not on paths [1,10]. An
additional drawback is that offered capabilities may vary across storage systems
and replacing one by another might not be possible.

Filtering Entities in the Backend. This can work around the previous two
problems, but introduces new ones. As previously described in Sect. 2.3, entities
can be displayed paginated. If the users need more elements, they request the
next page and so on. The resulting problem is, that we have to fetch enough
elements to fill a page and remove the entities the user is not supposed to see.
As we do not have enough items to fill our page any more, we need to fetch
additional entities and again filter them. We have to repeat this process, until
our first page is full. The next problem arises when the user requests to see
the next page. Additionally to the fetch and filter cycle, we also have to keep
track of those elements we already included in the previous page. Also, infinite
scrolling wouldn’t work as we still have to recover from connectivity problems
and therefore must track the displayed items per user. If we modified the query
to take care of such problems, we suffer from the problems of Explicitly adding
the filter to the query again.

6 Conclusion and Future Work

To solve the problem of adding access control to an existing web-based applica-
tion, we propose to wrap the object-relational/graph mappers with access control
capabilities using an aspect-oriented programming-based approach and automat-
ically modified requests. We sum-up the most important results achieved so far
with respect to our research questions stated in Sect. 2.3. To allow for a loosely-
coupled authorization layer while keeping the architecture of our existing appli-
cation (see RQ1), we decided for an aspect-oriented programming-based approach
and intercept each request to the object-graph mapper interface. It catches the
creation of the mapper’s entry point and wraps it with our custom logic. Thus,
no existing code needs to be changed and access control can be easily enabled or
disabled. The request is forwarded to an instance of our wrapper for the object-
graph mapper, which is the place to decide if some authorization needs to be
enforced (see RQ2). Since the modification of the request is automatic and cen-
tralized, the software developers are unlikely to inadvertently introduce security
vulnerabilities. To define protected entities (see RQ3), we use an interface-based
approach. Each entity type (i.e. the respective class) which needs to be protected
implements the marker interface. The policies applied on the entities are stored
in persistent storage (see RQ3), organized according to the needs of the policy
definitions.
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The applicability of our approach is assessed in Sect. 4 and shows that adding
the core wrapper is a promising approach. A first prototype only implements
the wrapper concept and does not manipulate the requests. This prototype is
implemented using Neo4j and its object-graph mapper. First tests show that the
wrapping does not introduce significant performance overhead.

In the future, we will work on how to manipulate the requests to the storage
and how we can handle free-text queries.
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Abstract. Personalized prediction for users based on their historical behavior
sequences is a challenging problem in the field of recommender systems. The
development of recurrent neural networks enables systems to better process
sequence information to capture users’ long-term preferences. While it cannot
effectively utilize both long-term and short-term preferences. In this paper, we pro-
pose a novel double-layer attentionmechanismmode, which not only increases the
weight of short-term preferences in the model, but also assigns separate weights to
users’ recent behaviors, and then effectively preventing the prediction bias caused
by mis-click. The proposed model is experimented onMovieLens, Amazon video
game and Amazon digital music datasets, and the results show that our model
achieves the best performance in all datasets.

Keywords: Sequence recommendation · User preferences · Attention net

1 Introduction

Nowadays, recommendation systems are an essential part of the Internet. Facing the
problem of information overload, personalized recommendations to users through their
historical behaviors can greatly improve users’ browsing experience and even can enable
platforms to better promote goods. Recurrent neural networks (RNN) have made signif-
icant progress in recent research, and the application of RNNs in recommender systems
is mainly about modeling the influence of sequences between data, thus helping to obtain
more effective hidden representations of users and items.

However, the traditional RNN structures do not performwell for capturing both long-
term and short-term preferences of users, and they cannot explicitly capture interactions
between items throughout the user history. To solve this problem, Liu and Zeng et al.
improved the algorithm based on the Short-Term Memory Priority model (STMP) and
proposed an optimized Short-Term Attention/Memory Priority Model (STAMP) [1].
The model uses an attention layer to weight users’ long-term and short-term preferences
after extracting them, which can assign different weights for the long-term and short-
term preferences respectively, effectively solving the problem of traditional RNNs and
preventing users from drifting their preferences in long sessions.

However, the STAMP model only uses the user’s last click to extract their short-
term preferences, so once the user has a wrong click in the instant recommendation,
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the system will recommend products that do not meet the user’s expectations. Thus
the recommendation will lose accuracy and this negative phenomenon will continue.
Therefore, we propose a sequential recommendation model (DAttRec) with a double-
level attention mechanism, which can achieve the combination of long and short term
interests of users. Effectively prevent system errors caused by the user’s wrong click.
And we introduce a new self-attention module which effectively prevents the user’s
short-term interest drift. To the best of our knowledge, this is the first attempt to use
a Double-layer Attention mechanism in sequential Recommendation (DAttRec). Our
contributions are mainly as follows:

• We optimize the Short-Term Attention/Memory Priority Model to expand the number
of clicks that capture short-term preferences, which effectively prevent the inaccuracy
of the recommendation list due to users’ wrong click.

• A double-layer attention net is proposed, introducing a new self-attention module that
assigns different weights to the last L clicks behaviors, effectively prevent capturing
the interest drift from short-term preference expansion.

• Our proposed model was tested on MovieLens dataset, Amazon video game and
digital music dataset respectively, and all achieved the best results, where the double-
layer attention net played a significant role. The experimental results confirmed the
superiority of our proposed model.

2 Related Work

In this section, we introduce traditional sequential recommendation models, deep neural
network models, and attention-based models to review related work, respectively.

2.1 Traditional Sequential Recommendation Models

Based on the recommended systems of Markov chain, we adopt Markov chain model
to model the transformation of user-item interaction in sequence to predict the next
interaction. The FPMC model proposed by Rendle S et al. [2] is an improved model
of Markov chains. There are also improvements to FPMC, such as the HRM model
proposed by Hidasi B et al. [3]. which essentially adds nonlinear transformations to
FPMC. The TransRec model proposed by He R et al. [4] is also a Markov chain model.

All the aboveMarkov chain-basedmodels have significant drawbacks, one being that
they ignore long-term dependencies; and two, they ignore the collective dependencies
of user-item interactions.

2.2 Deep Neural Network Models

The rise of neural network has brought new solutions to sequential recommendation, such
as convolutional neural network [5–7], RNNs [8–15] and graph neural network [16–24]
models. RNN-based recommender systems include GRU4Rec and GRU4Rec proposed
by Hidasi B [9, 10] et al. Unlike the RNN-based models, the CNN-based Caser model
proposed by Tang J [6] obtains a short-term representation of the user by convolutional
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operations. The GNN-based SR-GNN proposed by Wu S [19] et al. learning about the
Embedding of users or items on the graph, we embed more complex relationships on
the entire graph.

2.3 Attention-Based Models

In recent years, the emergence ofTransformer [25–28] hasmade the attentionmechanism
[29–34] become the mainstreammodeling approach for sequence recommendation. The
first is the classical SASRec model proposed by Kang W C [25] et al., which introduces
Transformer into sequence recommendation.

3 The Proposed Model: DAttRec

3.1 Symbolic Description

A session-based recommendation system is building on the user’s historical sessions
and predicting based on the user’s recent sessions. For each session denoted as S =
[s1, s2, . . . , sN ], consists of a sequence of actions, where si represents the item clicked
by the user at moment i. St = {s1, s2, . . . , st}, 1 ≤ t ≤ N , denotes the session prefix of
session S truncated at moment t. V = {v1, v2, . . . v|V |} denotes the set of different items
in the sequential recommendation system, called the item dictionary.

Let X = {
x1, x2, . . . , x|V |

}
denote the embedding vector of the item dictionary V .

The model learns a d -dimensional real-valued embedding vector xi ∈ Rd for each item
i in V and represents the last clicked item st in the session prefix St as a d -dimensional
embedding vector xt ∈ Rd . The goal of the model is to predict the next clicked item st+1
based on the user’s session prefix St . To be precise, themodelwill act as a classifier for the
item dictionary V . Each candidate item generates a score such that y

∧ = {y∧1, y
∧

2, . . . y
∧

|V |}
denotes the output score vector, where y

∧

i corresponds to the score of item vi. After
getting the predicted scores, we sort the corresponding items in descending order and
use theTOP-K items for recommendation. For the sake of notation,we define the trilinear
product of the three vectors as:

< a, b, c >=
d∑

i=1
aibici = aT (b � c) (1)

where a, b, c ∈ Rd and � denotes Hadamard product (the product of elements between
the two vectors b and c).

3.2 STAMP Model

Ourmodel is built on top of the STAMP (Short-TermAttention/Memory Priority)model,
as shown in Fig. 1.
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Fig. 1. Schematic diagram of STAMP model

From Fig. 1 we can see that the STAMPmodel takes as input two embedding vectors
(ms and mt), where ms denotes the generic interest of the user’s current session, defined
as the average of the session’s external memory:

ms = 1
t

t∑

i=1
xi (2)

where the term external memory refers to the sequence of commodity embeddings in
the current session prefix St , and mt represents the immediate interest of the user in this
session. In the STAMP model, the last clicked item represents the immediate interest of
the user: mt = xt . Since xt is taken from the external memory of the session, we refer
to it as the short-term memory of the user’s interest, and then the user’s generic interest
ms and immediate interest mt are passed through an attention net to generate a real-
valued vector ma representing the user’s true generic interest. The proposed attention
net contains two components: (1) a simple forward feedback neural network (FNN) used
to generate attention weights for each item in the current session prefix St , and (2) an
attention composite function is used to compute the user’s interest in the general case
ma. The FNN used for attention computation is defined as:

αi = W0σ(W1xi + W2xt + W3ms + ba) (3)

where xi ∈ Rd denotes the i-th item si in St , xt ∈ Rd denotes the last click, W0 ∈ R1×d

is a weight vector, W1,W2,W3 ∈ Rd×d is a weight matrix, ba is a bias vector, and
σ(·) denotes the sigmoid function. αi denotes the current session prefix of item xi in the
attention coefficient. From Eq. (3), we can see that the attention coefficient is calculated
based on the embedding of the target item xi, the last clicked item xt and the user’s
generic interest representation ms, so it can effectively capture the relationship between
the long/short term memory of the target item and the user’s interest.

After obtaining the attention coefficient α = (α1, α2, . . . , αt) corresponding to the
session prefix St , the attention-based general interest ma about the user of the current
session prefix St can be calculated as:

ma =
t∑

i=1
αixi (4)
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Two Multi-layer Perceptron (MLP) are then used to process the generic interest ma

and the immediate interest mt for feature abstraction. The two MLPs have the same
structure, only with different parameters. A simple MLP without hidden layers is used
for feature abstraction, and the operation of ma is defined as:

hs = f (Wsma + bs) (5)

where hs ∈ Rd denotes the output, Ws ∈ Rd×d denotes the weight matrix, bs ∈ Rd

denotes the bias vector, and f (·) denotes a nonlinear activation function (in this study we
used the tanh function). The output vector ht with respect to mt is calculated similarly
to hs, and then for a given candidate item xi, the score function can be defined as:

z
∧

i = σ(< hs, ht, xi >) (6)

σ(·) denotes the sigmoid function such that z
∧ = {

z1, z2, . . . , z|V |
} ∈ R|V | denotes the

unnormalized cosine similarity of the two interests to the candidate item. The probability
distribution of each candidate item is then obtained by the SoftMax function represented
by:

y
∧ = softmax

(
z
∧)

(7)

For each of these elements y
∧

i ∈ y
∧

, denotes the probability that the user’s next click
on the item is vi in the current session.

For any given session prefix St ∈ S(t ∈ [1, 2, . . . ,N ]), the loss function is defined
as the cross entropy of the predicted outcome y

∧

:

L
(
y
∧) = −

|V |∑

i=1
yilog

(
y
∧

i

) + (1 − yi)log
(
1 − y

∧

i

)
(8)

where y denotes a one-hot vector activated exclusively by st+1, e.g., if st+1 denotes the
i-th element vi in the commodity dictionary V , then yk = 1 when y == k and yk = 0
otherwise. An iterative stochastic gradient descent (SGD) optimizer is then executed to
optimize the cross-entropy loss.

From Eq. (4), we can see that the STAMP model predicts the next click according
to the inner product weighted by candidate projects and users’ interests, where the
weighted user interest is represented by a bilinear combination of long-term and short-
term memory. The effectiveness of this trilinear model is verified in the experiments,
and the experimental results show that the short-term memory priority mechanism can
effectively capture the user’s preferences and facilitate the prediction of the next click,
and achieves the best performance on other benchmark datasets.

However, we can see that there are some problems with the model’s short-term pref-
erences being captured by the last click. For example, if the last click in the experiment
is a wrong click behavior, then it will have a great impact on the experimental data, so
we proposed a new model to solve this problem, the proposed model is based on the
STAMP model, also giving priority to short-term attention, we call it a Double-layer
Attention net Recommendation model (DAttRec).
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3.3 DAttRec Model

The DAttRec model is shown in Fig. 2. As we can see in the figure, the difference
between the two models is that the DAttRec model extends the last click behavior which
captures short-term preferences in the STAMP model to the last L click behaviors, and
uses a simple self-attention module for these L behaviors. The purpose of assigning
different weights to each click item in the L behaviors is to prevent interest bias in short
sequences as well.

Self-attention Module. Self-attention is a special case of the attention mechanism,
which refines the representation by matching the sequence with itself, so that context
information can be retained and the relationship between each item in the sequence can
be captured regardless of the distance between them. We use self-attention to model the
last L user behaviors and obtain the user’s short-term preferences.

... ...

t-L L

Attention Net

MLP Cell A

Trilinear Composition

Self-Attention Net

MLP Cell B

sm
am tm

sh th

i V

ix

Fig. 2. Schematic diagram of DAttRec model

The input of the attention module contains: qurey, key and value. the output of the
attention module is a weighted sum of value, where the weight matrix is determined by
the query and its corresponding key. In this paper, these three inputs (query, key, value)
are identical, and they are obtained from the embedding of the user’s recent L-item click
activity (as shown in Fig. 3).

Assuming that the user’s short-term preferences can be obtained from the user’s last
L clicks, each item can be represented as a d -dimensional embedding vector such that
X ∈ Rt×d as the embedding representation of the entire session prefix, and the most
recent L items (from item t−L+1 to item t) can be represented as the following matrix:

X u
t =

⎡

⎢
⎣

X(t−L+1)1 · · · X(t−L+1)d
...

. . .
...

Xt1 · · · Xtd

⎤

⎥
⎦ (9)
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Fig. 3. Schematic diagram of the self-attention module

The query, key, value of the user at time t are equal to X u
t .

First we project query and key into the same space by a nonlinear transformation,
and they have common parameters.

Q
′ = ReLU

(
X u
t WQ

)
(10)

K
′ = ReLU

(
X u
t WK

)
(11)

whereWQ = WK ∈ Rd×d , which are the weight matrices of query and key, respectively,
and ReLU introduces nonlinearity into attention as an activation function. Then the
attention score mapping matrix can be obtained by computing:

Sut = softmax

(
Q

′
K

′T√
d

)
(12)

The output attention score mapping matrix is an L × L matrix representing the
similarity between the L items.We use a large d value so that the scaling factor can reduce
the minimal gradient effect. A mask operation is used before the SoftMax function to
mask the diagonal of the attention score mapping matrix to prevent high matching scores
due to identical query and key.

Finally, the attention score mapping matrix is multiplied with value to get the final
weighted output of the attention module.

aut = sut X
u
t (13)

Here the attention output aut ∈ RL×d can be regarded as the short-term interest
representation of the user, and to obtain the final individual attention representation, the
average embedding of the L self-attention representations is taken as the user’s final
short-term interest representation.

mu
t = 1

L

L∑

l=1
autl (14)

The attentionmodel described above loses the temporal relationship of the sequence,
so it uses the same approach as Transformer, adding time sequence number before the
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nonlinear transformation ofquery and key, using a time-scaled geometric sequence to add
sinusoidal signals of different frequencies to the input signal. The temporal embedding
consists of two sinusoidal signals defined as follows:

TE(t, 2i) = sin

(
t

10000
2i
d

)
(15)

TE(t, 2i + 1) = cos

(
t

10000
2i
d

)
(16)

where t denotes the time step and i denotes the dimension, and the time embedding is
simply added to the query and key before the linear transformation.

4 Experiments

4.1 Datasets and Data Preparation

We evaluated the proposed model on three datasets, the first dataset is the ml-1m dataset
in MovieLens, the second dataset is the Video Game dataset in Amazon Mall, and the
third dataset is the Digital Music dataset in AmazonMall. The users, items, and densities
of these datasets are shown in Table 1.

Table 1. Experimental dataset statistics

Dataset Users Items Interactions Density AVG actions per user

ML-1M 6,040 3,706 1,000,209 4.46% 1655.66

Video Game 7,220 16,334 140,307 0.119% 19.43

Digital Music 2,893 13,183 64,320 0.169% 22.23

4.2 Evaluation Metrics

For each user, we tested using the most recent item and used the second most recent
item for hyperparameter tuning. We evaluate the performance of all models using hit
ratio(HR) and mean-reverse ranking (MRR). The HR measures the accuracy of the
recommendations. We set the value of K in HR@K to 50, defined as follows:

HR@50 = 1
M

∑

u∈U
1
(
Ru,gu ≤ 50

)
(17)

Here gu is the item that user u interacted with in the most recent time, and Ru,gu is
the ranking generated by the model for the real data. The function will return 1 if the
model ranks gu in the top fifty, otherwise it returns 0.

MRR, on the other hand, indicates how the model ranks the item, and intuitively,
the higher the real data is ranked in practice, the more desirable it is. MRR is defined as
follows:

MRR = 1
M

∑

u∈U
1

Ru,gu (18)
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where Ru,gu is the ranking of the real data item, MRR focuses on the position of the
ranking and calculates the inverse of the ranking where the real data item is located.

4.3 Baselines

We compare the DAttRec model with classical methods and state-of-the-art models to
evaluate the following models.

• POP. This method is a primitive recommendation system model that evaluates the
popularity of item in the recommendation system and makes recommendations for
users accordingly.

• FPMC. This method combines matrix decomposition mechanism with Markov chain
for next item recommendation, which can capture both user’s interest preference and
user’s behavior order. It is an advanced hybrid recommendation model.

• Caser. It uses hierarchical and vertical convolutional neural networks to model the
user’s historical interactions. It also considers skip behavior and optimizes the whole
network by minimizing cross entropy.

• GRU4Rec. A deep learning model based on RNN for session-based recommendation,
it consists of GRU units that utilize a session-parallel small-batch training process in
which a ranking-based loss function is also employed.

• STAMP. This method models the long and short-term interests of users separately
through an attention net, using the last click as the short-term preference of the user.
It is one of the most advanced models available today.

• AttRec. This method also models users’ long- and short-term interests separately and
uses metric learning to model users’ long-term interests, which is one of the most
advanced models nowadays.

4.4 Parameters

We optimize the hyperparameters in our experiments by performing a grid search on the
dataset. The hyperparameters selected from the following ranges: embedding dimension
d is {50, 100, 200, 300}, learning rate η is {0.001, 0.005, 0.01, 0.05, 0.1, 1}, and learning
rate decay λ is {0.75, 0.8, 0.85, 0.9, 0.95, 1.0}. Since we used an adaptive gradient
optimizer for DAttRec, the final learning rate for the model was set to 0.05 with no
further adjustments. Based on the average performance, we set the potential dimension
of DAttRec and all other baseline model potential vectors to 100, the batch size to 512,
the epoch to 40, and the weight matrix to be initialized by sampling from a normal
distribution N (0, 0.052), setting the bias to zero. All item embeddings are randomly
initialized with the normal distribution N (0, 0.0022), the sequence length L is set to 5,
and the target length T is set to 3, and then trained jointly with other parameters.

4.5 Performance Comparison

Table 2 shows the experimental results of the six baseline models compared with our
model on three datasets, and we can find that DAttRec achieves the best performance
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on all datasets, which also shows the superiority of our proposed model. Through the
data we can see that the traditional POP and FPMC models perform the worst among
the various baseline models. In contrast, both Caser and GRU4Rec models have better
performance than traditional Markov chain-based models. Our model shows excellent
performance on both sparse and dense data sets.

Table 2. Results of model comparison with the baseline model on datasets

Dataset ML-1M Video game Digital music

Metric HR@50 MRR HR@50 MRR HR@50 MRR

POP 0.144 0.0231 0.0609 0.0126 0.0436 0.0073

FPMC 0.4209 0.1022 0.2226 0.0451 0.158 0.0322

Caser 0.4811 0.0925 0.1438 0.0248 0.1327 0.0228

GRU4Rec 0.5128 0.1049 0.2298 0.0336 0.1647 0.0395

STAMP 0.5309 0.1203 0.2524 0.0518 0.2289 0.0496

SASRec 0.5223 0.1172 0.2414 0.0496 0.2205 0.0467

DAttRec 0.5551 0.1287 0.2832 0.0568 0.2591 0.0554

Improv 3.40% 7.10% 12.20% 9.60% 13.20% 11.60%

4.6 Model Analysis and Discussion

The Effect of the Attention Module. The DAttRec model contains two attention mod-
ules, and we want to know if each of them has a positive effect on the model. We remove
the attention modules separately to obtain four models, namely the 0–0 model, the 0–1
model, the 1–0model and the 1–1model.Where the first position represents the attention
module in long-term preferences and the second position represents the attentionmodule
in short-term preferences, and when the attention module in that position is removed,
the average embedding is used for substitution.

As shown in Table 3, we can find that both attention modules improve the perfor-
mance of the model to some extent, with the attention module that determines short-term
preferences improving the model performance more. It also proves the necessity of our
optimization on STAMP.

Table 3. Effects of different attention modules on experimental results in HR@50

Dataset 0–0 1–0 0–1 1–1

ML-1M 0.3409 0.5168 0.5231 0.5551

Video Game 0.0936 0.2708 0.2799 0.2832

Digital Music 0.1068 0.2397 0.2481 0.2591
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Effect of Aggregation Methods on the Model. In obtaining the final short-term pref-
erences of users, we used the average user embedding representation. Similarly, we try to
change the aggregation methods to maximum, minimum and sum for our experiments.
As can be seen fromTable 4, the average embedding approach obtains good performance
on both dense and sparse datasets, while the other aggregation methods perform slightly
worse, especially on sparse datasets. We speculate that this is due to the fact that the
average aggregation method can effectively retain more information.

Table 4. Effect of different polymerization methods on experimental results in HR@50

Dataset avg min max

ML-1M 0.5551 0.5483 0.5449

Video Game 0.2832 0.2544 0.2369

Digital Music 0.2591 0.2386 0.2306

Impact of Weights on the Model. Wrences in the model, and we can see in Fig. 4 that
the performance of the model is better when the short-term preference is considered but
the long-term preference is not considered. Therefore, it is more appropriate to set the
weights between 0.2 and 0.4,which also reflects the importance of short-termpreferences
in the sequential recommendation and proves the feasibility of the short-term. It also
reflects the importance of short-term preferences in sequential recommendation and
proves the feasibility of the attention mechanism of short-term preferences.

Fig. 4. Effect of different weights on
experimental results

Fig. 5. Effect of different L on experimental
results

The Effect of Sequence Length L on the Model. As shown in Fig. 5, since the self-
attentive mechanism can capture long-distance relational dependence, it can be applied
to long sequences. In dense datasets, the longer the L, the better the performance of the
model, and conversely, in sparse datasets, the L is not suitable too long, because the total
data is small. Too long L will make the sequence occupied by long-term preferences and
reduce the performance of the model. Therefore, the sequence length L for obtaining
short-term preferences is set to 5 in this experiment.
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5 Conclusion

In this paper, we propose a novel recommendation model based on a double-layer atten-
tionmechanism. Ourmodel achieves improvement and optimization of the original algo-
rithm in the extraction and combination of long and short-term preferences. It solves
the problem of inaccuracy of recommendation list due to user’s accidental clicks. And
different weights are assigned to click behaviors to solve the possible interest drift phe-
nomenon in sequential recommendations. Experiments were conducted on three datasets
to compare with each model, and the best results were achieved.
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Abstract. This paper presents a natural attention-based approach for
automated fault detection in seismic data. Fault analysis in seismic data
is important for drilling and exploration in the oil and natural gas indus-
tries. The seismic fault is a perceptual phenomenon, and manual fault
detection is still practiced in various industries. The convolutional neu-
ral network (CNN) is the most commonly used method in the newly
conducted research for automated fault detection. However, our paper
uses a graph attention network (GAT) based approach. We first extract
2D patches centered around the points of concern. Next, we present
these extracted patches in the graph domain using the k-nearest neigh-
bor graph. The graph representation of patches is connectional in the
graph domain based on seismic amplitude similarity. Then, we apply
GAT to classify the faults. Both the training and testing sets contain
both synthetic and real data. The proposed methodology gives good
accuracy when applied to field data.

Keywords: Graph attention network (GAT) · Graph neural network
(GNN) · Seismic fault detection

1 Introduction

The seismic data acquisition takes place over an area by sending acoustic signals
below ground and receiving the reflected signals. The acquired seismic data is
then processed to remove noise and enhance the resolution. The subsurface image
is generated in the next step. After analyzing these pre-processed seismic data,
further subsurface geological information is extracted. In the oil and natural
gas industries, detecting faults in seismic data is a prerequisite for identifying
hydrocarbon sources. Generally, fault in seismic data occurs due to displacement
between blocks of rocks that can span from few millimetres to a few kilometres.
If the fault spans over a large area, then the area becomes potential to drill and
produce oil and natural gas. However, the non-linear and irregular structure of
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seismic data often requires interpretation from an expert with high graphics and
computational tools to locate the faults. The challenge is to automate the fault
detection process.

Some methods like model-based tracking [2], the ant tracking algorithm [22],
and a few more partially automate fault detection. One more commonly used app-
roach to automate fault detection is Hough transform method [3]. Pre-processing
of data before applying the Hough transform can improve the results as well. To
name a few of the pre-processing steps are highlighting the likely fault points
[27], semblance based matching attribute [12], and enhancement of data using dip
attribute [18]. On the other hand, seismic amplitude values are the input to a few
of the convolutional neural network (CNN) based approaches to fault detection.
Authors in [9] divide a given seismic cube into two sections, train the neural net-
work using the data of one section and test it on the other section. The FaultSeg3D
method [30] treats the fault detection problem as an image segmentation prob-
lem and the FaultNet3D method [29] as an image classification problem. Transfer
learning can also be used by training a neural network on synthetic data and using
the trained parameters to detect faults in real data [7].

Using seismic features/attributes as input to the neural networks is a familiar
way to fault detection. Seismic attribute values can help improve the network’s
performance on real seismic data. In the scalable deep learning method [15],
seismic attributes are extracted from synthetic data and used in the neural
network. One supervised deep learning approach [33] is to implement a network
that is designed to use a combination of Dip and Azimuth. The multi-attribute
support vector machine (SVM) method combines 14 attributes to detect the
fault [10]. However, seismic attributes can be computationally expensive; that is
why we do not use any attribute.

Like an image, a graph is also a way to present data that contains a set
of nodes (or objects or signals), and the edges define the relationships between
them. Presenting seismic data in the graph domain can help inspect the connec-
tions between data. Data belonging to a similar class will be connected when
we present data in the nearest neighbor graph. We can detect faults by analyz-
ing these connections. Graph representation learning has the main objectives of
node classification, link prediction, and clustering. As we present the extracted
patches as nodes in the graph domain, our application is node classification. Node
classification using Graph neural network (GNN) is introduced in [4]. Basically,
GNN applies deep learning methods to data in the graph domain.

Graph Laplacian regularization and graph embedding are the two approaches
to learning about graph representation. Two examples of Laplacian regulariza-
tion are manifold regularization [5] and deep semi-supervised embedding [28].
Two such examples for embedding based approaches are DeepWalk [23], and
node2vec [13]. On the other hand, graph convolutional propagation is introduced
in [11] for the task of graph-level classification. However, for graph convolution,
a single weight matrix per layer can also be used [16]. Authors in [19] define
a new CNN architecture, specifically applicable for graph space using a graph
matching procedure between the input signal and filters. Spectral graph convo-
lution is a way to implement graph convolutional networks with fast localized
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Fig. 1. Block diagram of the proposed work. The training dataset is prepared by com-
bining synthetic and real data. Extracted patches contain seismic amplitudes. In a
kNN graph, patches are represented as nodes, and GAT is used to determine their
classification and fault location.

convolutions [8]. GNN has a wide range of applications in various fields such
as citation networks [16], natural language processing [32], hyperspectral image
processing [14], social networks [1] and others.

The graph attention network (GAT) leverages the masked self-attention lay-
ers in structured graph data [26]. Different weights are applied to different nodes
in a neighborhood by stacking layers in which nodes have control over their
neighborhood’s features. An advantage of attention mechanisms is that they
are capable of dealing with variable-sized inputs. Self-attention is the process
of computing a representation of a single sequence with the aid of an atten-
tion mechanism. Machine reading [6] and learning sentence representations [17],
among other tasks, have been shown to benefit from self-attention.

A few CNN-based methods involve the extraction of patches and then
inputting the patches to neural networks [20,25,31]. The method proposed in
[25] is: first, extract patches and classify them as fault or non-fault patches
using CNN; next, identify the fault line using the Hough transform. In contrast,
authors in [31] extract 3D patches centering each point before applying CNN.
Similarly, this paper extracts 2D patches of different dimensions centering on a
single seismic data point (pixel). In order to implement GAT, we represent these
patches in the graph domain. Figure 1 shows the block diagram of our work.
The rest of the paper is organized as follows: Sect. 2 describes the data used in
our experiments. In Sect. 3, we discuss the method for extracting patches, and
in Sect. 4, we present the graph representation of the patches. The model and
its application are described in Sect. 5. Sections 6 and 7 describe the different
results obtained. We conclude the paper in Sect. 8 of the paper.

2 Description of Data

After acquiring seismic data, first, data are pre-processed, and the next task is
interpreting the data. Figure 2 shows an example of the 3D structure of seismic



100 P. Palo et al.

Fig. 2. An example of a seismic data (image source: https://www.boem.gov/sites/
default/files/environmental-stewardship/Environmental-Studies/Gulf-of-Mexico-Regi
on/Kramer-Shedd.pdf).

data. The inline and crossline directions are perpendicular to each other and are
along the earth surface. The time samples of data are into the depth of the earth
surface. The seismic data contain seismic amplitude values that measure the
relative change in rock property impedance between two distinct seismic layers.
The seismic amplitude can take positive, negative or zero values depending on
the contrast between two layers. The real data we use in our experiments are
3D processed post-stack time migrated volumes. These data are collected from
the KG (Krishna-Godavari) Basin area from the Bay of Bengal, India. KG Basin
data consist of 2536 inlines, 2601 crosslines with a step size of 2, and the data is

Fig. 3. Demonstration of a section from 3D KG Basin data. This section of the KG
Basin data has inline ranges from 1982 to 2100, crossline ranges from 101 to 1020, and
1001 samples.

https://www.boem.gov/sites/default/files/environmental-stewardship /Environmental-Studies/Gulf-of-Mexico-Region/Kramer-Shedd.pdf
https://www.boem.gov/sites/default/files/environmental-stewardship /Environmental-Studies/Gulf-of-Mexico-Region/Kramer-Shedd.pdf
https://www.boem.gov/sites/default/files/environmental-stewardship /Environmental-Studies/Gulf-of-Mexico-Region/Kramer-Shedd.pdf
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recorded for 4 s, with a sampling interval of 4 ms. Figure 3 shows a small section
of KG Basin data. Under expert geophysicists, we manually label some parts
of data to be included in the training set. Every pixel in the data is manually
examined to create the labels. Due to the human inference, there may be some
label noise, causing some mislabeled or unlabeled faults. One single trace in
seismic data can be presented as a simple convolution operation.

s(t) = w(t) ∗ r(t) + n(t) (1)

where s(t) is the seismic trace, w(t) presents a wavelet, r(t) is the reflectivity
series, and n(t) is noise. We can also use this equation to produce synthetic
seismic data. We assume zero noise and create a synthetic reflectivity series. Then
we convolve this reflectivity series with a Ricker wavelet to generate a synthetic
trace. The next task is to create faults in these synthetic data. In seismology,
the major fault categories are dip-slip, strike-slip, and oblique-slip based on the
slip type. We create three fault types inferring these fault categories: straight
fault, slant fault, and curve fault. Figure 4a shows an example of ideal synthetic
data with three faults. This synthetic data has linear layers, but in reality, the
seismic layers will be very complicated. Figure 4b shows a real data with faults.
As shown in Fig. 4b, the structure of real data will be highly irregular. The idea
behind using synthetic data is to create a suitable size of training data for the
GAT. Because the labelled seismic data are not readily available, and for any
network to perform efficiently, it should also have enough training data. Using a
mixture and synthetic data and real data helps to create a large training dataset
for GAT.

(a) 200× 200 Synthetic data (b) 100× 100 Real data

Fig. 4. Data are of 1 inline section. (a) is 200× 200 synthetic data with faults, and (b)
is 100 × 100 real data, from KG basin data, with faults.
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Fig. 5. Two central points O that has to be analyzed, and illustrating extraction of
patches of dimension 3 × 3.

3 Extraction of Patches

Fault in seismic data is a kind of discontinuity among the seismic layers. Further,
the faults or fractures appear vertically; horizontal faults are unlikely to be of
concern. We train the GAT to detect these faults from the neighborhood of the
point of concern by using the patches. We extract 2D patches by considering 1
inline, n crosslines and n samples centred around a point (pixel). After analyzing
the patches, we interpret if the point is a fault point or not. Likewise, we analyze
all the points in a given data by extracting patches for all points. Figure 5 shows
a simple example of patch extraction for two central points OF and ONF in a
10 × 10 data. The dimension of patches will always be odd, and Fig. 5 shows
patches of dimension 3 × 3. However, we vary the dimension of patches for
our experiments, and we extract patches up to 25 × 25. For an input patch of
dimension n × n, the label will be that of the central point O, denoted by fault
(1) or non-fault (0). Zero paddings are done for the patch extraction of points
situated at the edges of data.

4 Representation of Patches in the Graph Domain

A 2D-grid graph is one option for representing the patches in the graph domain.
In this graph, each point in the data will be seen as a single node. However,
for extensive data, this graph representation has an issue of the high number of
nodes. For extracting patches of dimension n × n from seismic data of I inlines
J crosslines and K samples, we will have I × J × K graphs, each with n × n
nodes. However, in a k-nearest neigh- bor (kNN) graph, the whole patch will
be seen as a single node in the n2-dimensional vector space. So, for extracting
patches of dimension n×n from I ×J ×K seismic data, we will have one graph
with I × J × K nodes. Hence we consider the kNN graph for our experiments.
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The kNN graph computes the distance between the nodes, and the edges are
connected between the k nearest neighbors. The kNN graph is very popular
for the clustering application of graph nodes. Because in a kNN graph, nodes
belonging to one class will be connected, and at the same time, a connection
between nodes belonging to different classes is improbable.

We can express a graph as G = (V,A), where V = {v0, ..., vN−1} is a set of
N nodes, and A is the N ×N adjacency matrix. In our case, the N nodes are the
N patches of dimension n × n in the n2-dimensional vector space. Further, we
consider the value of k in the kNN graph to be six. Because the value six will be
optimal for having data of two classes in terms of efficiency and time complexity.
The graph construction is done by connecting a node with its six nearest neigh-
bors. The nearest neighbors are chosen by calculating the distance between the
nodes. The patches contain the amplitude values. Hence the amplitude distance
between two nodes is calculated by considering the Euclidean distance between
patchs’ amplitude values. We take undirected edges, and the weight of each edge
is Ai,j = exp(−d2i,j), where di,j is the amplitude distance between ith and jth
vertex.

5 Application of GAT

Authors in [21] apply a graph signal regularization method to classify the patches
after presenting the patches using the kNN graph. However, we apply GAT after
presenting the patches in the graph domain. For an input graph with N nodes,
the node features h = {−→

h1,
−→
h2, ...,

−→
hN},

−→
hi ∈ IRF , where F is the number of

features. In our case, we use n × n patches so the number of features per node

F = n2. The output layer h
′
= {

−→
h

′
1,

−→
h

′
2, ...,

−→
h

′
N},

−→
h

′
i ∈ IRF ′

.
Performing the self-attention with a weight matrix W ∈ IRF ′×F we get the

attention coefficient
ei,j = a(W

−→
hi ,W

−→
hj) (2)

The masked attention is performed by computing ei,j for the nodes j ∈ Ni, where
Ni is the neighbourhood of the node i. Further, the coefficients are normalized
using softmax function.

ai,j = softmaxj(ei,j) (3)

In GAT, the attention mechanism a is a single-layer feed-forward network. With
LeakyReLU, the attention coefficient can be expressed as

ai.j =
exp(LeakyReLU(

−→
aT [W

−→
hi ||W−→

hj ]))
∑

k∈Ni
exp(LeakyReLU(

−→
aT [W

−→
hi ||W−→

hk]))
(4)

where .T is the transposition and || is the concatenation operation. Hence the
final output feature for every node can be expressed as

−→
h

′
i = σ(

∑

j∈Ni

ai,jW
−→
hj) (5)
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Fig. 6. Left: The attention mechanism a Right: An multihead attention example. Sep-
arately colored arrows indicate independent attention computations [26]

where σ is the non-linear activation unit (Fig. 6).
Instead of concatenation, using averaging in multihead attention, the final

output layer can be written as

−→
h

′
i = σ(

1
K

K∑

k=1

∑

j∈Ni

ak
i,jW

k−→hj) (6)

Table 1 provides the number of data used for designing the GAT model, and
this pattern is followed for all dimensions of patches.

Table 1. Numbers of data used in GAT

Data Fault data Non-fault data

Synth Real Total Synth Real Total

Training 5000 5000 10000 2000 8000 10000

Validation 1000 1000 2000 500 1500 2000

Testing 1000 2000 3000 500 2500 3000

6 Experimental Results

We have done the experiments with a system of 128 GB RAM, 4 GB GPU and
a processor of Intel(R) Xeon(R) Gold 5115 CPU @ 2.40 GHz 2.39 GHz. For
constructing the graphs, we use the graph signal processing toolbox [24], and we
use PyTorch to design the model. The GAT architecture we use has 16 hidden
layers and 16 number of head attentions. We also use 0.6 drop out, 0.005 learning
rate and α for LeakyReLU is 0.2. We run one training model for 200 epochs and
then test to get the accuracy; we repeat this experiment 100 times and record
the average accuracy. Table 2 shows the performance of GAT on different sizes



Fault Detection in Seismic Data Using Graph Attention Network 105

of patches. The accuracy increases with the increased dimension of patches up
to 13 × 13, but after that, it almost saturates. The highest accuracy is 90.54%
with patches of dimension 13 × 13.

Table 2. Performance of GAT on various dimensions of patches

Patch size Accuracy Patch size Accuracy

3 × 3 78.25% 15 × 15 90.16%

5 × 5 81.26% 17 × 17 89.67%

7 × 7 86.89% 19 × 19 89.39%

9 × 9 88.64% 21 × 21 88.72%

11 × 11 88.97% 23 × 23 89.06%

13 × 13 90.54% 25 × 25 88.05%

7 Application on Field Seismic Data

The actual evaluation of any method lies in its application to real field data. We
have included some real data in the testing set, and in this section, we apply
our method directly to real field seismic data. We take the highest accuracy of
90.54% for patch dimensions of 13 × 13.

First, we take 200 × 200 synthetic data with three fault types of different
lengths. Figure 7a1 shows the synthetic data and Fig. 7b1 shows the original label
of the data. Figure 7c1 shows the result obtained using GAT and 13×13 patches.
For testing the application to field data, we take 100 different 100 × 100 data,
which are not a part of training data (described in the Table 1). Figure 7a2-a3
show two examples of such 100 × 100 real data and Fig. 7b2-b3 show the target
labels for these data. These labels are created manually and can have some
label noise (<5%) due to some unlabeled or mislabeled faults. We calculate the
accuracies of the obtained results from these manually created labels. Figure 7c2-
c3 demonstrate results on real data obtained using GAT. Next, we compare the
performance of our method with some of the existing standard methods on the
100 × 100 × 100 data from the KG Basin. We take one Hough transform based
method and two CNN based methods to compare with our GAT based method.
The first method enhances the resolution of seismic data by using a multi-scale
fusion of the dip attribute followed by the Hough transform to detect the faults
[18]. The faultseg3D method is a simple binary image segmentation of 3D seismic
volumes using CNN [30]. Authors in [31] directly apply CNN to the extracted
3D patches, but we implement the same using 2D patches. Table 3 gives the
accuracies obtained from different methods. GAT method detects both the major
faults, and the minor faults. Other methods fail at detecting all the minor faults,
and false fault detection also affects the accuracy.
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(a1) 200× 200 synthetic data (b1) Target label (c1) Label using GAT

Accuracy: 97.60%

(a2) 100× 100 real data (b2) Target label (c2) Label using GAT

Accuracy: 89.88%

(a3) 100× 100 real data (b3) Target label (c3) Label using GAT

Accuracy: 87.96%

Fig. 7. Examples of obtained results (with fault regions highlighted in the input and
the outputs).

Table 3. Accuracy of different methods on 100 × 100 × 100 data from KG Basin

Method Accuracy

Resolution enhanced Hough transform 74.00%

FaultSeg3D 83.35%

CNN on 2D patches 84.79%

GAT based method 89.51%

8 Conclusion

We propose a methodology that uses seismic amplitude values as input to GAT
that can successfully detect a fault in a 2D seismic section. The proposed method
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extracts patches from data using a patch extraction method and then represents
the patches using the kNN graph in a graph domain. And then, in the next step,
we classify the patches using GAT. The classified patches detect the fault loca-
tion. The proposed method outperforms some existing fault detection methods
in seismic data. The proposed method in this paper is for 2D data, and in future
work, we will try to extend it for 3D data.
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Abstract. Skeleton-based action recognition relies on skeleton sequences
to detect certain predetermined types of human actions. The existing
related works are inadequate in mutual action recognition. We thus pro-
pose an innovative interactive skeleton graph to represent the skeleton
data. In addition, because the GCN pays attention to the information
about the edges in the skeleton graph which represent the interaction
between joints, we propose a joint attention module that assists the model
in paying attention to the pattern of vertices which represent the joints in
the skeleton graph. We validate our model on the NTU RGB-D datasets,
and the experimental results demonstrate the superiority of our model
against other baseline methods in terms of recognition effectiveness in
understanding mutual actions.

Keywords: Interactive skeleton graph · Joint attention · Action
recognition

1 Introduction

Technically, various types of data can be leveraged for action recognition, such
as images, depth maps, and skeleton data [1,2]. Conventional methods rely on
the handcrafted feature representation and models to handle skeleton sequences.
Inspired by research on image feature extraction, models based on CNN extract
features from skeleton sequences projected into a pseudo image. Recently, GCN
has been introduced and has been successfully applied in many fields, such
as document classification, semi-supervised learning, and point cloud analysis.
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Each vertex learns a more advanced feature representation from its surrounding
vertices through adjacent edges using GCN.

It is observed that many scenes in the study are mutual actions. In previous
related works [3–6], solutions for mutual action recognition can be divided into
two categories.: 1) only the skeleton sequence of the main subject is used for
action recognition; 2) the skeleton sequences of all subjects are used for motion
recognition, but each subject is processed independently.All these methods can-
not obtain accurate feature representations of mutual action because 1)there are
two key parties in mutual action in which only using one subject for action recog-
nition will inevitably lead to feature loss; 2) processing each subject separately
cannot achieve the aggregation of features.

We use the GCN-based LSTM model as a backbone and propose two key
innovative components: Interactive Skeleton Graph and Joint Attention Module,
and our model is named GLIA. With the interactive skeleton graph, GCN fuses
features of multiple subjects involved in the action with the interactive skeleton
graph. The joint attention module we proposed assigns attention weights to the
corresponding vertices representing joints,

Our contributions can be summarized as follows:

– We propose an innovative interactive skeleton graph that contributes to a
better feature fusion of multiple subjects involved in the mutual actions;

– We introduce a joint attention module that focuses on the vertices in the
skeleton graph, i.e., joints, which make the model make full use of the skeleton
graph;

– Our interactive skeleton graph and joint attention module are plug and play,
and can be used in other networks, such as ST-GCN;

– We conduct experiments on two popular benchmark datasets for mutual
action recognition, i.e., the NTU60 and NTU120 datasets, and the exper-
imental results show GLIA achieves SOTA performance for mutual action
recognition.

2 Our Model

2.1 GCN with Distance Grouping Strategy

We use graph structure to represent skeleton data. Let G = (V,A) represents
the skeleton graph, where V = {vi}Ni=1 represents the set of N body joints,
and A is the adjacency matrix. If there is a bone between joint i and joint
j, we have Ai,j = 1; otherwise, Ai,j = 0. The input features are expressed
as X = {x1, x2, . . . , xd} ∈ RN×d. We define Φk(A) as the polynomial of the
adjacency matrix A; that is, only when the shortest distance between vi and
vj is equal to k then we have [Φk(A)]i,j = 1. We define Φ0(A) = I as the self-
connection of the vertices, and Φk(A) can be obtained from Ak and Φj(A), j < k.
Different from the regular GCN, we have:

Ygc(X) =
1

K1

K1−1∑

k=0

D−1
k Φk(A)XWk (1)
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where K1 is a hyper-parameter used to determine the receptive field of the
vertex. Dk is the degree matrix of Φk(A), and its role is to normalize the features.
Wk ∈ Rd×d′

is the learnable weight.
We use the above improved GCN for spatial feature representation and LSTM

for temporal information modeling. For spatiotemporal feature fusion, We use
GCN-based LSTM [7] as the backbone.

Fig. 1. The interactive skeleton graph involves two subjects. The joint edge connects
the joints in the same subject, and the subject edge (red) binds the same joints between
different subjects. Only part of the subject edges is given in the figure for brevity. (Color
figure online)

2.2 Interactive Skeleton Graph

Given the limitations of existing works in dealing with mutual actions, we pro-
pose an interactive skeleton graph for skeleton data. As shown in Fig. 1, there are
two types of edges in our interactive skeleton graph: the joint edges and subject
edges. The joint edge indicates that two joints in the same subject are adjacent.
The subject edge connects the same joints of different subjects. We introduce
A ∈ RMN×MN to represent the joint edges, where M is the number of sub-
jects, MN is the number of joints, and A = diag(A, . . . , A) is a diagonal matrix
composed of N independent A. We use the adjacency matrix B ∈ RMN×MN to
represent the subject edges. We refine the Eq. 1 about GCN as

Ygc(X) =
1

K1

K1−1∑

k=0

D−1
k Φk(A)XWk +

1
K2

K2∑

k′=1

D′
k′Φ′

k′(B)XWk′ (2)

where K2 is a hyper-parameter used to determine the receptive field of the
vertices on other subjects. Ygc consists of two parts: the first part is the feature
in each subject, and the second part is the interactive feature between subjects.
We define Φ′

k′(B) as

Φ′
k′(B) = BΦk′−1(A) k′ > 0 (3)

2.3 Joint Attention Module

We introduce a joint attention module to learn the importance of the vertices
representing joints. The joint attention module learns from the feature map and
assigns weights to different joints. We squeeze the feature map as an (M × N, c)
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dimensional tensor by pooling through temporal dimension and feed the tensor to
Multilayer perceptron (MLP) to generate attention weights. Finally, we multiply
(by element) the activation value with the original feature map, and each joint
is given different attention weights.

Table 1. The recognition accuracy of the SBU dataset.

Methods Acc

ST-LSTM [1] 93.3%

2sGCA-LSTM [8] 94.9%

VA-LSTM [9] 97.2%

LSTM-IRN [10] 98.2%

SGCConv [11] 94.0%

GLIA (ours) 98.2%

3 Experimental Evaluation

3.1 Datasets

SBU Dataset. SBU dataset is constructed by Kinect and contains the RGB-D
sequence information of mutual actions. Seven participants in an experimental
environment complete it. There are 282 sequence data, which are divided into
eight categories. The skeleton sequences contain 15 joints, and three-dimensional
coordinates represent each joint.

NTU RGB-D. NTU60 has 56,880 action samples, divided into 60 classes and
11 mutual action categories. The advantages of this data set lie in the rich action
categories, the vast number of video clips, and the diversity of camera per-
spectives. NTU120 extends NTU60, adding 60 classes and another 57,600 video
samples. There are two ways to evaluate the recognition accuracy in NTU60 and
NTU120, Cross-Subject (CS) and Cross-View (CV) accuracy evaluation.

3.2 Results

SBU. As shown in Table 1, we compare our GLIA to several major existing
models, including LSTM-IRN, VA-LSTM, and GCA-LSTM. We achieve similar
accuracy as LSTM-IRM. However, unlike LSTM-IRN using all inter subjects
and intrasubject joint pairs as input, our GLIA doesn’t need to pair joints. The
fusion of joint features depends on the interactive skeleton graph, which is a
more straightforward feature fusion method.
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Table 2. The recognition accuracy of mutual actions of NTU60 and NTU120.

Methods NTU60 NTU120

CS acc (%) CV acc (%) CS acc (%) CV acc (%)

ST-LSTM [1] 83.0 87.3 63.0 66.6

LSTM-IRN [10] 90.5 93.5 77.7 79.6

AGC-LSTM [7] 89.2 95.0 73.0 73.3

SAN [4] 88.2 93.5 - -

VACNN [12] 88.9 94.7 - -

ST-GCN [3] 83.3 88.7 - -

AS-GCN [13] 87.6 95.2 82.9 83.7

ST-TR [5] 90.8 96.5 85.7 87.1

2sshift-GCN [14] 90.3 96.0 86.1 86.7

MS-G3D [15] 91.7 96.1 - -

2sKA-AGTN [6] 90.4 96.1 86.7 88.2

GLIA 93.7 96.5 88.2 88.9

NTU60 and NTU120. We report the recognition accuracy of mutual actions
in Table 2. Among the 11 categories involving mutual action, our GLIA achieves
93.7% and 96.5% accuracy in Cross-Subject and Cross-View, respectively. We
classify these works as LSTM-based, CNN-based, GCN-based. Compared to
GCN-based models, e.g., AS-GCN, AAM-GCN, and newer self-attention models,
e.g., ST-TR, KA-AGTN, our GLIA is still the best in mutual action recognition.
Our GLIA is more advantageous in multi-subject feature fusion. As an extension
of NTU60, the data form and distribution of NTU120 and NTU60 are similar.
With the increase of classes and samples, the recognition accuracy of all models
decreased compared with those in NTU60. However, our GLIA is still the best
in the comparative models in terms of the Cross-Subject and Cross-View.

4 Conclusion

We propose the interactive skeleton graph that helps realize a better feature
fusion between multiple subjects. In addition, we propose a joint attention mod-
ule to further improve the skeleton graph utilization. We conduct the experi-
mental evaluations on two popular datasets, and the results demonstrate the
effectiveness of our GLIA in mutual action recognition. Furthermore, we believe
that our GLIA can still be improved. For example, Transformer is more expres-
sive than GCN and can be used in Spatio-temporal dimensions; Pre-training can
improve the representation and transfer ability of the models.
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Abstract. A sequence variant is a data structure that represents ele-
ments with partial order, and it can be regarded as a sequence with
branches. The comparison of sequence variants is an important problem
in practical applications. To conduct comparisons, it is necessary to detect
the common and uncommon parts of sequence variants, but a suitable
method is not available. In this study, we developed a method for com-
paring sequence variants by providing appropriate definitions and algo-
rithms. The longest common subsequence variant is defined based on the
longest common subsequence and a merged sequence variant is proposed
for comparison. We also propose algorithms for calculating these sequence
variants. As an example, we applied the methods to real data from elec-
tronic medical records (EMRs) to determine the diversity of the treatment
patterns in different hospitals, before presenting the results to medical
workers to help them recognize the differences and improve their medi-
cal actions. Frequent treatment patterns were extracted from a real treat-
ment order database of EMRs by using sequential pattern mining, and
the differences in the treatment patterns were calculated and visualized
as longest common subsequence variants and merged sequence variants.

Keywords: Sequence variant · Electronic medical records · Medical
support · Comparison of medical institutes · Sequential pattern mining

1 Introduction

A sequence is a very common structure that appears almost everywhere. An
ordered list can be represented as a sequence. The comparison of two or more
sequences is an important problem. Identifying the longest common subsequence
(LCS) that represents the common part of several sequences is a well-known
method for solving this problem. However, the sequence structure and LCS can-
not be identified in all situations in practical applications. For various reasons,
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elements may have partial order and they cannot be represented as a sequence,
and thus the LCS cannot be used for comparing the elements. Thus, it is neces-
sary to expand the sequence and LCS concepts. A sequence variant (SV) with
branches has been proposed as an expansion of a sequence. If we consider an
SV as a directed graph, then to compare SVs we can try to use methods used
to compare graphs, such as graph edit distance [1]. However, SVs have some
characteristics such as unique supremum and infimum, and such graph methods
could not treat such points appropriately. Therefore we need to consider methods
more specifically. To conduct comparisons of SVs, it is necessary to detect the
common and uncommon parts of the SVs, but a suitable method is not available.

A clinical pathway is a typical example of a practical problem that involves
the comparison of SVs. A clinical pathway is the typical treatment process for
a given disease and it is usually generated by medical workers. In recent years,
electronic medical records (EMRs) have been rapidly replacing traditional med-
ical records written on paper and the reuse of data in EMRs is expected. As an
example of the reuse of EMRs, the automatic extraction of frequent treatment
patterns for a given disease has been investigated widely. In 2015, the Govern-
ment of Japan initiated the Millennial Medical Record Project [2] to manage
and reuse medical records on a nationwide scale. Due to the increasing num-
ber of medical institutes that are participating in the Millennial Medical Record
Project, it is expected that research will be conducted to analyze the data from
multiple hospitals. This research may allow the identification of the diversity of
treatment procedures, and the medical workers in one hospital will be able to
compare the differences in their treatment patterns with those in other medical
institutes.

In this study, we developed a method for comparing SVs by providing appro-
priate definitions and algorithms. We then applied these methods to analyze
the EMRs from multiple medical institutes and to help improve their medical
actions. To address the research aims, we focused on medical treatment order
data in EMRs. In the proposed method, the longest common subsequence variant
(LCSV) is defined based on the LCS, and the merged sequence variant (MSV) is
used for comparison. Frequent treatment patterns were then extracted from real
treatment order databases of EMRs by using sequential pattern mining (SPM),
and the differences in the treatment patterns were calculated and visualized as
LCSVs and MSVs.

The remainder of this paper is organized as follows. Background knowledge
and related work are summarized in Sect. 2. The proposed methods and experi-
mental evaluation are described in Sect. 3 and Sect. 4, respectively. We give our
conclusions and suggestions for future work in Sect. 5.

2 Related Work

In this section, we introduce related works about SPM and SVs.
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2.1 SPM

SPM is based on using important data-mining algorithms for discovering fre-
quent patterns in a sequence database and it has various application domains,
such as in medicine, e-commerce, and the World Wide Web [3]. Given a database
based on a set of sequences, the problem involves extracting frequent patterns
where the percentage of sequences containing them is greater than the predefined
minimum support value, i.e., minsup.

The Apriori-based frequent pattern mining algorithms are well-known SPM
algorithms [4], but they are very time-consuming with large data sets and many
irrelevant patterns are generated. To exclude irrelevant patterns, PrefixSpan [5]
was proposed to mine the complete set of patterns while also reducing the candi-
date pattern generation effort by exploring prefix projection. To further improve
the efficiency, CSpan [6] was proposed for mining closed sequential patterns.
This algorithm uses a pruning method called occurrence checking, which allows
the early detection of closed sequential patterns during mining.

2.2 Analysis of Medical Data by SPM

Wright et al. [7] used an SPM-based algorithm called SPADE [8] to extract the
frequent patterns in the medical orders of diabetic patients and recommended
the dosages of medications according to the rules detected in the frequent pat-
terns. Uragaki et al. [9] constructed an item as a group comprising the type,
explanation, code, and name, and then conducted extraction considering the
information for medicines. Their results showed that more information could
be extracted by mining based on the code representing the effect of a medicine
rather than mining based on the name of the medicine. Moreover, the time inter-
val was calculated statistically so it was not necessary to set the time interval in
advance. Le et al. [10] proposed methods by considering privacy.

2.3 Analysis of SVs

Honda et al. [11] detected SVs by detecting the common part of a closed frequent
pattern with the same number of items for each relevant treatment day. Le
et al. [12] analyzed the reasons why variants might appear by using multivariate
analysis.

3 Proposed Methods

To our knowledge, no previous studies have proposed methods for comparing
SVs, and thus we introduce the LCSV and MSV as new concepts.

In the following, we provide definitions of the Sequence, SV, LCS, LCSV and
MSV, and introduce the methods used to calculate LCSV and MSV. Moreover,
we introduce a method for comparing frequent treatment patterns. The proposed
methods are based on the premise that frequent sequences are extracted by SPM
and the sequences are combined as SVs.
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We refer to items as nodes. A node has four attributes comprising name as
the explanation, nextList as the list of adjacent nodes, id as its unique number,
and label as the SV to which it belongs. In particular, sv.nextList = {sv′ ∈
SV |(sv, sv′) ∈ E}.

3.1 Sequence

Definition 1 (Itemset). An itemset I is defined as follows:

I = {i1, i2, . . . , in},

where i ∈ I is an item.

Definition 2 (Sequence). For an itemset I, a sequence S is defined as follows:

S = ({s1, s2, . . . , sm},≺S),

where sj = (id, i), i ∈ I and id is a unique index in S and ≺S is the total order
on S, i.e., ∀s1, s2 ∈ S, s1 ≺S s2 ∨ s2 ≺S s1.

3.2 SV

Definition 3 (SV). For an itemset I, a lattice SV is defined as follows:

SV = ({sv1, sv2, . . . , svl},≺SV ),

where svj = (id, i), i ∈ I and id is a unique index in SV and ≺SV is the partial
order on SV . Moreover, SV has a unique supremum and unique infimum.

When capital letters (e.g., A,B,C) are used to refer to an item in the
following, the letter refers to the name of the item with ids. In addition,
A ≺ B,B ≺ C,B ≺ D,C ≺ E,D ≺ E is expressed as <A,B, (C,D), E>.

We introduce a sequence variant graph (SVG) as a method for visualizing
SVs.

Definition 4 (SVG). For an SV , a directed acyclic graph is defined as an
SVG, as follows:

G = (V,E),

where the vertex set V is the itemset of SV , and ∀e = (svout, svin) ∈
E, svout ≺SV svin.

It is easy to show the corresponding SV by visualizing an SVG. For example,
if A,B,C,D,E are items, then the SVG of SV = <A,B, (C,D), E> is shown
in Fig. 1.

SVs and SVGs can be transformed from each other, so we treat them as the
same in the following.
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Fig. 1. SVG of SV .

3.3 LCS

Definition 5 (Common subsequence (CS)). For the sequences Sα and
Sβ, the CS of Sα and Sβ is defined as a sequence that satisfies the following
conditions:

∀csi, csj ∈ CS, csi, csj ∈ Sα ∩ Sβ , and csi ≺CS csj ⇐⇒ csi ≺Sα csj ∧ csi ≺Sβ csj .

A subsequence of a CS is also a CS, so there may be multiple CSs. Thus, we
can define the LCS as follows.

Definition 6 (LCS). For the sequences Sα and Sβ, the LCS of Sα and Sβ is
defined as a CS that satisfies the following condition:

For any common subsequence CS, |CS| ≤ |LCS|,

where |CS| refers to the number of nodes in CS.

This problem is NP-hard for the general case of an arbitrary number of input
sequences [13]. However, the problem is solvable in polynomial time by dynamic
programming when the number of sequences is constant.

3.4 LCSV

In practice, a frequent pattern extracted from a database is not unique, and thus
it cannot be described as a sequence and the LCS cannot be used for compar-
ing patterns directly. Therefore, analogous to SVs, we introduce the common
subsequence variant (CSV) and LCSV concepts.

Definition 7 (CSV). For SVα and SVβ, the CSV of SVα and SVβ is defined
as an SV that satisfies the following conditions:

∀csvi, csvj ∈ CSV, csvi, csvj ∈ SVα ∩ SVβ and

csvi ≺CSV csvj ⇐⇒ csvi ≺SVα
csvj ∧ csvi ≺SVβ

csvj .

The subsequence variant of a CSV is also a CSV, so there may be multiple
CSVs. Thus, we can define the LCSV.
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Algorithm 1. LCSV
1: input: SV1 and SV2

2: output: LCSV
3: number SV1 from 1 to s
4: number SV2 from s + 1 to t
5: r1 ← the number of paths of SV1

6: r2 ← the number of paths of SV2

7: for i = 1, 2, . . . , r1 do
8: for j = 1, 2, . . . , r2 do
9: LCS(i, j) ← the LCS of path i of SV1 and path j of SV2

10: end for
11: LCS(i) ← the longest in

LCS(i, 1), LCS(i, 2), . . . , LCS(i, r2)

12: end for
13: LCSV ← combination of LCS(1), LCS(2), . . . , LCS(r1)
14: renumber nodes in LCSV from t + 1 and also renumber those in SV1 and SV2

Fig. 2. Finding the LCSV of SV1 and SV2.

Definition 8 (LCSV). For SVα and SVβ, the LCSV of SVα and SVβ is
defined as a CSV that satisfies the following condition:

For any common subsequence variant CSV, |CSV | ≤ |LCSV |,

where |CSV | refers to the number of nodes in CSV .

The LCSV is calculated using Algorithm 1, as illustrated in Fig. 2. We use
dynamic programming to calculate the LCS of paths.

3.5 MSV

To compare the frequent treatment patterns, we introduce the MSV as follows.

Definition 9 (MSV). For SVα, SVβ, and their LCSV , the MSV is defined as
an SV that satisfies the following conditions.
∀svi, svj ∈ SVα ∪ SVβ , svi, svj ∈ MSV , and svi ≺MSV svj ⇐⇒ svi ≺SVα

svj ∧ svi ≺SVβ
svj.∀msvi,msvj ∈ MSV,msvi ≺MSV msvj =⇒ (msvi,msvj ∈
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Fig. 3. MSV of SV1 and SV2.

Algorithm 2. MSV
1: input: SV1, SV2

2: output: MSV
3: LCSV ← LCSV (SV1, SV2)
4: map ← NodeMappingGeneration(SV1, SV2, LCSV )
5: restore the MSV from map (map contains label and order information)

SVα ∧ msvi ≺SVα
msvj) ∨ (msvi,msvj ∈ SVβ ∧ msvi ≺SVβ

msvj). Moreover,
the nodes in LCSV are labeled as {α, β} and the other nodes are labeled as α or
β according to the SV to which they belong.

Thus, we propose the method for calculating the MSV of SV1 and SV2 in Algo-
rithms 2, 3, and 4.

The mapping map is a key–value structure where the key is the id of the node
and the value is the node. In the last step of Algorithm 3, when we combine the
two mappings, if the node is in map1 and map2, then we combine the nextList
of them and place it in map.

To make it easier to understand the labels of the nodes, we use blue for SV1,
red for SV2, and orange for the common part, i.e., the LCSV . We then apply
the algorithm in Fig. 2 and the result is shown in Fig. 3.

In fact, constructing the MSV involves several problems. First, if several
nodes have the same name in the SV, they need to be distinguished. This problem
is solved by numbering the nodes when calculating the LCSV. Another problem
occurs when some nodes have order relations with several patterns. In the MSV,
the nodes must be multiplied and some of them belong to the LCSV whereas
others only belong to some SVs. For example, as shown in Fig. 2, node C and
node F both occur in parallel and in sequence, so in the MSV shown in Fig. 3,
there are two node Cs with different label as {2} (red) and {1,2} (yellow) to
ensure that the positional relationship is retained in MSV.
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Algorithm 3. NodeMappingGeneration
1: input: SV1, SV2, LCSV
2: output: a mapping map
3: map1 ← ∅
4: map2 ← ∅
5: list ← node(LCSV )
6: n ← maximum number of nodes in LCSV
7: while list �= ∅ do
8: CNc ← node with the smallest number in list
9: CN1 ← node in SV1 with the same number as CNc

10: CN2 ← node in SV2 with the same number as CNc

11: newCNc ← CNc

12: newCNc.next ← CN1.next ∪ CN2.next
13: put {newCNc.id : newCNc} into map1 and map2
14: nextList ← CNc.next
15: map1 ← SearchNext(CN1, nextList, CNc, n,map1)
16: nextList ← CNc.next
17: map2 ← SearchNext(CN2, nextList, CNc, n,map2)
18: list.remove(CNc)
19: end while
20: combine map1 and map2 as map

4 Experiments

In experiments, we applied the proposed methods to real treatment order data
from the University of Miyazaki Hospital (UMH) and Miyazaki Medical Associ-
ation Hospital (MMAH) to verify their effectiveness.

4.1 Experimental Method and Environment

In the medical order database, orders without medical meanings such as “Fees”
and “Dietary therapy” were deleted, and SPM was then applied to obtain fre-
quent patterns in the data from each hospital. We combined the sequences from
one hospital as a SV. Next, the LCSV algorithm was applied to calculate the
LCSV of the SVs from the two hospitals. Finally, the MSV was constructed
and visualized in a graph. The experiment used the original patterns and only
the longest were considered because they contained the maximum number of
medically meaningful medical orders.

The execution environment is described in Table 1.

4.2 Data Sets

The target data comprised medical treatment data coded as clinical pathways and
recorded from April 2015 to March 2020 in the EMR system called the Clinical
Research Information Infrastructure at the Faculty of Medicine, UMH. The data
did not include information that could be used to uniquely identify a patient to
ensure patient privacy. When we extracted medical treatment data from patient
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Algorithm 4. SearchNext
1: input: CN,nextList, CNc, n,map
2: output: map
3: if nextList = ∅ or CN .next=∅ then
4: return
5: end if
6: for node in CN .next do
7: if map.keySet().contains(node.id) and CNc.next.contains(node) then
8: newNode ← node
9: newNode.id ← n + 1

10: n + +
11: put {newNode.id : newNode} into map
12: else
13: put {node.id : node} into map
14: end if
15: if node ∈ nextList then
16: map.get(node.id).label ← {1, 2}
17: nextList.remove(node)
18: else
19: SearchNext(node, nextList, CNc, n,map)
20: end if
21: end for

Table 1. Execution environment

CPU AMD Ryzen Threadripper 3960X 24-Core Processor

Memory 128 GB

OS Ubuntu 18.04.1 LTS

Java version Java 11.0.11

R version R 3.6.3

records, we used anonymous patient IDs to prevent the recovery of patient iden-
tification. The use of data from this EMR system to support medical treatments
is described in [14], which is the website of the University of Miyazaki. Our study
was approved by the Ethics Review Board of the University of Miyazaki and the
Research Ethics Review Committee of the Tokyo Institute of Technology.

The EMR system used to develop our methods included time data with
accuracy to the minute and the SPM algorithm was based on time. Thus, we
aimed to apply the methods and conduct the analysis based on time information.
However, we wanted to compare multiple hospitals, so we needed to use the
data recorded in the Clinical Research Information Infrastructure database. This
treatment order information only included date information and no actual times
unlike the data we used before. Due to the lack of time information, we used the
data in the order recorded in the database and actual time information was not
used in the experiments. Thus, we could not guarantee the correctness of the
order relation during one day. Therefore, the experiments should be conducted
again based on date information in the future.
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Table 2. Characteristics of the PCI data set.

UMH MMAH

Number of patients 438 4,265

Maximum clinical order for each patient 816 1,100

Average clinical order for each patient 85.61 69.51

Maximum length of stay (days) 48 50

Average length of stay (days) 11.52 6.87

Table 3. Information for the orders

Node name Receipt code Point Explanation

CBC 160008010 21 Complete blood count

HR and RR 160102510 150 Heart rate and respiratory rate

B-CK-MB 160114710 90 Biochemical test

BUN 160019010 11 Biochemical test

T-BIL 160017010 11 Biochemical test

B-Cr 160019210 11 Biochemical test

B-CRP 160054710 16 Immunological test

ECG12 160068410 136 Electrocardiogram

B-BNP 160162350 130 Endocrinological test

PCI 150374910 36,000 Percutaneous coronary intervention

150375010 22,000

150375110 19,300

150260350 28,280

150284310 24,720

150359310 24,720

150375210 34,380

150375310 24,380

150375410 21,680

160107550 17,720

150318310 19,640

The target data for the experiments comprised medical treatment pathways
for percutaneous coronary intervention (PCI). PCI was selected because it is a
common surgical intervention in both hospitals. Table 2 shows the characteristics
of the data set.

4.3 Experimental Results

Extraction of SVs. The information for the orders is shown in Table 3. In
particular, PCI had several types and we unified them as PCI. Each order had a
point referring to the cost. As there were several PCI types, we used the average
point of 24,802. To acquire more information, the order name or receipt code
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could be searched in [15] to obtain the kubun code (e.g., A000-00), and a detailed
explanation could then be found in [16] using the kubun code.

We tested several minsup values but due to the page count limitation, we
used 0.15 for UMH and 0.25 for MMAH. The SVs are shown in Figs. 4 and 5.

The total points were calculated for each hospital. Four paths were present in
the SV for UMH. The total points in the four paths were 25,411, 25,400, 25,261,
and 25,250, and the average was 25,330.5. The total number of points in the SV
for MMAH was 25,524. The difference between the SVs was under 0.5%, and
thus it was difficult to compare the results.

Only one path was present in the SV for MMAH, possibly because the number
of patients was large and it was difficult to find a sufficiently frequent pattern.

Calculation of LCSVs. The LCSVs in the SVs for UMH and MMAH are
shown in Fig. 6.

We considered the order explanation and relative date as a whole, e.g.,
“B-CK-MB day0” and “B-CK-MB day1” are different orders.

Construction of MSVs. The MSVs for the two hospitals are shown in Fig. 7,
where the points in the medical orders in the different parts are shown at the
top.

By comparing the blue and red parts in the figure, we identified the differences
in the treatment patterns in the two hospitals. For example, T-BIL occurred
several times in the patterns in UMH but it did not occur in those in MMAH.
In addition, ECG12 was conducted every day in MMAH but only once in UMH.

We discussed the differences with medical workers and the effectiveness of
the comparison was confirmed. In particular, we discussed why the difference in
the use of ECG12 was likely to have occurred. A three-lead electrocardiogram
was applied continuously after surgery. It was considered that it may be suffi-
cient to apply a 12-lead electrocardiogram only once in UMH. By contrast, the
doctors at MMAH considered that it was necessary every day. We searched the
original database and found that T-BIL was sometimes conducted in UMH but
the frequency was too low to be extracted.

5 Conclusion and Future Work

In this study, we focused on comparing medical treatment order data in EMRs.
Given that no methods have been developed for making such comparisons, we
proposed definitions of the LCSV and MSV. We extracted frequent treatment
patterns for a specific disease from a real treatment order database of EMRs
by using SPM and applied our proposed methods for calculating the LCSV and
MSV for the SVs from two hospitals. We also proposed a method for visualizing
the differences in the SVs. We applied our proposed methods to real treatment
order data from the two hospitals in experiments, and the differences between
the two hospitals were visualized.
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As explained above, the EMR system used in the present study could not
guarantee the order relations in one day, and thus extraction based on date infor-
mation should be considered in future research. Therefore, during the extraction
process, the orders that occurred in one day were treated as occurring at the
same time in the present study. The treatment patterns for other diseases could
also be analyzed in future. In addition, a visualization tool for automatically
representing the MSV could be developed to make it easier to understand the
differences in SVs. As many medical institutes have joined the Millennial Medi-
cal Record Project, it would be useful to extend the method to comparing more
than two hospitals.
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2 Hübscher & Partner Patentanwälte GmbH, Linz, Austria

gerd@huebscher.at
3 SBA Research, Floragasse 7, Vienna, Austria

aekelhart@sba-research.org

Abstract. In the digital age, knowledge processes can be formalized
and simplified using task management systems. As they evolve, so must
the underlying schemata to retain harmony and concurrency with the
real world. In this work we present a graph neural network model that
can help in reconciling these data. It can do so by leveraging a novel
propagation rule that does not presume reciprocal dependency but is
able to represent it still. Thereby it can predict structures in the form of
usage links with high accuracy and assist in the reconstruction of missing
information. We evaluate this model on a new knowledge management
dataset and show that it is superior to traditional embedding methods.
Further, we show that it outperforms related work in an established
general link prediction task.

Keywords: Knowledge graph · Link prediction · Graph neural
networks

1 Introduction

For today’s knowledge and information society [6,10,28], one of the greatest
challenges is to increase the efficiency of knowledge work [7,8] through success-
ful digitalisation. Knowledge work is based to a large extent on communication
between knowledge workers, such as researchers, developers, consultants or attor-
neys. However, the observable data and information occurring in this commu-
nication is largely unstructured and requires a-priori knowledge to understand,
extract and apply semantic concepts.

Externalising this required knowledge is a demanding process, which requires
the repetitive articulation and internalisation [22,23]. Despite the increasing sup-
port of knowledge management systems, this process of knowledge transfer often
fails due to the necessary generalisation on the part of knowledge workers or due
to the impossibility of integrating and applying this knowledge appropriately on
new tasks.
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One form of externalising and structuring knowledge that has gained a lot of
interest in the last decade is knowledge graphs. They can broadly be described
as “a representation of knowledge (however defined) in the structural form of a
directed (mostly acyclic) graph” [3].

More precisely, knowledge graphs can be seen as knowledge bases of types,
instances and their attributes that are created user-driven in a dynamic context,
guarded by constraints, and organised in a logical and computable graph [16].
Types and constraints are important for the stability and the expressiveness
of a knowledge graph used by several users, because they support a uniform
representation of information artefacts.

However, the dynamic development of knowledge graphs, especially in the
context of knowledge work with unknown processes and information artefacts,
raises the problem that the quality of the assignment of instances to types
depends strongly on the respective user and thus not only the stability and
expressiveness of a knowledge graph, but also that the linking or integration of
several knowledge graphs into each other becomes difficult or impossible [14].

The support of users through automated or semi-automated classification or
typification of information artefacts, as well as the prediction of links between
these information artefacts, is therefore an essential prerequisite for the applica-
bility of knowledge graphs in the context of knowledge work.

We propose a Graph Neural Network model that tackles this task via linkage
reconciliation. It can assist in discovering missing links between existing data,
which is a frequent problem when adding new data or incorporating it into new
tasks. Importantly, the presented approach works on an anonymized knowledge
graph that only contains data objects, but not their values, making this a suitable
method even for sensitive data and remote processing. We also compare this
method against a strong baseline and established graph embedding methods,
where it shows superior performance. Additionally, we evaluate it in a general
link prediction task on a citation graph and find performance to be satisfactory.
Further, the effect of model components is investigated and found to be positive
and essential to high performance in all cases. Lastly, we construct a purely
structural prediction scenario without any node information and demonstrate
that even then the model is able to perform adequately.

2 Related Work

There is a large catalogue of work on the analysis of and learning on networks.
We focus here on introducing methods and previous results that concern link
prediction and graph neural networks.

Topology methods, such as the Adamic-Adar index [1] or the Resource Allo-
cation index [33], are an established class of algorithms that exploit simple struc-
tural patterns based on local node structure. They are generally not suited to
directed graphs and incur a high degree of information loss therefore.

There are multiple methods that can learn embeddings, a dense representa-
tion that preserves some structural information and other graph characteristics
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in an unsupervised manner. The influential DeepWalk algorithm by Perozzi et al.
[24] is based on random walks through the graph. These sequences can then be
factorized with the skip-gram technique of Mikolov et al. [21]. The weights of
this factorization matrix are the learned representations for each node. They
can be used as features for a simple classifier and thereby outperform traditional
methods in multi-label node classification tasks.

NetMF [25] is a closed-form solution that approximates the weight matrix
generated in a deep walk. It uses sparse truncated SVD to learn embeddings for
the pointwise mutual information index matrix and achieves node classification
performance similar or superior to other embedding methods in established pre-
diction tasks. The node representations generated by such an embedding method
can be used as features to predict links between nodes by comparing their concor-
dance as a basis for attachment likelihood. A popular choice for such a method of
comparison is the dot product between two embedding vectors. In recent years,
graph neural networks have been established as a suitable candidate to build
end-to-end models that can learn supervised tasks directly. Most of them are
built around the graph convolution propagation rule developed by Kipf et al. in
[18] and also known as Graph Convolutional Networks (GCNs). In the context
of link prediction, the GCN is designated as the encoder that produces embed-
dings and used in conjunction with a decoder, that transforms pairs of node
embeddings into link likelihoods. There are multiple flavours of graph convolu-
tion that e.g. perform neighbourhood sampling, [11], or employ attention mech-
anisms, c.f. [29]. Recent work by Wang et al. [30] has shown that in established
link prediction benchmarks, these adaptations essentially perform equivalently.
Salha et al. [27] compare symmetric and asymmetric decoding methods to their
own gravity-inspired decoding in three link prediction tasks and different sce-
narios. They find that, depending on the reciprocity in the prediction scenario,
asymmetric decoding can be vital to making usable predictions.

3 Asymmetric Bidirectional Residual GNN

In this section we define the Asymmetric Bidirectional Residual Graph Conv-
olutional Network (ABRes-GCN), which is the core of our work. This includes
the novel bidirectional adaptation that was designed specifically for application
in knowledge graphs. We also cover the basic propagation rule and functional
basics of auto-encoders that it makes use of.

Graph Convolutional Networks, introduced by [18], are an instance of Graph
Neural Networks that compute node representations from neighbouring node
features. Similar to the neighbourhood concepts that enable convolutions on
image data, these features are processed via linear combination in multiple par-
allel filters learned via gradient descent with back-propagation, c.f. [26]. They
natively process arbitrary directed graph data and can be extended to cover
heterogeneous nodes and edges. Through the nesting of multiple propagation
passes, meaningful dense representations can be extracted from structured but
unordered data. This makes them a suitable candidate for graph auto-encoding.
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In such a setting, they are trained to recover the structure of a graph, i.e. pairwise
links between an intact node set.

Formally, we represent a knowledge graph as G = (V, E , λl) with nodes (or
vertices) V and edges E ⊆ {(u, v) : u, v ∈ V ∧ u �= v} between them. In most
knowledge graphs, nodes are heterogeneous and their one-hot-encoded type is
given by λl : V → {0, 1}nl . For simplicity, here we consider only graphs with
homogeneous edges of a singular type, however methods can easily be adapted
to heterogeneous links. In layer � of L layers with F (�) filters, the convolution of
node v in G with in-neighbourhood Γ (G, v) = {u : (u, v) ∈ E} is

f (�+1)(G, v) =
∑

u∈Γ (G,v)

Θ(�+1)f (�)(G, u)z(v) (1)

with a learned weight matrix Θ(�+1) ∈ RF (�)×F (�+1)
for each layer. To avoid the

accumulation of large feature values in high in-degree nodes, they are scaled with
the inverse square root of the node degree in normalization z(v). To ensure that
the representation f (�+1)(G, v) also contains the representation of v itself, G is
extended with self-loops E = E ∪ {(v, v) : v ∈ V}. Input features are the initial
node representations in layer 0, i.e. f (0)(G, v) = λl(v) and F (0) = nl.

Bidirectional Graph Convolution. In a knowledge graph, there are links that
can introduce reciprocal dependencies, such as part of relationships. This infor-
mation can be made available to the model by including the reverse direction,
expressed as the reverse graph G−1 = (V, E(−1), λl) = (V, {(v, u) : (u, v) ∈
E}, λl), into the propagation rule. Both modalities are integrated into a com-
mon vertex representation by linear combination. This novel propagation rule
for layer � is:

f (�+1)(G, v) = Θ(�+1)
c

(
f (�+1)(G, v), f (�+1)(G−1, v)

)
(2)

Θ
(�+1)
c ∈ RF (�+1)×2F (�+1)

is a matrix of learned weights for each layer. This
improves the modelling capabilities to cover reciprocal relationships with mini-
mal additional complexity, preserving adequate convergence.

Residual Computation. To facilitate the training of ABRes-GCN, skip connec-
tions [12] are added between same size layers for explicit residuals. They allow
for the stacking of multiple GCN layers without the problematic vanishing gra-
dients that plague back-propagation in deep architectures. This can help deeper
and more expressive models’ convergence and thereby improve performance [5].

The rectification σ : R → R, x �→ max(0, x) introduces non-linearity to
enhance model capabilities beyond linear functions. The last of L layers is not
activated in this manner, i.e. f

(L)
res = f (L).

Asymmetric Decoding. To obtain the likelihood P of a link forming between two
nodes u and v, their embeddings f(u) and f(v) are compared. This coefficient is



Reconciliation of Mental Concepts with Graph Neural Networks 137

scaled through the sigmoid function σ to ensure 0 < P (u, v) < 1. For the inner
product, we can see how this leads to a symmetric distance metric:

P (u, v) = σ(f(u)T f(v)) = σ(f(v)T f(u)) = P (v, u) (3)

This is unsuitable for any directed graph where relationships between nodes
are not guaranteed to be mutual. Therefore substitution with an asymmetric
decoder is prudent for modelling undirected linkage. It is easily derived along
the lines of [31] from any combination of decoder and encoder by specifying a
separate source and target embedding fs(u) and ft(u) for each node u. We then
arrive at an asymmetric inner product of the form:

P (u, v) = σ(f(s)(u)T f(t)(v)) �= σ(f(s)(v)T f(t)(u)) = P (v, u) (4)

These source and target vectors can be obtained from any embedding by
assigning a slice to each role, as such: f(s)(u) = f(u)

[1:F (L)
2 ]

and f(t)(u) =

f(u)
[F (L)

2 +1:F (L)]
This decoder does not require any other adaptations to the

encoder and is natively suited to undirected link prediction. Reducing the embed-
ding in this way requires encoding of sufficient information in both slices, which
is not guaranteed for arbitrary representations. In ABRes-GCN it is however
learned jointly through back-propagation and does not induce a penalty on avail-
able decoded information beyond the halving of dimensionality.

Training Procedure. During model training, the cross entropy reconstruction loss
is minimized through gradient descent with back-propagation, as in [19]. ABRes-
GCN is trained with a negative sampling procedure that produces random pairs
of nodes that are not connected in the training set for each epoch. This provides
a degree of stochasticity that can introduce some helpful noise during training,
similar to the shuffling of mini batches. For the convenience of a balanced setting,
the number of negative samples is set to equal the number of positive samples.

The adaptive momentum gradient descent method of [17] is used to train
ABRes-GCN in mini-batches. We use an exponential learning rate decay with a
factor γ at each epoch to encourage exploitation in the later stages of training.
For improved convergence behaviour and added regularization, batch normaliza-
tion is also applied to each graph convolution layer’s output before rectification.
We use the dropout method of [13] after the last feature computation to encour-
age the learning of more robust representations and decoupled weight decay [20]
of 0.02 for regularization.

4 Dataset

The TEAM-IP-11 dataset is a special instance of a knowledge graph based on the
inTegrated knowlEdge and tAsk Management (TEAM) model and system pre-
sented in [15,16]. The TEAM model combines several perspectives of knowledge
1 Publicly available at https://github.com/wendli01/abres gcn/blob/master/team ip

1.zip.

https://github.com/wendli01/abres_gcn/blob/master/team_ip_1.zip
https://github.com/wendli01/abres_gcn/blob/master/team_ip_1.zip


138 L. Wendlinger et al.

work in a multi-dimensional graph that includes both an instance model and a
domain model (type level). The data perspective of this graph is described at
instance level by data objects and data object relations of different kinds. Each
data object corresponds to a mental concept that can be either value-bearing or
value-unbearing. For example, the data object of the pure String “John Doe” is
value-bearing, while the data object of the Name “John Doe” based on this text
is value-unbearing (see Fig. 1). The TEAM model ensures that all data objects
within the graph are unique. The data object relations connecting the data
objects are directed edges pointing from the data object with higher represented
information content towards the data object with lower represented information
content. For example, the Natural Person with the Name “John Doe” contains
more information than the Name alone. Several data object relations exist, such
as “has”, “roleOf” and “hasValue”.

Case
File

ClientPatent Letter

has

has
has

OwnerAppl.
Date

has
has

Sender

has

Receiver

has

Natural
Person

roleOf

roleOf

NameTitle Address

has
has

has
roleOf

Date

String String Street City

hasValue

hasValue hasValue has
has

Dr. John Doe

07.09.2019

Fig. 1. Exemplary representation of the data perspective of the TEAM-IP-1 dataset,
showing data objects as nodes and data object relations as edges directed from nodes
with higher information content to nodes with lower information content.

Each data object and each data object relation is assigned to a data object
type or a data object relation type in the domain model.

The TEAM-IP-1 dataset includes randomly selected real-world transaction
data of an IP management system, which were imported into a TEAM system.
The resulting TEAM model was then reduced to the data perspective and sub-
sequently anonymised by removing all node and edge attributes. The resulting
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dataset encompasses 68 846 nodes of 124 different node types and 160 452 rela-
tions. The support of the individual data object types and data object type
relations in the instance model can be seen in Fig. 2. Despite the high number of
data object relations, the density of the data set is comparatively low, which is
partly due to the random selection of the imported data. The resulting density
is at 3.4×10−5, far lower than in social networks, such as karateclub [32] (0.14),
and slightly lower than in citation networks like Citeseer [9] (0.00083).

Fig. 2. Node type graph with the number of links expressed by edge width and a
colormap. Central nodes (degree centrality ≥ 0.11) are named. Value unbearing node
types are colored blue, value bearing types orange. (Color figure online)

5 Experiments

Here we describe the reconciliation experiment that forms the core of our work.
This includes a deeper look into the recall-precision trade-off as well as prediction
difficulty on a node type basis. In this section the evaluation methodology for this
link prediction task is laid out in detail. We also study how network depth affects
ABRes-GCN and seek to gauge the importance of node information relative to
structural information.

All code, experiment setups, final and intermediate results are available at
https://github.com/wendli01/abres gcn.

https://github.com/wendli01/abres_gcn
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5.1 Methodology

We compare the predictive performance of the ABRes-GCN to a selection of tai-
lored and established baselines. These include a Bag-of-Words inspired approach
dubbed Bag-of-Types that represents a node as the type counts of its undirected
neighbours. We also compare the performance of various established graph repre-
sentation learning methods. Chief among them is the traditional DeepWalk [24]
with 10 walks of length 80. NetMF [25] is run in 10 iterations with 32 dimen-
sions and PMI matrix powers of order 2. The parameter setting of ABRes-GCN
is listed in Table 1, with invariable hyper-parameters except for 0 dropout for
Citeseer like in [27]. For all baseline encoding methods, the same asymmetric
decoding schema is used, as it showed improved performance across all of them.
This is despite the methods not being designed to encode information uniformly
in all dimensions. Because these baseline models are not learned end-to-end, the
concordance between node embeddings, e.g. in the form of the dot product, is not
normalized or meaningful. Because the decoder is separate from the encoder and
cannot adjust the embeddings to produce link likelihoods. Hence, a mechanism
that can learn to map decoded edge representations to likelihoods is necessary.
For this purpose, we use a random forest [4] with 100 trees split via the Gini
impurity for all unsupervised algorithms ant denote it as +RF.

When evaluating an estimator, producing predictions for all 4.7 billion pairs
of nodes in TEAM-IP-1 is intractable. We therefore perform negative sampling
to create a set of ntest negatives to complete the ntest positives. To gain an
estimate of repeatability and robustness, 10 trials are performed. In each fold,
ntest = 	0.2 × 160 452
 relations are reserved for testing, with the remaining
ntrain = �0.8 × 160 452� designated for estimator fitting. For Citeseer, we use a
test set of proportion 0.1, in concordance with other work.

Predictions are evaluated using the average precision score (AP), which cor-
responds to the area under the precision-recall curve. We chose this metric as it
gives insight into model performance across the whole range of decision thresh-
olds, and thereby indicates whether it produces usable prediction probabilities.
For comparison with related work, we also list the area under the receiver-
operator-characteristic curve (ROC-AUC) where possible.

5.2 Predictive Performance

The reconciliation task on TEAM-IP-1 factorizes into a network link predic-
tion. We set the Bag-of-Types model as a strong baseline, against which other
predictors are measured.

The result of all methods are listed in Table 2. Traditional walk-based node
embedding methods cannot be used to accurately predict links in this task. This
deficit can be attributed to the structure of TEAM-IP-1, especially short path
lengths and disconnected components, that is not well suited to random traver-
sal. Even so, the performance of NetMF shows a large increase over DeepWalk,
mirroring some of the findings of Qiu in [25]. The GCN without the asymmet-
ric decoding performs significantly worse than the baseline, while adopting the
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Table 1. Parameter setting for the ABRes-GCN for link prediction.

Parameter name Default value

GCN layer sizes (32, 32, 32, 32, 32)

Epochs 200

Dropout probability 0.1 for TEAM-IP-1, 0 otherwise

Initial learning rate 0.01

Learning rate decay 0.98

Table 2. Link prediction performance on TEAM-IP-1 averaged over 10 folds with
standard deviation indicated. Statistically significant (according to a paired t-test with
α = 0.05) improvement or degradation against the Bag-of-Types + RF baseline is
indicated by (+) or (−), respectively.

Method AP ROC AUC

Random Guessing 0.325 ±0.0028 (−) 0.501 ±0.003 (−)

Bag-of-Types + RF 0.801 ±0.002 0.859 ±0.002

DeepWalk [24] + RF 0.399 ±0.025 (−) 0.598 ±0.028 (−)

NetMF [25] + RF 0.738 ±0.0177 (−) 0.809 ±0.004 (−)

GCN 0.711 ±0.0205 (−) 0.785 ±0.012 (−)

A-GCN 0.775 ±0.0064 (−) 0.802 ±0.007 (−)

ARes-GCN 0.885 ±0.0035 (+) 0.907 ±0.007 (+)

ABRes-GCN 0.901 ±0.0025 (+) 0.926 ±0.0025 (+)

asymmetric decoder results in a score that is still lacking. Only with explicit
residuals can the model surpass baseline performance, then by a large margin.

A look at the precision recall curve in Fig. 3 confirms that the ABRes-GCN
produces usable link likelihoods. Recall stays high even for configurations focused
on precision and tapers off at a consistent rate. This model behaviour makes
tuning to scenarios with different type 1 and type 2 error requirements easy and
predictable. The precision curves are similar across multiple trials, which shows
model consistency beyond only low variance in average precision.

The effect of our GCN adaptations is of special interest and their score dis-
tributions are shown in Fig. 4. There is a substantial increase in consistency and
overall performance effected by the asymmetric decoding, which confirms the
notion that it is obligatory for directed link prediction. ABRes-GCN performs
significantly better than a model without the bidirectional propagation rule,
according to a paired t-test with p = 3.19 × 10−9.

Due to the underlying type hierarchy, node type plays a large role in to which
degree attachment can be predicted. Moreover, there are types for which a target
role is easier to identify than a source role and vice versa. The score distribution
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Fig. 3. Precision vs. Recall for ABRes-
GCN predictions in 10 trials. The aver-
age precision, i.e. area under the curve,
is annotated for each fold.

Fig. 4. TEAM-IP-1 link prediction per-
formance of GCN model variants. Distri-
butions of average precision in 10 folds.

over the 10 folds per node type is depicted in Fig. 5, split by node role. There
is a cluster of well connected node types that all show high source scores but
inconsistent target scores. This is a pattern induced by the type hierarchy in
which predicting links in lower levels is easier, as the more specific value bearing
nodes get more common.

5.3 General Link Prediction on Citeseer

Table 3. Link prediction performance on Citeseer averaged over 10 folds with standard
deviation indicated.

Method AP ROC AUC

Source/Target Graph AE [27] 0.75±0.034 0.74±0.031

Gravity Graph VAE [27] 0.898±0.01 0.877±0.011

Gravity Graph AE [27] 0.848±0.011 0.784±0.016

ABRes-GCN 0.836±0.015 0.913±0.011

For a better insight into the performance of ABRes-GCN, we also evaluate it in
an established link prediction task on the Citeseer citation dataset [9]. It achieves
appreciably higher AUC scores than the gravity based GNNs of [27], that have
been tuned for high AUC in this general link prediction task. It also performs
markedly better than the Source/Target Graph AE of [27], which is functionally
similar to our A-GCN model (Table 3).
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5.4 Ablation Studies

Layer Configuration. The depth of neural networks is a contentious issue, as it
epitomizes the trade-off between complexity and usability. We investigate how it
affects the predictive performance of our ABRes-GCN model, which was designed
with residuals to tackle this exact issue. Like the other eponymous extension to
the original GCN propagation rule, skip connections are imminently necessary
for high performance in the link prediction task.

Fig. 5. Mean average precision per node
type, split by their role as source or tar-
get nodes. Types with fewer than 10
links in all 10 folds are excluded. Marker
colour denotes the degree centrality in
the type graph (c.f. Fig. 2), lobe size is
the standard deviation.

Fig. 6. Effect of network depth for dif-
ferent widths with and without explicit
residuals on TEAM-IP-1 link prediction
performance. Mean over all folds with
standard deviation shaded.

Their positive effect on any model that consists of more than one layer is
clearly visible in Fig. 6. Without this adaption, the average precision of the model
degrades rapidly with increasing depth, especially for configurations with larger
widths, i.e. filter sizes. This demonstrates that even for models of medium depth,
convergence and resulting performance can be improved significantly through
explicit residual computation. In the TEAM-IP-1 link prediction scenario, they
are required for any configuration with hidden layers.

Node Information and Structure in the Context of User Privacy. To
gauge the importance of structure, we perform an ablation on the available
information in the relational model. If the node features, comprising only of
their respective type, is obscured, the ABRes-GCN model still achieves high
predictive performance. This corresponds to an average precision of 0.807±0.0071

relative to the full models 0.901 ±0.0025. This is equal to the baseline score of
the Bag-of-Types + RF model. Here it is important to visualize the difference
between the two models: the Bag-of-Types model is functionally equivalent to
a latent single filter in the first layer of a normal, typed, GCN constructed
over the undirected graph. Essentially, one method makes use of structure only,
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while the other uses no structural information beyond the simple neighbourhood
but they achieve very similar performance. We can infer from this result that
ABRes-GCN can predict relations in knowledge graphs based on structure alone,
even if there exists an underlying type hierarchy that is ignored. Because it does
not rely on this data, it lends itself to application in scenarios which need to protect
sensitive or confidential data by privacy preserving methods. What constitutes
confidential information depends on the underlying business and may include e.g.,
trade secrets and market strategies. Personally identifiable information (PII) on
the other hand is well-defined and comprises e.g., a full name, a social security
number, document numbers, email addresses or telephone numbers.

However, it has been shown that removing the identity of each node in a
graph before publishing does not always guarantee privacy, as the structure of
the graph, combined with prior knowledge of an attacker, could still leave the
graph vulnerable to re-identification of individuals [2]. Thus, in future work we
want to explore how anonymization approaches on (heterogeneous) graphs would
impact the performance of the presented approach and study how the optimal
trade-off between privacy vs. loss of utility can be reached.

We can also surmise that accurate prediction in the absence of node typing
might be an effect of a type definition that is too general and cannot adequately
represent the role of a node in relation to its descendants. This information is
evidently present in the embeddings of ABRes-GCN, as it can recover it to a
high degree. A schema to incorporate this information into a refined type model
can be devised easily and is left as future work.

6 Conclusion

In this work, we identify incomplete linkage as a problem in knowledge graphs
used for knowledge management. We create a data-driven graph dataset derived
from a real-world system that consists of an anonymized data model, dubbed
TEAM-IP-1. We present ABRes-GCN, an extension to an established Graph
Neural Network model that improves the representation of data flow in such
graphs by a mechanism that respects reciprocity. We show that ABRes-GCN
outperforms traditional and graph embedding methods in a link prediction task
on TEAM-IP-1, that presents an analogous challenge. In this capacity, ABRes-
GCN can assist users in the management of knowledge by reconciling existing
and new data. We also demonstrate that our model performs adequately in other
link prediction challenges. Because of its high performance on prediction with
anonymized and purely structural data, further work into model applications in
the context of user privacy is planned.
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Abstract. The modern development of Medicine relies heavily on effective data
mining. However, many practical diagnostic tasks operate on small data samples
with an asymmetric number of instances of different classes. This paper considers
the binary classification task in the case of a short unbalanced set of medical data.
The authors improved the implementation of the Probabilistic Neural Network (I-
PNN). It is based on a newmethod of forming the outputs of the PNN’s summation
layer, which, as in the analog, retains the condition of ensuring a complete system
of events (formation of a set of probabilities of belonging to each class that in the
sum equal 1). However, in contrast to analogs, this method takes into account the
uneven representation of all classes in a stated data set, which provides the ability
to effectively solve classification tasks in the case of an unbalanced dataset. The
authors substantiate the proposed approach anddescribe all the steps of algorithmic
implementation of the proposed I-PNN. Modeling of I-PNN operation using a
well-known unbalanced medical dataset was performed. The optimal parameters
of I-PNN operation are selected. An experimental increase in the accuracy of the
proposed I-PNN (up to 5% based on F1-score) compared to the existing PNN
was found. All these advantages create many prerequisites for the practical use of
I-PNN in the case of processing a short set of unbalanced data in various areas of
medical diagnostics.

Keywords: Medical data · Imbalanced classification task · Small data
approach · Probabilistic Neural Network

1 Introduction

The modern development of Medicine is accompanied by the digitization of all informa-
tion in the form of structured and unstructured data. Many information technologies for
various purposes are developed for their processing [1]. Intelligent components of such
systems, in particular, based on Artificial Neural Networks (ANN) [2], play an essential
role in the processing of both large and small datasets [3]. Effective solution to basic
DataMining tasks is increasingly becoming additional information for the doctor during
the diagnosis, study of the effectiveness of ongoing therapy, etc.
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Based on the analysis of known medical histories, physicians are increasingly using
decision support systems that provide access to the experience of thousands of colleagues
across the country and create the necessary datasets for analysis. Inmedical practice, such
datasets can be both large and small [4, 5]. In the first case, a vast arsenal of ML-based
analysis methods for such data is developed. However, in the case of small amounts of
information, intellectual analysis is complicated [6]. The problem is exacerbated in the
case of asymmetry of the representation of classes in the dataset intended for diagnosis
[7, 8]. Therefore, it is necessary to improve existing or develop new ones, particularly
neural network methods, which will ensure the required accuracy.

A Probabilistic Neural Network (PNN) was developed quite a long time ago, but it is
very widely used today in the intellectual analysis of medical data. It is due to a number
of its advantages, in particular:

– does not require a training procedure;
– has only one parameter to be configured;
– provides high accuracy;
– demonstrates satisfactory results when processing short datasets;
– provides the ability to obtain output signals both in the formof belonging to a particular
class and in the form of a set of probabilities of belonging current point to all classes
of the task.

The last advantage of this ANN is that it plays an essential role in medical diagnosis
[9, 10]. It is because the set of probabilities of belonging of the current point to all classes
of the task, especially when it describes the full system of events [7], can serve as a very
informative additional indicator when making a decision a doctor. This approach allows
the specialist to more deeply evaluate the results of the analysis of a particular patient
with an intelligent subsystem [11] based on PNN before making a diagnosis.

Despite many advantages, PNN has some disadvantages. In particular, it becomes
enormous and slow when processing large data sets. In addition, like most classifiers, it
reduces its effectiveness when analyzing unbalanced datasets.

Therefore, this work aims to develop an approach for implementing PNN, which
should increase the accuracy of its work in the case of processing short unbalanced
datasets. We called it Imbalanced PNN (I-PNN).

The main contribution of this paper can be summarized as follows:

– we proposed an improved version of the Probabilistic Neural Network (I-PNN) based
on a new method of calculating the set of probabilities belonging to each class of the
task, which meets the condition of a complete system of events and takes into account
the uneven number of vectors of different classes in the available shortmedical dataset;

– we substantiated the proposed approach and experimentally confirmed a significant
increase in the classification accuracy of I-PNNwhen solving the binary classification
task on three short sets of medical data with different levels of Imbalanced Ratio.

The practical value of this study lies in the possibility of significantly improving the
accuracy of solving medical diagnostics tasks with intelligent services based on I-PNN
in the case of processing short sets of unbalanced medical data.
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2 State-of-the-Arts

According to the following request to the Scopus scientometric database (executed on
April 1, 2022):

TITLE-ABS-KEY (pnn OR probabilistic AND neural AND network AND clas-
sification) AND (LIMIT-TO (PUBYEAR, 2022) OR LIMIT-TO (PUBYEAR, 2021)
OR LIMIT-TO (PUBYEAR, 2020) OR LIMIT-TO (PUBYEAR, 2019) OR LIMIT-
TO (PUBYEAR, 2018)) over the last five years, more than 1,400 published works on
this topic have been indexed.

This number of articles confirms the relevance of the use of PNN in solving various
applied medical and technical diagnostics tasks.

Most of these articles deal with classification in the case of a balanced dataset.
Still, some approaches have been developed to improve the accuracy of PNN in the
case of unbalanced data sets [6]. Among the best-known methods are undersampling,
oversampling, and ensemble learning. Let us look at some of them in more detail.

The authors in [12] researched the selection of optimal features from a dataset that
will reduce the sensitivity of PNN to omissions, anomalies, and imbalances in the dataset.
It is experimentally established that this approach will improve the accuracy of PNN.
However, the authors used the classical data pre-processing methods, and they did not
perform any changes in the topology or algorithm of PNN operation.

The authors in [13] researched predicting the development of diabetes using an
unbalanced data set. The proposed approach uses the SMOTE method for the oversam-
pled minority class. This approach demonstrated an increase in the accuracy, where
PNN demonstrated the highest results among the five methods considered. However, an
artificial increase in the number of instances of the minor class can provoke overfitting
[14].

In [15] the authors investigated the problems of constructing themost accuratemodel
to predict drug resistance. The applied value of such a model lies in helping to choose
HIV + therapy. Performing feature selection procedures and balancing four data sets
using undersampling has avoided some problems in solving the classification problem.
PNN here has demonstrated the highest accuracy of work compared to other researched
methods that once again confirm the urgency of its use in practical research inMedicine.

The paper [16] deals with the classification task in the case of an unbalanced dataset
based on PNN. The authors have developed an ensemble model based on Neural Net-
works of this type that demonstrates significant accuracy advantages. However, exten-
sive time, energy, and memory resources are required to implement this approach to
accompany the implementation of the ensemble.

In [17], the authors compared the effectiveness of the classical PNN and Naïve
Bayesian Classifier for solving the classification task on unbalanced datasets. The basis
of this studywas the search for skewed features and evaluation of the two above classifiers
with it presence and without it. According to practical experiments on six unbalanced
datasets, Naïve Bayesian Classifier showed higher accuracy than the classical PNN in
both cases. It is because the implementation of classical PNNdoes notmeet the condition
of output signals formation according to the complete system of events. Moreover, it
does not consider the asymmetry of classes and therefore demonstrates significantly
lower accuracy. The authors of [18] eliminated the first of these two shortcomings. They
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have replaced the procedure for generating PNN outputs in the summation layer to form
a complete system of events. However, the second disadvantage of the above is that
it does not provide sufficient accuracy of PNN in the case of data processing with an
asymmetric number of classes.

Therefore, in this paper, we propose an improved approach to implementing PNN,
which should increase the accuracy of its work in the case of processing short unbalanced
data sets. We called it Imbalanced PNN (I-PNN).

3 I-PNN: Improved PNN for Imbalanced Classification Tasks
in Medicine

The PNN has four layers: input, pattern, summation, and output. The PNN topology is
shown in Fig. 1.

Fig. 1. PNN topology.

Each layer of the topology from Fig. 1 is responsible for performing specific actions
of the general PNN’s operation algorithm. In particular, in the initial layer, the input
parameters of the Neural Network are initialized. The pattern layer is designed to cal-
culate Gaussian functions from Euclidean distances between the current point and all
points from the dataset. In the summation layer, a set of probabilities of belonging of the
current point to each class is calculated. In particular, in [18], the formula for calculating
the outputs of the summation layer (Fig. 1) forms a complete system of events. Although
this method has many advantages, including the increased accuracy of the PNN, it is
accompanied by some limitations in the case of unbalanced data sets. That is why this
level of the PNN topology is of themost significant interest in this work. The output layer
of the PNN topology generates an output signal of belonging of a given observation to a
specific class of the task based on the use of the largest value from the set of probabilities
obtained in the summation layer.
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To describe the improved PNN version proposed in this paper to increase classifica-
tion accuracy in case of unbalanced datasets lets us consider the mathematical basis of
the Probabilistic Neural Network.

Suppose we have a tabular dataset, which is represented as a set of vectors in the
total number of N in the form: xi,1, ..., xi,j, ..., xi,n → yi, i,

(
i = 1,N

)
. Accordingly, the

number of vectors Nk in the form xik ,1, ..., xik ,j, ..., xik ,n → yi which belong to one of

k,
(
k = 1,Kmax

)
classes under the condition N =

Kmax∑

k=1
Nk is also known. In this case,

k,
(
k = 1,Kmax

)
is the number of the class to which the corresponding vector belongs

i = 1,N ; ik ,
(
ik = 1,Nk

)
is the number of the vector from Kmax classes; j,

(
j = 1, n

)

is the attribute number of the corresponding vector.
A set of vectors xm,1, ..., xm,j, ..., xm,n, is also specified, for which it is unknown to

belong to certain classes of the task, i.e., there is no output element ym,m = 1,M .
The PNN implementation algorithm involves performing the following steps:

1. Determine the number of input attributes and specified task classes.
2. Construct the PNN topology according to step 1.
3. Perform normalization of all vectors xi,j in columns according to the expression:

xi,j = xi,j
max
1≤j≤n

∣∣xi,j
∣∣ , i = 1,N , j = 1, n. (1)

4. Perform normalization of all vectors xm,j based on the maximum absolute value of
the element obtained in item 3 in each column.

5. Calculate the Euclidean distances between xm,j and all xik ,j for each of the presented
classes of the task, according to the expression:

Em,ik =
√√
√√

n∑

j=1

(xm,j − xik ,j)
2. (2)

6. Calculate the Gaussian functions from (2) according to the expression:

Gm,ik = exp(−
(
Em,ik

)2

σ 2 ). (3)

where σ is a smooth factor (the only PNN parameter to be configured).
7. Calculate the probabilities P(m, k) of belonging of the current vector xm,j to each of

the given classes of the problem, provided that
Kmax∑

k=1
P(m, k) = 1 [18]:

P(m, k) =

Nk∑

ik=1
Gm,ik

N1∑

i1=1
Gm,ik + ... +

Nk∑

ik=1
Gm,ik + ... +

NKmax∑

iKmax=1
Gm,iKmax

, k = 1,Kmax (4)
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Expression (4) describes the complete system of events, which is a tremendous
advantage in Medicine. It is because it is crucial to know the magnitude of the prob-

ability of each of the events when
Kmax∑

k=1
P(m, k) = 1 [18]. However, this expression

does not consider the uneven representation of the number of vectors from different
classes. Thus minority classes are suppressed by the majority ones. In the case of
the need to solve the binary classification task, which often arises in medical prac-
tice when it is necessary to process small data and even their imbalance - this is
a significant disadvantage. Therefore, in this paper, we propose a new approach to
the formation of the output signals of the PNN summation layer to determine the
probability of belonging of the current vector to one of k,

(
k = 1,Kmax

)
classes:

P(m, k) =

Nk∑

ik=1
Gm,ik

Nk

N1∑

i1=1
Gm,ik

N1
+ ... +

Nk∑

ik=1
Gm,ik

Nk
+ ... +

NKmax∑

iKmax=1
Gm,iKmax

NKmax

, k = 1,Kmax (5)

This relatively simple but effective solution satisfies both requirements: it pre-
serves the complete events system.Also, it takes into account the uneven presentation
of all classes of the task in a given dataset.

8. For each vector with unknown output max{P(m, k)} should be find. It should be
noted that {P(m, k)} are calculated based on (5). Expression (4) in the proposed I-
PNN implementation algorithm is ignored. Themaximumvalue ym = max{P(m, k)}
is the output signal of the I-PNN, which will determine whether the current vector
belongs to one of the specified classes of the task.

4 Modeling and Results

The authors developed software in Python, which was used for practical experiments.
We have worked on binary classification tasks in the field of Medicine.

Modeling I-PNN was performed using three well-known unbalanced short medical
datasets with different amounts of instanced, attributes, and representation of classes
(minority - min., and majority - maj. classes). The primary characteristics of the datasets
and the Imbalanced Ratio for each of them are presented in Table 1. In addition, this
table contains links to open repositories to get acquainted with them in more detail.

The proposed I-PNNand the base PNNareNeural Networkswithout training. There-
fore, the three data sets in Table 2 were randomly divided into preparatory and test sets at
80% to 20%. In addition, the dataset [21] was pre-processed because it contained many
gaps in the data. All vectors with omissions were removed from this dataset. I-PNN
and base PNN contain only one parameter to be configured. It is a smooth factor - σ .
The optimal value of this parameter for I-PNN during the analysis of each of the three
medical datasets was found by the brute force method in the interval [0.01: 10] with a
step of 0.01.
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Table 1. Short descriptions of the binary imbalanced datasets used for modeling.

Dataset The number of
instances

The number of
attributes

The number of maj.:
min instances

IR**

Haberman’s
Survival Data Set
[19]

306 3 225:81 2.78

Pima Indians
Diabetes [20]

768 8 500:268 1.87

Breast Cancer
Wisconsin [21]

682* 9 443:239 1.85

* number of instances after data clearing (deleted vectors with missing data)
** IR (Imbalanced Ratio) = number of majority class (maj.) / number of minority class (min.)

Table 2. I-PNN results on three different medical datasets.

Dataset The optimal value of the
smooth factor σ

Precision Recall F1-score

Haberman’s Survival Data Set
[19]

0.09 0,9104 0,9016 0,9059

Pima Indians Diabetes [20] 0.53 0,7675 0,7742 0,7708

Breast Cancer Wisconsin [21] 0.12 0,9796 0,9782 0,9789

Among the performance indicators used for I-PNN’s modeling, the authors used
Precision, Recall, and F1-score. Total accuracy was not considered because, as is known
[22, 23], this indicator should not be used when evaluating the performance of artificial
intelligence tools in the case of processing unbalanced data sets.

The results based on Precision, Recall, and F1-score for the three data sets and the
selected optimal value σ that provided the highest accuracy of I-PNN are summarized
in Table 2.

5 Comparison and Discusion

To compare the effectiveness of the proposed I-PNN in the case of solving binary clas-
sification tasks on short, unbalanced medical datasets with different Imbalanced Ratios,
authors used a basic version of PNN from [18]. The optimal value σ was determined
according to the same optimization method used for I-PNN.

The comparison results of both studied Artificial Neural Networks based on three
different performance indicators are shown in Fig. 2. Conventionally, Fig. 2 is divided
into three areas - each of which shows the results of experiments for three different data
sets.
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Fig. 2. Comparisons results of I-PNN and PNN using Precision, Recall and F1-score.

It should be noted that in parentheses next to each name of the studied ANN indicates
the optimal value σ that ensured obtaining such results.

From Fig. 2 it can be stated:

– I-PNN provides an increase in accuracy compared to PNN [18] based on the F1-score
for the three studied data sets;

– a significant increase in accuracy (4–5%) according to F1-score was obtained for data
sets with low imbalance (according to [24], datasets [20] and [21] are low imbalance);

– very small accuracy increases are received for a dataset from [19]. Both can explain
this: the small amount of data (twice lower as the other two datasets) and the sig-
nificantly higher Imbalance Ration (more than 1.5 times higher than the other two
datasets);

– if we consider the values of Precision, Recall indicators for both studied ANN for all
three datasets, they are higher (to a greater or lesser extent) after applying the proposed
I-PNN.

All the above advantages allow the use I-PNN: in its current form for further assessing
the patient’s condition by a doctor (as a set of probabilities); or by integrating it into
automated hybrid diagnostic systems, such as [25], to improve the accuracy of their work
in case of processing small unbalanced datasets.
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6 Conclusions and Future Work

The paper proposes an improved scheme of Probabilistic Neural Network. We called it
I-PNN. The authors have developed a new method for forming the outputs of the PNN
summation layer, which, in contrast to the existing one, considers the uneven represen-
tation of all classes in a current dataset. This problem is quite common in Medicine,
significantly when solving the binary classification tasks in various intelligent diagnos-
tic systems. The authors substantiate the proposed approach and present a complete
algorithm for implementing I-PNN.

Experimental modeling conducted by the authors on three data sets showed an
increase in accuracy for all cases using three performance indicators - Precision, Recall,
and F1-score. In particular, the F1-score showed an increase in accuracy from 0.5% to
5%, depending on the data set’s characteristics, volume, and Imbalanced Ratio.

Further research will be conducted to evaluate the effectiveness of I-PNN in solv-
ing multi-class imbalanced classification tasks. In addition, it is planned to develop a
homogeneous I-PNN’s ensemble and its integration into hybrid diagnostic systems to
improve the accuracy of their work in case of the need to process unbalanced data sets.
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Abstract. Designing smart home services is a complex task when
multiple services with a large number of sensors and actuators are
deployed simultaneously. It may rely on knowledge-based or data-driven
approaches. The former can use rule-based methods to design services
statically, and the latter can use learning methods to discover inhabi-
tants’ preferences dynamically. However, neither of these approaches is
entirely satisfactory because rules cannot cover all possible situations that
may change, and learning methods may make decisions that are some-
times incomprehensible to the inhabitant. In this paper, PBRE (Peda-
gogic Based Rule Extractor) is proposed to extract rules from learning
methods to realize dynamic rule generation for smart home systems. The
expected advantage is that both the explainability of rule-based methods
and the dynamicity of learning methods are adopted. We compare PBRE
with an existing rule extraction method, and the results show better per-
formance of PBRE. We also apply PBRE to extract rules from a smart
home service represented by an NRL (Neural Network-based Reinforce-
ment Learning). The results show that PBRE can help the NRL-simulated
service to make understandable suggestions to the inhabitant.

Keywords: Rule extraction · Neural network · Reinforcement
learning · Smart home

1 Introduction

Numerous smart home applications are rapidly emerging to provide various ser-
vices to inhabitants. Most of these applications belong to the knowledge-based
approaches. Expert systems [12] are one of the most well-known knowledge-based
systems. They allow inhabitants to design their services based on a set of rules.
However, despite the potential security and privacy risks [19], developing smart
home services with knowledge-based approaches is usually a complicated manual
process, especially when the services are complex or the actuators are diverse and
tightly interconnected. Moreover, it is not easy to design rules when only ultimate

c© The Author(s) 2022
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objectives are known, e.g., it is cumbersome to design rules for an HVAC (heating,
ventilation, and air conditioning) system when the desired indoor temperature is
specified along with the energy consumption to be minimized.

Other applications to implement a smart home system mainly belong to data-
driven approaches. These approaches make strategic decisions based on the anal-
ysis and interpretation of data. And learning methods that learn from data and
make predictions based on it are at the forefront of data-driven decision making
[5]. They try to automatically discover the patterns of the systems by analyzing
the datasets provided. Thus, in a smart home, these approaches can figure out
regulation solutions by studying inhabitants’ activities. It is essential to consider
the reactions of an inhabitant when attempting to design a user-friendly smart
home system [6]. Reinforcement learning (RL) [8], whose basic idea is that an
artificial agent learns the system’s behavior patterns by interacting with the
environment, can consider the inhabitant’s reactions to the proposed actions to
find out his habitual behaviors, and a group of habitual behaviors can be trans-
lated into a service. In this way, RL enables the inhabitant to participate in the
control of smart home services. Moreover, neural network-based reinforcement
learning (NRL), which integrates neural networks with RL, facilitates the mod-
eling of high-dimensional systems for RL [8]. However, NRL works like a black
box as it does not explain why it proposes new services or modifies existing ones.

To overcome the above shortcomings of the two approaches, we propose to
extract rules from a trained NRL. The extracted rules allow showing the inhabi-
tant in which situations the NRL suggested certain actions and enrich the knowl-
edge base, which saves the inhabitant from manually creating rules. However,
most of the existing rule extraction methods focus either only on neural net-
works with discrete inputs or on binary classification problems. Nevertheless, in
a smart home, there are both discrete (window state: open or closed) and con-
tinuous states (light intensity or temperature). Moreover, the control of smart
home services is not only a binary but also a multi-class classification problem.
In this paper, a method called PBRE (Pedagogic Based Rule Extractor) is pro-
posed to extract rules from a trained NRL that takes discrete and continuous
states as input and proposes states for multiple actuators.

In the rest of the paper, Sect. 2 presents existing work on rule extraction.
Section 3 explains the principle of PBRE. Section 4 evaluates PBRE and com-
pares it with an existing method called RxNCM.1 Section 5 shows how the NRL
learning and rule extraction methods can be integrated into a smart home sys-
tem. Section 6 simulates smart home light services with NRLs and evaluates the
performance of PBRE in extracting rules from NRLs (see Footnote 1). Section 7
summarizes the main contributions and provides interesting perspectives.

2 Context and Related Work

The smart home is usually implemented by setting up various services. In our
study, a set of possible operations performed by different devices can change
1 The codes for the implementations of all experiments can be found in: https://

github.com/mingming81/PBRE.git.

https://github.com/mingming81/PBRE.git
https://github.com/mingming81/PBRE.git
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the value of a particular environment state. A service can be denoted by the
name of that state, and the operations involved are means to implement that
service. For example, if an inhabitant is at home, raising the heater to increase
the temperature or opening a window to decrease the temperature are two ways
to implement a temperature service.

To create services, we can use methods of knowledge-based [9,17,18] or data-
driven approaches. However, knowledge-based systems usually require manual
input from the inhabitant to design services, which hinders the creation of com-
plex services. Although neural networks are more and more popular, and NRLs
are used by many smart home systems [16,23,24] to create services that can
interact with the environment and adapt to the inhabitant’s activities, they are
like black boxes, and we do not know why they suggest certain services.

To make NRLs understandable and enrich the knowledge base, we consider
extracting rules from NRLs. There is a lot of work on extracting rules from trained
neural networks. For example, in a tree-based machine learning approach [4,15]
collects all formulas from the root to a leaf node with a decision value and conju-
gates all these formulas to obtain a rule. [3] proposes an algorithm called RxNCM.
This algorithm first removes insignificant input attributes from the trained neural
network. Then, it determines the ranges for each attribute by selecting its min-
imum and maximum values from the training samples. The rules are created by
combining attributes with ranges of values and the corresponding outputs. These
rules are then pruned by removing conditions from a rule if the accuracy of the
rules can be increased in the test dataset. Finally, the pruned rules are updated
by removing overlapping ranges of attribute values between rules if the accuracy
of the new rules in the test dataset is increased. [22] proposes MOFN to extract
rules. First, a neural network is created using KBANN [21] and then trained. Next,
units with similar weighted connections are grouped. The average values replace
the weight values in each group, and the groups with low link weights are deleted.
The updated neural network is subsequently trained again by optimizing the bias
values. Then rules with weights and biases are extracted by combining inputs and
outputs. The final rules are obtained by removing the weights and biases. How-
ever, with the exception of RxNCM, the above work focuses on neural networks
that either have specific structures, e.g., [4] is only suitable for tree-based machine
learning methods, or they only accept categorical and limited integer inputs, e.g.,
[22] is only suitable for neural networks with limited integer inputs. In this work,
we propose PBRE to extract rules from trained neural networks or NRLs by ignor-
ing the input data types and structures of neural networks, and then evaluate it
with RxNCM to prove its better performance.

3 The Proposed PBRE Method

The principle of PBRE is illustrated in Fig. 1: First, PBRE extracts an instance
rule from a trained neural network, where an instance rule is a mapping between
the inputs and outputs of a neural network at a given time step. Then, it gener-
alizes the instance rule. Next, it combines the generalized rules by merging those
whose conclusions are the same and the range values of the states in the conditions
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Fig. 1. PBRE rule extraction process Fig. 2. Tree data structure

overlap. Finally, it refines the combined rules by removing insignificant states in
the conditions based on the accuracy of the rules in the unseen dataset. The unseen
dataset is a dataset that contains samples from which no rules are extracted, while
the seen dataset is used to extract rules. The use of the unseen dataset allows the
evaluation of the generalization capability [14,20] of the extracted rules.

3.1 Generate Instance Rules

A neural network can directly output the desired action that an actuator will per-
form. Nevertheless, an NRL may provide the quality values for all possible states
of an actuator, e.g., a deep neural network-based Q-learning (DQN) [10], which
we use in this paper to implement smart home services. Therefore, we first intro-
duce how to select the state of an actuator when the NRL generates quality values
for all possible states of that actuator. Suppose that there is a trained NRL with
an unknown structure, its inputs are st = [si

0

t , · · · , si
n

t ] where the superscript
indicates the type of input state and the subscript denotes the time step. The
outputs are action quality values qt = [qact

0

0,t , · · · , qact
0

i,t , · · · , qact
m

0,t , · · · , qact
m

k,t ],
where the superscript indicates the type of actuators and the subscript repre-
sents the actuator’s certain state and time step. Thus, the proposed states are

sact
0

i′,t = argmax(qact
0

0,t , · · · , qact
0

i,t ), · · · , sact
m

k′,t = argmax(qact
m

0,t , · · · , qact
m

k,t ). (1)

Moreover, we can obtain and represent the instance rule irt at time step t as

if state i0 has value s0t , · · · , then actuator act0 will have state sact
0

i′,t , · · · . (2)

However, instance rules are not like rules for general situations. We should
generalize them into rules by performing the following procedure.

3.2 Generalize Instance Rules

We generalize instance rules by first expressing instance rules in a tree structure
with linked lists. This tree structure gives a concise and clear idea of an instance
rule’s compositions and generalization process. Then, we generalize an instance
rule by merging it with another instance rule or rule whose conclusions are the
same as those of the instance rule and whose certain conditions have close values
or contain the values of those of the instance rule.
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Figure 2 shows the structure of the linked list tree. Each branch is a linked
list and stores an instance rule or a rule. Each branch node consists of a state
value belonging to either conclusions or conditions. Except for the root node
whose value is constant, the other nodes at the same level describe the values
of the same state type of different instance rules or rules. The data structure
of each node belonging to the Node class is shown in Fig. 2. It consists of two
parts: data being the state value of the current node and subNodes storing the
child nodes of the current node. The state value of the node is represented as

node.data = {Float : mean, F loat : min, F loat : max} (3)

where mean, min, and max are the average, minimum, and maximum of the state
value of all combined samples. The introduction of a range of values between the
minimum and the maximum makes it possible to combine instance rules or an
instance rule and a rule when their conclusions are the same, while the values
of certain states in the conditions are the same or close or overlap. The data
structure of subNodes is shown in Eq. 4. It is a vector consisting of all subnodes
of the current node. Each element in this vector contains a subnode of class Node
and an integer count indicating how many times the state value of the current
subnode appears simultaneously with the state values of the nodes in the same
branch and at higher levels.

node.subNodes = {{Node:node0, Integer:count0}, · · · }. (4)

To access a node and its subnodes, we use the dot notation like the property
accessor in JavaScript, i.e. the node ni in slashes in Fig. 2 can be described as
root.node1.nodec, which belongs to the class Node, its state value is ni.data,
and the subnodes are: ni.subNodes. To access its average, minimum and max-
imum values, we use ni.data.mean, ni.data.min and ni.data.max; to query its
jth subnode, we use ni.subNodes[j].

However, after generalizing an instance rule, there is a possibility that some
particular state value ranges overlap between rules with the same conclusions.
Therefore, we need to combine the obtained rules.

3.3 Combine Rules

To combine rules Ra whose conclusions are the same while the ranges of states in
the conditions overlap, for each state c in the condition, we first sort rules of Ra

in ascending order of the minimum values of c. Next, we name the first rule of
Ra as rm. Then we iterate Ra. For each rule ra in Ra, its minimum value of state
c is compared with the maximum value of the same state in rm. If the former
is not larger than the latter, we change rm.c.max to the larger value between
ra.c.max and rm.c.max. If there is no such rule ra, we store rm in a new rule set
Rb, define the current ra as rm, and compare rm with the remaining rules of Ra.
After all rules in Ra have been tested, we store the last rm in Rb to ensure that
no rm is forgotten. Finally, we need to delete duplicate rules from Rb because
the above process is performed for each state in the conditions, therefore it may
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Algorithm 1: Remove Insignificant States (RIS)
Result: final rules

1 D: dataset storing samples with each containing state values and target values
2 Dunseen: unseen dataset with each containing state values and target values
3 R = {r1, · · · , rm}: extracted rules
4 maxAcc: the maximum accuracy
5 stateTypes: the available state types
6 insignificantStates: vector storing insignificant state types
7 Function RIS(D, Dunseen, R):
8 corrState = D.corr().iloc[: −1, −1]; sort corrState in ascending order
9 sort stateTypes with the same order of corrState

10 for stateType in stateTypes do
11 numCorrect = 0
12 for dunseen in Dunseen do
13 create R1 ∈ R without states with types in insignificantStates and

stateType
14 select R2 ∈ R1, whose rules’ states ranges contain those of dunseen

15 create R0 by adding deleted states to R2

16 if size(R2) equals 1 then inference = conclusions of R2

17 else
18 arr=concatenate dunseen.states and R0.states.mean
19 arr, corrState2=remove states with types in

insignificantStates and stateType from arr, corrState
20 inference = Inference(corrState2, arr)
21 end
22 if inference equals dunseen.targets then numCorrect+ = 1
23 end
24 acc = numCorrect/length(Dunseen)
25 if acc ≥ maxAcc then add stateType to insignificantStates;

maxAcc = acc
26 end
27 for stateType in insignificantStates do
28 for dunseen in Dunseen do
29 arr=execute lines 13∼18
30 arr, corrState2=arr, corrState remove states with types in

insignificantStates and add state with type stateType
31 execute lines 20∼24
32 end
33 if acc ≥ maxAcc then remove stateType from insignificantStates;

maxAcc = acc
34 end
35 remove states with types in insignificantStates from R; return R

result in duplicate rules. The final Rb stores rules with the same conclusions but
without states in the conditions whose ranges overlap with those of other rules.

3.4 Refine Rules

In this section, we focus on removing insignificant states in the conditions
using Algorithm 1. First, we use Pearson product-moment correlation coefficients
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Algorithm 2: Infer the unseen sample (Inference)
Result: Inference result

1 corrState: correlation vector between state types and targets
2 arr:matrix concatenating states of the unseen sample and averages of the states

in the conditions of the rules
3 ε: predefined small number
4 Function Inference(corrState, arr):
5 corr = correlation(arr ∗ corrStates)
6 if ∀i, j ∈ corr, (i − j) < ε then select conclusions of the rule which has the

maximum sum of frequencies of occurrence of the conclusions
7 else select conclusions of the rule with the maximum correlation
8 return conclusions

(PPMCC) [2] to calculates the states-targets correlation vector. This vector stores
the correlation between available state types and the targets. Then, we sort this
correlation vector in ascending order to ensure the least correlated state types
come first (lines 8–9). For each stateType in available state types stateTypes,
first, we define a rule set R1 acquired from R by removing states with types in
insignificantStates and stateType. Then, we create a rule set R2 containing rules
from R1, whose states’ range values in the conditions contain the states’ values of
the unseen sample under study dunseen. We also define a rule set R0 equal to R2

with the deleted states added (line 10–15). If the size of R2 is 1, we select the conclu-
sions of this rule as the targets of dunseen (line 16). Otherwise, we remove states
with types in insignificantStates and stateType from the concatenated states
matrix which combines the states of dunseen and the averages of the states in the
conditions of R0. The states with types in insignificantStates and stateType are
also removed from the states-targets correlation vector (lines 17–19). Next, we use
Algorithm 2 to derive the unseen sample dunseen (line 20).

As shown in Algorithm 2, to obtain inference, we first multiply the updated
concatenated matrix about states with the states-targets correlation vector, and
then use PPMCC to calculate the correlation between dunseen and rules in R2

based on this weighted state matrix (line 5). If all rules have close correlations
with dunseen, we choose the conclusions of the rule which has the maximum sum
of frequencies of occurrence (count in Eq. 4) of the conclusions; otherwise, we
select the conclusions of the rule whose states are most strongly correlated with
those of dunseen (lines 6–7).

After all unseen samples are derived, we compute the accuracy of R without
state with types in insignificantStates and stateType (line 24). If the accu-
racy is not less than the maximum accuracy, the state with type stateType is
not important for the rules to correctly make inference. It will be added to the
insignificantStates vector, and the current accuracy will be the maximum accu-
racy (line 25). Next, after having run through all stateTypes and obtained the
final insignificantStates, we decide which stateType in insignificantStates
can be re-added to rules to maintain or improve the accuracy on the unseen
dataset. If such a stateType exist, it will be removed from insignificantStates
vector, and the updated accuracy will be the new maximum accuracy as shown
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in lines 27–33. When the updated final insignificantStates is acquired, we
remove states belonging to types in insignificantStates from R and return the
updated R as the final extracted rules (line 35). An extracted rule after having
been converted to “if-then” rule can be written as:

if state i0 is between s00 and s01 and has average s0m, · · · , then actuator

act0 will have state sact
0

0 with frequency of occurrence countact
0

0 , · · · . (5)

4 Evaluation and Comparison with Existing Work

Before applying PBRE to extract rules from DQNs in a smart home, we compare
and evaluate the performance of PBRE with that of RxNCM on six datasets from
the machine learning repository of the University of California Irvine: the Iris
dataset, the Wisconsin Breast Cancer (WBC) dataset, the Sonar dataset, the
German Credit dataset, the Ionosphere dataset, and the Heart Disease dataset.
Descriptions of the datasets are provided in Table 3 (Appendix 1).

4.1 Comparative Experiment

Metrics. We use the following metrics to evaluate PBRE and compare it with
RxNCM: (1) The number of extracted rules. [7,14] (2) Accuracy describes the
number of samples where the updated controllable environment states conform to
the inhabitant’s habitual behaviors as a percentage of the total samples. [1,22,25]
(3) Similarity, or fidelity [1,22,25], is the number of samples where conclusions
derived from the rules are the same with propositions proposed by the neural net-
works as a percentage of the total samples. (4) Inference is the number of samples
that the extracted rules can derive as a percentage of the total samples. Metrics
(2)–(4) are evaluated for both seen and unseen samples. The procedure for deter-
mining the metrics is shown in Fig. 9 (Appendix 2).

Results. Table 1, Fig. 3 and Fig. 4 show the metric results for PBRE and RxNCM.
From Table 1, we see that the number of rules extracted from each dataset by
PBRE or RxNCM is not large, which ensures that storing the extracted rules does
not require large memory, which is an important metric for a high-dimensional
smart home system. Figure 3 and Fig. 4 show that although RxNCM, like PBRE,
can infer all seen and almost all unseen samples (see “PBRE Infe.” and “RxNCM
Infe.”), the rules extracted with PBRE generally have higher accuracy and sim-
ilarity than those extracted with RxNCM (see “PBRE Acc.”, “RxNCM Acc.”,
“PBRE Sim.” and “RxNCM Sim.”). To illustrate the general performance, we cal-
culate the average ofmetrics (2) to (4) anddenote it as “PBREAve.” and “RxNCM
Ave.”. The results show that PBRE has higher general performance than RxNCM
for both datasets, which is consistent with the observations made above for metrics
(2) to (4). Moreover, including general performance, RxNCM has higher metric
results in the unseen datasets than in the seen datasets, and PBRE does the oppo-
site and has higher metric results than RxNCM in both datasets. This is because
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Table 1. Number of rules extracted with PBRE and RxNCM

Iris WBC Sonar German credit Ionosphere Heart disease

PBRE num. of rules 3 2 2 2 2 5

RxNCM num. of rules 3 2 2 2 2 5

Fig. 3. PBRE and RxNCM experiment results by working on seen datasets

Fig. 4. PBRE and RxNCM experiment results by working on unseen datasets

Fig. 5. A smart home system with one
service in practice

Fig. 6. A smart home system with one ser-
vice in simulation

to refine rules, PBRE not only deletes the states in the conditions but also adds
them back, which ensures the number of states in the conditions and guarantees
that PBRE achieves good performance in the unseen datasets and maintains the
performance in the seen datasets.

5 NRL and Rule Extraction Methods in the Smart Home

5.1 Smart Home System in Practice

Figure 5 shows how the smart home system that uses NRL to implement a service
and integrates rule extractions looks like in practice: When the system starts,
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it reads the values of the sensors associated with the service. Then the service
selects the involved actuators’ states. The actuators update their states to the
selected ones. The executions of the actuators lead to changes in the controllable
environment states, e.g., indoor light intensity. If the inhabitant is satisfied with
the updated controllable states, he takes no action; otherwise, he can change
some or all associated actuators’ states to match his habitual behaviors. Consid-
ering the changes that the inhabitant makes to the actuators’ states, the system
can then obtain the reward calculated by the predefined reward function. It then
trains the NRL using the transitions as input. Each transition contains the envi-
ronment states detected by the sensors, the states of the actuators selected by
the service, the rewards, and the updated environment states. If the NRL is well
trained with high and stable accuracy, the system uses PBRE to extract rules
and stores them in a database; otherwise, it repeats the above process.

5.2 Smart Home System in Simulation

Figure 6 shows how the smart home system looks like in simulation: First, the
time step t is initialized. Next, the environment states, e.g., the inhabitant state,
the indoor and outdoor light intensities at time step t, are generated by the pre-
defined functions. Then, the service simulated by NRL selects the states that the
actuators should take at time step t, and the actuators update their states to
the selected ones. The controllable environment states are subsequently updated
in terms of the actuators’ executions. Depending on the predefined reward func-
tions and simulated inhabitant’s habitual behaviors, a reward is calculated to
indicate whether the inhabitant is satisfied with the updated controllable envi-
ronment states. After that, the system uses certain optimization algorithm to
train the NRL based on the transitions. Once the NRL is well trained with
high and stable accuracy, the rules are extracted using PBRE and stored in a
database. The system then determines whether the current time step is the last
time step. However, if the NRL is not well trained, the system directly checks if
the current time step is the last one. If not, the system proceeds to the next time
step; otherwise, it returns to the first time step and repeats the entire process.

Table 2. Number of rules extracted by PBRE from different DQNs

DQN v1 DQN v2 DQN v3

Num. of rules 4 4 19

Fig. 7. PBRE with the seen datasets Fig. 8. PBRE with the unseen datasets
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6 Experiment in the Smart Home Context

In this section, we run three tests (DQN v1, DQN v2, and DQN v3), each using
a DQN to simulate a smart home light service and evaluating PBRE. To per-
form these tests, we first introduce a simulated environment and then follow the
process in Fig. 6, we use PBRE to extract rules from the light service.

6.1 Simulated Environment

The representations of the involved variables in the simulated smart home are:
(1) sus: state of the inhabitant; (2) sle: outdoor light intensity; (3) slr: indoor
light intensity;(4) slp: state of the lamp; (5) scur: state of the curtain.

Each light service first selects slp and scur as its outputs, and only consid-
ering sus for DQN v1 and also sle for DQN v2 and DQN v3 as the inputs. The
selected slp and scur are used to change slr. A reward r is then calculated by
the predefined reward function with respect to the simulated inhabitant habitual
behaviors and the obtained slr. According to Fig. 6, the system trains the DQN
by using the transition at each time step. Each transition includes the current
environment states sus and sle, the proposed actuators states slp and scur, the
reward r and the new environment states sus and sle whose values have not
been changed as a result of the actuators’ executions. When the DQN is well
trained, rules are extracted from it by using the seen dataset as its input, and
the simulated smart home system starts a new iteration.

In this experiment, sust at time step t is randomly generated by following the
uniform distribution Uint(0, nus) which generates an integer between 0 inclu-
sive and nus exclusive, where nus is the total number of possible states of the
inhabitant. sle within a day is simulated with a Gaussian distribution [11,13]:

slet = N (amplitude = 600,mean = 12, stddev = 3) + 5 · U(0, 1) (6)

where some noise simulated in a uniform distribution U(0, 5) with a maximum
value of 5 is added. slet is generated every 5 min in one day.

The output of the light service is slpt and scurt . slpt can be selected from mul-
tiple levels where level 0 indicates that the lamp is off and other levels represent
that the lamp is on. The light intensity that slpt can provide when it is on is
β ·slpt , where β is the light intensity that one level can provide. scurt ∈ {0, 1/2, 1}
where 0 is closed, 1/2 is half-open, and 1 is fully open. slrt thus is

slrt = β × slpt + slet × scurt . (7)

The inhabitant’s habitual behaviors, which are the ultimate objectives that
DQNs try to achieve, are simulated in “if-then” rules related to sus and slr. For
example: if the inhabitant is absent, then the indoor light intensity is 0 lux. We
do not use specific actuators’ states, which contributes to implementing a smart
home service that can derive the regulation solutions when only the ultimate
objectives of the inhabitant are given. The reward function (see Footnote 1) used
defines rewards as constant numerical values when different habitual behaviors
are satisfied.
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6.2 Experiment Results

The metric results of PBRE in extracting rules from different DQNs for the seen
and unseen datasets are shown in Table 2, Fig. 7 and Fig. 8. We can see that
the number of extracted rules in Table 2 for each simulated service is not large,
which ensures that storing these rules does not require large memory. Moreover,
we can see that the number of rules in DQN v3 has a larger value because the
corresponding habitual behaviors of the inhabitant are more complex, as shown
in Table 4 (Appendix 3). Furthermore, from Fig. 7 and Fig. 8, we see that PBRE
can extract rules from DQNs with satisfactory general performance (see “PBRE
Ave.”), which can be further explained as follows: The extracted rules achieve the
same and sometimes even higher accuracy than the DQNs; they have the same
similarity to the DQNs in the seen datasets and almost the same similarity in the
unseen datasets; moreover, they can infer all seen and almost all unseen samples.
One of the extracted rules after having been deleted averages and frequencies
of occurrence from Eq. 5 in DQN v3 is: if the inhabitant is working, and the
outdoor light intensity is between 0.35 and 243.28, then the lamp is at level 3,
and the curtain is closed. More rules can be found in Table 4 (Appendix 3) where
we approximate the lowest and highest values of each state’s range to integers.

7 Conclusion

NRLs can implement smart home services by interacting with the inhabitant and
adapting to his habitual behaviors. Yet, like other neural networks, NRLs are
black boxes, and the inhabitant cannot know why they suggest certain services.

To address this problem, several contributions are made: (1) We propose
PBRE to extract rules from trained neural networks or NRLs without consid-
ering their structures and input data types. And the comparison results with
RxNCM prove the better performance of PBRE. (2) We show how the smart
home working process, including using an NRL to implement a service and PBRE
to extract rules, works in practice and in simulation. (3) We evaluate the perfor-
mance of PBRE in extracting rules from a smart home light service simulated
by a DQN. The results show that PBRE can satisfactorily extract rules from
these DQNs.

In perspective, it is essential to evaluate the explainability of the extracted
rules with qualitative results obtained through focus groups. Then it is promising
to work on a proposal for a smart home system with multiple services.

Acknowledgements. This work is supported by Seido Laboratory, EDF R&D Saclay,
Télécom Paris, and ANRT (Association Nationale Recherche Technologie) under grant
number CIFRE n◦ 2018/1458.

Appendix 1 Datasets Descriptions

The descriptions of the six datasets are in Table 3.
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Table 3. Datasets used for evaluating the performance of the extracted rules

Dataset Num. of
samples

Num. of
attributes

Attribute characteristics Num. of
class

Iris dataset 150 4 Real 3

Wisconsin breast cancer 569 30 Real 2

Sonar dataset 208 60 Real 2

German credit dataset 1000 9 Categorical, Integer 2

Ionosphere dataset 350 34 Integer, Real 2

Heart disease dataset 303 13 Categorical, Integer, Real 5

Appendix 2 Metric Acquiring Procedure

We follow the process in Fig. 9 to obtain metrics (2)–(4). First, we simulate
input sample 1 and input sample 2 which are the seen and unseen datasets. The
neural network makes predictions and stores them in two databases for the two
samples. Next, input sample 1 is used with the neural network to extract rules
and obtain metric (1). These rules are used to derive the two samples. Finally,
the derived conclusions are compared with the predictions to evaluate metrics
(2)–(4).

Fig. 9. Metrics acquiring procedure

Appendix 3 Extracted Rules for Light Services

Table 4 shows that DQN v1 and DQN v2 have the same extracted rules sug-
gesting always closing the curtain. However, the rules in DQN v3 have a curtain
setting more variable as the energy saving is required in the inhabitant’s habitual
behaviors. Moreover, when expressing the rules, we only keep the states’ ranges
and forget their averages to make it easier to compare with habitual behaviors.
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Table 4. Extracted rules for the light service simulated by different DQNs

DQN Habitual behaviors Extracted rules

v1 (1) If the inhabitant is absent, then the
indoor light intensity is 0 lux; (2) If the
inhabitant is working, then the indoor
light intensity is between 250 lux and
350 lux; (3) If the inhabitant is seeing a
movie, then the indoor light intensity is
between 350 lux and 450 lux; (4) If the
inhabitant is sleeping, then the indoor
light intensity is 0 lux

(1) If the inhabitant is absent, then the
lamp is off, and the curtain is closed;
(2) If the inhabitant is working, then
the lamp is at level 3, and the curtain is
closed; (3) If the inhabitant is seeing a
movie, then the lamp is at level 4, and
the curtain is closed; (4) If the
inhabitant is sleeping, then the lamp is
off, and the curtain is closed

v2 (1) If the inhabitant is absent, then the
indoor light intensity is 0 lux; (2) If the
inhabitant is working, then the indoor
light intensity is between 250 lux and
350 lux; (3) If the inhabitant is seeing a
movie, then the indoor light intensity is
between 350 lux and 450 lux; (4) If the
inhabitant is sleeping, then the indoor
light intensity is 0 lux

(1) If the inhabitant is absent, and the
outdoor light intensity is between 0 and
605 lux, then the lamp is off, and the
curtain is closed; (2) If the inhabitant is
working, and the outdoor light intensity
is between 0 and 605 lux, then the lamp
is at level 3, and the curtain is closed;
(3) If the inhabitant is seeing a movie,
and the outdoor light intensity is
between 0 and 605 lux, then the lamp is
at level 4, and the curtain is closed; (4)
If the inhabitant is sleeping, and the
outdoor light intensity is between 0 and
605 lux, then the lamp is off, and the
curtain is closed

v3 With the preference of decreasing the
electricity consumption: (1) If the
inhabitant is absent, then the indoor
light intensity is 0 lux; (2) If the
inhabitant is working, then the indoor
light intensity is between 250 lux and
350 lux; (3) If the inhabitant is seeing a
movie, then the indoor light intensity is
between 350 lux and 450 lux; (4) If the
inhabitant is sleeping, then the indoor
light intensity is 0 lux

(1) If the inhabitant is absent, and the
outdoor light intensity is between 0 and
605 lux, then the lamp is off, and the
curtain is closed; (2) If the inhabitant is
working, and the outdoor light intensity
is between 246 and 357 lux, then the
lamp is off, and the curtain is fully
open; (3) If the inhabitant is working,
and the outdoor light intensity is
between 512 and 605 lux, then the lamp
is off, and the curtain is half-open; (4) If
the inhabitant is seeing a movie, and
the outdoor light intensity is between
356 and 452 lux, then the lamp off, and
the curtain is fully open; (5) If the
inhabitant is sleeping, and the outdoor
light intensity is between 0 and 605 lux,
then the lamp is off, and the curtain is
closed; · · ·
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9. Garćıa, C.G., G-Bustelo, B.C.P., Espada, J.P., Cueva-Fernandez, G.: Midgar: Gen-
eration of heterogeneous objects interconnecting applications. A domain specific
language proposal for internet of things scenarios. Comput. Netw. 64, 143–158
(2014)

10. Hester, T., et al.: Deep q-learning from demonstrations. In: Proceedings of the
AAAI Conference on Artificial Intelligence, vol. 32 (2018)

11. Ilyas, S., et al.: The impact of revegetation on microclimate in coal mining areas
in east kalimantan. J. Environ. Earth Sci. 2(11), 90–97 (2012)

12. Jackson, P.: Introduction to expert systems (1986)
13. Juraimi, A.S., Saiful, M., Begum, M., Anuar, A., Azmi, M.: Influence of flooding

intensity and duration on rice growth and yield. Pertanika J. Trop. Agric. Sci.
32(2), 195–208 (2009)

14. Kamruzzaman, S., Islam, M., et al.: Extraction of symbolic rules from artificial
neural networks. arXiv preprint arXiv:1009.4570 (2010)

15. Kern, C., Klausch, T., Kreuter, F.: Tree-based machine learning methods for survey
research. In: Survey Research Methods, vol. 13, p. 73. NIH Public Access (2019)

16. Lee, S., Choi, D.H.: Reinforcement learning-based energy management of smart
home with rooftop solar photovoltaic system, energy storage system, and home
appliances. Sensors 19(18), 3937 (2019)

17. Leong, C.Y., Ramli, A.R., Perumal, T.: A rule-based framework for heterogeneous
subsystems management in smart home environment. IEEE Trans. Consum. Elec-
tron. 55(3), 1208–1213 (2009)

18. Mainetti, L., Mighali, V., Patrono, L., Rametta, P.: A novel rule-based semantic
architecture for IoT building automation systems. In: 2015 23rd International Con-
ference on Software, Telecommunications and Computer Networks (SoftCOM), pp.
124–131. IEEE (2015)

19. Surbatovich, M., Aljuraidan, J., Bauer, L., Das, A., Jia, L.: Some recipes can do
more than spoil your appetite: analyzing the security and privacy risks of IFTTT

https://doi.org/10.1007/978-3-642-00296-0_5
https://doi.org/10.1007/978-3-642-00296-0_5
https://doi.org/10.1007/978-3-030-02450-5_25
https://doi.org/10.1007/978-3-030-02450-5_25
http://arxiv.org/abs/1811.12560
http://arxiv.org/abs/1009.4570


PBRE: A Rule Extraction Method 173

recipes. In: Proceedings of the 26th International Conference on World Wide Web,
pp. 1501–1510 (2017)

20. Taha, I.A., Ghosh, J.: Symbolic interpretation of artificial neural networks. IEEE
Trans. Knowl. Data Eng. 11(3), 448–463 (1999)

21. Towell, G.G.: Symbolic knowledge and neural networks: insertion, refinement and
extraction (1993)

22. Towell, G.G., Shavlik, J.W.: Extracting refined rules from knowledge-based neural
networks. Mach. Learn. 13(1), 71–101 (1993)

23. Xu, X., Jia, Y., Xu, Y., Xu, Z., Chai, S., Lai, C.S.: A multi-agent reinforcement
learning-based data-driven method for home energy management. IEEE Trans.
Smart Grid 11(4), 3201–3211 (2020)

24. Yu, L., Xie, W., Xie, D., Zou, Y., Zhang, D., Sun, Z., Zhang, L., Zhang, Y.,
Jiang, T.: Deep reinforcement learning for smart home energy management. IEEE
Internet Things J. 7(4), 2751–2762 (2019)

25. Zhou, Z.H.: Rule extraction: using neural networks or for neural networks? J.
Comput. Sci. Technol. 19(2), 249–253 (2004)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Effective and Robust Boundary-Based
Outlier Detection Using Generative

Adversarial Networks

Qiliang Liang1, Ji Zhang2, Mohamed Jaward Bah3, Hongzhou Li4(B),
Liang Chang4, and Rage Uday Kiran5

1 Nanjing University of Aeronautics and Astronautics, Nanjing, China
ql.liang@nuaa.edu.cn

2 University of Southern Queensland, Toowoomba, Australia
Ji.Zhang@usq.edu.au

3 Zhejiang Lab, Hangzhou, China
easybah@zhejianglab.com

4 Guilin University of Electronic Technology, Guilin, China
homzh@163.com, changl@guet.edu.cn

5 The University of Aizu, Aizuwakamatsu, Japan
udayrage@u-aizu.ac.jp

Abstract. Outlier detection aims to identify samples that do not match
the expected patterns or major distribution of the dataset. It has played
an important role in many domains such as credit card fraud identifica-
tion, network intrusion detection, medical image processing and so on. The
inherent class imbalance in datasets is one of the major reasons why this
problem is difficult to solve. The small number of outliers are not adequate
to characterize their own overall distribution, which makes it difficult for
classifiers to effectively learn the demarcation (boundary) between normal
samples and outliers. To address this problem, we introduce an effective
and robust Boundary-based Outlier Detection method using Generative
Adversarial Networks (BOD-GAN). Here, we extract the border data con-
taining normal samples and outliers, expand them to form the initial ref-
erence boundary outliers. With the min-max game between a generator
and two discriminators in GAN, the boundary outliers are further aug-
mented by BOD-GAN, which, together with the boundary normal data,
provides the valuable demarcation information for classifier. However, the
increase of the data dimension may bring some gaps in the initial bound-
ary, which are difficult to effectively fill by the augmentation method
alone. To address this, we innovatively add density-loss to the loss function
of the generator to explore these boundary gaps, making our model rather
robust even with the high dimensional data. The extensive experimen-
tal evaluation demonstrates that our proposed method has achieved sig-
nificant improvements compared with existing classic and emerging (i.e.,
GAN-based) outlier detection methods.
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1 Introduction

Outlier detection is an active research area in the field of machine learning.
It aims to identify samples that do not match the expected patterns or major
distribution of the dataset. Outliers are often difficult to obtain, but can be
informative and critical for many applications. In order to detect and leverage
outliers, many outlier detection technologies have been studied and applied to
various applications, such as credit card fraud detection [9,11,20,27], network
intrusion detection [8,16,22], and medical image processing [23].

Outliers are rare and distribute randomly in a more scattered data space than
that of the normal data. The small amount of labeled outliers is not able to give
an accurate and complete characterization of all outliers, making traditional clas-
sifiers not able to work well for outlier detection. Typically, the number of outliers
can be increased simply using oversampling techniques. The synthetic minor-
ity oversampling technique (SMOTE) [5] and its variants such as Borderline-
SMOTE [13] and the synthetic minority oversampling technique(ADASYN) [14]
are representative of such methods. They use different oversampling strategies
based on existing outlier, but at the same time may produce useless samples and
increase the training time unnecessarily.

Recently, we have witnessed that Generative Adversarial Networks(GAN),
thanks to their powerful modeling ability, have been widely used in various
generative tasks, including outlier augmenting. On this issue, it is necessary to
generate sufficient outliers, but such data augmentation based on the existing
outliers is rather ineffective. The few existing outliers may be far from describing
their overall distribution. In order for the outlier detector to learn the demar-
cation between normal samples and outliers, the most important outliers to be
generated are often located on the outer edge of the area where the normal data
are distributed and thus forming a boundary that well separates the normal sam-
ples from its vast outlier space. [19,21,25,26] stand at different angles adopting
different model structures and training strategies, all of which are aimed at gen-
erating outliers at this critical position. However, existing GAN-based methods
haven’t yet been effective and accurate in generating the boundary outliers,
requiring extensive parameter tuning efforts.

To effectively generate the boundary outliers, we propose in this paper a
novel outlier detection method that utilizes boundary outliers and GAN (called
BOD-GAN for short). In BOD-GAN, we first leverage the information contained
in the dataset itself to form the initial boundary. More specifically, data clusters
are first quickly generated from the dataset. For each cluster, we extract the
border samples (which are treated as boundary normal samples) and expand
them outward to form the initial boundary outliers. However, such extraction and
expansion operations alone cannot generate the complete demarcation between
the normal samples and outliers as the boundary outliers formed are usually
sparse and cannot effectively gave a good coverage of the boundary.

To solve this problem, we propose a novel GAN-based model in BOD-GAN
to further argument boundary outliers for a better coverage. Our model is char-
acterized by a three-player adversarial game involving a generator and two
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discriminators, allowing the model to focus more on boundary outlier augmen-
tation and correction.

In addition, due to the curse of dimensionality, we found that some uncovered
blank areas in the boundary are likely to appear when data becomes sparser with
increasing dimensionality. In order to mitigate this problem, we further modify
the loss function of the generator and introduce a new penalty term, called
density-loss, in BOD-GAN so that the model can heuristically explore the space
and fill these gaps in a more effective matter.

Specifically, the main contributions of this paper are as follows:

1. We propose BOD-GAN, an effective and robust boundary-based outlier detec-
tion method using an improved structure of GAN. The initial boundary out-
liers are generated using clustering and distance extrapolation techniques,
which provides a good foundation of the boundary for the subsequent GAN
model, allowing it to focus more on augmentation and correction of the bound-
ary so that the generation efficiency of the GAN framework can be signifi-
cantly improved;

2. In BOD-GAN, we have modified the traditional structure of GAN to make our
model characterized by a three-player adversarial game involving a generator
and two discriminators. Our GAN model can effectively generate a high-
quality boundary to assist the outlier detector to effectively detect unseen
outliers;

3. In order to deal with the data sparseness problem caused by the curse of
dimensionality, we further propose a novel penalty item, called density-loss,
in training our GAN model to better generate the outlier detection boundary
for high-dimensional datasets;

4. We have carried out extensive experimental evaluations on BOD-GAN using
12 real-world datasets, and compare the experimental results with an array
of both traditional and emerging (i.e., deep-learning based) methods. The
experiments show that our method has achieved a better performance in
accuracy and AUC score.

The remaining of the paper is organized as follows. Section 2 reviews the
related work involving the traditional and emerging outlier detection methods.
Section 3 introduces our proposed method in detail. Section 4 presents our exper-
iments design and results. Section 5 gives the conclusion of this paper.

2 Related Work

Outlier detection is an active research topic, over the years have emerged some
excellent machine learning algorithms. One-class SVM [24], unlike traditional
SVM, use a hypersphere instead of a hyperplane to do the division, so as to min-
imize the influence of outliers by minimizing the volume of the hypersphere.
As a representative of lazy learning, kNN [1] uses a multi-nearest neighbor
voting mechanism for classification. Ensemble learning algorithm [4,6,12,18]
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are constructed and combined with multiple learners to optimize the decision-
making process and complete learning tasks. Clustering methods, such as classi-
cal DBSCAN [10], K-Means [28] and recently proposed Border-Peeling clustering
[3], part of this algorithm is also used in our work, identify outliers by forming
clusters of samples.

Class imbalance and especially rare outliers are a major problem in outlier
detection. Typically, the number of outliers can be increased simply using over-
sampling techniques. The random oversampling technique (ROS) [15] is one of
traditional methods which can achieve class balance by random sampling with
replacement for outliers. However, repeated samples make the rules learned by
the model too specific and reduce its generalization ability, thus introducing
the problem of overfitting. Based on kNN, the synthetic minority oversampling
technique (SMOTE) [5] uses linear interpolation skill to avoid overfitting, but,
without filtering of outliers, smote may introduce more noise when the original
ones are themselves noise. To solve this issue, Borderline-SMOTE [13] and the
synthetic minority oversampling technique (ADASYN) [14] which can be seen
as the variants of SMOTE use different strategies to select valuable outliers for
oversampling. However, when the selected neighbor is rather close to the origi-
nal outlier, both SMOTE and its variant methods may generate similar samples,
and increase the unnecessary training time.

To address this problem, existing GAN-based outlier detection methods
adopt different strategies to avoid the convergence of the generated outliers with
the normal samples. For example, GAAL [19] and adGAN [26] choose to stop
training earlier before they overlap with each other. In order to further reduce
false positives, adGAN retrained the discriminator after earlystop to enable the
classification to correctly distinguish between the two groups of data. However,
their generative mechanisms for outliers rely on a large number of trial-and-
error experiments, making it difficult to easily obtain the optimal demarcation
between normal samples and outliers. By changing the loss function of GAN,
FenceGAN [21] makes the generated samples directly on the boundary, but the
model is complex with multiple parameters and requires extensive parameter
tuning work for the respective datasets. [25] uses two discriminators with oppo-
site goals which are trained against the generator. When the model converges,
the opposite objective function allows the generated outliers to lie on the bound-
ary, but the training of the generator is more difficult to converge in the face
of two opposite discriminators, making the model less stable overall than the
traditional GAN structure.

3 Our Method

3.1 Initial Reference Boundary

In real life, the distribution of data is diverse, but normal samples tend to appear
in a specific pattern and are located in a relatively fixed position, thus presenting
a multi-cluster distribution. While the between-cluster and the much wider out-
of-cluster space are the locations outliers may appear, that is, the outlier space,
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which is extensive and unpredictable. Here, in order to remove the effect of
between-cluster gaps on outliers generation, we use DBSCAN to pre-cluster the
data, so as to separate the high-density areas where the normal samples are
concentrated into small clusters.

Fig. 1. Data processing: cluster the dataset and for each cluster, divide the data into
border points and core points represented by the yellow and blue dots, respectively.
Using the distance information between outliers and their closest border point, expand
outwards to form the initial reference boundary, which is also shown in the figure as
red dots. (Color figure online)

Border Recognition. As the [3] introduced, every cluster in the data is com-
posed of a set of boundary samples around its core sample set, by identifying
and peeling off the local border samples multiple times, it can gradually enter
the core area of the cluster, thereby dividing it into a border sample set Xbo and
core sample set Xcore. Based on the extracted border sample set, we perform
an expansion operation towards outside direction, thus form the initial reference
boundary.

Given a whole cluster X = {Xnor,Xout}, we separate its n normal data,
denoted by Xnor = {x1, x2, ..., xn}, and use X

(t)
nor to indicate the sample set that

has not yet been peeled at the beginning of the tth round. Denoted the reverse
k neighbors of each xi ∈ X

(t)
nor as RN

(t)
k .

In order to estimate distance between samples, we adapt a Gaussian kernel
with local scaling to the euclidean distance:

f(xi, xj) = exp
(

− ‖xi − xj‖22
σ2
j

)
(1)
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and set the σj =
∥∥∥xj − N

(t)
k (xj)[k]

∥∥∥
2

which has proven to be effective in [3] and

his prior work. For each samples xi ∈ X
(t)
nor, apply f to its reverse k neighbors

to get the border value b
(t)
i , where

b
(t)
i =

∑

xj∈RN
(t)
k (xi)

f(xi, xj) (2)

Samples located at the border of cluster, that is, the 10 percent samples with
the lowest score, will be peeled at each iteration. At the same time, we will track
the average border-value of peeled samples

¯
b
(t)
p , and stop peeling when

¯
b
(t)
p

¯
b
(t−1)
p

−
¯

b
(t−1)
p

¯
b
(t−2)
p

> ε (3)

Expansion. Outliers are rare and distributed randomly, existing outliers are far
from describing their overall distribution, thus cause the difficulty of obtaining
information from them directly, this is also a reason why most of the related work
ignores this part of the information which, however, can help us generate bound-
aries faster, more intuitively. Outliers located at the periphery of each cluster
can provide expansion distance for the forming of initial reference boundary.

For each outliers in the cluster x
′
j ∈ Xout, we add the distance with its

nearest normal sample, that is xi = N1(x
′
j) and xi ∈ Xnor, to the calculation of

the extension distance. N denote the number of outliers

dist(xi, x
′
j) =

1
N

∑

x
′
j

∈Xabnor

xi=N(x
′
j
)

||xi − x
′
j ||2 (4)

In the mapping calculation, multiple outliers may be mapped to the same normal
neighbor. In order to get accurate information, it is necessary to eliminate this
duplicate situation and only take the distance between the normal sample and
its nearest outlier into account. Using the calculated distance, expand the border
samples towards the opposite direction to their nearest core sample to get Xexp =
{xexp1 , xexp2 , ·, xexpk

},

xexpi
=

dist

||xboj − xcorel ||2
(
xboj − xcorel

)
+ xboj (5)

which xboj ∈ Xbo, xcorel ∈ Xcore. Xexp is the set composed of informative out-
liers, shown as red dots in the right part of Fig. 1 which have formed the initial
reference boundary.

3.2 Boundary-Based GAN

The Generative Adversarial Networks (GAN) have shown outstanding effects in
modeling high-dimensional data and enabled it to achieve impressive results in
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many fields. But its objective does not completely meet the purpose of outlier
detection and boundary outliers generating. For this reason, we propose the
BOD-GAN using double discriminators, so that modified architecture can better
complete the task of generating boundary outliers.

Fig. 2. The architecture of proposed BOD-GAN consists of one generator and double
discriminators which named Discriminator (D) and Critic (C) respectively. The gener-
ator take noises as its input and output generated samples, C and D take the normal
data and boundary outliers respectively as input, their job is to help the generator to
augmentor the boundary outliers by the adversarial training process. Under the con-
straint of C, the boundary outliers are strictly limited to the boundary, like the right
part of this figure, which provide a strong guarantee that the generated outliers are
neither far away from data zone and thus loss the boundary information nor too close
to the normal data which can possibly cause the increase of false positive rate.

Presented in Fig. 2 is the proposed architecture which consist of a generator
G and double discriminators named as D and C respectively. D and C receive,
in turn, boundary outliers and normal data respectively, as well as generated
data for both of them. Their loss functions (i.e., goals) are different:

– D receives the generated samples as well as the initial boundary outliers
as input. The training process between G and D is similar to traditional
GAN, the training purpose of this part of BOD-GAN is to help G learn the
distribution of boundary outliers, complete the task as a augmentor. We,
thereby, adopt the similar loss function of GAN

LD = Ex∼pbo(x)

[
log D(x)

]
+ Ez∼pz(z)

[
log(1 − D(G(z))

]
(6)

– The goal of C, different from D, is more about the correction of the bound-
ary. C receives the generated samples from G and the normal samples of this
cluster as its input. The training purpose of this part is to correct the gen-
erated outlier boundary, eliminate the uneven appearance of the boundary
outliers, which is also means that the generated outliers are neither far away
from the reference area cause the loss of boundary information, nor overlap
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with the normal samples cause the increase of false positive rate. We adopt
the following formula as C’s loss function, in addition, the corresponding part
of G has also been modified for the goal of boundary correction, which will
be described in detail later.

LC = Ex∼pnor(x)

[
log(D(x)] + Ez∼pz(z)[log(1 − D(G(z))

]
(7)

In order to generate the unified boundary outliers, as Formula (9) shows, G
receives uniform noise z as its input, cooperate with both D and C by adding
their output scores of generated outliers into loss function. The training goals
with D follows the traditional way. The difference in training with C can be
reflected in the introduction of α, which means only the α-level samples can
reach the optimal generator loss, thus constrains the generated outliers to be
located at the boundary position.

LG = Ez∼pz(z)

[
log(1 − D(G(z)) + log(α − C(G(z))

]
+ βLden + γLdispers (8)

Considering the possible impact of the curse of dimensionality, that is, the cov-
erage of a certain size of data in the space decreases exponentially when their
dimensionality increases, the boundaries extracted from sparse high-dimensional
data do not necessarily contain complete information. In order to solve this draw-
back, we propose a novel heuristic extension method to the generator to encour-
age the generated samples explore the existed blank areas. The incompleteness
of the boundary reflect in the unevenness of the sample density. Samples with
higher density locate at the center position, surrounded by other low-density
ones near the blank areas thus make them more suitable for exploring. Thereby,
we calculate the density for each generated sample, denoted as

denRec = {dxg1
, dxg2

, · · · , dxgn
}

where {xg1 , xg2 , · · · , xgn} ∈ Xg, and Xg is the generate sample set. Join the
sum of the density of the last 20% samples to the loss function of G, denoted as
Lden, force this part of samples fill the blank areas in the optimization process
of the loss function. We set its weight (i.e., β) as the standard deviation of
the selected sample density, which varies according to the blank situation of
boundary outliers, and achieves parameter unification under different datasets.

It is worth noting that the structure of double discriminators in BOD-GAN
also plays an important role in this part. The adversarial training among the
three players in BOD-GAN constrains the extension behavior of these low-
density samples and provides a strong guarantee for their explorations to be
within the boundary range while maintaining the uniformity.

Besides, the situation of mode collapse which is common in GAN-based meth-
ods, could cause the generated samples only cover a small part of boundary and
can hardly provide sufficient information. Here we avoid this from happening by
maximize the distance between the generated samples and their center, which
firstly proposed by [21]. We denote this dispersion loss in this article as Ldispers,
and set its weight (i.e., γ) according to previous work.
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4 Experiments

4.1 Experiment Design

In our experiments, we test BOD-GAN on real-world datasets, comparing per-
formance with classic, deep learning and GAN-based outlier detection methods.
As presented in Table 1, we have selected 12 different datasets vary in dimension,
number of samples and outlier ratios, but they all show the phenomenon of class
imbalance which normal data accounted for a larger proportion.

Table 1. Summary of datasets used in our experiments

Dataset Dim Number Outlier ratio

Pima 8 768 34.9%

Shuttle 9 58000 21.4%

PageBlocks 10 5393 9.4%

Annthyroid 21 7192 7.4%

Waveform 21 3443 2.9%

Ionosphere 33 351 35.9%

Satellite 36 6435 31.6%

Covtype 54 13000 8.3%

Spambase 57 4207 39.9%

Optdigits 64 5216 2.9%

KDD99 121 14200 15.5%

Musk 166 3062 3.2%

We compare our methods with classic algorithms such as OCSVM [24], LOF
[17] and IForest [7], deep learning based method like AutoEncoder [29], and
recently proposed FenceGAN [21], MO-GAAL [19] which using GAN as their
basic structure. The addition of density-loss enables the model to explore the
blank areas of the boundary while generating outliers, alleviating the data sparse
problem caused by the curse of dimensionality. In order to verify the effectiveness
of this novel methods, we also designed an ablation study to compare the effects
of the model before and after adding density-loss.

In these experiments, the training set consists of both normal samples and
outliers, we only use the distance information carried by outliers which will not
participate in our subsequent training. We adopt fully connected network as
the basic architecture for BOD-GAN. LeakyReLU and Sigmoid were chosen as
activation function for the hidden and output layers respectively, we also set
the optimizer as Adam with a learning rate of 0.001. After augmenting the
data with BOD-GAN, we will train an outlier detector using the class-balanced
dataset with informative boundary outliers, and verify its effect on the test set.
Since the input and output forms of outlier detector are unified with D and C,
we have adopted the same architecture for all three. The performance of outlier
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detector based on augmented data will be measured by the value of accuracy
and the area under the ROC curve (AUC).

Besides, as mentioned in [2], a useful discriminator can provide the gradi-
ent information to generator, but can also cause gradient vanish if trained too
frequently. This phenomenon is rather obvious in a model with additional dis-
criminator. Therefore, we set sleepT ime for both D and C while updating the
parameters of G per epoch, the choice of sleepT ime will also be evaluated in the
experiment.

4.2 Experiment Results

Table 2 and 3 show the experiment results on the real-world datasets. For each
dataset, we highlight the best result in bold and give the average ranking of all
comparison methods on each dataset which can be seen that the proposed BOD-
GAN has achieved better performance and higher rank on multiple datasets.

From the Table 2, it can be observed that the proposed BOD-GAN and BOD-
GAN lite which is trained without density-loss have reached a higher accuracy
in 8 out of 12 datasets, and this ratio raised to 9 out of 12 in the performance of
AUC scores which can be observed in Table 3. Our methods also reach the top
rank among all comparison methods after synthesizing the results of all datasets.

Table 2. Accuracy results on experimental datasets

Dataset OCSVM LOF IForest AutoEncoder MO-GAAL FenceGAN BOD-GAN lite BOD-GAN

Pima 0.6580 0.6407 0.6667 0.6320 0.6883 0.6926 0.6407 0.7056

Shuttle 0.7561 0.7382 0.8586 0.8514 0.7916 0.7482 0.9289 0.8529

PageBlocks 0.1334 0.6663 0.7010 0.7625 0.8538 0.7742 0.8946 0.8806

Annthyroid 0.8144 0.8237 0.8560 0.8303 0.8964 0.7438 0.8845 0.9074

Waveform 0.8722 0.8925 0.8887 0.7909 0.8887 0.7773 0.9758 0.9661

Ionosphere 0.7264 0.6887 0.7398 0.7264 0.5943 0.5755 0.6226 0.6226

Satellite 0.7721 0.6722 0.7587 0.7649 0.6810 0.4977 0.7923 0.7991

Covtype 0.8607 0.8300 0.8603 0.8003 0.8973 0.9093 0.8800 0.8827

SpamBase 0.5653 0.5796 0.5922 0.5590 0.6041 0.6342 0.6326 0.6485

Optdigits 0.8204 0.8195 0.8169 0.7280 0.8849 0.7073 0.8893 0.8993

KDD99 0.8459 0.8641 0.9068 0.9577 0.8923 0.9418 0.9118 0.9086

Musk 0.7449 0.7798 0.7510 0.6485 0.8540 0.8601 0.8535 0.8540

Average Ranks 5.67 5.92 4.50 5.58 3.92 4.92 2.92 2.17

Ablation Study. In the comparison between BOD-GAN and its lite version
which is trained without density-loss, an interesting observation is that the aug-
mented data under the training with density-loss does not always improves the
performance in the accuracy, and even sometimes leads to a degradation. How-
ever, this part of the decline in accuracy does not affect its performance on AUC
scores. Narrow the scope of comparison to the performance of BOD-GAN and
its lite version on each dataset, the previous one outperformed in all datasets
at AUC scores which lead to an improvement since the ratio in accuracy is
7 out of 12, and this advantage is more obvious in high-dimensional datasets.
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Table 3. AUC scores on experimental datasets

Dataset OCSVM LOF IForest AutoEncoder MO-GAAL FenceGAN BOD-GAN lite BOD-GAN

Pima 0.6342 0.6246 0.7448 0.6061 0.6727 0.4540 0.6867 0.7823

Shuttle 0.6634 0.5525 0.8584 0.8122 0.5006 0.5379 0.9044 0.9665

PageBlocks 0.3457 0.6275 0.7770 0.8472 0.6259 0.4733 0.8388 0.8478

Annthyroid 0.4541 0.5784 0.6380 0.5255 0.5484 0.5379 0.7502 0.7846

Waveform 0.5231 0.7152 0.6877 0.6307 0.7935 0.4663 0.7496 0.7800

Ionosphere 0.7512 0.9186 0.8195 0.7985 0.4683 0.4315 0.8533 0.8878

Satellite 0.6458 0.5496 0.6686 0.5893 0.6690 0.6570 0.7697 0.8135

Covtype 0.7698 0.4880 0.7055 0.7715 0.5515 0.5000 0.7370 0.7585

SpamBase 0.5233 0.4327 0.5930 0.5407 0.4000 0.4259 0.7838 0.8639

Optdigits 0.3716 0.5682 0.3732 0.3560 0.4953 0.4903 0.8876 0.9368

KDD99 0.5783 0.6625 0.8775 0.9732 0.0781 0.4821 0.9354 0.9852

Musk 0.2069 0.4334 0.4036 0.2373 0.4332 0.5203 0.6612 0.7325

Average Ranks 6.08 5.00 4.08 5.00 5.42 6.50 2.58 1.33

In general, the addition of density-loss sacrifices a small part of the accuracy,
but in exchange for better overall performance of the classifier, which is also
in line with our goal of getting a more robust outlier detector by augmenting
informative boundary outliers.

Parameter Choices. According to the experience of previous work, hyperpa-
rameters in the model are usually important, since their adjustment may directly
affect the final result and thus increased workload when applying to new datasets.
BOD-GAN involves four hyperparameters, and only sleepT ime and α need to
be tuned actually. We select three datasets with different dimensions (dim), that
is Pima (dim of 8), Waveform (dim of 21) and SpamBase (dim of 57), covering
a large range of dimensions, for the purpose to get more representative result.

The value of α represents the target score for G, constraining the generated
outliers to be located at the boundary position. Therefore, we tune it carefully
and adjust its value to vary in the range of 0.46–0.50. sleepT ime is another
strategy we chose to balance the three-player game of BOD-GAN in a more
efficient way, we tested its value to vary from 5–25. Figure 3(a)–3(d) have shown
the fluctuation trend of the final result (i.e., accuracy and AUC score) with
the vary of α and sleepT ime. As the parameters vary in a range, there are
little fluctuate, and the result can still rank high according to the Table 2 and 3.
Finding good hyperparameters of BOD-GAN is not complicated since our model
is not sensitive to α or sleepT ime.
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(a) AUC scores over α (b) Accuracy over α

(c) AUC scores over sleepT ime (d) Accuracy over sleepT ime

Fig. 3. Parameter experiments for both α and sleepT ime. (a)–(b) show the degree
of change in AUC and Accuracy of the three data sets with the change of α. As the
value of α changes in the range of 0.46–0.50, the changes in AUC scores or Accuracy
are small and still rank at a high level according to Table 2 and 3. Replace the tested
hyperparameter to sleepT ime, (c)–(d) also showed similar results which could lead to
a conclusion that our method is not sensitive to both α andsleepT ime.

5 Conclusion

In this paper, we have proposed a Boundary-based Outlier Detection using Gen-
erative Adversarial Networks (BOD-GAN), based on the initial reference bound-
ary outliers by extracting the border samples and expanding. The structure of
the double discriminators ensures that the generated outliers are strictly limited
to the boundary position. Besides, considering the possible impact of the curse
of dimensionality, we innovatively add the density-loss to the loss function of the
generator so as to ensures the integrity of the boundary while generating the
boundary. The result demonstrate that the proposed BOD-GAN outperforms
than other competitive methods. However, the calculation of boundary recogni-
tion and exploration on blank areas, based on the nearest neighbors algorithms,
are computationally expensive, especially in high-dimensional datasets. How to
improve this situation and increase training efficiency requires further research
in the future.
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Abstract. GPUs can accelerate hash tables for fast storage and look-
ups utilizing their massive parallelism. State-of-the-art GPU hash tables
use keys with fixed length like integers for optimal performance. Because
strings are often used for structures like dictionaries, it is useful to sup-
port keys with variable length as well. Modern GPUs enable the com-
bination of CPU and GPU compute power and we propose a hybrid
approach, where keys on the GPU have a maximum length and longer
keys are processed on the CPU. Therefore we develop a GPU acceler-
ated approach of robin-map and libcuckoo based on string keys. We use
OpenCL for GPU acceleration and threads for the CPU. Furthermore,
we integrate the GPU approach into our benchmark framework H2 and
evaluate it against the CPU variants and the GPU approach adapted
for the CPU. We evaluated our approach in the hybrid context by using
longer keys on CPU and shorter keys on GPU. In comparison to the
original libcuckoo algorithm our GPU approach achieves a speed-up of
2.1 and in comparison to the robin-map a speed-up of 1.5. For hybrid
workloads our approach is efficient if long keys are processed on the CPU
and short keys are processed on the GPU. By processing a mixture of
20% long keys on CPU and 80% short keys on GPU our hybrid approach
has a 40% higher throughput than the CPU only approach.

Keywords: Hash table · Strings · Robin-map · Cuckoo hashing ·
GPU · CPU · Parallel · OpenCL

1 Introduction

Hash tables are widely used as data structure for storing key-value pairs. Many
of these are designed for high throughput, but there are other characteristics
which also matter. Hash tables have to be very flexible for different applications
and scenarios. Modern systems have been evolved to highly parallel machines
with dozens of cores. This performance can be used to increase the number of
generated hashes and speed up the collision avoidance strategy of hash tables.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Also modern specialized accelerators like GPUs and FPGAs can be used to
further speed up the performance. These hardware accelerators are optimized
for high parallel workloads, but their specialization on handling fixed size data
for best performance rather than dynamic sized data strings can be a problem.
Thus, handling variable long string keys directly in the GPU memory structure
has the drawback of decreased performance, because the processing of each string
takes as long as processing the longest of the currently processed strings. Hence
it is not a surprise that current approaches for GPU hash tables focus on integer
keys only and do not support string keys of variable size [11]. To overcome the
discussed drawbacks, we propose a hybrid approach, such that string keys up
to a maximum length are stored and handled on the GPU, and longer string
keys are stored in main memory and processed by the CPU. Our approach
takes advantage of both processing architectures, the CPU best suited to handle
variable length data and the GPU tailored to massive parallelism of processing
of fixed size data, for the overall goal of the best performance.

Our main contributions are

– a direct fast look-up of string queries on the GPU,
– hybrid scenarios handling shorter keys up to a fixed maximum length on GPU

and longer keys on CPU, and
– an extensive evaluation of these approaches on a high performance computing

system running recent many-core CPUs and GPUs for scientific calculations.

2 Related Work

Fig. 1. Overview of different GPU accelerated hash table algorithms and their features
[11] compared with our approach.

Several papers related to hash tables focus on acceleration of hash table algo-
rithms by using modern hardware and technologies. An overview of GPU accel-
erated hash tables is shown in Fig. 1, where we add the column about supporting
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string keys on GPUs and our approach for comparison matters. One important
aspect of the hash table performance is efficient hashing. Therefore [2] describes
efficient hashing with SIMD in OpenCL1. There are many papers with efficient
GPU algorithms like Warpcore [8] which is a fast library of hash tables on
GPU. It reaches 1.6 billion inserts and up to 4.3 billion retrievals per second on
a Nvidia Quadro GV100. It is also faster than cuDPP [15], SlabHash [1] and
NVIDIA RAPIDS cuDF2. HashGraph [6] uses sparse graph representations for
scaleable hash tables. This highly parallel data structure uses information from
their value-chain for a high performance collision management. DyCuckoo [13]
is a dynamic cuckoo table which has a trade-off between GPU memory size and
search performance. It is very efficient and enables fine-grained memory control.
There are also hybrid hash tables on CPU and integrated GPU written modern
program techniques like DPC++ [14]. [1] implements a fully concurrent dynamic
hash table which runs on GPUs. Also they show a warp-cooperative work sharing
strategy, which reduces the per-thread assignment and processing overhead.

To the best of our knowledge, all existing contributions to hash tables accel-
erated by GPUs do not support variable length string keys. Hence, our contri-
bution is the first to investigate hash tables with string keys of variable length.
Furthermore, we show that a parallel hybrid GPU/CPU hash table overcomes
the drawbacks of GPUs designed to process data of fixed size and promises high
performance.

3 Basics

In this chapter we look at basics of hash tables and CPU and GPU acceleration.

3.1 Hash Tables

Hashing is a widely used technique to quickly store data inside a structure like
for example a hash table. Therefore we can use one or multiple different hash
functions to translate a value into a hash. Hash tables often use a prime number
for the size and the hash function includes a modulo operation with the prime
number to shrink the range of values into the hash table size.

A hash table without collisions maps the key to a field in O(1) because we
just calculate the hash value and access this position. The hash is ideally unique
because collisions would lead to overwritten fields. However, hash functions are
not collision free for arbitrary input, and we therefore need strategies to resolve
these conflicts. There exist different strategies like for example linear probing
[10], quadratic probing [10] or double hashing [7]. Another solution is e.g. to use
cuckoo hashing with multiple tables.

Cuckoo hashing [16] uses two or more tables and a hash function for each
table: First we try to insert the key into the first table by using the corresponding

1 https://www.khronos.org/opencl/, accessed on 2022-03-08.
2 https://github.com/rapidsai/cudf, accessed on 2022-03-13.

https://www.khronos.org/opencl/
https://github.com/rapidsai/cudf
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hash function. If the position is already occupied, we relocate the element which
occupies the space from the first table into the second table and insert the
element. If the position in the second table is already occupied, we insert the
element there and move the previous element of this table in the next table and
so on.

3.2 Hardware Acceleration

Modern CPUs and GPUs are designed for high parallelism and high bandwidth.
There are many different vendors for graphics hardware and each vendor devel-
ops it’s own API for their hardware, but some also support other hardware from
other vendors. In addition cross-vendor APIs are developed from hardware inde-
pendent developers. On modern multi-core and many-core systems there are a
variety of different approaches for high performance computing. The first solution
is to use multiple threads and distribute the workload onto the threads. A sec-
ond idea is to use libraries like OpenMP3 and Intel Threading Building Blocks4

for loop and algorithm parallelism. Another technique uses asynchronous com-
putation with tasks and coroutines. Each approach has different advantages and
disadvantages like threads have an overhead and need synchronization, but allow
manual optimization and custom parallelism. As an additional challenge there
are multiple different implementations for the same concept in different lan-
guages. An interface for GPU acceleration is the widely used CUDA Toolkit5,
but it is limited to NVIDIA GPUs. CUDA offers high performance and extensive
tooling and documentation. Another advantage is that many different frame-
works and solutions are based on CUDA. For cross platform GPU acceleration
there are OpenCL and Vulkan6 which are both developed by the Khronos Group.
OpenCL is designed for cross platform computing in contrast to Vulkan primar-
ily designed for 3D-rendering, but can also be used for computing. Furthermore
there exists other enterprise solutions like AMD’s ROCm7 for AMD’s datacen-
ter cards. Intel’s OneAPI is a hybrid concept for CPU, APU, FPGA and GPU
computing and also allows cross platform development for different hardware.

4 Parallel Hybrid GPU/CPU Hash Table for String Keys

In this chapter we show our acceleration design. We start with the concept idea
followed by the data structure and how rollout and search-methods are designed.
In the last subsection we look at hybrid approaches to combine CPU and GPU
compute power.

3 https://www.openmp.org/, accessed on 2022-03-08.
4 https://www.intel.com/content/www/us/en/developer/tools/oneapi/onetbb.html,

accessed on 2022-03-08.
5 https://developer.nvidia.com/cuda-toolkit, accessed on 2022-03-08.
6 https://www.vulkan.org/, accessed on 2022-03-08.
7 https://rocmdocs.amd.com/en/latest/#, accessed on 2022-03-08.

https://www.openmp.org/
https://www.intel.com/content/www/us/en/developer/tools/oneapi/onetbb.html
https://developer.nvidia.com/cuda-toolkit
https://www.vulkan.org/
https://rocmdocs.amd.com/en/latest/#
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4.1 Idea

For our design we choose an already implemented and well known hash table
implementation. Therefore the robin-map8 is used as a representative for a basic
hash table. This implementation is based on robin hood hashing [3] and is also
faster than the C++ build-in unordered map. Robin hood hashing solves col-
lisions by superseding existing elements which are closer to its original index
position and this elements have to be relocated to indexes further away. As an
example for a high performance well known variant of hashing, we choose the
libcuckoo library which already has been considered by several different scien-
tific contributions like [5,12]. This library implements the widely used cuckoo
hashing.

Fig. 2. This figure presents the steps that are necessary to process a search in a hybrid
hash table. First terms are inserted in the index, then a prime number and powers
are randomly generated. In the next step the index of the terms are copied to the
OpenCL buffer before the hash is mapped to the buffer index and the content is the
position in the key/values buffer. In step 5 all buffer content is transferred to the GPU.
The terms are split into long and short keys, and are transferred to the corresponding
computation device. Finally we start the search and transfer the results back to the
host.

The main difference between the existing algorithms and our approach is
the support of string keys. For these string keys we need an hash algorithm to
convert the keys to a hash. The requirements for this hash algorithm are that it is
simple, efficient and has a relative low collision rate. A simple approach is to use
a polynomial rolling hash function like the Rabin-Karp-Algorithm [9]. Another
advantage is that these kinds of algorithms can also be accelerated by GPUs [4].
Therefore we define and implement the polynomial rolling hash function. The
following parameters are provided: S = [s0, ..., sn−1] is the string key composed
of the characters si, n is the number of characters in S, P = [p0, ..., pn−1] is an
8 https://github.com/Tessil/robin-map, accessed on 2022-03-08.

https://github.com/Tessil/robin-map
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array of random powers and M is a prime number. We define the hash HM (S, P )
of S as:

HM (S, P ) =

{
(s0 ∗ p0) mod M n = 1
(HM ([s0, ..., sn−2], [p0, ..., pn−2]) + sn−1 ∗ pn−1) mod M n > 1

The operation in a hybrid search is shown in Fig. 2. We first fill our hash table
and then generate an OpenCL data structure before transferring this structure.
When we split the requests into batches and distribute the batches by different
metrics on CPU and GPU, one metric can be the length of the keys. Afterwards
we start the search on both accelerators and if these searches are finished, then
we collect the results of both searches.

4.2 Data Structure and Search

Our GPU approach provides a generic interface for different hash tables. There-
fore we can use the same OpenCL implementation for robin-map and libcuckoo.
To support this, we also need a generic OpenCL data structure for the GPU
memory. OpenCL uses 1-dimensional buffers for data transfer and each buffer
element can store custom or built-in types. Furthermore OpenCL has an image
type for 2- or 3-dimensional data. For the hash map itself we work with an 1d-
buffer storing the key-value-pairs separated by a NULL byte. Because our values
are 64 bit long values, every value takes up 8 bytes. We call this the terms-buffer
as shown in Fig. 3. Now we have a buffer with data, but for efficiency we use
an offset buffer for random access of each key-value-pair. This 1d-buffer for the
offsets has a special order which is generated throughout a rollout. The indexes
of this buffer correspond to the hash value of the key which is located behind
the stored offset. The last buffer contains the powers for the hash algorithm
and can be stored and transferred in different ways. We need enough space for
the maximum string length multiplied by the number of tables. For this mem-
ory, we can use a simple flat 1d-buffer like is shown in Fig. 3. Alternatively,
we can use the OpenCL built-in vector types for the number of tables, which
has the advantage that we can calculate the hash for a single character in all
tables with one vector operation. A disadvantage is that the OpenCL kernel
has to be constructed during initialization because we do not know the number
of tables beforehand. Furthermore, we also need a prime number for the hash
algorithm which is randomly generated and transferred to the OpenCL kernel
as an argument alongside the number of tables and the tables size.

After we transferred the buffers to the GPU, we use the hash function to
calculate the hash for each key and look in the offsets buffer to find the position
in the terms buffer. Then we compare the keys with each other. If we have a
match, then we return the result and otherwise we continue with the next table.
If the last table does not have the key, it is not in the structure and we return
not found. A performance benefit can be achieved by the host OpenCL control
structure. We are processing the requests in batches and use a simple form of
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Fig. 3. This is the memory layout of the hash table on the GPU. We use three OpenCL
buffers and three values. The values are the number of tables, the maximum size of the
table and the prime number for hashing. The first buffer terms contains the key-value
pairs separated by null bytes. The second buffer contains the start offsets for the key
value pairs and the index corresponds to the hash of a key. The third and final buffer
contains the generated powers for the hash algorithm.

pipelining by splitting the batch into two halves. We start by converting the
keys of the first half to a GPU structure which consists of a character buffer
and an offset buffer for the start position of each key. Then we transfer these
data and start the search by inserting the write, execute and read operations
into a queue. Meanwhile the second half is prepared and transferred and the
OpenCL operations are inserted into a second queue. Afterwards we wait until
both queues are finished.

5 Evaluation

In this chapter we evaluate our approach. We start with the environment and
the different benchmark mods, then we look at the results.

5.1 Benchmark Framework

For benchmarking and comparing different hash implementations and other data
structures, we develop an hybrid multi-threaded framework called H2. The rea-
son for this framework is to load or generate random workloads for testing and
measure the execution times over multiple runs in different data structures. It is
possible to switch between different data structures during runtime to compare
different implementations in one run. Also the H2 framework can process com-
plete series where each point can be executed multiple times to reduce statistic
variance.

For performance purposes, we use modern C++ with Boost for the H2 frame-
work. For acceleration H2 can support different devices and APIs. Currently
CPU, GPU and FPGA are supported devices and OpenCL, CUDA and OneAPI9

are supported APIs. The general architecture is shown in Fig. 4. The key-value
pairs are either generated inside the framework or are loaded from a flat text
file with one pair per line. H2 is optimized for batch processing and supports
different hybrid and non-hybrid scenarios. The current supported scenarios are

9 https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.
html, accessed on 2022-03-08.

https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.html
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all batches on CPU, all batches on GPU and split batches according to a certain
percentage or a certain maximum length. The H2 framework has the ability to
validate the results and to log resources like RAM, GPU memory and utilization
usage. H2 supports Linux and Windows operating systems.

Each benchmark run is split into two different phases, the loading or fill
phase and the run phase. First the key-value store is initially filled with a certain
number of pairs and an initial rollout to the accelerator is done. In the next phase
batch requests are sent multi-threaded to the different accelerators and H2 waits
for completion of each thread. Afterwards, the execution time and throughput
is written to an output file and the key-value store and accelerator are reset to
the initial state. Now another pass-through or a different configuration can be
executed. Also we use a Node.js10 application written in TypeScript11 for result
aggregation and diagram generation. The basic configuration and benchmark
setup can be handled via one single JSON file. Each file can store multiple series
and these are combined into a single diagram.

Fig. 4. Benchmark Framework Structure: the framework consists of three different
parts, first the data and batch generators followed by the controller for each indi-
vidual hybrid configuration (package) and then specific algorithms with index and
accelerators.

5.2 Benchmark Environment

We use a modern many core high performance computing NUMA system for
scientific computations. This system contains two AMD EPYC 7542 processors
with 32-Cores each and a core can handle two threads (Hyper-Threading). Fur-
thermore the system has 2 TiB of high bandwidth RAM for Big Data computing.
For acceleration we use a NVIDIA A100 graphics card with 40 GiB memory. For
real world data we use the complete triples data (btc2019-triples.nt.gz) from
10 https://nodejs.org/en/, accessed on 2022-03-13.
11 https://www.typescriptlang.org/.

https://nodejs.org/en/
https://www.typescriptlang.org/
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the 2019 Billion Triple Challenge12 (BTC) and filter the data after key length
requirements.

5.3 Benchmark Results
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Fig. 5. Benchmark with throughput in case of (a) increasing number of threads, (b)
batch size, (c) key length and (d) number of queries with BTC data.

We start by comparing the variants against each other in Fig. 5. Therefore we
use abbreviations to avoid ambiguity as follows:

– libcuckoo CPU/libcuckoo GPU (LC/LG)
– robin-map CPU/robin-map GPU (RC/RG)
– libcuckoo GPU approach on CPU (LGC)
– robin-map GPU approach on CPU (RGC)

In Fig. 5a, we compare different numbers of threads. We use a thread pool
with the same size as the threads, but capped it at 128 threads, which is the
maximum number of parallel threads. All approaches benefit of more threads,
but LG and RG have the highest throughput. LC is on the same level as LGC

12 https://zenodo.org/record/2634588, accessed on 2022-03-13.

https://zenodo.org/record/2634588
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and the same is true for RC and RGC . In Fig. 5b, we consider the batch size. We
see that a high batch size is important for GPU acceleration because LG and RG

increase their throughput significantly with larger batches and reach a plateau
by 30,000 operations. We can see that we need a certain amount of operations
to be efficient, because we have some overhead at the start and the end of the
pipeline. The third diagram (Fig. 5c) shows the effect of the key length. If the
keys get longer, all approaches need more time for comparing the keys and the
throughput is decreasing. We can also see that for short strings RC and RGC

are faster. In the fourth diagram (Fig. 5d) we look at the real world BTC data
with key length 32. We increase the number of queries for better utilization and
see that both LG and RG are the fastest and that there is also a gap to RC .
LGC , RGC and LC are even slower as RC and on the same level. The speed-up
is 2.1 between LC and LG and 1.5 between RC and RG.
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Fig. 6. Hybrid throughput trend with increasing long string amount, 128 Threads
GPU, 128 Threads CPU, (a,c) short string length 8 and (b,d) 32, (a,b) long string
length 128 and (c,d) 256, (b) shows the long key range between 0–40% in detail.

Now we compare different query splittings and thread counts in a hybrid
scenario. The parameter for splitting is the key length and we have a limit after
which we distribute the terms to the CPU approach. In the following chapter, we
define long strings as strings which are longer than a certain threshold and are
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moved to the CPU if not specified differently. We start with zero percent long
strings in our query set and increase the amount until all keys are long strings. In
Fig. 6, we compare the performance of a single approach with all queries against
the hybrid combinations of two approaches split between them. We can see in the
graphs that with increasing amount of long strings all hybrid implementations
lose throughput and tend towards the all CPU and GPU performances. But for
medium percentage, the combination of both approaches is faster than CPU or
GPU approach alone.
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Fig. 7. Further hybrid results with percentage of (a) queries process on the CPU and
with constant load on the GPU and (b) additional queries added to the CPU.

In Fig. 7a, we simply increase the share of CPU queries in percent, but
leave the total number of queries constant. We see that this doesn’t change the
performance very much, but the throughput of all approaches drops with all
queries on the CPU. In Fig. 7b, we have a constant amount of short length
keys and add additional longer keys. The throughput of the hybrid variants
LC/LG and RC/RG increase at the beginning, but they reach a maximum at
25% additional queries and make a slight drop after. This is the case because
LC and RC slow the algorithm down. We check this by simply removing the
workload on LC and RC and keeping the workload on LG and RG. A reason is
that the parallelism of GPUs is much more efficient than a high number of CPU
threads.

6 Summary and Conclusions

We design an GPU acceleration string based GPU implementation for robin-
map and libcuckoo and integrate it into our hybrid benchmark framework H2.
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Furthermore, we propose a parallel hybrid GPU/CPU hash table for string keys
of variable length. OpenCL is used for GPU acceleration and we use traditional
thread in a thread pool for CPU parallelism. Then we evaluate our implementa-
tion against the original CPU variants. Our approach has a higher throughput
than the CPU variant and achieves a speed-up of 2.1 compared to libcuckoo and
1.5 compared to robin-map. For long strings on the CPU and short strings on the
GPU, our proposed hybrid approach is faster and has a 40% higher throughput
with 20% long keys on the CPU.

In the future, update and delete operations could be supported in combina-
tion with a GPU based look-up. Also the modified hash tables could be merged
with the already existing GPU structure to minimize the amount of data which
has to be transferred. Another direction is the use of different accelerators like
FPGA and APU, and to investigate different types of basic indices for hybrid
index structures.

Acknowledgments. This work is funded by the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) – Project-ID 422742661.
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Abstract. Periodic-frequent pattern mining involves finding all period-
ically occurring patterns in a temporal database. Most previous studies
found these patterns by storing the temporal occurrence information of
an item in a list structure. Unfortunately, this approach makes pattern
mining computationally expensive on dense databases due to increased
list sizes. With this motivation, this paper explores the concept of comple-
ments, and proposes an efficient algorithm that records non-occurrence
information of an item to find all desired patterns in a dense database.
Experimental results demonstrate that our algorithm is efficient.

Keywords: Data mining · Periodic patterns · Temporal databases

1 Introduction

Periodic-frequent pattern mining is a popular analytical technique that aims
to discover all regularly occurring patterns in a temporal database. A classic
application of these patterns is air pollution analytics. It involves finding the
locations in which people were regularly exposed to harmful levels of air pollu-
tion. An example of a periodic-frequent pattern is as follows:

{S1, S4, S5} [support = 10%, periodicity = 3h]

The above pattern informs us that 10% of the time, the people living in the
vicinity of the sensors, S1, S4, and S5, were regularly (i.e., at least once in every
3 h) exposed to harmful levels of PM2.5. Such a piece of information may be
helpful to the users in introducing policies to control emissions.

Several algorithms [2–4,7] have been described in the literature to find
periodic-frequent patterns. The basic approach followed by these algorithms,
however, remains the same. It involves the following two steps:

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Strauss et al. (Eds.): DEXA 2022, LNCS 13427, pp. 204–215, 2022.
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1. Construct a list for each pattern by recording its temporal occurrences in the
database, and

2. Determine a pattern is periodic-frequent or not by traversing through the
generated list.

The above approach of maintaining the temporal lists for a pattern makes the
periodic-frequent pattern mining possible on sparse databases. However, it also
raises performance issues while dealing with dense databases. It is because items
have to maintain very long temporal lists, which leads to performance issues.
This paper tackles this challenging problem by exploring the concept of “(set)
complements” and proposing an efficient algorithm to find the patterns in dense
databases.

Please note that finding periodic-frequent patterns in dense databases is a
non-trivial and challenging task due to the following reasons:

1. Several algorithms [1,5] have been described in the literature to find fre-
quent patterns in a dense transactional database. However, since these algo-
rithms capture only frequency and completely disregard the temporal occur-
rence information of a pattern in a database, they cannot be utilized to find
periodic-frequent patterns in dense temporal databases.

2. Zaki et al. [8] explored the concept of set difference1 to calculate the
frequency of a pattern in a database. They have not described any method-
ology to determine the periodicity of a pattern. In this paper, we propose a
novel method to calculate the periodicity of a pattern using complements.

The contributions of this paper are as follows. First, we introduce a novel
methodology to determine the periodicity of a pattern given its non-occurrence
temporal information. Second, we propose a novel depth-first search algorithm
to find all desired patterns in a dense temporal database. We call our algorithm
as Periodic-Frequent Pattern Miner with Complements (PFPM-C). Third, we
empirically show that our algorithm is efficient.

The remainder of this study is organized as follows. Section 2 discusses the
literature on frequent pattern mining and periodic-frequent pattern mining. In
Sect. 3, we describe the model of a periodic-frequent pattern. Section 4 introduces
the basic idea and presents our PFPM-C algorithm. In Sect. 5, we present the
experimental results. Finally, in Sect. 6, we provide a conclusion of this study
and discuss future research directions.

2 Related Work

Agrawal et al. [1] introduced the concept of frequent pattern mining to extract
useful information in transactional databases. Luna et al. [5] conducted a detailed
survey on frequent pattern mining and presented the improvements that hap-
pened in the past 25 years. Zaki et al. [8] first explored the concept of set dif-
ference and proposed a depth-first search algorithm to find all frequent patterns
1 The term set difference refers to relative complement, whereas the term complement

typically refers to absolute complement.
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in a dense transactional database. This algorithm uses the size of set dif-
ference list to determine whether a pattern is frequent or infrequent in the
database. This algorithm does not describe any methodology to determine the
periodicity of a pattern from the set difference list. Henceforth, this algorithm
cannot be directly extended to find periodic-frequent patterns. This paper pro-
posed a novel methodology to calculate the periodicity of a pattern given its set
difference information.

Tanbeer et al. [7] introduced the idea of periodic-frequent pattern mining.
A highly compacted periodic frequent-tree (PF-tree) was constructed. A pat-
tern growth technique was applied to generate all periodic-frequent patterns
in a database based on the user-specified minSup and maxPer constraints.
Amphawan et al. [2] designed an efficient depth-first search-based algorithm
named for mining top-K periodic-frequent patterns without using the user-
specified minSup constraint. Uday et al. [4] introduced a novel greedy approach
to discover periodic-frequent patterns. Authors have designed a two-phase archi-
tecture named expanding and shrinking phases to efficiently store all the pat-
terns with support and periodicity. Where these phases have effectively utilized
the newly introduced local periodicity concept. Finally, the authors have cre-
ated a PF-tree++ and applied a pattern growth technique to generate periodic-
frequent patterns in a database based on the user-specified minSup and maxPer.
Anirudh et al. [3] introduced a novel concept of periodic summaries to find the
periodic-frequent patterns in temporal databases. Authors have introduced a
novel concept called periodic summaries-tree to maintain the time stamp infor-
mation of the patterns in a database and designed a pattern growth algorithm
to generate a complete set of periodic-frequent patterns. Unfortunately, all of
the above algorithms store the temporal occurrence information of a pattern in
a list structure and thus, suffer from computational issues while dealing with
dense databases.

Overall, our algorithm to find periodic-frequent patterns in dense databases
using set complements is novel and has not been explored in the literature.

3 Periodic-Frequent Pattern Model

Let I be the set of items. Let X ⊆ I be a pattern (or an itemset). A pattern
containing β, β ≥ 1, number of items is called a β-pattern. A transaction,
tk = (ts, Y ) is a tuple, where ts ∈ R+ represents the timestamp at which the
pattern Y has occurred. A temporal database TDB over I is a set of trans-
actions, i.e., TDB = {t1, · · · , tm}, m = |TDB|, where |TDB| can be defined
as the number of transactions in TDB. For a transaction tk = (ts, Y ), k ≥ 1,
such that X ⊆ Y , it is said that X occurs in tk (or tk contains X) and such
a timestamp is denoted as tsX . Let TSX = {tsXj , · · · , tsXk }, j, k ∈ [1,m] and
j ≤ k, be an ordered set of timestamps where X has occurred in TDB. The
number of transactions containing X in TDB is defined as the support of X and
denoted as sup(X). That is, sup(X) = |TSX |. The pattern X is said to be a fre-
quent pattern if sup(X) ≥ minSup, where minSup refers to the user-specified
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minimum support value. Let tsXc and tsXd , j ≤ c < d ≤ k, be the two consecu-
tive timestamps in TSX . The time difference (or an inter-arrival time) between
tsXd and tsXc is defined as a period of X, say pXe . That is, pXe = tsXd − tsXc . Let
PX = (pX1 , pX2 , · · · , pXd ) be the set of all periods for pattern X. The periodicity
of X, denoted as per(X) = maximum(pX1 , pX2 , · · · , pXd ). The frequent pattern
X is said to be a periodic-frequent pattern if per(X) ≤ maxPer, where
maxPer refers to the user-specified maximum periodicity value. Given a tem-
poral database (TDB) and the user-specified minimum support (minSup) and
maximum periodicity (maxPer) constraints, the problem definition of periodic-
frequent pattern mining is to discover the complete set of periodic-frequent pat-
terns that have support no less than minSup and periodicity no more than the
maxPer constraints.

Example 1. Let I = {p, q, r, s, t, u} be the set of items. A hypothetical row
temporal database generated from I is shown in Table 1. Without loss of gen-
erality, this row temporal database can be represented as a columnar tem-
poral database as shown in Table 2. The temporal occurrences of each item
in the entire database is shown in Table 3. The set of items ‘q’ and ‘r’, i.e.,
{q, r} is a pattern. For brevity, we represent this pattern as ‘qr’. This pat-
tern contains two items. Therefore, it is 2-pattern. The pattern ‘qr’ appears
at the timestamps of 1, 2, 3, 4, 6, 9, and 10. Therefore, the list of timestamps
containing ‘qr’, i.e., TSqr = {1, 2, 3, 4, 6, 9, 10}. The support of ‘qr,’ i.e.,
sup(qr) = |TSqr| = 7. If the user-specified minSup = 5, then qr is said to be
a frequent pattern because of sup(qr) ≥ minSup. The periods for this pattern
are: pqr1 = 1 (= 1 − tsinitial), pqr2 = 1 (= 2 − 1), pqr3 = 1 (= 3 − 2), pqr4 =
1 (= 4 − 3), pqr5 = 2 (= 6 − 4), pqr6 = 3 (= 9 − 6), pqr7 = 1 (= 10 − 9),
and pqr8 = 0 (= tsfinal − 10), where tsinitial = 0 represents the timestamp
of initial transaction and tsfinal = |TDB| = 10 represents the timestamp
of final transaction in the database. The periodicity of qr, i.e., per(qr) =
maximum(1, 1, 1, 1, 2, 3, 1, 0) = 3. If the user-defined maxPer = 3,
then the frequent pattern ‘qr’ is said to be a periodic-frequent pattern because
per(qr) ≤ maxPer.

4 Proposed Algorithm

4.1 Basic Idea: Calculating the Periodicity of a Pattern Using
Complements

Definition 1 (The complement list of a pattern X). The compliment

list of X, denoted as ̂TSX = {TS − TSX}, where TS denotes the universe of
timestamps contained in a database and TSX represents the timestamps at which
X has appeared in a database.

Example 2. In Table 1, the pattern qr has occurred at the timestamps
of 1, 2, 3, 4, 6, 9, and 10. Thus, TS = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} and
TSqr = {1, 2, 3, 4, 6, 9, 10}. The complement list of qr, denoted as ̂TSqr =
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10} − {1, 2, 3, 4, 6, 9, 10} = {5, 7, 8}.
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Table 1. Row database

ts Items ts Items

1 pqru 6 pqrs

2 qrst 7 pq

3 pqrs 8 rsu

4 pqrt 9 pqrs

5 rtu 10 qrsu

Table 2. Columnar database

Items Items

ts p q r s t u ts p q r s t u

1 1 1 1 0 0 1 6 1 1 1 1 0 0

2 0 1 1 1 1 0 7 1 1 0 0 0 0

3 1 1 1 1 0 0 8 0 0 1 1 0 1

4 1 1 1 0 1 0 9 1 1 1 1 0 0

5 0 0 1 0 1 1 10 0 1 1 1 0 1

Table 3. Items list

Item TS-list

p 1, 3, 4, 6, 7, 9

q 1, 2, 3, 4, 6, 7, 9, 10

r 1, 2, 3, 4, 5, 6, 8, 9, 10

s 2, 3, 6, 8, 9, 10

t 2, 4, 5

u 1, 5, 8, 10

Typically, |TSX | ≤ |̂TSX | in sparse databases. Henceforth, finding periodic-
frequent patterns using the TSX of a pattern is recommended for sparse
databases. However, |TSX | ≥ |̂TSX | in dense database. Thus, finding periodic-
frequent patterns using the TSX information of a pattern is not recommended
for dense databases. We need to explore the complement of TSX , i.e., ̂TSX , to
find periodic-frequent patterns in dense databases effectively. To do so, we first
need to address the following two key challenges:

1. How to derive the complement information of a pattern given the complement
information of its subsets? That is, how to calculate ̂TSZ from ̂TSX and ̂TSY ,
where Z = X ∪ Y and X ∩ Y = ∅?

2. How to determine the periodicity of a pattern from its complement list? That
is, how to calculate per(Z) given ̂TSZ?

We solve these challenges using the Properties 1 and 2.

Property 1. If X,Y and Z be three patterns such that Z = X∪Y and X∩Y = ∅,
then ̂TSZ = ̂TSX ∪ ̂TSY .

Example 3. The ̂TSqr = ̂TSq ∪ ̂TSr = {5, 8} ∪ {7} = {5, 7, 8}. It means the
pattern qr does not appear at the timestamps of 5, 7, and 8.

Property 2. Let ̂MTSZ
k ⊆ ̂TSZ , where k ≥ 1, be a maximal set of consequence

timestamps in ̂TSZ such that ̂TSZ = { ̂MTSZ
1 ∪ ̂MTSZ

2 ∪ · · · ∪ ̂MTSZ
k } =

∪k
j=1

̂MTSZ
j and ̂MTSZ

i ∩ ̂MTSZ
j = ∅, 1 ≤ i ≤ j ≤ k. The periodicity of Z given

̂TSZ , i.e., per(Z) = max(| ̂MTSZ
i |∀ ̂MTSZ

i ∈ ̂TSZ) + 1.

Example 4. Continuing with the previous example, the ̂TSqr can be split into
two maximal consecutive subsets, ̂MTSqr

1 = {5} and ̂MTSqr
2 = {7, 8}. Thus,

periodicity of qr, denoted as per(qr) = max(|{5}|, |{7, 8}|) + 1 = 3.

4.2 PFPM-C

The space items in a database represent an itemset lattice. This lattice represents
the search space of periodic-frequent pattern mining. Using the downward closure
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property (see Property 3), our PFPM-C algorithm finds all desired patterns by
performing a depth-first search on the itemset lattice.

Property 3 (Downward closure property [1]): All non-empty sets of a
periodic-frequent pattern must also be a periodic-frequent pattern.

The PFPM-C algorithm involves the following steps: (i) Scan the database
and find all periodic-frequent items (or 1-patterns) in the database, (ii) Con-
struct complement set, i.e., ̂TSij for each periodic-frequent item ij , and (iii)
using the Properties 1 and 2, perform the depth-first search on the lattice
and find all periodic-frequent patterns from the database. Algorithms 1 and
2 describe the procedures to find periodic-frequent patterns from the database.
We will now illustrate these algorithms using the temporal database shown in
Table 1. Let minSup = 5 and maxPer = 3.

Scan the database and construct the list of timestamps for each item (Lines
1 to 8 in Algorithm 1). Figure 2(a)–(c) shows the TS-list generated after scan-
ning the first, second, and every transaction in the database. Using the down-
ward closure property, we prune all items whose support is less than minSup or
periodicity is more than maxPer (Lines 9 to 15 in Algorithm 1). The remaining
items are considered periodic-frequent items and sorted in support descending
order (Line 16 in Algorithm 1). Figure 2(d) shows the sorted list of periodic-
frequent items. Let L denote this sorted list of periodic-frequent items. We
replace the list of timestamps of periodic-frequent items with their compliments
(Lines 17 and 18 in Algorithm 1). Figure 2(e) shows the TS-list generated after
applying set complement. We now call this list a CTS-list for brevity. Next, we
perform a depth-first search on the lattice generated by L and find all periodic-
frequent patterns in a database (Line 18 in Algorithm 1). The optimization is
achieved during the depth-first search by preventing the search on child nodes
if a parent node fails to be a periodic-frequent pattern (Algorithm 2). Figure 3
shows the depth-first search performed on the lattice. We start with the first
item in L, i.e., r. Since r is a periodic-frequent pattern (or item), we concate-
nate r with the second item in L, i.e., q. The result is a new pattern rq. Using
Property 1, we construct its complement list, and determine whether is periodic-
frequent pattern or not using Property 2. We repeat this process until the child
node fails to be a periodic-frequent pattern or lattice is traversed.

5 Experimental Results

In the literature, researchers have described PFP-growth [7], PFP-growth++ [4]
and PF-ECLAT [6] algorithms to find periodic-frequent patterns. We compare
our PFPM-C algorithm against these algorithms and show that ours is efficient.

5.1 Experimental Setup

The algorithms, PFP-growth, PFP-growth++, PF-ECLAT, and PFPM-C, were
written in Python and executed on a GIGABYTE R282-Z93-00 rack server con-
taining two AMD EPYC 7452 CPUs running at 2.35 GHz with an NVIDIA



210 P. Veena et al.

Algorithm 1. PeriodicFrequentItems(TDB: temporal database, minSup: min-
imum Support, maxPer: maximum periodicity
1: Let TS-list = (i, ts-list(i)) be a dictionary that records the temporal occurrence

information of an item i in a TDB. Let TSl be a temporary list to record the
timestamp of the last occurrence of an item in the database. Let Per be a temporary
list to record the periodicity of an item in the database.

2: for each transaction tcur ∈ TDB do
3: Set tscur = tcur.ts;
4: for each item i ∈ tcur.X do
5: if i does not exit in TS-list then
6: Insert i and its timestamp into the TS-list. Set TSl[i] = tscur and Per[i] =

(tscur − tsinitial);
7: else
8: Add i’s timestamp in the TS-list. Update TSl[i] = tscur and Per[i] =

max(Per[i], (tscur − TSl[i]));
9: for each item i in TS-list do

10: if length(ts-list(i)) < minSup then
11: Prune i from the TS-list;
12: else
13: Calculate Per[i] = max(Per[i], (tsfinal − TSl[i]));
14: if Per[i] > maxPer then
15: Prune i from the TS-list.
16: Consider the remaining items in the TS-list as periodic-frequent items (or 1-

patterns) and sort them in support descending order. Let L denote this sorted
list of items.

17: for each item i in TS-list do
18: Replace i’s timestamp information with its complement information. That is,

set ts-list(i) = TS − ts-list. Let us call this new TS-list as CTS-list for brevity.
19: Call PFPM-C(CTS-List).

Algorithm 2. PFPM-C(CTS-List)
1: for each item i in PFP-List do
2: Set pi = ∅ and X = i;
3: for each item j that comes after i in the CTS-list do
4: Set Y = X ∪ j. Determine ts-list(Y ) = ts-list(X) ∪ ts-list(j); Calculate

sup(Y ) = |TS| − |ts-list(Y )|. Set per(Y ) = 0, periods = ∅ and tempPer = 0;
5: if tsfinal is in ts-list then
6: Remove tsfinal from ts-list
7: for (i = 0; i < ts-list(Y ).size() − 1; + + i) do
8: if (ts-list(Y )[i + 1] − ts-list(Y )[i]) == 1 then
9: tempPer+ = 1;

10: else
11: Append tempPer in to periods. Set tempPer = 0;
12: per(Y ) = max(periods) + 1
13: if sup(Y ) ≥ minSup and per(Y ) ≤ maxPer then
14: Add Y to pi and Y is considered as periodic-frequent pattern;
15: Call PFPM -C(pi) ;
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Fig. 1. Finding periodic-frequent items. (a) TS-list generated after scanning first trans-
action, (b) TS-list generated after scanning second transaction, (c) TS-list generated
after scanning entire database, (d) Sorted list of periodic-frequent items, and (e) The
complement list generated for each periodic-frequent item.
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Fig. 2. Mining periodic-frequent patterns using depth-first search on the itemset lat-
tice. (a) Start from the periodic-frequent item r. (b) As r is a periodic-frequent item, we
visit its child node rq, constructs its cts-list, and determine its support and periodicity.
(c) As rq is a periodic-frequent pattern, the algorithm visits its child node rqp, and
determines rqp as a periodic-frequent patter. (d) rqps child node is visited and pruned
as it fails to be a periodic-frequent pattern. (e) The depth-first search on the itemset
lattice of r, q, p and s items is shown.
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Fig. 3. Number of periodic-frequent patterns generated in various databases

Titan RTX with 4608 CUDA cores and 24 GB GDDR6 dedicated GPU memory.
This server machine has 64 GB of memory and runs on Ubuntu 20.04.4. The
experiments have been conducted on real-world (Pollution, Chess, and Pumsb)
databases (Fig. 1).

The Pollution database contained 1029 items (or stations) with 719 trans-
actions. The minimum, average, and maximum transaction lengths are 11,
460 and 971, respectively. The Chess database is a high dimensional real-world
database containing 75 items and 3196 transactions. The minimum, average,
and maximum transaction lengths are 37, 37, and 37, respectively. The Pumsb
database is a real-world database containing 2,113 items and 49,046 transac-
tions. The minimum, average, and maximum transaction lengths are 74, 74,
and 74 respectively.

5.2 Generation of Periodic-Frequent Patterns

Figure 3a, 3b, and 3c respectively show the number of periodic-frequent pat-
terns generated in Pollution, Chess and Pumsb databases at different maxPer
values. The minSup in Pollution, Chess and Pumsb databases has been set at
50, 2350, and 42500, respectively. It can be observed that maxPer has a pos-
itive effect on the generation of periodic-frequent patterns as many patterns
which were earlier considered as aperiodic were being considered as periodic-
frequent patterns. Please note that all the algorithms generate the same
periodic-frequent patterns at any given minSup and maxPer.
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Fig. 4. Runtime comparison of various algorithms on different databases

Figure 3d, 3e, and 3f respectively show the number of periodic-frequent pat-
terns generated in Pollution, Chess and Pumsb databases at different minSup
values. The maxPer in Pollution, Chess and Pumsb databases has been set at
45, 40, and 14, respectively. It can be observed that an increase in minSup has
a negative effect on the generation of periodic-frequent patterns. It is because
many patterns fail to satisfy the increased minSup.

5.3 Runtime Evaluation of the Algorithms

Figure 4a, 4b, and 4c respectively show the runtime requirements of PFP-growth,
PFP-growth++, PF-ECLAT, and PFPM-C algorithms in Pollution, Chess and
Pumsb databases at different maxPer values. It can be observed that even
though the runtime requirements of all the algorithms increase with the increase
in maxPer, the PFPM-C algorithm completed the mining process much faster
than the remaining algorithms in dense databases at any given minSup.

Figure 4d, 4e, and 4f respectively show the runtime requirements of PFP-
growth, PFP-growth++, PF-ECLAT, and PFPM-C algorithms in Pollution,
Chess and Pumsb databases at different minSup values. It can be observed
that even though the runtime requirements of all the algorithms decrease with
the increase in minSup, the PFPM-C algorithm completed the mining pro-
cess much faster than the remaining algorithms in dense databases at any given
minSup. The PFPM-C algorithm was an order of magnitude time faster than the
remaining algorithms in the Pollution database. More importantly, the PFPM-C
algorithm was several times faster than the remaining algorithms, especially at
low minSup values.
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Fig. 5. Memory comparison of various algorithms on different databases

5.4 Memory Evaluation of the Algorithms

Figure 5a, 5b, and 5c respectively show the memory requirements of PFP-growth,
PFP-growth++, PF-ECLAT, and PFPM-C algorithms in Pollution, Chess and
Pumsb databases at different maxPer values. The following observations can be
drawn from these figures: (i) increase in maxPer increases the memory require-
ments of all the algorithms. It is because the algorithms will be generate and
storing more number of periodic-frequent patterns. (ii) Our algorithm has con-
sumed more memory in the Pollution database it is because it is a sparse database
and not a dense database (unlike Chess and Pumsb databases).

Figure 5d, 5e, and 5f respectively show the memory requirements of PFP-
growth, PFP-growth++, PF-ECLAT, and PFPM-C algorithms in Pollution,
Chess and Pumsb databases at different minSup values. It can be observed that
though an increase in minSup resulted in the decrease of memory requirements
for all the algorithm.

Overall, our algorithm with moderate memory requirements was observed to
be 2 to 4 times faster than the state-of-the-art algorithms.

6 Conclusions and Future Work

This paper explored the notion of set complements and proposed an efficient algo-
rithm, called PFPM-C, to find periodic-frequent patterns in a dense database.
A novel property has been introduced in this paper to determine the periodicity
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of a pattern from its complement temporal information. The performance of
the PFPM-C was verified by comparing it with other algorithms on different
real-world databases. Experimental analysis shows that PFPM-C exhibits high
performance in periodic-frequent pattern mining and can obtain all periodic-
frequent patterns faster and with moderate memory usage against the state-of-
the-art algorithms. In particular, our algorithm was found to be 2 to 4 times
faster than the existing algorithms.

Future work may be expanded as follows, but the scope is not limited:
We would like to extend our algorithm to the distributed environment to find
periodic-, partial- and fuzzy periodic-frequent patterns in very large temporal
databases. In addition, we would like to investigate novel measures or tech-
niques to reduce further the computational cost of mining the periodic-frequent
patterns.
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Abstract. Learned index is a novel index structure that enhances tradi-
tional index structures like B+-tree with machine learning models. It uses
a trained model to locate a key position directly without the costly root-
to-leaf traversing in the conventional B+-tree. However, the performance
of existing learned indices relies on the prediction accuracy of the model.
Recently, to address this problem, some existing learned indices, such as
PGM-index, set a threshold to ensure that the prediction error is below
the threshold. However, the PGM-index introduced additional space costs
because it used a bottom-up strategy to build a tree structure to maintain
an error threshold at each level. In this paper, we aim to find out a better
trade-off between prediction accuracy and space consumption of learned
indices. In particular, we propose a new learned index called HLI (Hybrid
Learned Index) that offers high prediction accuracy and searching perfor-
mance with limited space costs. HLI constructs error-bounded leaf nodes
to provide high prediction accuracy and searching performance. Mean-
while, it organizes inner nodes without error bounds to reduce extra space
costs. Consequently, we demonstrate that HLI can deliver high search-
ing performance with limited space overhead. We conduct experiments on
various datasets to compare HLI with several existing indices, including
PGM-index, RMI, and B+-tree. The results show that HLI outperforms
PGM-index in lookup performance on all datasets by 1.5× on average. In
addition, compared to PGM-index, HLI reduces the index size by up to
13× without decaying the lookup performance.

Keywords: Learned index · Hybrid index · Data distribution ·
Piecewise linear approximation

1 Introduction

Recently, learned indices have been proposed to map keys to their storage posi-
tions based on a pre-trained machine learning model [6]. The early learned index,
RMI [6], used a normalization method to divide the data into several subsets
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and train the corresponding models on these subsets, respectively. However,
RMI does not have an error bound for predicting key positions, which will lead
to unstable searching performance on the index. To address this issue, FITing-
tree [4] and PGM-index [3] introduce an error bound to specify the accept-
able amount of the prediction error, namely the maximum distance between
the predicted and the actual position of the lookup key. However, these indices
require a fine-grained fitting of the data distribution to provide a sufficiently
small error bound, which means that more linear models are required. Further-
more, these two learned indices generate a bottom-up tree structure. FIT treats
the PLA-model as a leaf node of the B+-tree, while the PGM-index utilizes a
multi-level structure consisting of linear models as the inner node to index the
PLA-model. Therefore, a small error bound leads to a rise in the height of these
tree-structured learned indices, which results in a large space cost.

On the other hand, the trade-off between the prediction accuracy and the
space cost of the tree structure is difficult to control. In a tree-structured learned
index, each query needs to traverse from the root node to the leaf node, which
inevitably introduces additional overhead at query time because the selection
of lower-level paths requires multiple key comparison operations. Although the
space cost can be reduced by increasing the error threshold, it also requires
determining the correct position of the lookup key over a larger range. Thus,
the time spends to return the correct position using the traditional algorithm
dominates the overall query time.

In this paper, we propose a new error-bounded Hybrid Learned Index (HLI)
that can deliver high searching performance with limited space overhead. HLI
uses a two-level Recursive Model Index (RMI) as the routing structure for locat-
ing the PLA-model. Since our routing structure has no error bound, there is
no need to recursively build the upper-level structure to share the overhead
caused by the error bound of the previous level, just like in other data-aware
learned indices. For any lookup operation, this structure requires only one key
comparison operation to locate the underlying model with a small error bound
corresponding to the lookup key. Overall, HLI provides a better trade-off between
prediction accuracy and space consumption. The main contribution of this paper
can be summarized as follows.

• We propose a hybrid learned index structure, HLI, that adopts error-bounded
leaf nodes to provide high prediction accuracy and searching performance but
organizes inner nodes without error bound to reduce extra space costs. With
such a hybrid node design, HLI can reduce space overhead without sacrificing
prediction accuracy and lookup performance.

• We demonstrate that HLI can achieve better trade-offs between space costs
and time performance because the error bound of HLI is easy to be tuned to
meet the space or time requirement in real applications.

• We conduct experiments on various datasets and compare HLI with several
existing indices, including the conventional B+-tree and two learned indices,
namely PGM-index and RMI. The results show that HLI outperforms all the
competitors in both space and time efficiency. Particularly, HLI achieves 1.5×
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faster lookup time than PGM-index. Also, HLI reduces the index size by up to
13× compared to PGM-index without worsening lookup performance.

2 Related Work

The introduction of the learned index [6] has opened up new research directions in
the field of indices, which inspires a series of works. ASLM [8] divides data based
on the similarity between data points to train more accurate models. AIDEL [7]
eliminates inter-model dependencies of RMI by assigning liner models adaptively
according to the data distribution. FITing-tree [4] uses a piecewise linear model to
approximate the data distribution and indices these models by B+-tree, compress-
ing the index size with a performance similar to B+-tree. Inspired by the FITing-
tree, the PGM-index [3] uses the optimal algorithm to generate the minimum num-
ber of linear models and replaces the non-leaf node with linear models.

Since the original Learned Index does not support insert operations, the
subsequent proposed learned indices are dedicated to solving the issue. ASLM,
AIDEL, and FITing-tree all use extra buffer to store new data, while the PGM-
index uses the idea of LSM-tree [11], where each insertion may lead to a series
of subsets merging. ALEX [2] supports the insert operations by using a model-
based insertion method that inserts directly into the gapped array based on the
predicted location. In addition, to support dynamic workloads, ALEX uses an
adaptive node splitting mechanism. To address the problems caused by inaccu-
rate predictions in ALEX and the PGM-index, LIPP [14] uses a model-based
insert but eliminates the last mile search by creating a new node to hold the
conflicting keys that are mapped into the same position. Meanwhile, COLIN
[16] supports query and insert operations in a cache-friendly way.

In addition, there are some learned indices that have attracted considerable
attention. CDFShop [10] is a tool for exploring and optimizing RMI. XIndex [12]
proposes a two-phase compaction scheme to handle concurrent operations. SIn-
dex [13] is a concurrent learned index specifically optimized for variable-length
strings. RadixSpline [5] is a single-pass learned index dedicated to building index
structures quickly. Additionally, Marcus et al. [9] proposed a unified benchmark
for comparing learned indices with traditional indices.

3 Hybrid Learned Index

3.1 Overview

The HLI is a pure learned index that consists of two modules (see Fig. 1), namely
a PLA-model with an error bound that ultimately gives the predicted positions
of the lookup key and an RMI without an error bound used to index the PLA-
model. The characteristic of this hybrid learned index is that it combines the
respective advantages of models with and without error bound.

The first module of the HLI is a Piecewise Linear Approximation model
(PLA-model). Since real-world datasets often have complex data distributions,
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a single linear model is clearly insufficient to fit them. Therefore, we compactly
capture the trends in the data distribution by using a series of linear regression
models. Meanwhile, we use a greedy algorithm discussed in the PGM-index [3]
to compute the optimal PLA-model with the minimum number of models. This
algorithm ensures that the maximum prediction error of each model does not
exceed a given threshold. Thus the prediction error can be efficiently corrected
to return the actual position of the lookup key by using a binary search.

Fig. 1. The hybrid learned index.

The second module of HLI is a two-level Recursive Model Index (RMI) that
indices the optimal PLA-model. To minimize the overhead caused by traversing
the tree structure, we train RMI on the sorted keys derived from each segment
in the optimal PLA-model. By adopting this structure without error bound, we
avoid the requirement of recursively constructing a tree-like structure to maintain
the error bound at each level, thus greatly reducing the space occupancy.

Generally, we choose the two-level RMI as the root node and the PLA-model
as the leaf node to predict the position of the lookup key. There are three major
benefits to using this new-type learned index. First, HLI only needs a single
compare operation to reach the leaf node, thus greatly reducing the traversal
time in internal levels. Second, since the number of additional operations of HLI
is fixed to one, there is no significant degradation in its performance as the data
amount increases. Third, HLI can provide a clear trade-off between lookup time
and index size due to its simple structure. In the next two subsections, we will
discuss these two basic modules of HLI in detail.

3.2 Leaf Nodes with Error Bound

In this section, we describe how to efficiently build an optimal PLA-model for
predicting an approximate location of the lookup key, and how this approxima-
tion model provides fast query operation and concise storage.

A segment s is a triple (key, slope, intercept) consisting of two floats and one
key, which computes a predicted position of a lookup key through the function
fs(key) = key × slope + intercept. It can be seen that a segment provides a
O(1) query time by direct computation and O(1) space occupancy. Besides, the
distribution of real-world datasets may be extremely complex, so it is difficult to
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learn the exact mapping from the key to its position. To this end, our goal is to
approximate a function rather than learn a precise one. Therefore, the prediction
of each model is considered as an approximation, i.e., there may be a certain
distance between the predicted position and the actual position.

Note that a linear segment is not a valid approximation of the whole complex
data distribution. Although any complex function can be used to approximate the
index, the cost of modeling the accurate function is too expensive, and the compu-
tation of query operation is more complex. Besides, the piecewise linear function is
efficient enough and dramatically reduce the cost of building such an approxima-
tion. Thus we train a set of linear models to approximate any complex function.

There exists a greedy algorithm [15] that computes the minimum number of
segments in linear time and space, i.e., the optimal PLA-model. The core idea
of this algorithm is to represent as many keys as possible with a linear function
whose prediction error does not exceed a given error threshold ε. For example,
if the preset error is 32, then the distance between the predicted position and
the actual position of the lookup key does not exceed 32. In the construction
process, new keys are continuously read into a subset until the newly added
keys make such a function non-existent in that subset. Eventually, the algorithm
generates a set of piecewise linear models to approximate the data distribution.
By ensuring that the distance between the predicted position and the actual
position of any key does not exceed the given error threshold, the range of the
final binary search is effectively limited to 2ε.

3.3 Inner Nodes Without Error Bound

In order to minimize the time spent on traversing the tree structure before
reaching the leaf node, there are two factors that need to be taken into account.
First, the learned indices are the optimal choice for indexing the optimal PLA-
model, because the query performance of a learned index is much better than
that of a traditional tree index as mentioned above. Second, since any supervised
learning method is only an approximation of the desired result, the predicted
result at each level of the learned index needs to be corrected immediately.
Therefore, we must minimize these additional operations.

Aimed at the two factors, RMI has significant advantages. Intuitively, each
model in RMI provides O(1) query time. Furthermore, without additional com-
parison operations, the model in the upper level directly selects the model in the
lower level. More importantly, this structure only needs to correct the prediction
result given by the last level, which means it needs only one key comparison
process.

Therefore, we use the two-level RMI to replace the original recursive index
structure in the PGM-index. In the process of building such an index (see Fig. 2),
the minimum number of segments is first generated over the whole dataset. As
mentioned in Sect. 3.2, each segment stores the first key of the subset it covers. We
first extract these keys to create a training set, and then train a single linear model
as the first level of HLI on the entire training set, this model f(x) gives a predicted
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Fig. 2. Constructing the three-level structure of HLI.

position, in which x is the lookup key. The first level uses a normalization method
to divide the dataset. This method can be described as follows:

�Mf(x)/N� (1)

where N represents the total amount of keys, and there are M models in level
2. Given this equation, the model in the first level provides a prediction in
the range from 0 to M − 1 and divides the dataset into some subsets based
on this prediction. After that, the linear models are trained on each subset,
respectively, to form the second level of RMI. Each model in this layer predicts
the position of the segment corresponding to a given key. Eventually, we find
the most reasonable number of models on the second level by a grid search to
ensure that the trained RMI structure has the minimum error. Each model in
our design only stores two parameters, namely slope and intercept.

Algorithm 1. Lookup Algorithm
Input: k: the lookup key, segments: the array of segment, rmi: the root of HLI index
Output: the subscript of the key in the dataset array
1: function lookup(key)
2: segment i ← get segment(key)
3: pred pos ← segments[segment i].predict(key)
4: act pos ← binray search(pred pos, pred pos − ε, pred pos + ε)
5: return act pos
6: end function
7:
8: function get segment(key)
9: pred s ← rmi.predict(key)

10: act s ← exponential search(pred s)
11: return act s
12: end function

Now, a query operation of a lookup key k over HLI works as Algorithm 1 shows.
Firstly, the first level of RMI, which is a single linear model, accepts a lookup key
and directly selects a model in the second level. Secondly, the model in the sec-
ond level predicts an approximate position of a segment which is responsible for
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Fig. 3. CDF plots of each testing datasets.

the given key on the third level. Since the location given by this routing structure
is an approximation, we need to perform an exponential search around the pre-
dicted position to find the correct one, namely, the rightmost segment sj such that
sj .key ≤ k. Eventually, a certain segment in the third level predicts the position of
the lookup key k in the dataset. The real position is then found by a binary search
in a range of size 2ε centered around the predicted position.

4 Performance Evaluation

4.1 Experimental Settings

We implement HLI in C++. Experiments are conducted on an Ubuntu Linux
machine with a 2.1 GHz Intel Xeon and 64 GiB memory, only using a single
thread. We compare HLI against three baselines.

• PGM-index [3]. The state-of-the-art data-aware learned index is imple-
mented in C++.

• RMI [6]. The two-level Recursive Model Index (RMI) structure consists
entirely of linear models. Note that the design of RMI is also used as an
internal level to index the PLA-model in our proposal.

• B+-tree [1]. A standard B+-tree structure in traditional work.

As the PGM-index and HLI use a threshold ε that determines the error bound
and impacts the lookup performance, the lookup time for an error threshold of
ε can be modeled as Latency(ε). Then, the ε′ that makes the PGM-index and
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Table 1. The error threshold ε′ of the F-PGM index on all datasets

Dataset Size

200M 400M 600M 800M

amzn 24 25 26 26

osm 24 25 24 27

normal 24 24 25 25

lognormal 24 24 24 24

Table 2. The error threshold ε′ of HLI on all datasets

Dataset Size

200M 400M 600M 800M

amzn 24 25 25 26

osm 24 24 25 25

normal 23 23 23 23

lognormal 23 23 23 23

HLI have the fastest lookup time is given by Eq. 2, where E is the set of ε and
its range is {23, 24, ..., 213}.

ε′ = arg min
ε∈E

Latency(ε) (2)

For a complete demonstration of the performance of the PGM-index, we
included two versions of the PGM-index in all experiments. The PGM-index
with the fastest lookup time is denoted as F-PGM (ε = ε′) while the one with a
smallest threshold at the bottom level is denoted as S-PGM (ε = 23). In addition,
we set ε = 4 for internal level as in [3]. Meanwhile, we tune the number of models
in the second level of RMI to achieve the best lookup time on each dataset. And
for the B+-tree, we use the default configuration as Bingmann’s work [1].

In the paper, we use the following real-world datasets and synthetic datasets
used in [9] for evaluation. Each dataset consists of unsigned 64-bit integer keys,
and we generate 8-byte payloads for each key. To further evaluate the perfor-
mance of each index on datasets of different sizes, we configure four different
sizes for each dataset, ranging from 200 million keys to 800 million keys.

• amzn: book popularity data from Amazon. Each key represents the popularity
of a particular book.

• osm: cell IDs from Open Street Map. Each key represents an embedded loca-
tion.

• normal: a dataset is generated artificially according to the normal distribu-
tion.

• lognormal: a dataset is generated artificially according to the log-normal dis-
tribution.
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Fig. 4. Comparison of lookup performance.

The CDFs of each of these datasets are plotted in Fig. 3. For each datasets, we
generate 10M random lookup keys. Indices are required to return search bounds
that contain the lower bound of each lookup key. We perform this procedure five
times and report the average lookup time.

4.2 Query Performance

For query performance evaluation, first, we compare our proposal with the tra-
ditional index. Then, we will discuss the performance evaluation of HLI with
F-PGM, S-PGM, and RMI. Here, the parameter ε′ of F-PGM and HLI on all
datasets is shown in Table 1 and 2.

HLI vs. B+-Tree. We compared the HLI against the B+-tree, and the evalua-
tion result is given in Fig. 4. Obviously, the HLI dominates this traditional index
on all datasets. For example, on all four datasets with 200M keys, HLI achieves
up to 4.4×higher lookupperformance than theB+-tree on average. This is because
the HLI uses the linear models as routing tables and only needs constant time to
predict the position of the lookup key. Meanwhile, HLI uses the efficient compu-
tational method instead of traditional indirect key comparison operations, thus
greatly speeding up query performance. Besides, HLI effectively limits the search
range to a small area of size 2ε, while the nodes of the B+-tree need to pay an
additional search cost as they grow larger. In terms of the index height, HLI has a
much lower height than B+-tree. Specifically, the former has three levels, whereas
the latter has seven levels on amzn-200M dataset, thus HLI experiences a shorter
traversal time which is induced by a higher branching factor.
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Table 3. Space costs of HLI and F-PGM when offering similar lookup performance.

Dataset HLI F-PGM

ε Lookup time (ns) Size (MiB) ε Lookup time (ns) Size (MiB)

amzn 210 663.2 0.1 26 640 12.2

osm 211 749.6 0.8 27 771 10.5

normal 210 635.2 0.009 25 608 0.042

lognormal 28 596.8 0.036 24 595.4 0.083

Table 4. Space costs of HLI and S-PGM when offering similar lookup performance.

Dataset HLI S-PGM

ε Lookup time (ns) Size (MiB) ε Lookup time (ns) Size (MiB)

amzn 213 924 0.003 23 909.8 259.7

osm 213 946.2 0.27 23 937 209.6

normal 212 808.4 0.004 23 853.6 0.084

lognormal 29 652.4 0.025 23 678.2 0.118

HLI vs. PGM-Index and RMI. Figure 4(a) to 4(d) show that HLI, on aver-
age, achieves up to 1.24×, 1.26×, 1.41×, 1.47× lower lookup latency compared
with F-PGM on all four datasets at 200M, 400M, 600M and 800M, respectively.
Because HLI requires only one error correction process before reaching the leaf
node while PGM-index requires multiple error corrections of the predicted result
using binary search at each level, HLI saves considerable time in traversing the
tree structure.

In addition, we find that S-PGM, which intuitively has the fastest query
time, actually works not well. The performance of S-PGM with the highest
number of levels tends to be poor on real-world datasets. As shown in Fig. 4,
the F-PGM outperforms the S-PGM in query performance on all datasets. For
example, on amzn-800M dataset, F-PGM with ε = 26 achieves 1.42× better
query performance than S-PGM with ε = 23. This is because S-PGM requires
one more level than F-PGM to maintain a smaller error threshold. Therefore,
S-PGM takes more time for traversing the tree structure.

Further, we conduct comparative experiments with RMI, namely, the two-
level RMI with a linear model at each node. Figure 4 shows that HLI dominates
RMI almost on all datasets. On average, HLI achieves up to 1.27×, 1.41×, 1.59×,
1.72× lower lookup latency than RMI on all four datasets at 200M, 400M, 600M,
and 800M, respectively. Because RMI divides the data that do not satisfy the
same distribution into a subset, the model error trained on the subset is large,
so RMI needs a significant overhead in the final binary search. Unlike RMI, HLI
effectively limits the range of binary search by capturing regularity trends in the
data distribution.
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Fig. 5. Space-time trade-offs of HLI and PGM on two synthetic datasets.

4.3 Space Cost

Table 3 and 4 shows that on all datasets with 800M keys, HLI has a much lower
space occupancy than F-PGM and S-PGM with similar lookup time. For exam-
ple, on the osm-800M dataset, which is the largest and most complex dataset,
the average lookup time of F-PGM that occupied 10.5 MiB is 771 ns, while HLI
with a average lookup time of 750 ns occupied only 0.8 MiB, a 12.4× reduction
in space footprint with a faster query time. Although F-PGM has a smaller error
threshold, before reaching the bottom level, it requires four times key compari-
son operations to locate the path to the next level. In contrast, HLI only needs
to perform these operations once. Basically, the performance bottleneck of the
tree-structured learned index is not dependent on the ε, but on the number of
key comparison operations between levels. Therefore, due to fewer additional
operations, the HLI can select a larger error threshold, which greatly reduces
the number of segments.

For RMI, on the same dataset, the average query time of the fastest RMI is
1135 ns that occupied 4.6 MiB while HLI with a average query time of 1062.4 ns
occupied only 147 KiB, a 31.8× reduction in space footprint. The reason for the
smaller space occupancy of HLI is that it adaptively assigns a minimum number
of models according to the data distribution instead of presetting the number of
models and inspecting the errors afterward.

For a traditional index, even the largest HLI achieves up to 69× smaller index
size than the B+-tree. Because the B+-tree ignores the underlying data distri-
bution, it misses the compression opportunity. In contrast, HLI uses a piecewise
linear function to approximate the data distribution, each model only needs to
store the parameters of the trained model.

4.4 Space-Time Trade-Off

As shown in Fig. 5, although both HLI and the PGM-index introduce a trade-
off between lookup time and space occupancy, HLI has a clearer relationship
between lookup time and space occupancy, whereas PGM-index has the opposite.
For example, on the lognormal dataset with 800M keys, the lookup performance
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of the PGM-index becomes better as the index size increases, but this trend
disappears when the size of the index increases to 0.03 MB. And when the
index size increases from 0.06 MiB to 0.08 MiB, the lookup performance of the
PGM-index shows a significant improvement again. This is because the PGM-
index requires many additional operations during the query process, and these
additional operations introduce a lot of uncertainty, so multiple factors that
jointly affect the lookup performance of the PGM-index. On the contrary, HLI
simplifies the steps of query operations as much as possible, such as reducing the
height of the tree structure or removing redundant search operations between
two levels, which makes the relationship between lookup performance and space
occupancy much simpler, so that we can more easily control such trade-offs.

5 Conclusions and Future Work

In this paper, we propose a hybrid learned index that offers high prediction
accuracy and searching performance with limited space costs. By combining the
respective advantages of models with and without error bound, we decrease the
number of additional operations required by other data-aware learned indices
before reaching a leaf node from numerous to one. The experimental results on
real-world and synthetic datasets show a great improvement of our proposal in
lookup performance and space costs. In addition, HLI can offer a better trade-off
between lookup time and space occupancy than existing learned indices.

For the future work, we plan to find a more efficient way to build the index
to reduce the training overhead. Further, we will also consider extending HLI to
support update operations.
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Abstract. We focus on searching similar data streams. Recent works
regard the latest W items in a data stream as a set and reduce the prob-
lem to set similarity search. This paper uniquely studies similarity search
for text streams and treats evolving sets composed of texts. We formu-
late a new continuous range search problem named the CTS problem to
find all the text streams from the database whose similarity to the query
becomes larger than a threshold ε. The CTS is challenging because it
allows both the query and the database to change dynamically.

Keywords: Data stream · Similarity search · Text sets · Inverted
index · Pruning

1 Introduction

Similarity search for data streams has become significant [5] in the area of infor-
mation recommendation. Recent works search similar data streams by regarding
a data stream as a set of data and find similar data streams by means of set
similarity search. For instance, [7] characterizes a POI (Point of Interest) as a
set of visitors.

Xu et al. [6] studied the “Continuous similarity search for Evolving Queries”
(CEQ). Given a query set which consists of the latest W elements of a data
stream, the CEQ tries to find the top-k most similar sets out of the n static sets
in the database. Because the query set evolves dynamically, the top-k most sim-
ilar sets must be updated continuously. By contrast, Koga and Noguchi [4] stud-
ied the problem “Continuous similarity search for Evolving Database” (CED).
There, the query set Q becomes static and the database consists of n data
streams. In the CEQ and the CED both, sets consist of items.

This paper formulates a new problem named “Continuous similarity search
for Text Sets” (CTS). The CTS is quite different from the CED and the CEQ,
since set elements are texts rather than items. In the CTS, the query set consists
of the W texts in the sliding window (SW) of the query text stream XQ. The
CTS demands to search all the text streams in the database whose SWs are more
similar to the query set than a threshold ε. The CTS models a scenario in which
a user-based recommendation system searches users who contribute similar posts
to the query user Q on some SNS. Here, one text stream XA abstracts the posts
from a user A. As time elapses, A adds a new post (i.e., a new text) to XA.
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Thus, the query set is associated with the recent posts from Q. Thus, the CTS
can discover users whose recent posts are similar to that of Q. The CTS problem
is noteworthy, as it allows both the query and the database to evolve dynamically
for the first time. We develop a fast pruning-based algorithm for the CTS.

2 Problem Statement

We formulate our new CTS problem. It characterizes a user A with a set of
texts posted to A’s text stream, where a text consists of more than one word.
Let AT be the SW of A’s text stream at time T . AT stores the latest W texts
posted by A at T . To all the streams, exactly one new text is passed every
time. Let us denote the text added to A’s text stream at time t by at. Then,
AT = {aT−W+1, aT−W+2, · · · , aT }. When the time advances from T to T + 1,
the oldest aT−W+1 vanishes and aT+1 joins AT+1.

In the CTS, the SW of the query user Q at T serves as the query set QT .
The database D holds n text streams, i.e., n users. The CTS must find all the
users U at T for whom the similarity sim(QT , UT ) ≥ a threshold ε. Because QT

and UT evolve with T , we must update the search results continuously.
Let us define sim(QT , UT ) rigorously: Two texts o and o′ are called matchable

if their word sets satisfy |o∩o′|
|o∪o′| ≥ β. To compute sim(QT , UT ), we first make a

bipartite graph G(QT , UT ) in which one text grows one node. In G(QT , UT ), an
edge connects a text oQ ∈ QT to a text oU ∈ UT , if they are matchable. Though
it is convincing to define sim(QT , UT ) as the size of the maximum matching,
the maximum matching is too heavy to compute every time. Thus, the CTS
approximates it with the size of a maximal matching. By doing so, a text pair
(oQ, oU ) in the matching remains valid, until oQ or oU leaves the SW.

In the subsequence, to shrink the exposition, we only discuss the procedure to
judge if a SINGLE USER U in D satisfies sim(QT , UT ) > ε. One straightforward
method to solve the CTS is to construct a maximal matching M(QT , UT ) com-
pletely and to check whether |M(QT , UT )| ≥ ε at every time T , while exploiting
M(QT−1, UT−1) as much as possible so as to create M(QT , UT ) promptly. We
refer to this simple algorithm as SIMPLE.

3 Our Algorithm for CTS

We present our fast pruning-based algorithm. At every time T , whereas SIMPLE
constructs a maximal matching M(QT , UT ) fully, our algorithm only creates a
part of it which is just enough to judge if sim(QT , UT ) ≥ ε. Our algorithm always
categorizes all the texts in Q’s SW into one of the three classes:

1. QM : A text in QM is confirmed to belong to the maximal matching.
2. QNM : A text in QNM is assured not to belong to the maximal matching.
3. QUM : A text in QUM is unsure to belong to the maximal matching.

Let oQ be a text in QT . After our algorithm searches a matchable text for oQ, oQ
is assigned to either QM or QNM depending on whether a matchable text for oQ
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Fig. 1. Lazy evaluation algorithm

is found or not. We remark that it is quite time-consuming to verify oQ ∈ QNM ,
since we must prove that any text in UT \UM is not matchable to oQ. Here, UM

symbolizes a set of texts in U ’s SW that belong to the current matching. oQ
stays in QUM , if our algorithm has not searched a matchable text for oQ yet.
Hereafter, we often rewrite the phrase “search a matchable text for oQ” with a
shorter phrase “evaluate oQ”.

When the time advances from T − 1 to T , QT = {qT−W+1, qT−W+2, · · · ,
qT−1, qT } is derived by adding qT to QT−1 and ejecting qT−W from QT−1. Denote
qT by INQ and qT−W by OUTQ. INU and OUTU are defined analogously for U .
W.l.o.g., we assume that QT−1 transforms to QT before UT−1 changes to UT .
Since SIMPLE builds the maximal matching fully, it always holds that QUM =
∅. Especially, SIMPLE evaluates INQ, as soon as INQ emerges. By contrast,
our algorithm defers evaluating INQ as much as possible. Due to this nature,
we name our algorithm LE (Lazy Evaluation).

The flowchart in Fig. 1 outlines how our LE operates when the time advances
from T − 1 to T . LE runs in (Step 1) and (Step 2).
Step 1: Update of the Text Classes
(Step 1) handles the four events, i.e., (1) arrival of INQ, (2) removal of OUTQ,
(3) arrival of INU and (4) removal of OUTU and updates the classes of texts
in QT . Due to space limitations, we only explain the first three events. One
important task in Step 1 is to check if the texts which belonged to QNM at
T − 1 remain there at T with a little overhead by utilizing the result of past
computations.
Processing of INQ: When INQ emerges, LE merely puts INQ into QUM with-
out evaluating it immediately unlike SIMPLE.
Processing of OUTQ: LE first discards OUTQ. If OUTQ ∈ M(QT−1, UT−1),
let oU be a matching partner of OUTQ. After discarding OUTQ, oU becomes
unmatched. At this point, the texts in QNM at T − 1 are uncertain to remain
in QNM at T , because they may match to oU . Therefore, LE compares oU with
each of them one by one. If a text oQ kept in QNM at T − 1 is not matchable
to oU , we have oQ ∈ QNM at T . Else if oQ is matchable to oU , the text pair
(oQ, oU ) joins M(QT , UT ) and oQ ∈ QM .
Processing of INU : The texts in QNM at T − 1 are uncertain to remain in
QNM at T , because they may match to INU . Therefore, LE compares INU with
them. The rest of this procedure is exactly the same as the processing of OUTQ.
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Step 2: Judgment of Similarity between QT and UT

After (Step 1), (Step 2) evaluates the texts in QUM incrementally until UT is
judged as similar or dissimilar, that is to say, until either |QM | ≥ ε or |QNM | >
W − ε holds true. Concretely, LE iteratively chooses a text, say oQ, in QUM and
searches a text matchable to oQ from UT \UM . Then,

– if oQ did not match any text in UT \UM , oQ ∈ QNM and |QNM | increments.
– if oQ matched to some text oU in UT \UM , (oQ, oU ) joins in M(QT , UT ) and

|QM | augments by 1.

To optimize Step 2, we should consider which text in QUM to evaluate first.
Regarding this issue, we recommend the LIFO (Last-In-First-Out) order which
chooses the latest text in QUM first. The LIFO order enjoys an advantage: Let
oQ (respectively oU ) be a text posted by Q (respectively U). Once the text pair
(oQ, oU ) belong to the matching, the matching keeps holding (oQ, oU ) until either
oQ or oU leaves the SW. Thus, the LIFO order leads to extending the lifetime of
a text pair in the matching, so that it reduces the frequency of extra processing
incurred whenever a text in the current maximal matching leaves the SW.

4 Usage of Inverted Indices

This section accelerates LE with the inverted index.
For the CTS, we must insert the newest text to and delete the oldest text

from the inverted index, every time the SW moves forward. Thus, the cost to
update the inverted index cannot be ignored. On the other hand, the inverted
index has the advantage to shorten the time to evaluate a text by skipping text
pairs with no common words.

First, let us recall that LE executes two types of text evaluation.
(Type 1): In processing INU and OUTQ, Step 1 searches a text from QNM

that is matchable to some text oU ∈ UT

(Type 2): Step 2 searches a text from UT \UM that is matchable to some text
in QUM

Because (Type 1) searches from QNM and (Type 2) searches from UT \UM ,
it appears natural to support (Type 1) with the inverted index for the query
user Q and (Type 2) with the inverted index for U . However, the latter is almost
unfeasible, as we must maintain n inverted indices for the database D composed
of n users. Therefore, we decide to create only one inverted index for Q and
speed up the text evaluation of (Type 1) only. We name this algorithm LE-Q
(LE with the inverted index for Query).

For a word w, LE-Q arranges one inverted list lw which records the IDs of
Q’s texts with w. To evaluate texts in the LIFO order, we realize lw as a queue
and insert the newest text with w to the head of lw, which means that the oldest
text with w is to be deleted from the tail of lw.

LE-Q evaluates a text oU ∈ UT in Step 1 as follows. Assume that oU consists
of m words {w1, w2, · · · , wm}. First, LE-Q collects the m inverted lists corre-
sponding to the m words. Since all of them manage the text IDs in the decreasing
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Fig. 2. Processing time and number of text comparisons for cophir dataset

order of arrival times, LE-Q can retrieve texts from the m lists in chronological
order one by one with DAAT [3].

5 Experiments

We evaluate our algorithms experimentally with a real dataset Cophir (Content-
based Photo Image Retrieval) [1,2] which collects the metadata for the archive of
Flickr image database. By grouping the tags attached to an image, we generate
one text per image. Then, we characterize a user A with the texts associated
with the images posted by A. We specify one user as the query user Q, while
another 100 users constitute the database D.

First, we compare our LE and our LE-Q with the baseline algorithm SIMPLE.
As for the experimental parameters, we change the user similarity threshold ε
in the range [0, 100], while fixing W to 100 and β to 0.1. Fig. 2(a) displays the
total processing time and Fig. 2(b) shows the total number of text comparisons
to compute the similarity between two texts, when the continuous range search
repeats 1000 times. For any ε, LE-Q runs the fastest and LE runs faster than
SIMPLE, which tells that the pruning in LE works effectively and that LE-Q
shrinks the processing time surely owing to the inverted index for Q.

Next, we examine the effect of the two novel ideas in designing LE-Q: (1)
We create the inverted index only for the query user Q to support Step 1, but
not for the users in D to help Step 2. and (2) we pay attention to the order to
evaluate texts. We give the highest priority to the latest text in QUM .

To confirm the effect of the first idea, we develop an algorithm which supplies
the inverted indices not only for Q but also for all the users in D. This algorithm
is referred to as LE-QD. LE-QD exploits the inverted indices for the users in D
to evaluate the texts in QUM at Step 2. Figure 3 compares the processing time
and the number of text comparisons between LE-Q and LE-QD. Interestingly,
despite LE-QD does not compare text pairs frequently at all, LE-QD runs slower
than LE-Q. This is because LE-QD keeps too many inverted indices so that the
overhead to update them becomes too enormous. Thus, our strategy to build
the inverted index only for Q is smart.
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(a) Processing Time (b) # of Text Comparisons

Fig. 3. Effect of order to evaluate texts Fig. 4. Effect of order to eval-
uate texts

Next, we examine how the order to evaluate texts influences the processing
time. While LE-Q gives the highest priority to the newest text, we prepare
another variant of LE-Q which evaluates the oldest text first. Figure 4 compares
their processing time, where we assign the legend “Newest-First” to the original
LE-Q and the legend “Oldest-First” to the variant of LE-Q. The Newest-First
runs much faster than the Oldest-First. Their gap enlarges as ε gets larger. The
reason for this result can be inferred as follows: As ε gets larger, more users in
D are judged as dissimilar, so finding matching text pairs becomes more useless.
Nevertheless, the Oldest-First is forced to retrieve more matching text pairs in
vain, as the matched text pairs expire in a short time.
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Abstract. Organizing data in structured forms is a mainstream app-
roach to improve the efficiency of query processing on database. For exam-
ple, a B+Tree index is widely employed to limit the search space for
selective queries, speeding up the query processing. In this direction, this
paper proposes synopsis embedment, an idea of incorporating synopsis
(i.e. precomputed summary or abstraction information) into an existing
data structure. Using the embedded synopsis, the query processing may
obtain an exact or approximate answer without accessing all the concerned
records in the data structure. Thus, the use of the synopsis may reduce the
access cost, improving the efficiency of the query processing. This paper
presents a design of efficient search algorithms on the synopsis-embedded
B+Tree structure and experimentally clarifies its performance superiority.

Keywords: Synopsis embedment · Data structure · Approximate
query processing

1 Introduction

Organizing data in structured forms has been a traditional but still mainstream
approach to improve the efficiency of query processing on database. Suppose
B+Tree [1,2], a data structure which is widely employed to organize a relational
table or a secondary index in relational database. B+Tree is composed of two
different types of nodes; leaf nodes store table records or index entries in the
designated key order, whereas internal nodes store the navigation information
to the leaf nodes. The navigation information allows the query processing to
limit the search space, thus speeding up the processing if the query constraint
is substantially selective along the key attribute.

In this technical direction, this paper proposes synopsis embedment, an idea
of incorporating synopsis (i.e. precomputed summary or abstraction informa-
tion) into an existing data structure. Using the embedded synopsis, the query
processing may obtain an exact or approximate [3,5] answer without accessing
all the concerned records stored in the leaf nodes. Thus, the use of the synopsis
may reduce the access cost, improving the efficiency of the query processing. This
paper presents a design of efficient search algorithms on the synopsis-embedded
B+Tree structure and clarifies its performance superiority by showing our exper-
iments in scenarios of exact and approximate query processing.
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Fig. 1. Example of synopsis embedment. A B+Tree structure organizes a given rela-
tional table with synopsis. The B+tree structure is composed of Nodes 1 to 7. The
internal nodes, Node 1 to 3, contain synopses (colored in orange) as well as separation
values (colored in blue) and references to its child nodes.

2 Synopsis Embedment and Synopsis-Aware Search

Synopsis Embedment. This section presents synopsis embedment, an idea of
incorporating synopsis into an existing data structure, and search algorithms
that exploit the embedded synopsis to improve the processing efficiency of
queries. We take B+Tree as an example, but the same idea can be extended
to other structures. B+tree is a major data structure employed in relational
database. According to the standard design, a B+Tree structure is composed
of multiple nodes (i.e., fixed-length pages) that are structured in a balanced
tree form. Records are stored only in the leaf nodes in an sorted order of the
designated key attribute. Each of other (internal) nodes contains one or more
separation values of the designated key attribute and references to its child nodes
(internal nodes or leaf nodes), each being in charge of one of the separated key
space. Query processing starts at the root (top internal) node, and then recur-
sively visits each of its child node only if its descendant nodes may hold records
satisfying the query constraint until fetching all such records. This approach
limits the search space, reducing the query processing cost.

Synopsis embedment extends the information that the internal node holds
regarding its descendant nodes. Figure 1 illustrates an example case of synop-
sis embedment in B+Tree. Suppose a relational table presented in the figure,
which mimics a sales order history; each record contains an order identifier
(ORDERID as the primary key), price (PRICE), order date (ORDERDATE) and ship
date (SHIPDATE) of a respective order. The figure also illustrates a B+Tree struc-
ture that embeds synopsis information. Each entry of the internal node contains
synopsis (colored in orange) regarding the records stored in its descendant nodes.
For example, the first synopsis in Node 2 covers all the records stored in Node
4, whereas the first synopsis in Node 1 covers Nodes 4 and 5. In this case, the
synopsis comprises (1) the number of records, (2) the average value of the key
attribute (ORDERID), (3) the average value of an non-key attribute (PRICE), and
(4) the maximum value of an non-key attribute (ORDERDATE).
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Algorithm 1. Synopsis-aware search (SAS)
1: SAS(nr) � nr: a reference to the root node
2: function SAS(n)
3: N ← Fetch n
4: if N is an internal node then
5: for each e ∈ N do
6: if e satisfies query constraint then
7: if e contains synopsis sufficient for a disjoint part of query then
8: R ← R ∪ e � R: result buffer (initially R = ∅)
9: else

10: SAS(e’s child reference)

11: else
12: for each e ∈ N do
13: if e satisfies query constraint then
14: R ← R ∪ e

Exact Search Exploiting Embedded Synopsis. Here, we present a search
algorithm (synopsis-aware search; SAS) for exact query processing that utilizes
the synopsis embedded in B+Tree to improve the processing efficiency.

Algorithm 1 presents the pseudo code of SAS, which extends a conventional
depth-first search on B+Tree. The conventional algorithm examines internal
nodes of B+Tree until it reaches the leaf nodes, where the matched records are
retrieved to the result buffer to form the query answer. In contrast, if the embed-
ded synopsis is mathematically sufficient to form a part of the query answer, SAS
merely retrieves the synopsis information to the result buffer, but it no longer
examines its child nodes (at lines 6 to 8). Hence, SAS can reduce the search cost
even though it can still obtain an exact answer to the given query.

Approximate Search Exploiting Embedded Synopsis. SAS is useful to
reduce the search cost, but it works only if the embedded synopsis is mathemati-
cally sufficient for a given query. Here, we presents the improved version (SAS+)
that extends SAS to approximate processing. Even if the embedded synopsis may
not be perfectly sufficient to a given query, it may be able to provide the approxi-
mate answer; this solution potentially offers the performance improvement to more
queries, and may be acceptable for use cases where query responsiveness matters
more than query exactness, such as rough statistics surveys.

This paper presents an inter-attribute result composition technique that com-
poses separate results obtained from multiple synopsis-embedded B+Tree to
offer an approximate query answer. Figure 2 illustrates its example. Assume
that a separate synopsis-embedded B+Tree is organized for each attribute that
is likely to appear in query constraints. The figure exemplifies two B+Tree struc-
tures, one by ORDERID and another by SHIPDATE. The search process is two-fold.
First, SAS is applied to each of the B+Tree structures; specifically speaking,
the B+Tree structure by ORDERID offers a partial result that ignores a query
constraint on SHIPDATE, and vice versa. Second, the obtained partial results are
mathematically composed to an approximate answer. How to compose partial
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Fig. 2. Inter-attribute result composition. For a query having a composed constraint,
separate synopsis-aware search offers a partial result and the inter-attribute result
composition technique composes the results to obtain an approximate answer.

results depends on the query design. The example query is supposed to report
a sum value; thus, arithmetic multiplication works for the composition. This
mathematical composition assumes that the concerned attributes are statisti-
cally independent. If the attributes are correlated, the obtained result possibly
contain non-negligible errors. Hence, the improved algorithm (SAS+) addition-
ally decides whether the search process should utilize the synopsis (to be com-
posed into an approximate answer), or obtain the answer by traversing to the
leaf nodes, based on the correlation value between the concerned attributes.

3 Experiment

This section presents the experiments that we conducted to clarify how effectively
the proposed synopsis-aware approaches worked. We implemented an experimen-
tal query engine in C; the engine incorporated the synopsis-aware search algo-
rithms (SAS and SAS+) based on the well-known B+Tree design [2]. We tested
the query performance by using this query engine and the TPC-H datasets.
The datasets were generated by the standard dbgen tool (generating a uni-
form dataset) [6] and the revised dbgen tool (generating a skewed dataset) [7],
both with the scale factor of 10, and they were loaded into the data structures
managed by the experimental query engine. The zipf value was set to 1.0 for
the skewed dataset. Four different test queries, Q1 to Q4, were tested on the
datasets. All the experiments were performed on the two-socket server with dual
Intel Xeon 6132 processors (each having 14 processing cores at 2.60 GHz), 96 GB
main memory, 28 TB storage (composed of 24 hard disks by RAID6) running
CentOS Linux 7.7. All the data structures were stored in the ext4 file system
constructed in the storage space. The node size of B+Tree was set to 4096 bytes.
We performed five trials of each test; this paper reports their average value.

For each dataset, we prepared two relation files, LINEITEM (ORDERKEY) and
LINEITEM (SHIPDATE), and embedded the following synopsis information: the
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number of records; the sum, maximum and minimum values of the key attribute
(L ORDERKEY and L SHIPDATE); and the sum, maximum and minimum values of
an additional attribute (L EXTENDEDPRICE). This synopsis configuration yielded
only 0.80% space overhead for the uniform and skewed datasets.

Exact Query Processing of Search Queries with Sngle Constraints.
First, the paper presents that the synopsis-aware search (SAS) performs signifi-
cantly faster when the embedded synopsis information is sufficient.

We executed the following test queries (Q1, Q2 and Q3) on LINEITEM
(ORDERKEY).

Q1: SELECT SUM(L_EXTENDEDPRICE) FROM LINEITEM
WHERE L_ORDERKEY BETWEEN 54000001, 60000001

Q2: SELECT MAX(L_EXTENDEDPRICE) FROM LINEITEM
WHERE L_ORDERKEY BETWEEN 54000001, 60000001

Q3: SELECT MAX(L_SHIPDATE) FROM LINEITEM
WHERE L_ORDERKEY BETWEEN 54000001, 60000001

Compared with the baseline case (having no synopsis embedded), SAS success-
fully reduced the necessary execution time for Q1 and Q2; the baseline took
0.549–0.553 s and 0.533–0.535 s respectively, whereas SAS only took 0.020–
0.021 s for both, achieving speedups by factors of 26.3 to 27.5. In contrast, SAS
could not speed up Q3, but worked comparably with the baseline case; the base-
line took 0.649–0.650 s, whereas SAS also took 0.636–0.638 s. This difference
was clearly because the embedded synopsis satisfied the constraint and deriva-
tive attributes of Q1 and Q2, but it did not for Q3.

Approximate Query Processing of Search Queries with Composite
Constraints. Second, the paper presents that the synopsis-aware search plus
approximate processing (SAS+) performs faster with moderate error rates.

As additional synopsis, we further embedded the correlation value between
the key attribute and another attributes (L ORDERKEY and L SHIPDATE) for each
file. This synopsis configuration yielded only 1.62% space overhead for the uni-
form and skewed datasets. Then, we executed the following test query (Q4).

Q4: SELECT SUM(L_EXTENDEDPRICE) FROM LINEITEM
WHERE L_ORDERKEY BETWEEN 36000000, 42000000
AND L_SHIPDATE BETWEEN 1992-01-01, 1992-12-31

Note that Q4 limits the search space along with the L ORDERKEY and L SHIPDATE
attributes. LINEITEM (ORDERKEY) or LINEITEM (SHIPDATE) do not hold the
synopsis information that perfectly offers an exact query result, but they offer
an opportunity of approximate processing.

Compared with the baseline case (13.280 s and 13.280 s), SAS significantly
reduced the necessary execution time (0.041 s and 0.040 s) for the uniform and
skewed datasets. However, note that the query processing was approximate for Q4.
SAS induced only negligible (0.2%) error for the uniform dataset, but it involved
substantial (14.3%) error for the skewed dataset. This was seemingly because
SAS assumed the uniformity of the attribute value distribution and applied the
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synopsis-based approximation to the entire space. By contrast, SAS+ utilized
the inter-attribute correlation information to limit the search space to which the
synopsis-based approximation was applied. SAS+ also performed significantly
faster (0.521 s) than the baseline method with a small (3.0%) error for the uniform
dataset. Interestingly, SAS+ offered the balanced property for the skewed dataset.
Specifically speaking, SAS+ offered a much smaller (6.6%) error than SAS (14.3%)
with much smaller execution time (6.684 s) than the baseline case (13.280 s).

4 Related Work and Conclusion

Related Work. Utilizing a precomputed synopsis has been actively studied
for conventional exact query processing and approximate query processing [3,5].
Typically utilized synopses can be roughly grouped into histograms, wavelets and
sketches. Recently, Liang et al. proposed building a tree of partial aggregates in
advance [4]. This idea is close to our study. However, our paper further presents
an idea of embedding a synopsis into an existing data structure such as B+Tree
and an technique, inter-attribute result composition, to apply the approximation
to queries having composite constraints.

Conclusion. This paper has proposed synopsis embedment, an idea of incorpo-
rating synopsis into an existing data structure. The embedded synopsis allows the
query processing on the data structure to reduce the search cost. This paper has
presented efficient search algorithms on the synopsis-embedded B+Tree struc-
ture. The presented experiments have clarified their performance superiority in
scenarios of exact and approximate query processing. There remain open prob-
lems in the synopsis embedment; we would like to explore how to manage the
freshness of embedded synopsis and the accuracy of query answers.
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Abstract. Touring route planning is an essential part of e-tourism, and
significantly aids the development of the tourism industry. Several mod-
els have been proposed to formalize the touring route-planning problem
with promising results. Most existing models consider only one tourist
and return the same or similar results to tourists if they issue the same
or similar queries when multiple users use the system simultaneously,
which may cause congestion problems. In this study, we introduce a novel
diversity-oriented touring route planning problem, and propose a multi-
agent reinforcement learning approach with a dynamic reward mecha-
nism. Experimental results show that our method significantly improves
the diversity of the planned routes, reducing the bias of visiting locations
and improving the total gain of all tourists.

Keywords: Diversity-oriented route planning · Multi-agent
reinforcement learning

1 Introduction

Over the past few decades, tourism has experienced continued expansion and
diversification to become one of the largest and fastest-growing economic sectors
in the world.

Several touring route planning models have been proposed [8,11,13] to plan
optimized routes for single tourists. The existing models can achieve promising
performance for single tourists’ requests, but may present tourists with prisoner’s
dilemma [15] in that the touring route planning model recommends homogenized
routes to tourists when they have similar requests. When a large number of
tourists with the same request are presented with homogenized planned routes
from a model, it will inevitably bring great pressure to both the spots and the
traffic, and cause tourists themselves to stack into congestion. This problem is
represented in Fig. 1.
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MARLRR

MARLRR

(c) single user, MARLRP

(d) multi-user, MARLRP

Existing Route
Planning
Model

Existing Route
Planning
Model

(a) single user

(b) multi-user

Fig. 1. An illustration of the existing route planning models and MARLRP.

As existing models [3,4,6,9,10,12,17] are designed for single tourist, they
ignore the congestion problem caused by homogenized planned routes. Accord-
ing to [2], the congestion of spots in one period has a significant negative impact
on the number of tourists in the next period, which may be owing to the decline
in tourist experience caused by the congestion. A survey by the Kyoto govern-
ment [18] in 2019 shows that people dissatisfied with traveling to Kyoto are the
most dissatisfied owing to congested spots, accounting for 20.2%.

For tourists, the only concern is planning a route that meets their own con-
ditions and can maximize gains. In most of the existing route planning task
settings, only single tourist is considered with no capacity limitations for spots,
which cannot meet real sightseeing circumstances. To address this issue, we
introduced a novel diversity-oriented touring route planning task (DRP) in this
paper. In DRP, the spots are limited in capacity, and spot congestion affects the
reward of visiting the spots. The aim of DRP is to maximize the total reward
for all tourists by recommending diverse routes to tourists.

As the first step in DRP, we propose a multi-agent reinforcement learning
model for route planning (MARLRP). We evaluated the proposed model in terms
of the diversity of the planned routes, total reward, total static reward of all
tourists, and the balance between spots’ attendance, and showed that MARLRP
significantly outperformed the baseline. Figure 1 illustrates the effectiveness of
MARLRP in improving the diversity of the planned routes.

Moreover, we proposed a nonlinear congestion-reward function according to
a tourism economic model, which can reflect the function between tourists’ gain
and possible spot congestion well. We combined the simulated touring environ-
ment with real-world statistical data during training and testing, which signifi-
cantly improved the applicability of the proposed method.

2 Related Works

The orienteering problem (OP) [10] is defined as follows. Given n nodes in an
Euclidean plane each with a score s(i) ≥ 0 (note that s(1) = s(n) = 0), find a
route of maximum score through these nodes beginning at 1 and ending at n of
length (or duration) no greater than the time budget Tmax.
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The team orienteering problem (TOP) [4] extends the single-competitor ver-
sion of the OP to a multi-competitor version. A team of several competitors
start at the same point, and each member of the team visits as many control
points as possible within a prescribed time limit, and then ends at the finish
point. Once a team member visits a point and receives a reward, other team
members can no longer be awarded to visit this point. Each member of a team
must select a subset of control points to visit, such that there is minimal overlap
in the points visited by each member of the team, the time limit is not violated,
and the total team score is maximized. However, TOP is not like an ordinary
multiagent task. The relationship between a competitor and other competitors
in TOP is similar to the relationship between a competitor and its avatars. There
no competition among competitors, and they cooperate to complete the work of
a single competitor in the OP.

The vehicle routing problem [17] is defined as follows: Let G = (V,A) be a
directed graph, where V = {0, . . . , n} is the vertex set and A = {(i, j) : i, j ∈
V, i �= j} is the arc set. Vertex 0 represents the depot, whereas the remaining
vertices correspond to customers. A fleet of m identical vehicles with capacity
Q is based on the depot. The fleet size is given a priori, or is a decision variable.
Each customer i has a non-negative demand, qi.

The diverse profit variants of the classic OP change the united fixed profits
of the spots to different values. In OP with variable profits [7], the underlying
assumption is that the collection of scores at a particular node requires either
a number of discrete passes or a continuous amount of time at that node. The
collected score of node i depends on the associated collection parameter αi ∈
[0, 1]. The proposed discrete and continuous models [7] were formulated as a
linear integer programming model and a non-linear integer programming model,
respectively. It was shown that the discrete model can be solved for instances
with up to 200 nodes within 2 h of computational time. However, the continuous
model requires more computation time for instances with 75 nodes.

The team orienteering problem with decreasing profits (DP-TOP) [1] extends
TOP with decreasing profits. Each node’s profit is a decreasing function of
time, and owing to the complexity of the problem, the column generation app-
roach (CG) is introduced to reformulate and calculate the lower and upper
bounds of the initial DP-TOP integer programming model. The evolutionary
local search (ELS) has also been proposed to solve this problem. TOP bench-
mark instances [4] were modified by adding variable profits to nodes, and almost
all instances could be solved optimally by CG with the cost of computational
time, whereas ELS was less competitive in terms of the quality of the solutions.

The multi-agent orienteering problem (MOP) is a multi-agent planning prob-
lem in which individual agents are self-interested and interact with each other
when they arrive at the same nodes simultaneously. [5] studied MOP with
time-dependent capacity constraints. Owing to capacity constraints, each node
can only receive a limited number of agents simultaneously. If more agents
are present, all agents will have to wait for some additional queuing time.
Therefore, the main focus is to identify a Nash equilibrium in which individual
agents cannot improve their current utilities through deviation. The problem was
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formulated as an integer programming model in a game-theoretic framework.
Two solution approaches were proposed: a centralized approach with integer lin-
ear programming that computes the exact global solution, and a variant of the
sampled fictitious play algorithm [14] that efficiently identifies equilibrium solu-
tions. However, the first approach does not scale well, and can only solve for very
small instances. Computational experiments can obtain equilibrium solutions in
randomly generated instances.

The selfish OP (SeOP) [16] models the problem of crowd congestion at certain
venues as a variant of the OP, the main issue of which is to provide route guid-
ance to multiple selfish users (with budget constraints) moving through a venue
simultaneously. SeOP combines OP with selfish routing, which is a game between
selfish agents looking for minimum latency paths from the source to the destina-
tion along the edges of a network available to all agents. Thus, SeOP is a variant
of MOP, in which agents have selfish interests and individual budget constraints.
Similar to selfish routing, the Nash equilibrium is employed as the solution concept
in solving SeOP. [16] proposed DIRECT, an incremental and iterative master-slave
decomposition approach to compute an approximate equilibrium solution. Simi-
lar to existing flow-based approaches, DIRECT is scale invariant in terms of the
number of agents. A theoretical discussion of the approximation quality and exper-
imental result clearly shows that the non-pairwise formulation achieves the same
solution quality as the pairwise formulation using a fraction of the number of con-
straints, and the master-slave decomposition achieves solutions with an adjustable
approximation gap using a fraction of the full-path set.

There is no existing model that considers the impact of spot congestion on
tourists’ experience while assuming that the profits of tourists visiting spots are
related to the degree of spot congestion, which can better conform to reality.
Our proposed diversity-oriented tour route planning task fills this gap.

3 Methodology

3.1 Preliminary

The diversity-oriented touring route planning problem is defined as follows.
Given a set of spots S and a set of tourists T , the reward of a tourist vis-
iting a spot varies with the congestion of the spot. Diversity-oriented touring
route planning plans a route for every tourist to maximize the total reward of
all tourists R. The definitions of S, T , and R are provided in Definitions 1 to 7.

Definition 1 (Spot Set S). S is a set of spots S = {s1, . . . , sN}. Every spot sn
is represented by the location ln, touring time t

(t)
n , capacity cn, maximum reward

r
(max)
n , minimum reward r

(min)
n , number of tourists in the spot numn, and real

touring reward rn.

sn = {ln, t(t)n , cn, r(max)
n , r(min)

n , numn, and rn}.
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Definition 2 (Tourist set T ). T is a set of tourists. Every tourist tm is repre-
sented by the time budget t

(b)
m , start location l

(m)
start, speed vm, start spot s

(m)
start ∈ S,

and end spot s
(m)
end ∈ S.

T = {t1, . . . , tM}

tm = {t(b)m , l
(m)
start, vm, s

(m)
start ∈ S, s

(m)
end ∈ S}

Definition 3 (Tourist tm’s route S(m)). Tourist tm’s route S(m) is an
ordered sequence of spots S(m) =

〈
s
(m)
1 , . . . , s

(m)
k

〉
. Tourists were prohibited from

visiting the same spot twice:
∥∥∥
{

s
(m)
1 , . . . , s

(m)
k

}∥∥∥ = k. Tourists must visit their

starting spot at the first and ending spots at the last: s
(m)
1 ≡ s

(m)
start, s

(m)
k ≡ s

(m)
end .

S(m) =
〈
s
(m)
1 , . . . , s

(m)
k

〉

where, ∀s
(m)
i ∈ S,

∥∥∥
{

s
(m)
1 , . . . , s

(m)
k

}∥∥∥ = k, s
(m)
1 ≡ s

(m)
start, s

(m)
k ≡ s

(m)
end .

Definition 4 (Reward rn). The reward rn earned by tourists visiting spot sn
is based on numn, cn, r

(min)
n , and r

(max)
n .

rn = f(numn, cn, r(min)
n , r(max)

n )

Definition 5 (Commuting time t
(c)
i,j,m). The commuting time t

(c)
i,j,m repre-

sents the time it takes tourist tm to travel from spot s
(m)
i to spot s

(m)
j .

t
(c)
i,j,m ≡ t(c)(s(m)

i , s
(m)
j , vm) ≡ t(c)(l(m)

i , l
(m)
j , vm) =

d
(
l
(m)
i , l

(m)
j

)

vm

Definition 6 (Time Constraint for tm). For any tourist, the total time cost
of commuting and touring spots should not exceed the time budget of that tourist.

t(c)(l(m)
start, l

(m)
1 , vm) +

k−1∑
i=1

t
(c)
i,i+1,m +

k−1∑
i=1

t
(t)
i ≤ t(b)m

where, s
(m)
i ∈ S(m), s

(m)
i+1 ∈ S(m).

Definition 7 (Total reward R). The total reward R is the sum of all rewards
earned by all tourists sequentially visiting all spots on their routes.

R =
M∑

m=1

N∑
n=1

rn · 1S(m)(sn)

where, 1S(m)(sn) =

{
1, if sn ∈ S(m)

0, if sn /∈ S(m)
.
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Fig. 2. Overview of MARLRP. In DRP, the state represents the current state of the
tourist, including the information about the tourist such as its remaining time, and the
information about the tourist’s tour such as the spot the tourist just finished visiting.
The action represents the action taken by the tourist, including going to the next spot
and waiting. The reward represents the rewards a tourist receives after visiting a spot.

3.2 Model

In this section, we describe our proposed model and its use in planning optimal
routes for multiple tourists to maximize the total gain. Our model can be roughly
divided into two components: the value function approximator and environment.
The first module is a 3-layer feed-forward neural network that learns to generate
an action according to observations. The second module is a simulator of the real
touring environment, which contains spots, tourists, constraints, and rules of how
tourists receive rewards. Figure 2 and Algorithm 1 show the overall architecture
of our model.

rn = max
(
r, r(min)

n

)
(1)

where, r =

{
r
(max)
n · cos

(
numn

2cn
π
)

, 0 ≤ numn < 2cn

r
(min)
n , 2cn ≤ numn

.

The environment contains information on 72 spots in Kyoto, a group of
randomly initialized tourists, and incentive strategies for tourists visiting these
spots. We adopt Eq. 1 as the basic reward function, which goes like Fig. 3. The
basic assumption is that the greater the number of tourists in a spot, the greater
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Algorithm 1: Overview of MARLRP Training
1 Initialize network Q;

2 Initialize target network Q̂;
3 Initialize experience replay buffer D;
4 Initialize Environment env;
5 Initialize Tourists T ;

6 Initialize the frequency sync freq of syncing model weights from Q to Q̂;
7 /* Sample phase
8 ε ← setting new epsilon with ε-decay;
9 Choose an action a from state s using policy ε-decay(Q);

10 Tourist in T takes action a, observed reward r, and next state s′;
11 Save transition (s, r, a, s′, done) to D;
12 /* Train phase
13 Sample a random minibatch of N transitions from D;
14 while i in range(N) do
15 if donei then
16 yi = ri;
17 else

18 yi = ri + γ maxa′∈A Q̂ (s′
i, a

′);
19 end

20 end

21 Calculate the loss L = 1/N
∑N−1

i=0 (Q (si, ai) − yi)
2;

22 Update Q using the SGD algorithm by minimizing the loss L;

23 Every sync freq steps, copy weights from Q to Q̂;

Fig. 3. Illustration of the reward function.
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the expectation of congestion in the spot, and the rate at which the expectation
of congestion will also increase as the number of tourists increases [2].

3.3 Real-Time Statistics of the External Environment

Real-time statistical information of the external environment was adopted
from [19], including geographic location, number of tourists in spots at different
time periods, and score of spots at different time periods. The scores of spots
were calculated from the average scores of photos uploaded by Flickr users, and
the number of people at different spots in different time periods was counted
by the number of Flickr users who posted photos at the spots. In some time
periods, the number of photos posted by Flickr users in many spots was zero,
and therefore, we excluded the data in these time periods. For the case where
the number of people in the spot was zero, we adopt Laplace smoothing, and
add the minimum non-zero number of people to all spots’ tourist numbers. We
update the spot statistics after tourists perform a certain number of actions. As
we only obtained available data in seven time periods, we cyclically updated the
spot data randomly.

4 Experiment and Result

4.1 Experiment Setting

We conducted experiments based on three settings: identical, similar, and ran-
dom settings. The details of each setting are as follows.

– Identical: The tourists have the same time budget, start location, start spot,
and end spot with each other.

– Similar: The start spots and end spots for all tourists are selected from two
sets containing spots close to each other. Tourists have the same time budget
and start location.

– Random: The time budget, start location, start spot, and end spot of all
tourists are generated randomly.

For experiments with similar and random settings, we tested the model thrice
to eliminate the effects of randomness. r

(min)
n was set to half the average of r

(max)
n

for all spots, and the capacity of the spot was set to two times of the number of
people in the spot at this time.

We also trained a baseline model that shares the same settings as our pro-
posed MARLRP model, except that the observation and reward function of the
baseline is not based on rn but on r

(max)
n during training and evaluation. Dur-

ing evaluation, we recorded both the total reward and total static reward of all
tourists.
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4.2 Evaluation Metrics

We adopted the total reward (R) to measure the total actual rewards gained by
all tourists, total static reward (Rs) to measure the total maximum rewards all
tourists can obtain in an ideal situation, and the Gini coefficient of the percentage
of spot attendance (Gs) to measure the balance between spots’ attendance, and
average edit distance of the planned routes (EDr) to measure the diversity
among the planned routes, as shown in Eq. 2, Eq. 3, Eq. 4 and Eq. 5, respectively.

R =
M∑

m=1

N∑

n=1

rn · 1S(m)(sn), (2)

Rs =
M∑

m=1

N∑

n=1

r(max)
n · 1S(m)(sn) (3)

Gs =

N∑

k=1

N∑

l=1

∣
∣
∣
numk

ck
− numl

cl

∣
∣
∣

2
N∑

k=1

N∑

l=1

numl
cl

(4)

EDr =

N∑

k=l

N∑

l=1

lev(S(k), S(l))

|T | (5)

where, lev(S(k), S(l)) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

|S(k)| if |S(l)| = 0

|S(l)| if |S(k)| = 0

lev(tail(S(k)), tail(S(l))) if S(k)[0] = S(l)[0]

1 + min

⎧
⎪⎨

⎪⎩

lev(tail(S(k)), S(l))

lev(S(k), tail(S(l)))

lev(tail(S(k)), tail(S(l)))

otherwise

4.3 Experimental Result

Table 1 lists the results of the experiments with identical and similar settings.
The planned routes of MARLRP and baseline are shown in Fig. 4. In both exper-
imental settings, our proposed model can plan routes for tourists with a higher
diversity than the baseline model. The visit distributions of MARLRP and base-
line are shown in Fig. 6. When tourists issue the same query, the baseline model
recommends the same path for tourists. Even when the users’ queries are similar,
the spots visited by tourists remain highly homogeneous. The high robustness
of the baseline makes it difficult to avoid congestion in popular spots. In con-
trast, our proposed model enables tourists to visit spots in a more decentralized
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(a) Planned routes by the baseline model
with identical setting and 100 tourists.

(b) the routes planned by MARLRP with
identical setting and 100 tourists.

(c) Planned routes by the baseline model
with similar setting and 200 tourists.

(d) Routes planned by MARLRP with
similar setting and 200 tourists.

Fig. 4. Visualization of the planned routes.

manner in both experimental settings. We found that MARLRP enables tourists
to not only receive more rewards, but also to diversify the planned routes and
balance visits between spots.

The trend of the rewards with the number of tourists in the experiments
using a random setting is shown in Fig. 5. As the planned spots are concentrated
in a small number of spots, it is difficult for the baseline model to improve
the overall reward of tourists, even when the number of tourists increases. The
proposed model generates routes for tourists based on the congestion degree of
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Table 1. Results of MARLRP and the baseline

|T | R Rs Gs EDr

Identical MARLRP 50 2553.39 4012 0.73 449.26

100 2618.04 4149.69 0.74 1014.95

150 2618.04 4149.69 0.74 1216.63

Baseline 50 −468.32 6136.69 0.89 0

100 −1941.29 12273.39 0.89 0

150 −3416.81 18410.09 0.89 0

Similar MARLRP 100 5884.12 9407.91 0.46 1020.58

200 7336.88 12225.18 0.46 2412.95

300 7803.54 13165.69 0.48 3532.64

Baseline 100 −2183.09 12279.02 0.87 66.04

200 −5123.23 24558.20 0.87 132.48

300 −8067.51 36832.81 0.87 199.69

(a) Baseline model with random setting,
number of tourist from 1 to 2000.

(b) MARLRP with random setting, num-
ber of tourist from 1 to 2000.

Fig. 5. Reward trend with number of tourists.

spots, to deal with a larger number of queries from tourists and increase the
overall reward for tourists. MARLRP performed better than the baseline under
the pressure of a large number of tourists.
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(a) Visit distribution by baseline model
with Identical setting and 100 tourists.

(b) Visit distribution by MARLRP with
identical settings and 100 tourists.

(c) Visit distribution by the baseline
model with Similar setting and 200
tourists.

(d) Visit distribution by MARLRP with
Similar setting and 200 tourists.

Fig. 6. Visualization of the visit distribution.

5 Conclusion

In this study, we introduced a novel diversity-oriented tour route planning
task. We proposed a multi-agent reinforcement learning approach for solving a
diversity-oriented touring route planning task, and proposed a reward-congestion
function according to a tourism economic model. We combined a simulated envi-
ronment with real-world statistics during training and testing to improve the
applicability of our proposed model. According to our experimental result, the
proposed model can significantly improve the total rewards for all tourists, reduce
the stress on popular spots, balance the number of visits to different spots, and
present tourists with more diverse plans.
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Abstract. Reasonable and efficient allocation plan of emergency
resources is key to successful disaster response. The Q-learning algorithm
may provide a new approach to the resource allocation problem, which
can take a variety of factors into consideration and timely respond to sub-
sequent changes. In this paper, we propose a reinforcement learning Q-
learning model in which the subsequent changes of disasters are included.
Furthermore, in order to obtain a convincing result, three penalty func-
tions are presented to represent three key factors, including efficiency,
effectiveness and fairness. We test our proposed method under the back-
ground of actual flood disaster and compare results with real-time dis-
aster development. Our empirical results show that the proposed model
is in line with the development of disaster, and extremely sensitive to
information on subsequent changes in the disaster situations, verifying
its effectiveness in allocation of emergency resources.

Keywords: Disaster relief · Resource allocation · Reinforcement
learning · Q-learning

1 Introduction

When devastating disasters (e.g., earthquakes, hurricanes, and floods) occur,
the resources we have in a short period of time are limited. Under such urgent
circumstances, the emergency center must formulate a reasonable resource allo-
cation plan. The issue of resource allocation is key to humanitarian logistics and
is directly related to the well-being of survivors and the effectiveness of disaster
relief operations.

Due to a large amount of computation, high complexity, and few relevant
historical samples of such problems, traditional optimal planning methods are
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difficult to handle such problems. Some researchers summarized the emergency
resource allocation algorithms [1] and mentioned that a completely accurate algo-
rithm can only be applied to small-scale situations. In recent years, many schol-
ars have begun to apply reinforcement learning algorithms to decision-making
problems in the control field, and it turns out that they have excellent applica-
tion prospects [2,3]. However, the existing reinforcement learning (RL) model is
difficult to make timely adjustments according to the follow-up changes of the
disasters. Moreover, no empirical analysis is carried out in the actual scene.

With these problems provided, we built a reinforcement learning Q-learning
model in which the subsequent changes of disasters are added. Three types of
losses are added to represent three key factors, so we can obtain a practical and
reference value configuration scheme. Then, an empirical evaluation is conducted
to discuss its performance.

2 Related Work

RL has been applied to resource allocation problems in various fields, such as
communication [4], computational resource allocation [5], and smart cities [6].
Notably, the Q-learning algorithm in reinforcement learning has effectively been
applied to solve many problems [7].

In terms of post-disaster resource allocation, some researchers [8] have pro-
posed a theoretical method for applying Q-learning to disaster scenarios [9].
In addition, the Q-learning method [10] is applied to road network restoration
problems after disasters. A Markov decision process is used as a multi-agent
assessment and response system [11], with reinforcement learning designed to
ensure the integration of the emergency response team. The Q-learning algo-
rithm is yet to be developed in this regard.

3 Methodology

3.1 Model Architecture

Assuming a disaster area with only one emergency response center, all resources
are planned and allocated by the rescue center. We need to formulate a resource
allocation plan within T time units after the disaster as soon as possible and
allocate it to N different areas to achieve the best rescue performance.

We define the regional state as St(St = (S1,t, S2,t, ..., SN,t)), which represents
the degree of resource demand in the region. The local response center’s decision
Yt(Yt = (Y1,t, Y2,t..., YN,t), Yt ≤ C) is the allocation plan for the amount of
resources allocated to each affected area for each time period t. A complete
action set YC is available in each step. Due to poor post-disaster conditions, it
is assumed that the local emergency center supplies C units of rescue resources
in each time period.

In order to select an excellent program, three aspects are taken into consid-
eration, namely efficiency, effectiveness and fairness. The objective function is
proposed based on these standards.
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3.2 Optimization Function

Based on the above analysis, three penalty functions are proposed to define the
objective value.

Specifically, the effectiveness penalty φ(Si,t) is based on the demand state,
and the efficiency penalty χ(di, Yi,t) is based on distance d (d = (d1, d2, ..., dN ))
and the fairness penalty Θ(Si,T+1) is based on the final state. The objective
function is defined by weighting the three penalty functions. Our goal is to find
the best state-action pair which maximizes the objective function.

The model will calculate three performance indicators at each time unit,
accumulate and weight them to obtain the final objective function, the objective
function is as follows:

min ξ1

N∑

i=1

T∑

t=1

χ(ci, Yi,t) + ξ2

N∑

i=1

T∑

t=1

φ(Si,t) + ξ3

N∑

i=1

Θ(Si,T+1), (1)

where {ξ1, ξ2, ξ3} are weights of the three types of indicators to balance the
influence of each factor on the final solution.

Algorithm 1. Update of Q-matrix
Input: The current state Sk

t and current action Y k
t

Generate subsequent changes of disasters Dt
i

Calculate the next state Sk
t+1 and reward Rk

t based on the reward function

Sk
t+1 = Sk

t − Y k
t + Dk

t

Rk
t = −χ(Y k

t ) − φ(Sk
t+1) if t = 2, 3, ..., T − 1

Update Q(Sk
t , Y k

t ) ← Q(Sk
t , Y k

t ) + α(Rk
t + γ max

YC

Q(Sk
t+1, Y

k
t ) − Q(Sk

t , Y k
t ))

Update Sk
t ← Sk

t+1

Repeat this process and obtain the final Q-matrix
Use the final Q-matrix to calculate the final path and action

3.3 Reward Update (R) and State Update (S)

The reward function will also be defined around these three loss functions. In
this paper, the state of the planning period is divided into an initial time, an
intermediate time and a final time period. The reward functions of the 3 time
stages are determined in Algorithm 1.

The time of the first action choice is called the initial state of the planning
period. The reward is not only related to the state when the action is chosen
but also to the state it will reach. Therefore, the reward function for the state
at time period t = 1 is shown in Eq. (2). Second, the intermediate state of
the reward from time period 2 to time period T − 1 corresponds to a demand
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state-based effectiveness penalty, a distance-based efficiency penalty, which is
shown in Eq. (3). The reward of the final state corresponds to the distance-
based efficiency penalty and the final state-based fairness penalty at the final
time T , as shown in Eq. (4). In addition, the reward values used to update the
Q-matrix in this paper are all negative values, so the Q-matrix selects the reward
with the smallest absolute value.

R = −χ(Y1) − φ(Si,1) − φ(Si,2) if t = 1, (2)

R = −χ(Yt) − φ(Si,t+1) if t = 2, 3, ..., T − 1, (3)

R = −χ(YT ) − Θ(ST+1) if t = T, (4)

4 Experiment

In this section, to prove the effectiveness of the proposed RL method, the model
is applied to the actual background of the flood disaster in Henan in July 2021
to generate the optimal allocation of resources.

4.1 Data Preparation

Initial Environment. This paper adopts the classical k-means method for data
clustering modeling. We evaluate the state of the region as 4 levels. The higher
the level, the higher the demand for resources in the region and the more severe
the disaster. The clustering results are put into subsequent models as the initial
definition of the Q-learning environment.

4.2 Numerical Experiment

Q-learning algorithm is affected by three parameters, namely the exploration
rate ε, the learning rate α and the discount factor γ. The initial parameters are
set to ε = 0.5, α = 0.8, γ = 0.2, and the maximum number of training sets is set
to K = 50000. The initial weights are set to {0.3, 0.6, 0.1}.

This numerical experiment is to conduct rescue work in 15 counties (N = 15)
in Henan province under the background of flood disasters. According to the
above clustering methods, we used Henan geological data and meteorological
data on July 16 to obtain the initial state of each county, and then we used this
state value to define the initial environment. After that, we set the time interval
of the scheme to 14 days (T = 14), and used the meteorological forecast infor-
mation within 14 days to calculate the subsequent changes of the disaster. We
input this information into the model as subsequent changes to the environment.
Assuming that we have C = 10 units of relief materials in each time period (2
units each time for large counties, and 1 for small counties), the final model will
generate the resource allocation plan for the next 14 days.
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Fig. 1. Objective value

4.3 Analysis of Results

According to Fig. 1, after 50,000 steps, the objective value has fully converged to
162.84. In the first 10,000 steps, the model explores rapidly with a high frequency,
and the objective function decreases rapidly. After 20,000 steps, the descending
speed becomes significantly slower. Finally, after 40,000 steps, the model can
generate the optimal allocation plan stably.

In order to verify the rationality of the scheme, we checked the official survey
report on this disaster and counted the precipitation data from July 16 to 30.

Table 1. The model’s resource allocation plan

County T = 1 T = 2 T = 3 T = 4 T = 5 T = 6 T = 7 ... T = 14

Nanyang ◦ ◦ ◦ ◦ • • • ... ◦
Xuchang • ◦ • • ◦ • ◦ ... ◦
Luoyang ◦ • • ◦ • • ◦ ... ◦
Jiaozuo • • ◦ • • ◦ • ... •
Xinxiang • • • • ◦ ◦ • ... ◦
... ... ... ... ... ... ... ... ...

Kaifeng ◦ ◦ ◦ • ◦ • • ... ◦

We compared the resource allocation plan generated by the model; the res-
cue strategy of the plan is basically in line with the development of the disaster.
As shown in Table 1, in the early stage of the disaster (T = 1, 2, 3), the plan
focused on the northern part of Henan province, all of which have high pre-
cipitation. In the mid-disaster, resources were continuously provided to areas
around Zhengzhou, and priority was given to rescuing the counties which save
transportation costs. After July 23, the pressure imposed by the disaster became
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relieved and the allocation of resources has become less burdened. In addition,
although the allocation of resources is biased, the plan still takes into account all
the affected counties. It is also quite fair and reasonable when evaluating from a
humanitarian perspective. In general, in the case of limited resources, the model
can make an exceptional judgment on such a long-term disaster.

5 Conclusion

We propose a model based on the reinforcement learning Q-learning method,
which focuses on the post-disaster emergency resource allocation. This model is
applied to the actual background of flood disasters in Henan province in China.
For future development, we plan to apply this set of construction methods to
more scenarios to improve its generalized application.
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Abstract. We investigate efficient methods for processing provenance queries
over annotated relations. Using provenance semirings as the base theory for eval-
uating SPJU (select-project-join-union) queries over annotated relations and its
extension that incorporates difference operation, we propose a rewriting approach
that transforms SQL queries containing SPJUD operations into semantic-aware
queries. This approach considers each semantics as a first-class citizen which
results in simplified structures and reduced processing costs. The idea is imple-
mented in the lightweight middle ARDBS (Annotated Relational Database Sys-
tem), and the results of our experiments using different datasets indicate improved
efficiency of ARDBS compared to the existing solutions.

Keywords: Annotated relations · Provenance semirings · Performance

1 Introduction

Annotations provide explanation of some sort in different semantics about the tuples
in a query result. To this end, several solutions extended relational algebra for spe-
cific annotation types [3, 6–8, 18], and a number of prototype systems [1, 5, 9, 12–16]
have developed the capabilities of standard relational database technologies to support
annotation-aware computation.

Green et al. [11] have proposed provenance semirings as a theoretical foundation
for positive queries over annotated relations. It assumes that the database relations have
an additional column for annotation of some domain K defined based on the underlying
semantics. In addition, two generic operators ⊕ and ⊗ are defined that operate over the
annotations to formulate annotation expressions based on the corresponding relational
algebra expression of the query. Intuitively, ⊕ is used for annotations of tuples obtained
through projection and union, while ⊗ is used on those obtained through cross product
and join. The work in [11] also introduces polynomial semiring as a general provenance
that can be mapped to other commutative semirings. To support queries with negation,
Geerts et al. [8] define the operator � and identify conditions under which they extend
semirings with negation.

Existing annotation-aware query processing solutions [1, 2, 5, 9, 12, 13, 16] mainly
target a specific provenance semantic typewhen processing queries. In some frameworks
[1, 9, 13, 16], the base semantics provide a generality from which other semantics of
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annotations can be derived, but often at extra cost due to the complex structures of the
base annotations and additional annotation conversion steps. In this paper, we promote an
approach for supporting multiple semantic types when each semantic is handled directly
through query processing. This approach avoids the extra time and space requirements
of the previous solutions. Our proposed solution rewrites SPJUD queries based on query
patterns we identified that are compatible with the theory of provenance semirings [11].
We developed a running prototype system called annotated relational database system
(ARDBS, pronounced as RDBS) which runs on top of a standard SQL engine as a
middleware and performs a lightweight preprocessing to rewrite input SQL queries into
semantic-aware queries. The results of our experiments indicate promise for ARDBS to
yield an efficient and easy to use engine to support applications with provenance aware
queries.

The rest of this paper is organized as follows. In Sect. 2, we discuss the strategies to
support annotation-aware queries and present the solution approach. Section 3 introduces
ARDBS and reports the experiments and performance evaluation results. Concluding
remarks and future work are provided in Sect. 4.

2 Semantic-Aware Query Processing

In this section, we propose an all-primary approach for supporting different types of
annotation semantics. Figure 1 compares this approach with the primary/secondary app-
roach followed by the existing frameworks such as Perm [9], GProM [1], and ProvSQL
[15, 16].While the primary/secondary approach processes all queries in a default seman-
tic and converts annotations in the postprocessing step to the desired semantics, in all-
primary approach each input query q is rewritten based on the input semantic S into a
semantic-aware query QS. The purpose of semantic-aware queries is to perform annota-
tion calculations related to each semantic as close as possible to the corresponding RA
operations to directly produce outputs in the desired semantics (Rs). Ideally, when pro-
cessing such queries, annotations should also be accessed and processed once the data
is being accessed, rather than process annotations later. Bringing forward the annota-
tion computations and eliminating annotation conversions cause improvements in query
processing time compared with the primary/secondary approach. In the following, we
discuss the requirements for transforming standard queries into semantic-aware ones.

Fig. 1. (a) Primary/Secondary (b) All-Primary approaches

To transform an input query q to a semantic-aware query QS, we introduce three
rewriting patterns (RP) corresponding to the SPJ types of queries and queries with union
and difference operations, shown in Table 1. In these RPs we use a set of annotation
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functions (AFs), inspired by the operations in the semiring framework, that implement
each semantics’ calculations.HS is the Horizontal function that operates on the annota-
tion columns appearing in each row in the result of the cross products. It is defined based
on the associative operation ⊗ in provenance semirings and aggregates the input anno-
tations in a single annotation column, e.g., joinAnn column in RP1. Vertical function
VS corresponds to the operation ⊕ and comes with a Group By command to aggregate
the annotation column of duplicated tuples. This early aggregation reduces the size of
intermediate results and helps to prevent inconsistencies when a query contains differ-
ence operation. MS is a function that implements difference operation �. Note that the
subscript “S” indicates that the functionality of H, V, and M depends on the selected
semantics. For more details of these functions, interested readers are referred to [10, 11].

Table 1. Rewriting patterns for RA expressions with select-project-join-union-difference.

In RP2 and RP3, L refers to the list of attributes in source tables Ri and Rj, assuming
that they are compatible. In RP2, UB denotes the bag union operation that preserves
duplicate tuples so that their annotations can be aggregated. In RP3, is left-outer-
join over list L that is used to identify “identical” tuples appearing in both Ri and Rj.
In annotation-aware negation, since the presence of a tuple in the result depends on
both the relational algebra (RA) difference and the annotation difference, the operator

provides the necessary arguments for MS to operate on. The following example
shows how the rewriting patterns work.

Example. This example illustrates the rewriting steps for an SPJU query q1, which is
the union of two SPJ subqueries over the input relations shown in Fig. 2. These relations
have an annotation column Ann that contains unique identifiers assigned to tuples.

q1 : πA,C(σB=D(R1 × R2))
⋃

πA,C(R1)

If we show the left and right subqueries in q1 as q11 and q12, i.e., q1 = q11 ∪ q12,
and show their rewritings as Q11 and Q12, respectively, then the rewriting of q1 is:

Q1 : γA,C,VWhy(Ann)→Ann(Q11∪BQ12),where

Q11: γA,C,VWhy(joinAnn)→Ann

(
πA,C,HWhy(Ann1,Ann2)→joinAnn(σB=D(R1 × R2))

)
and

Q12: γA,C,VWhy(Ann)(R1)
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Suppose the semantics considered in this rewriting is why-provenance [3, 4], which
describes each set of source tuples that witnesses the existence of an output tuple. Then
the corresponding horizontal function HWhy returns the pairwise union over the sets of
annotations, and the vertical functionVWhy returns the union of the annotations involved.
Figure 3 depicts the query expression tree for Q1 together with the intermediate results.
The left branch in this tree shows the steps to process Q11 and also the way the horizontal
function works on the result of the cross product in order to determine the annotation
of the joined tuples. The result of Q11 is shown as R5, obtained by applying VWhy to
R4. After performing the bag union on R5 and R6, the resulting tuples shown as R7 are
aggregated by applying Vwhy over the annotation column that yields relation R8 as the
output of query Q1

Fig. 2. Example annotated relations

Fig. 3. The processing steps of Q1

3 ARDBS Framework

We have provided a lightweight algorithm that implements the all-primary approach.
ARDBS is the development of this algorithm working as an intermediate layer between
users and the standard relational DBMS. To evaluate the performance of ARDBS, we
performed several experiments using the benchmark datasets induced by TPC-H suits
[17] in which relations were extended with annotations. We also created and used other
annotated datasets in our experiments. Wemeasured the performance of ARDBSmainly
in terms of execution time under different situations. Due to the lack of space, here we
just report a set of experiments that compare the query execution times in ARDBS,
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ProvSQL [15, 16] and GProM [1]. ProvSQL is similar to ARDBS for using provenance
semirings as the base theory, and GProM is similar to ARDBS for using a middleware
approach as its architecture. Since ProvSQL is implemented on a Linux-based version
of PostgreSQL, we have performed all experiments on the same environment and using
a PCwith 3.2 GHZ, 3 Cores, and 16 GBRAM. In addition, since DBMS execution times
for a specific query may vary, to obtain more accurate times, we restarted the server and
cleared the memory before each run and found the average execution time of three runs
for each query.

The experiments are performed using an annotated database with nine relations
generated over two schemas that record information about products and ordered items.
While we consider the products relation to be fixed (with 1887 tuples) throughout the
tests, we consider different varying instances of order-item relation, ranging from 102

to 107 tuples. Figure 4 shows the execution times when a simple SPJ query pattern is
used over products and different sizes of order-items. For ARDBS and ProvSQL, we
considered the bag semantics, while for GProM, we consider its default provenance
type. In our experiments, we noted that both ProvSQL and GProM failed to complete
query processing when the number of tuples in relation order-item exceeded 2× 105 and
106 tuples, respectively. Our results indicate that for database sizes that ProvSQL could
complete its query processing, ARDBS was significantly faster. In such cases ARDBS
and ProvSQL produced the same results. We conclude that the performance advantage
of ARDBS over ProvSQL is mainly due to the all-primary approach used in ARDBS
and primary-secondary in ProvSQL.

Fig. 4. Comparing query execution times by ProvSQL, GProM, and ARDBS

4 Conclusion and Future Work

We introduced a lightweight, middleware approach for extending the capabilities of
relational DBMSs for processing annotated data in different semantics. Our proposed
solution approach as implemented in ARDBS reduces the workload of annotated query
processing and improves the query execution timebydirectly translating the input queries
according to the desired semantic. The extended relational algebra implemented in query
rewriting phase makes the solution least dependent on the underlying engine and hence
more extensible to support user-defined provenances. Besides, users can easily express
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queries over annotated data. The results of numerous experiments using a wide range
of relation sizes, show effectiveness of ARDBS. The focus of this paper was on SPJUD
provenance queries.We plan to explore the remaining types of queries, such as aggregate
queries, as our future work.
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Abstract. Pancreatic β-cells form highly connected networks within the
islets of Langerhans ensuring an adequate insulin secretion. Extracellu-
lar potential recordings are frequently used to investigate these networks
based on their electrical activity. High-density micro-electrode arrays
provide an efficient digital technology to record simultaneous signals of
multiple individual cells within these networks of pancreatic islets, where
electrical peaks caused by glucose stimulation are a well established indi-
cator for activity patterns or regions within an islet. In this short paper,
we propose a simple yet effective method for the analysis of extracellular
potential recordings of pancreatic islets. The preliminary results of our
proposal indicate that activity patterns differ across cells and that our
approach is fundamental for further cross-domain research.

Keywords: Spike detection · Time series analysis · Islet of Langerhans

1 Introduction

Type 2 diabetes mellitus is one of the most common diseases which affects more
than 500 million adults worldwide in 2021 according to the International Dia-
betes Federation [1]. Research on this disease thus strongly affects general health
and has a potentially life-saving impact on a significant percentage of the global
population. One important research direction is concerned with the functional-
ity of pancreatic islets. These islets are mainly composed of β-cells which are
responsible for the production of insulin as a response to rising blood glucose
levels in human bodies [8].
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Fig. 1. Islets attached to the CMOS-MEA Chip. The black square is the sensor chip.
The upper left islet was used for data analysis of experiment 1 and both upper islets
were used for data analysis of experiment 2.

The β-cells of the pancreas are located in highly connected networks that
ensure adequate insulin secretion through inter-cellular communications. If this
network is disrupted, it can lead to a decrease of insulin secretion [5], which
in turn can lead to negative health effects. One major research goal is thus to
understand the communication behavior of individual cells within the cellular
network of a pancreatic islet. To this end, we focus our investigation on the
electrical activity of β-cells, since this activity is a widely accepted indicator
of functionality [8] that is coupled to insulin secretion, and aim to develop a
peak-based method to detect and analyse electrical activity patterns.

In our experimental setup, the electrical activity was recorded by placing iso-
lated islets from mice on a CMOS-MEA chip [2] (cf. Fig. 1), which generates a large
amount of time series data with a frequency of 1 kHz showing waves and peaks
(cf. Fig. 2). In this short paper, we focus our investigation on the peak signals and
implemented a spike-based activity analysis on the extracellular potential record-
ings of the pancreatic islets. Spikes were extracted as an electrical signature for
analyzing active regions of the islet. The aim was to show that this restriction yields
enough information to make conclusive observations on the data.

2 Physiological Background

The endocrine part of the pancreas comprises the islets of Langerhans. The term
islet refers to a collection of different cell types. In humans, around 60–75% of
these islets consists of so-called β-cells, which are responsible for the secretion
of insulin, while the remaining 15–30% of the islets contain α-cells secreting
glucagon. The rest is mixed with δ-cells, γ-cells, and ε-cells [8]. In comparison to
humans, rodents show a similar cell composition. While for humans the afore-
mentioned cells are spread across the islet, rodents tend to form a core of β-cells
that are surrounded by other cell types [8].

The β-cells are electrically excitable cells. The conversion of a glucose stim-
ulus into an electrical signal, i.e. the depolarization of the membrane poten-
tial, ultimately triggers the secretion of insulin [8]. The resulting changes of the
membrane potential are picked up by our sensors on the level of one or two
neighbouring single islet cells at most.
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Fig. 2. Exemplary trace of one sensor covered by one or two cells within a pancreatic
islet stimulated with 10 mM glucose. Red circles mark detected peaks crossing a peak
score value of 400.

To be able to record the extracellular voltage changes, pancreatic islets were
isolated from mice and placed on the CMOS-MEA chips from Multichannel
Systems (Fig. 1). The resulting time series data was filtered with a Butterworth
2nd order filter between 0.1 500 Hz and processed at a recording frequency of 1
kHz over a span of two minutes. Electrical activity was induced by application of
a stimulatory glucose concentration. By changing from a high (10 mM) to a low
(3 mM) glucose concentration, the electrical activity disappears. β-cells have a
diameter of about 15µm [8]. Since the distance between the CMOS-MEA5000
sensors is 16µm [2], each sensor will be covered approximately by a single cell.1

3 Spike Detection in Micro-electrode Arrays

The data investigated in the scope of this work is recorded by means of a 65 × 65
sensor array producing time series over a span of two minutes with a frequency of
1 kHz. To detect spikes in the electrical activity, each sensor is treated separately.
Our goal is therefore to label peaks in univariate time series as spikes.

While there are several methods for solving this task [3,6,10], we decided
to utilize a simple yet efficient method in our first investigation. Some common
methods rely on the derivative of the time series [3] or require the data to follow
certain patterns [10] and were therefore not optimally applicable in our rather
unsupervised scenario.

To assess whether a certain point in a time series is a spike or not, we make
use of the scoring system introduced by Palshikar [6]. The so-called peak score
PS can be used as a means to determine how strong of a peak a given point
is. There are multiple versions of the peak score, but the one used throughout
this short paper is shown in Eq. (1). Given a certain point xi of a time series x,
the peak score PS(k, x, i) determines the average difference between the point
xi and all neighboring points up to distance k. For negative peaks, this formula
can simply be negated.

PS(k, x, i) =
Σi+k

j=i−k (xi − xj)
2k

(1)

1 The 3D characteristics of an islet, i.e. the multiple layers of cells above the sensors,
have not been considered in this analysis.
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The computation of the peak score is accelerated by filtering the data and
testing only local extreme points. This also assures that a peak that stretches
over multiple points is only classified as a singular spike. Additionally, we include
a postfiltering that sorts out minor peaks as noise [6]. For this purpose, we take
the average of all calculated scores μ and the standard deviation σ as well as a
deviation factor Tstd. A peak xi is considered noise if PS(k, x, i) ≤ μ + Tstd · σ.
Finally, we use a threshold on the peak score to limit the classification as spikes
to high peaks. While the effect of thresholding is examined in the following
section, Algorithm 1 shows the pseudocode of the peak detection algorithm.

Algorithm 1: Peak detection algorithm for time series data
Data: Time series (t, x) = (ti, xi)i=1,..,N , range k, deviation factor Tstd, peak

score threshold Tps

Result: List of peak positions and peak scores L = (tj , sj)j=1,...,n

1 L ← ()
2 C ← ()
3 for i ← k to N − k do
4 if xi−1 < xi > xi+1 or xi−1 > xi < xi+1 then
5 C ← C ∪ (ti, PS(k, x, i))

6 μ ← 1
|C|

∑

(t,s)∈C

s

7 σ ←
(

1
|C|

∑

(t,s)∈C

(s − μ)2
)−2

8 for (t, s) ∈ C do
9 if s > μ + Tstdσ and s > Tps then

10 L ← L ∪ (t, s)

The peak detection algorithm is applied to each individual time series and
can thus be computed for the complete sensor array in parallel. For a given time
series, this algorithm returns a list of peak positions and peak scores.

An example of the application to a small segment is depicted in Fig. 2. This
figure also shows how effective the postfiltering and thresholding sort out the
regular noise from actual spikes.

4 Preliminary Experiments

In the first series of experiments, we aim to show that spikes occur with a
particularly high amplitude dependent on the glucose level. Furthermore, we
examine the effect of different thresholds Tps.

To detect only spikes with high amplitudes (cf. Fig. 2), we empirically set
the peak score threshold Tps = 400, the range k = 100 and the deviation factor
Tstd = 3. Stimulation with 3 mM glucose yields a very small number of spikes
per sensor, exceeding a peak value of 400 (Fig. 3 on the left). The number of
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spikes increases with a glucose concentration of 10 mM (Fig. 3, on the right). As
can be seen in the figure, the border matches the shape of the islet and implies
more spikes in its outer area.

Fig. 3. Number of spikes detected within 2min for each electrode of an islet stimulated
with 3 mM (left) and 10 min after switching to 10 mM glucose (right)

Fig. 4. Heatmaps of peak occurrences with different peak score thresholds. Left: All
peaks with a positive peak score. Right: All peaks with a peak score over 100.

The second experiment examines the effect of the peak score threshold for
spike classification. Here, we use a 10 mM stimulant and a deviation factor of
Tstd = 2. In Fig. 4 we show the cumulative spikes per sensor in a recording of
two pancreatic islets. Between the two heatmaps, we changed the minimum peak
score that an extreme point needs to be classified as a spike. In the left heatmap,
this value is 0, and in the right one it is 100. While both plots indicate the
borders of the islets, it is notable that the outer areas seem to have less activity
spikes overall, but the existing spikes have higher peak scores than those in other
areas. This complies with the observation in the previous experiment where a
peak score of 400 was mainly present on the edge of the islet as well.

5 Discussion

The CMOS-MEA technology enables - due to its high electrode density - the
measurement of the extracellular voltage changes of the individual islet cells
within the islet cell association. The observed glucose-dependency of the electri-
cal activity of the islet in the first experiment has been shown in different studies
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as well [7] and can be understood as a proof of concept for our method. The fact
that the islet in question can be well perceived in the cumulative spike heatmap
indicates the potential of our approach.

The second experiment has shown that the outer areas of the pancreatic islets
had overall less spikes in electrical activity than the rest of the cells, but the mea-
sured spikes seem to be more extreme. On the contrary, the inner areas exhibit
more minor spikes, to a point where it is comparable to the noise in empty areas.
One reason for this could be a regional variation in activity within the islet, as it
is currently postulated in the literature [5,9]. It is also possible that the detected
spikes can be assigned to specific cell types, causing unevenly distributed activ-
ity (cf. Sect. 2). However, this observation requires further experiments to gain
definite explanations.

6 Conclusions and Future Work

Our experiments have shown that the proposed method allows for the obser-
vation of known phenomena, proving the consistency of our results. In future
work, we aim to further analyse activity within and across β-cells based on peak
extraction. Specifically, we intend to adapt the signature matching distance [4]
for searching similar patterns of activity between neighboring cells.

Overall, we conclude that the presented approach is promising for further
cross-domain research and that further examinations in this field can lead to
interesting insights in the functionality of β-cells and the network between dif-
ferent cells within the islet of Langerhans.
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276 J. D. Hüwel et al.

9. Satin, L.S., Zhang, Q., Rorsman, P.: “take me to your leader”: an electrophysiolog-
ical appraisal of the role of hub cells in pancreatic islets. Diabetes 69(5), 830–836
(2020)

10. Scholkmann, F., Boss, J., Wolf, M.: An efficient algorithm for automatic peak
detection in noisy periodic and quasi-periodic signals. Algorithms 5(4), 588–603
(2012)



Intelligent Air Traffic Management
System Based on Knowledge Graph

Jiadong Chen, Xueyan Li, Xiaofeng Gao(B), and Guihai Chen

MoE Key Lab of Artificial Intelligence, Department of Computer Science
and Engineering, Shanghai Jiao Tong University, Shanghai, China

{chenjiadong998,karroyan}@sjtu.edu.cn, {gao-xf,gchen}@cs.sjtu.edu.cn

Abstract. In recent years, there have been many studies on knowledge
graphs but few studies in air management systems. Nowadays, the prob-
lem of insufficient deployment capacity like flight delay, occurs in existing
civil air traffic control systems in China. The authors aim to construct
the knowledge graph of air traffic control system and design related intel-
ligent applications. This research supports some application scenarios
such as flight delay analysis and so on. The authors propose a knowl-
edge embedding model Translating-spatio-temporal Embedding (Trans-
ST), supporting spatiotemporal information, which is evolved from the
Translating Embedding (TransE) model after incorporating the embed-
ding of information on time and space. The knowledge triples are mapped
onto the hyperplane determined by the spatiotemporal information. The
experiment is based on the real dataset and an encyclopedic dataset from
YAGO. It shows that knowledge inference effect of Trans-ST is better
than that of traditional model and state-of-art model.

Keywords: Knowledge graph · Spatio-temporal knowledge
embedding · Aerial traffic management

1 Introduction

The goal of this study is to construct a knowledge graph for air management sys-
tem and support some applications in air management system. The construction
of knowledge graph is dived into four core technologies: knowledge extraction,
knowledge representation, knowledge fusion and knowledge reasoning. Knowl-
edge extraction is responsible for extracting triples of entities, attributes and
relationships from various types of data sources. However, most of the data
obtained is still very rough and requires subsequent cleaning, integrating and
validation which will be done in the knowledge fusion step. The data will also
be standardized in this step. Knowledge reasoning begins when the data has all
been added into knowledge graph. This step will further expand the data volume
of the knowledge graph. Some hidden relational triples can be inferred based on
the data and structure of the current knowledge graph.
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Our contributions can be summarized as follows:

1. Data collection and information extraction: This study uses crawlers to
crawl various websites, collects a large number of encyclopedic data sets and
processes the semi-structured tabular data into structured data. Then, we
extracts unstructured data such as flow control messages for subsequent use.

2. Knowledge embedding: This study proposed a knowledge embedding model
supporting temporal and spatial information embedding. A comparison
experiment prove that knowledge inference ability of our model is better.

3. Real-world scenario application: This study also supports the application of
flight delay analysis based on the aviation knowledge graph.

2 Related Work

Knowledge graphs are mainly divided into general knowledge graphs and indus-
try ones. General knowledge graph was first proposed by Google in 2012. Wiki-
data, DBpedia and YAGO, covering many semi-structured and structured data,
lay the foundation for the construction of general knowledge graphs. There are
also many applications including very classic internet searches and queries such
as question answering system [13]. Information retrieval task [3,8,10] and knowl-
edge inference [2,6,7] are also important tasks. General knowledge graph focuses
on the breadth of knowledge rather than the depth of knowledge. Lately, the
increasing scale of encyclopedic knowledge graphs (KGs) calls for personalized
knowledge graph summarization [9,11].

In the existing general knowledge graph project, there is a linguistic project
called wordnet. It is an English vocabulary database and maintained by Prince-
ton University professors. Unlike ordinary dictionaries, in wordnet, all words are
blocked into a synonym network between which there are various connections.
General knowledge graph projects which are based on encyclopedic data include
traditional Wikipedia, DBpedia.

3 Trans-ST Knowledge Embedding Model

3.1 Fact Representation

In Trans-ST model, a fact that is temporally and spatially aware takes the form
of (h, r, t, τs, τe, l). h and t represent head and tail entity, respectively. Notation r
denotes the relation between h and t. τ denote the time when this fact is estab-
lished. l is used to denote the geographical information of the fact. There may be
some kinds of instant facts. The relation does not continue for a long time. For
example, the relations such as wasBornIn and arrivedAt are all in this type. In
those cases, two time are set to be the same. That can be explained as τs = τe.



Intelligent Air Traffic Management System Based on Knowledge Graph 279

3.2 Spatial-Temporal Projection of Facts

Hyte [4] represents each timestamp as a hyperplane characterized by its normal
vector. When adding space information into the model, two different ways to
construct the hyperplane are proposed. One is mapping the time data and space
data into a new hyperplane. Another way is to construct both time hyperplane
and space hyperplane.

One Hyperplane. This method divides the space into a lot of space blocks of
the city according to longitude and latitude. A very straightforward approach
to model construction is for each triple to combine the time and space inside
it as a new piece of data. The product of the time block and the space block
will be the number of hyperplanes corresponding to the spatiotemporal data.
Time and space are used as the index of the rows and columns of this matrix of
time-space slices. In actual operation, this matrix is flattened into a long vector
and sent to the embedded layer in the neural network to train and learn. In this
kind of model, the authors represent each time-space slice by vector eτl. The
head vector is represented by vector eh. The relation vector is represented by
vector er. The tail vector is represented by vector et. They will be translated
over the hyperplane determined by time-space information eτl. The projection of
eh, er and et can thus be represented as Pτl(eh) = eh − (eτl)�eh(eτl), Pτl(er) =
er − (eτl)�er(eτl),Pτl(et) = et − (eτl)�et(eτl) The time-space vector eτl should
be normalized and let ||eτl||2 = 1.

Two Hyperplanes. Another model is to map time and space into two planes.
For some relational triples that only have time information or only have spatial
information, using the time and space index to do the embedding model will
make this data wasted. The second model of this study attempts to make another
attempt. This is to map time and space to a plane separately. It is the same in
the first model to divide time and space into time slices and space slices. In this
kind of model, the authors represent each time slice by vector eτ . The authors
represent each space slice by vector el. The head vector, relation vector and tail
vector are still represented as eh, er, and et. They will also be translated over
the two kinds of hyperplanes. The projection on time-related hyperplane of eh,
er, and et can thus be represented as Pτ (eh) = eh − (eτ )�

eh (eτl), Pτ (er) =
er − (eτ )�

er (eτl),Pτ (et) = et − (eτ )�
et (eτl), The projection on space-related

hyperplane of eh, er and et can be represented as Pl(eh) = eh − (el)�eh(el),
Pl(er) = er − (el)�er(el), Pl(et) = et − (el)�et(el)

The time-related vector eτ should be normalized and let ||eτ ||2 = 1.
The space-related vector el should be normalized and let ||el||2 = 1.

3.3 Translation and Loss Function

One Hyperplane. First the authors will consider a positive tuple which is
a true fact in the dataset. The positive tuple and negative tuple will be dis-
cussed later in next section. A positive tuple that remains valid at the moment
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τ at location l : (h, r, t, τ, τ, l). The authors expect that the mapping Pτl(eh) +
Pτl(er) ≈ Pτl(et) holds true. The process of making this establish is also called
translation. h, r and t holds true on the spatial-temporal hyperplane determined
by τ and l. In this way, the authors define the scoring function fτl(h, r, t) =
‖Pτl (eh) + Pτl (er) − Pτl (et)‖l1/l2

. For an arbitrary timestamp τ and location
l, the authors construct a subset of tuples in which all the facts are valid
at the moment and place. Denote the subset by D+

τl. The authors paral-
lel construct D−

τl by negative sampling. For the moment τ and space l, the
authors develop the loss function Lτl =

∑
x∈D+

τl

∑
y∈D−

τl
[fτl(x) − fτl(y) + γ]+.

γ > 0 is a margin hyperparameter. The overall loss will be calculated by
L =

∑
τ∈|T |,l∈|L|

∑
x∈D+

τl

∑
y∈D−

τl

[
fτlx(x) − fτly (y) + γ

]
+
.

Two Hyperplanes. The loss function of this model is in fact very similar
with the previous one. The authors still consider the positive tuple only. The
score of the negative tuple will be the same with the positive tuple. The pos-
itive tuple here is still: (h, r, t, τ, τ, l). One of the optimization goals will be
that mapping Pτ (eh) + Pτ (er) ≈ Pτ (et) holds true. Another optimization
goal will be that mapping Pl (eh) + Pl (er) ≈ Pl (et) holds true. h, r and t
should meet the basic equation h + r = t on both hyperplanes determined by
space l and time τ . In this model, the score function is defined as fτ (h, r, t) =
‖Pτ (eh) + Pτ (er) − Pτ (et)‖l1/l2

, fl(h, r, t) = ‖Pl (eh) + Pl (er) − Pl (et)‖l1/l2
.

The way to construct the positive and negative samples is the same with
the previous model. They are denoted as D+ and D−. The loss function in this
model is Lτl =

∑
x∈D+

τl

∑
y∈D−

τl
[fτ (x) − fτ (y) + fl(x) − fl(y) + γ]+.

The overall loss of this model will be calculated by
L =

∑
τ∈|T |,l∈|L|

∑
x∈D+

τ

∑
y∈D−

τl
[fτ (x) − fτ (y) + fl(x) − fl(y) + γ]+.

4 Experiments

4.1 Baseline Models

In this experiment, to evaluate the performance of our model, several methods
are used to compare. TransE [1]: This is the basic model in Trans family. All other
variant models are based on it. The basic idea is also used in out Trans-ST model.
TransH [12]: This is the first model which uses hyperplanes to do projection.
The hyperplanes in TransH model is determined by relations. Our model Trans-
ST also uses hyperplanes to embed the space and time information. HyTE [4]:
This is the latest model which include time information into the process of
embedding. Our model Trans-ST is partly based on the idea of HyTE, but it
includes not only time information but space information.

4.2 Performance and Analysis

Entity Prediction. The results of entity prediction is shown in Table 1. It
demonstrates that the performance of our first model with one hyperplane is
the best in both head and tail prediction. The result of the second model with
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two hyperplanes is less than one hyperplane. This shows the attempt in embed-
ding time and space information into one vector is better. Our model Trans-ST
outperforms the state-of-art link prediction [5] model HyTE in both datasets.
Compared with traditional TransE and TransH model, Trans-ST has a very sig-
nificant process. This is very reasonable and validates our hypothesis that when
time and space information are both known, the entity is easier to be confirmed.

Table 1. Mean Rank and Hits@10 for entity prediction on YAGO10K

Datasets Metrics TransE TransH Hyte Trans-ST(m1) Trans-ST(m2)

YAGO10K Mean Rank (head) 1984 1786 1043 765 884

Mean Rank (tail) 404 348 107 78 99

Hits@10 (head) 1.0 1.8 15.0 23.5 20.4

Hits@10 (tail) 2.5 4.9 36.4 46.6 40.0

ATC11K Mean Rank (head) 2246 1952 1287 978 1023

Mean Rank (tail) 524 451 123 98 105

Hits@10 (head) 0.8 1.5 13.6 21.3 16.7

Hits@10 (tail) 1.9 4.0 32.3 40.8 38.7

Relation Prediction. The results of relation prediction is shown in Table 2.
It shows that the performance of our model Trans-ST(m1) is still the best in
both datasets. But it does not make a big progress compared with HyTE. The
authors analyze this problem. It may be the space information is determinative
in entity prediction. But it cannot help that much in confirming an entity.

Table 2. Mean Rank and Hits@10 for relation prediction

Datasets Metrics TransE TransH Hyte Trans-ST(m1) Trans-ST(m2)

YAGO10K Mean Rank 1.92 1.63 1.33 1.21 1.35

Hits@10 (head) 70.6 72.8 79.2 82.2 77.9

ATC11K Mean Rank 2.30 1.87 1.54 1.33 1.49

Hits@10 (head) 67.3 69.8 76.4 80.7 78.0

The attempts of embedding space and time information is still not very mature.
It can help in link prediction [5] task, but there still remains improvement.

5 Conclusion

This paper successfully constructs the prototype of the knowledge graph in
the field of air traffic control. In addition to semi-structured data and struc-
tured data, this study also deals with non-structural data. This paper uses the
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knowledge embedding model to map the relational triples in the graph database
into the vector space. This paper first proposes a model Trans-ST that embeds
time and space information into the knowledge graph. The model maps time
and space-related information into a hyperplane, allowing the traditional triplet
optimization function to be implemented on that hyperplane. The experimental
results show that the proposed model is more applicable to the aviation-related
data with time and space dimensions.
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Abstract. In the context of contemporary data, the processing of infor-
mation is crucial. This paper proposes an extension to the traditional
database relational algebra, which enriches the data model and provides
additional complex-data operations. Specifically, we focus on analyti-
cal operators from the areas of data mining and similarity search, such
as frequent pattern mining or similarity search queries. The proposed
approach can be easily extended by additional algebraic operators. To
demonstrate the capabilities of our analytical algebra, we show three
practical use cases with different levels of the expression complexity.

Keywords: Analytical algebra · Relational algebra · Analytical
operator

1 Introduction and Related Work

Relational database management systems (RDBMS) provide the traditional way
of managing structured data. Relational algebra is their internal representation
of the queries that are used to retrieve the stored data. This representation
is useful because the RDBMS query optimizer can use transformation rules to
lower the costs of the query execution.

However, relational algebra was primarily designed for primitive data types,
such as strings and numbers. Even though extensions for various complex data
types exist (e.g. geo-spatial extensions [13]), they are mainly used for specialized
tasks and therefore are of limited use in the general data processing. Moreover,
the equality-based predicates, typically used for filtering the data in relational
algebra, are hardly usable for various modern data types such as images, where
the equality needs to be relaxed to similarity.

Another set of operations not covered by the traditional relational algebra is
the data mining techniques that allow for discovering new knowledge hidden in
the data. Examples of interesting knowledge discovery techniques are frequent
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item-set mining, sub-sequence mining and graph mining for the discovery of
association rules.

Thus, we propose an extension of the relational data model with a data
type for collections and a set of new operators that allow using similarity-based
queries and frequent pattern mining. Because there are many different techniques
for data processing and new ones emerge over time, we design our approach to
be further extensible.

The benefit of such a model stems from the possibility of storing and pro-
cessing new types of data and the possibility of using new techniques inside the
RDBMS previously available only in third-party tools. Other benefits are the
ability to abstract from algorithmic details of individual techniques and describe
a process of extracting information from the data in a way that allows the appli-
cation of query optimization techniques.

Related Work. There have been several attempts to extend the relational
data model on different levels over the years that focus on specific aspects of the
problem. In the following section, several of the approaches are described.

In the area of similarity search, an extension of relational algebra was pro-
posed in [1]. This algebra provides a general abstraction of the objects and
similarity measures and provides algebraic operations incorporated in relational
algebra. However, the paper does not tackle the operator extensibility, so it does
not support the data mining operations.

Similarly, the extension of SQL called SimSeQL [5] provides a similarity
search through the engine MESSIF in the form of “blade”. These approaches
process queries outside of the systems and prevents the utilisation of RDBMS
tools like query optimisation.

In the area of data mining, algebra for a description of data mining queries
with the possibility of incorporation into a relational model was proposed in [6].
This algebra is based on 3W-model [10] and provides a closed set of operators for
data mining queries. The closeness of the algebra makes it impossible to adapt
it to emerging topics in data mining as well as incorporate other areas of data
analysis.

2 Analytical Algebra

As anticipated above, relational algebra provides a suitable abstraction for data
processing but lacks complex-data operators that are needed for various data
analytical tasks. In the work [12], the formalisation of several analytical tasks has
been proposed. However, a special data model was used there, and the approach
lacked some necessary methods (e.g. for filtering the data) to express complex
use-cases such as [11]. Therefore, we decided to extend the traditional relational
algebra into analytical algebra: we add an array type usable in the relational
schema, and we define several operators for effective use of similarity search and
data mining.
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2.1 Array Type

Multiple data analytical tasks work with complex data structures, which often
contain sequential, or temporal elements, describe the multi-dimensionality of
its objects or consist of multiple parts. These can be effectively modelled using
the array approach known from programming languages. In fact, the support
for an array data type is already present in some of the modern RDBMS, so the
analytical algebra operators can be easily implemented.

The array is declared by a statement of the inner domain followed by square
brackets and may contain a number of objects; for example, NUMBER[5] represents
an array containing five numbers, i.e. a five-dimensional vector, or STRING[] is an
array of an unlimited number of strings, e.g. a list of words of a document.

For the manipulation of the arrays, following functions are applicable: Index
Access ([]), Length (len()), Contains (contains()), Subset (subset()), Concate-
nation (cat()) Deduplication (distinct()), Ordering (order()), Equals (=) and
Unnest (unnest()). To create an array, an aggregate function nest() can be used.

2.2 Analytical Relation and Analytical Operators

Relational algebra operates over data stored in the relations. The relation is a
Cartesian product of data domains, and atomic data types are considered for
the purpose of relational algebra. We will denote these data types as standard
types. We define analytical relation as a Cartesian product of standard types
and array-type for analytical algebra. Thus, the standard relation is a special
case of the analytical relation, which only contains the standard type attributes.

Analytical relation can be described with analytical relation’s schema. The
relational schema is usually denoted with capital letters and contains names
of the individual attributes followed by types of the attributes, which can be
omitted for readability reasons if the type can be deduced. Example of relational
schema for relation a is:

A(name : STRING, age : NUMBER, classes : STRING[])

The main building blocks of analytical algebra are the analytical operators.
These are data analytical functions that are applied to analytical relations to
provide new relations as a result. We divide these operations into mining oper-
ators, similarity-based operators, and relational operators.

Due to the enormous size of the data analytical field, we restrained our focus
on an area of frequent pattern mining and similarity search. However, other areas
can be added to the analytical algebra in the same manner due to the extensible
nature of the analytical algebra.

Mining Operators. In mining operators, we present a collection of frequent
pattern mining tasks. In these tasks, the user defines a frequency threshold
determining a minimal number of pattern occurrences in an analytical relation
needed to include the pattern in the result.
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Frequent Item-Set Mining. The task analyses the collection of sets for the fre-
quently occurring subset. The task was introduced as a problem of obtaining
items bought frequently in supermarkets, sometimes referred to as market bas-
ket analysis [2].

The frequent item-set mining operator is denoted by IM and, as an argument,
takes an array-type attribute and minimal frequency threshold. The operator
treats the array-type attribute values as a collection of sets. Duplicity and orders
are forgotten for individual arrays, resulting in the collection of sets.

The IM operator follows a formula:

IMr.a,θ(r) = {(p, f)|∃ta ∈ r.a, p ⊆ ta; f = count(p, r.a), f ≥ θ}
where r.a is a column of array-type, ta is one array, θ is a minimal frequency
threshold defined by the user, p is a frequently occurring subset and f and the
function count(p, r.a) counts the number of occurrences of the frequent pattern p.

The output relation’s schema is:

IM(pattern : A[], frequency : NUMBER)

where A is a domain of the attribute r.a.
Due to the statistical differences in datasets, there is a possibility to select

different families of algorithms to optimise the time [9].

Frequent Sequence Mining. For the analysis of frequent subsequences, the task
of frequent sequence mining was proposed in [2]. The array type is suitable for
this task, and the input relation can be viewed without modification.

Frequent sequence mining is denoted as SM and, similarly to frequent item-
set mining, accept array-type attribute and minimal frequency threshold as an
input. The SM operator follows a formula:

SMr.a,θ(r) = {(p, f)|∃ta ∈ r.a, p ⊆∗ ta; f = count(p, r.a), f ≥ θ}
where r.a is a column of array-type, ta is one array, θ is a minimal frequency
threshold defined by the user, p is a frequently occurring subsequence and f
and the function count(p, r.a) counts the number of occurrences of the frequent
pattern p. In the context of this formula, ⊆∗ symbol is used to denote the sub-
sequence or the equal sequence, similarly to usage in the case of sets.

The output relation’s schema is the same as for the frequent item-set mining:

SM(pattern : A[], frequency : NUMBER)

where A is domain of the attribute r.a.
There have been proposed several different approaches to frequent sequence

mining that can be similar to frequent item-sets mining, divided into three main
families Apriori-based [3], vertically-based [4] and tree based [8].

Due to the bigger number of characteristics of the data, it is expected that
the differences in the different algorithm’s performances may be even bigger than
in the frequent item-set mining, but more research is needed.
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Similarity-Based Operators. The second group of operators is similarity-
based operators. These operations use distance computations to estimate the
similarity or dissimilarity of objects. In the following paragraphs, we denote the
distance function with dist and is expected to return NUMBER.

There exist numerous distance functions; one notable group are metric func-
tions. The distance function is classified as a metric function if it meets three met-
ric postulates: the identity of indiscernibles, symmetry, triangle inequality [14].

This paper describes just two join operators: range join and k-nn join. The
reason for just these two operators is that typical k-nn search and range search
are just special cases of these two join operators as described at the end of each
operator.

Range Join. The first described similarity join operator is range join [7]. This
operator combines two relations based on the distance between compared
attributes. Computed distance is compared against a user-defined threshold,
and the pair are combined if the distance is smaller than the defined threshold.

We denote this operation with RJ , and it follows a formula:

RJdist(q.a,r.b),d(q, r) = {t ∈ q × r × R, t = (a, . . . , b, . . . , distance)|
t.distance = dist(t.a, t.b), t.distance ≤ d}

where q.a is an attribute of the relation q, r.b is an attribute of the relation r,
dist is a used distance function able to compare a similarity between domains of
q.a and r.a, t.a and t.b are corresponding attributes in a composition of tuples
from r and q and d is a maximal distance threshold.

The output relation’s schema for the resulting relation of this operator is:

RJ = Q + R + (distance : NUMBER)

where Q is relation’s schema of relation q of R is relation’s schema of relation q.

K-NN Join. The second similarity-based operator is k nearest neighbours join.
It is a binary operator that retrieves a fixed amount of objects from data relation
for each object from query relation. The benefit of this operator is the knowledge
of the maximal size of the result compared to the unpredictability of the result
of the range join.

The operator is denoted KNNJ and follows a formula:

KNNJdist(q.b,r.a),k(q, r) = {t ∈ q × r × R, t = (a, . . . , b, . . . , distance)|
t.distance = dist(t.a, t.b)} = X, |X| = k ∧ ∀x ∈ X,

∀y ∈ q × r × R − X : x.distance ≤ y.distance

where a is attribute, q is object with same domain as a, dist is a used distance
function and k is the number of retrieved objects.

The output relation’s schema is:

KNNJ = Q + R + (distance : NUMBER)

where Q is relation’s schema of q, and R is relation’s schema of q.
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3 Examples of Usage

In this section, we focus on the usage of the proposed algebra. We prepared two
examples with different levels of complexity.

Community Mining. With the growth of social networks, the task of detecting
communities grew in importance. Problems with communities stem from a lack
of formal definitions. As such, communities are vaguely defined as more densely
interconnected nodes of networks. One of the definitions proposed in [11] defines
communities as two-part structures consisting of dense cores and interconnected
surroundings. The following algebraic expression can describe the process of
obtaining such communities:

let graph = (source, nbrs) (1)
let mgraph = ρgraph(source,nbrs)(Πsource,cat(nbrs,source)(graph)) (2)
let cores = ρcores(members,frequency)σfrequency>len(pattern)∧

∧len(pattern)>θ(IMmgraph.nbrs,θ(mgraph)) (3)
let assign = RJComDist(cores.members,mgraph.nbrs),d(cores,mgraph) (4)
let aggregate = ρaggregate(core,members) queryGnest(source)(assign) (5)

let c check = aggregate ��subset(aggregate.members,cores.pattern) cores (6)
let comms = membersG(c check) (7)

Public Space Analysis. These days, most public space is being captured
by surveillance cameras. The analysis of such recordings could improve several
areas, such as ad targeting for groups and improvements in investigations of
security forces. The process of frequently co-occurring people in public space
can be described with the following algebraic expression:

let occurences = (face, time) (1)
let o1 = ρo1(occurences) (2)
let o2 = ρo2(occurences) (3)
let face pairs = ρf(f1,t1,f2,t2,dist)(RJFaceDist(o1.face,o2.face)(o1, o2)) (4)
let fgroups = ρg(id,faces,times)(f1

Gnest(f2),nest(t2)(face pairs)) (5)

let time bins = timeGnest(id)(ρt(time,face)(Πunnest(times),id(fgroups))) (6)
let groups = IMtime bins.bins,θ(ρtime bins(time,bins)(time bins)) (7)

4 Conclusion

In this paper, we described the concept of analytical algebra as an extension
of relational algebra; we described array data type and provided a basic set
of functions for this type. We proposed the formalisation of several analytical



290 J. Peschel et al.

operators that can be used to create complex data analytical queries. In the use-
case section, we showed the relevance of this approach for the task of community
mining and proposed other use-cases for the analysis of public space and market
transactions.
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Abstract. This paper proposes an efficient density-based clustering
method based on OPTICS. Clustering is an important class of unsu-
pervised learning methods that group data points based on similarity,
and density-based clustering detects dense regions of data points as clus-
ters. The ordering points to identify the clustering structure (OPTICS)
is one of such methods that has been widely used due to its advantages
over the predecessor DBSCAN. The computational cost of OPTICS is
not too high (O(n log n where n is the number of data points), but it still
suffers from a long execution time when the input size is large and/or the
number of dimensions is high. The reason is that the algorithm requires
massive distance calculation for each data point against other points to
calculate the density around it. To make it more efficient, we propose
BLOCK-OPTICS, which allows us to perform OPTICS more efficiently
by eliminating unnecessary distance calculations for high-density areas.
The experimental results using a synthetic dataset and several real-world
datasets show that BLOCK-OPTICS is much faster than the original
OPTICS while maintaining the same results.

Keywords: Clustering · DBSCAN · OPTICS

1 Introduction

Clustering is one of the most important data analysis methods by which we can
cluster data points according to their similarity (or distance). Since it does not
require any training dataset, it can be categorized as one of the unsupervised
methods and are used for different objectives, such as data preprocessing, data
summarization, etc.

There are many clustering methods, but density-based clustering has been
widely used in many applications among other methods. The idea of density-
based clustering is to detect the areas where data points exist at high density as
clusters, and it offers many advantages, such as it can detect clusters of arbitrary
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shapes and different sizes and it is less sensitive to noisy data. DBSCAN [5] is
the pioneering work of density-based clustering, and there are many successors.
OPTICS [1] is an extension of DBSCAN by addressing the problem of detect-
ing meaningful clustering with varying densities. More precisely, it orders the
data points according to their spatial proximity and records for each point some
density parameters, making it possible to detect hierarchical clusters without
performing clustering by varying parameters.

Besides, Chen et al. have proposed an improvement of DBSCAN by eliminating
unnecessary distance calculations for such data points that reside in dense areas [3].
As a result, they successfully reduced the execution time of DBSCAN without
affecting the output. Therefore, we thought we could apply this idea to OPTICS
to improve performance. However, none of the existing works has tried it.

This paper proposes BLOCK-OPTICS to improve the performance of
OPTICS by employing the similar idea proposed by BLOCK-DBSCAN [3].
Specifically, it eliminates the distance calculations for data points that do not
require density calculations, improving efficiency. The experimental evaluation
using synthetic and real-world datasets shows that BLOCK-OPTICS success-
fully reduces the execution time without affecting the output.

2 Proposed Method

2.1 Approach

This section proposes the proposed scheme, BLOCK-OPTICS, which allows us
to perform OPTICS clustering quicker. The idea is to eliminate unnecessary
distance computations when the point is in a dense area and is a core point. This
idea is inspired by BLOCK-DBSCAN [3], and the key theorem is as follows:

Theorem 1. Let Nr(p) denote the number of points from point p within radius
r. If |N ε

2
(pi)| ≥ MinPts, ∀q ∈ N ε

2
(pi) is a core point, i.e., there are at least

MinPts neighbors within distance ε.

Proof. When ∀pj , pk ∈ N ε
2
(pi), di,j ≤ ε

2 , di,k ≤ ε
2 . From the trigonometric theo-

rem on distance, we get dj,k ≤ di,j+di,k ≤ ε. This means that the distance between
any two points within pi distance ε

2 is less than or equal to ε. Therefore, for q sat-
isfying ∀q ∈ N ε

2
(pi), N ε

2
(pi) ⊂ N ε

2
(q). For this reason, if |N ε

2
(pi)| ≥ MinPts,

|N ε
2
(p)| ≥ MinPts is also satisfied. Consequently, ∀q ∈ N ε

2
(pi) is a core point. ��

In the proposed algorithm, each inner-core point q in the inner-core block,
satisfying |N ε

2
(pi)| ≥ MinPts, covers all points in the inner-core block within the

range ε. Consequently, once we detect an inner-core block, we can immediately
mark all inner-core points as core points without further investigation.

2.2 BLOCK-OPTICS Algorithm

The ExpandClusterOrder algorithm in BLOCK-OPTICS is shown in the
Algorithm 1.
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Algorithm 1. BLOCK-OPTICS:ExpandClusterOrder
Input: X // Vector set

x // Vector
ε // Distance threshold
MinPts // Density threshold
OrderdList

1: x.processed() // x to be processed
2: neighbors ← rangeQuery(x, ε)
3: x.core distance ← CoreDistance(x, neighbors, MinPts)
4: OrderdList.append(x)
5: if x.core distance! = UNDEFINED then
6: seeds = PtiorityQueue()
7: if p.core distance ≤ ε

2
// p is a touched-inner core point then

8: inner core block, not inner core block
←devide block(neighbors)

9: process(inner core block)
10: update(x, not inner core block, seeds)
11: else
12: update(x, neighbors, seeds)
13: while not seeds.empty() do
14: y ← seeds.pop()
15: if not y.processed then
16: y.process() // y to be processed.
17: neighbors ← rangeQuery(y, ε)
18: y.core distance ← CoreDistance(y, neighbors, MinPts)
19: OrderdList.append(y)
20: if y.core distance! = UNDEFINED then
21: if p.core distance ≤ ε

2
// q is a Touched Inner Core Point then

22: inner core block, not inner core block
←devide block(neighbors)

23: process(inner core block)
24: update(y, not inner core block, seeds)
25: else
26: update(y, neighbors, seeds)

The computing of the core distance in order is similar to that of the Expand-
ClusterOrder algorithm in OPTICS. The ε-neighborhood points are calculated
by rangeQuery sequentially from the extracted points. Expanding the cluster is
also performed for the ε-neighborhood points if the points form a cluster.

The conditional branches in Lines 7 and 21 indicate that the current point
is a touched-inner core point. In this case, the ε-neighbor points are divided into
inner core block or not inner core block in Lines 8 and 22. inner core block is
already a core point like a core point in DBSCAN without calculating core dis-
tance based on the theorem. Since these points are already marked as core points
forming a cluster, all inner-core points are processed in Lines 9 and 23; i.e., pro-
cess(inner core block) is the function that processes the points inner core block.
Besides, those points not inner core block being an ε- neighborhood but not in



294 K. Yukawa and T. Amagasa

inner core block are processed using the update algorithm to updates the priority
queue seeds as ordinary OPTICS in Lines 10 and 24.

In the meantime, in Lines 12 and 26, the current point is not a touched-
inner core point but an outer-core point. In this case, the seeds are updated
using all ε-neighbors as in the original OPTICS. Note again that, as described
above, when the current point is a touched-inner core point, we can eliminate the
calculations of core distance and reachability distance for the inner-core points
in the current point’s inner-core block, thereby making the process more efficient
than the original OPTICS.

2.3 Merging Inner-Core Blocks

Similar to the original OPTICS, the output of the BLOCK-OPTICS algorithm
is an ordered list of points according to the reachability distance, except that no
reachability distance is calculated for those points in inner-core blocks. For this
reason, we cannot judge only by the reachability distance whether the subsequent
block is reachable or not.

To address this problem, in BLOCK-DBSCAN, we apply merging process
for inner-core blocks. Let icbs be a set of extracted inner-core blocks. For
∃(icb1, icb2) ∈ icbs, if core distance(icb1) ≤ ε, core distance(icb2) ≤ ε holds,
then we need to consider the following three cases depending on the minimum
distance between the two blocks. Let tic1 and tic2 be touched-inner core points
of the corresponding blocks.

1. dist(tic1, tic2) ≤ ε: the two blocks are always reachable, and we merge the
two blocks as a single cluser.

2. ε < dist(tic1, tic2) < 2ε: we cannot determine whether the two blocks are
reachable, and we compute reachability distances as in original OPTICS.

3. 2ε ≤ dist(tic1, tic2): two blocks are not reachable, and hence we do not merge
them.

The concrete algorithm for merging clusters is similar to that in BLOCK-
DBSCAN [3].

3 Experiments

To experimentally evaluate the effectiveness of the proposed method, BLOCK-
OPTICS, we have conducted a set of experiments using synthetic and real-world
datasets. This section presents the details of the experimental study.

3.1 Experimental Settings

In the following experiments, we set the number of dimensions is 2 and the
number of data 1,000 as a synthetic dataset. We used the MoCap dataset [4]
and the APS dataset [2] as the real-world datasets. To make the input data, we
have applied the preprocessing: first, we completed the missing values as zero;
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and we removed User and Class attributes for the MoCap dataset and class
attribute for the APS dataset, respectively. Note that the datasets’ size and
dimensionality were 78,095 records/36 dimensions for the MoCap dataset and
76,000 records/170 dimensions for the APS dataset.

Both OPTICS and BLOCK-OPTICS need hyperparameters: distance thresh-
old ε and density threshold MinPts. For the synthetic dataset, we used
(ε,MinPts) = (0.2, 10). For the real-world datasets, we used the following sets
of parameters: (ε,MinPts) = {(70000, 5), (70000, 10)} for the MOCAP dataset
and (ε,MinPts) = {(75000, 5), (75000, 10)} for the APS dataset.

3.2 Clustering Experiments on Synthetic Dataset

The clustering results of OPTICS and BLOCK-OPTICS on the synthetic dataset
are shown in Fig. 1. The two scatter plots show that the two algorithms produce
the same clustering results.

(a) OPTICS (b) BLOCK-OPTICS

Fig. 1. Clustering results for synthetic dataset.

3.3 Experiments with Real-World Datasets

Table 1. Execution time for real-world datasets.

Dataset Method ε MinPts ExpandClusterOrder [s] Merge [s]

MoCap [4] OPTICS 70000 5 13401.65 –

BLOCK-OPTICS 70000 5 3833.03 70.32

OPTICS 70000 10 14972.03 –

BLOCK-OPTICS 70000 10 3055.32 24.7528

APS [2] OPTICS 75000 5 201547.55 –

BLOCK-OPTICS 75000 5 312.46 3317.38

OPTICS 75000 10 207633.93 –

BLOCK-OPTICS 75000 10 363.45 2931.78

Table 1 summarizes the results of the runtime comparison with two real-world
datasets. The proposed method, BLOCK-OPTICS, significantly outperformed
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the original OPTICS in execution time. In the MOCAP dataset, the inner-core
point excluded from the calculation was about 60%, while more than 90% of
the points were detected as inner-core points in the APS dataset, resulting in a
better performance. This is because the APS dataset is very densely clustered.
The BLOCK-OPTICS method can efficiently perform clustering on datasets
with dense clusters by eliminating redundant distance computations. If we look
into the time breakdown, the fraction of the merging process is smaller for the
MOCAP dataset. This result is because fewer touched-inner core blocks are
detected in the MOCAP dataset than in the APS dataset, resulting in fewer
merging operations. As a result, the fraction of execution time of the merg-
ing process to total execution time became smaller. Nevertheless, the time for
merging is far shorter than that for ExpandClusterOrder.

4 Conclusions

In this paper, we have proposed a method for speeding up the density-based
clustering method OPTICS, called BLOCK-OPTICS. The proposed method
employs the concept of inner-core points proposed by BLOCK-DBSCAN, elimi-
nating redundant distance calculations for the regions where data points densely
exist. More precisely, we can skip distance calculations for the points in inner-
core blocks, which turn out to be core points. Experimental results on synthetic
and real-world datasets have shown that the proposed method performs cluster-
ing more efficiently than the original OPTICS. In the future, we plan to speed
up clustering for more advanced algorithms, such as hierarchical clustering using
HDBSCAN [6].
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Industrial Technology Development Organization (NEDO) Grant Number JPNP20006.
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Abstract. We present several methods for predicting the dynamics of
Hamiltonian systems from discrete observation of their vector field. Each
method is either informed or uninformed of the Hamiltonian property.
We empirically and comparatively evaluate the methods and observe that
information that the system is Hamiltonian can be effectively informed,
and that different methods strike different trade-offs between efficiency
and effectiveness for different dynamical systems.

Keywords: Trajectory prediction · Physics-informed neural network ·
Data analysis · Inductive bias · Learning bias

1 Introduction

The prediction of the dynamics of systems is a relevant and crucial task to many
applications in domains ranging from the hard to social sciences. The dynamics
of a system is captured by the vector field formed by the time derivatives of the
variables describing the system’s current state. The system evolves along flow
lines in the state space. The flow map is the function that, given an initial state
and a time interval, outputs the state of the system after the time interval.

A Hamiltonian system [10] is a dynamical system governed by Hamilton’s
equations. The Hamiltonian property indicates the conservation of some quan-
tity, typically the energy in mechanical and physical systems.

We design, present, and evaluate physics-informed methods for the prediction
of the dynamics of a system from the observation of its vector field at discrete
locations of the state space. We want to understand and quantify the significance
of informing regression and integration of a vector field with physics information.
In the spirit of an ablation study, we compare variants of the general method
and different devices, a multilayer perceptron and a Gaussian process, with and
without the information that the system is Hamiltonian. In the first stage, this
concerns whether the vector field is under the constraints of Hamilton’s equa-
tions. In the second stage, this concerns whether the vector field is integrated
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Strauss et al. (Eds.): DEXA 2022, LNCS 13427, pp. 297–302, 2022.
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with a non-symplectic or symplectic integrator. The empirical comparative per-
formance evaluation is conducted with data from several physical systems of
an oscillator, a pendulum, a Henon Heiles system, a Morse potential model
of a dyatomic molecule, and several abstract systems with logarithmic, inverse
trigonometric, exponential, radical and polynomial Hamiltonian functions.

2 Related Work

We are interested in the problem of learning the vector field and the flow map
from samples of the vector field. There are multiple statistical methods to learn
correlated vector-valued functions [9,14,16]. Learning vector fields using machine
learning has been addressed as multiple output regression by Hastie et al. [8]
while state of the art works use neural networks that model ordinary differential
equations [12] and partial differential equations [13]. Learning vector fields using
kernel methods with regularization was introduced by Micchelli et al. [11]. Sim-
ilarly, Boyle and Frean [4] introduced Gaussian processes to learn vector-valued
functions. Recent works regularize the vector field [1].

Our work is similar to that of Greydanus et al. [6], who showed that a
physics-informed neural network, similar to Bertalan et al.’s [2], can faster learn
the Hamiltonian of mechanical systems and better predict their dynamics from
selected samples of their vector fields than a neural network. Additionally, fol-
lowing Chen et al. [5], a symplectic integrator [7,15] can integrate the learned
Hamiltonian vector field to predict a flow line.

3 Methodology

The general method for predicting the dynamics of a system from the observation
of its vector field at discrete locations of its phase space comprises two successive
stages: the learning or regression of the vector field from the samples, and the
integration of the vector field into the flow map image of a state in the phase
space for a prescribed time interval. We consider four variants of the general
methods. They result from the obliviousness or awareness of information that a
system is Hamiltonian during the first and second stages of the general method.

We consider two non-linear regression devices for the learning of a surrogate
of the vector field, a multilayer perceptron neural network and a Gaussian pro-
cess. The two devices are chosen as the main representatives of parametric and
non-parametric non-linear regression statistical machine learning devices. They
can learn a surrogate of the vector field, or learn a surrogate of the Hamiltonian
and compute a surrogate of the vector field with automatic differentiation.

We consider the supervised learning of a surrogate F̂ of the vector field
F with two physics oblivious devices: a multilayer perceptron and a Gaussian
process. They regress the vector-valued function oblivious to physics information.
A training data set Z comprises N samples, dx

dt and dy
dt , of the vector field for N

states z = (x, y) in the phase space of the system studied. When the surrogate is a
multilayer perceptron, the weights minimise the mean squared error between the
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approximated vector field and the ground truth vector field. When the surrogate
is a Gaussian process, the conditional expectation of the Gaussian process for
the approximated vector field and the ground truth vector field is maximised.

We consider learning a physics-informed surrogate Ĥ of the Hamiltonian H
learned from the same training data set Z under the constraints that the system
is Hamiltonian before deriving the vector field. We adapt the method proposed
by [2]. We use the constraints of Eq. 1 to define the loss function of the device.
f0 is an arbitrary pinning term. f1 and f2 are Hamilton’s equations.

f0 =
(
Ĥ(x0, y0) − H0

)2

f1 =

(
∂Ĥ

∂y
− dx

dt

)2

f2 =

(
∂Ĥ

∂x
+

dy

dt

)2

(1)

When the surrogate for the Hamiltonian is a multilayer perceptron neural
network, the loss function is a linear combination of f0, f1 and f2. When the
surrogate is a Gaussian process, constraining its loss function leads to solving
Eq. 2. In both cases, the derivative of the Hamiltonian at any new state of the
phase space can be obtained from the surrogate by automatic differentiation.

⎡
⎢⎢⎢⎣

∂
∂z1

k(z1, Z)�k(Z,Z ′)−1

...
∂

∂z3
k(zN , Z)�k(Z,Z ′)−1

k(z0, Z)�k(Z,Z ′)−1

⎤
⎥⎥⎥⎦ [H(Z)] =

[
g(Z)
H0

]
(2)

The flow map for predicting the dynamics of the system is computed by inte-
grating the surrogate vector fields. Ignoring that the system is Hamiltonian, one
can use the first order explicit Euler integrator [3]. Knowledge of the Hamiltonian
system allows use of the implicit symplectic Euler integrator [7].

4 Performance Evaluation

Two experiments are conducted. In the first, we empirically compare the per-
formance of the two physics-oblivious methods learning the vector field directly
and of their two physics-informed counterparts learning the Hamiltonian. We
use a testing data set of 202n vectors at evenly spaced states in the phase space
for each system. Effectiveness is measured by mean squared error between the
ground truth vectors and approximated vectors, and efficiency by the time taken
for early stopping of the multilayer perceptron, or the time taken to fit a Gaussian
process. For the second experiment, we evaluate the prediction of the dynamics
of each Hamiltonian dynamical system by computing the flow map over the inter-
polated vector field. The vector field are learned with physics-informed methods
in the first experiment, and combined with the Euler or symplectic Euler integra-
tor. We use a testing data set of 52n evenly spaced states in the phase space for
each system. Flow lines are calculated from the differential equations of the sys-
tem with a symplectic Euler integrator for 50 time steps, with step size h = 0.1.
The mean squared error between the ground truth flow line and the predicted
flow line for each method, and prediction time is computed.
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For both experiments, all multilayer perceptrons and physics-informed multi-
layer perceptrons set aside 20% of the training data set for validation based early
stopping. Other settings follow Bertalan et al. [2]. All surrogates are trained in
Google Colaboratory1. Training data set of size between 64 and 1024 are sam-
pled uniformly at random from the vector fields of the eight example systems,
respectively. The experiments are repeated for 20 unique random seeds, and the
mean values are reported and compared. Results are plotted as Pareto plots.

(a) Simple Oscillator (b) Nonlinear Pendulum (c) Henon Heiles

(d) Morse Potential (e) Logarithmic (f) Inverse Cosine

(g) Exponential (h) Square Root

(i) Legend

Fig. 1. Learning the vector field

Figure 1 plots the Pareto plot for the inverse of the vector field approximation
mean squared error (x axis) and the inverse of surrogate training time (y axis) for
the different dynamical system indicated. The colors correspond to the different
training data set of varying sizes. The circle, cross, square and plus symbols rep-
resent the Gaussian process (GP), multilayer perceptron (NN), physics-informed
Gaussian process (PIGP) and physics-informed multilayer perceptrons (PINN)
methods respectively. The most efficient method is the physics-informed Gaus-
sian process, while multilayer perceptron can better extrapolate the vector field.

Figure 2 compares inverse prediction error (x axis) and inverse prediction
time (y axis). The colors correspond to training data set of varying sizes. The

1 Find code and results at github.com/zykhoo/predicting hamiltonian dynamics.

https://github.com/zykhoo/predicting_hamiltonian_dynamics
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(a) Simple Oscillator (b) Nonlinear Pendulum (c) Henon Heiles

(d) Morse Potential (e) Logarithmic (f) Inverse Cosine

(g) Exponential (h) Square Root

(i) Legend

Fig. 2. Predicting the flow map

right-pointing triangle, square, down-pointing triangle and empty circle sym-
bols represent the Gaussian process (GPE), physics-informed Gaussian process
(PIGPE), multilayer perceptron (NNE), and physics-informed multilayer per-
ceptron (PINNE), all with the Euler integrator. The left-pointing triangle, cross,
up-pointing triangle and filled circle symbols represent the same surrogates with
symplectic Euler integrator. They learn and integrate the vector field. The most
efficient method for the prediction of the dynamics is the physics-informed mul-
tilayer perceptron with symplectic integrator. This demonstrates the advantage
of informing the methods of the Hamiltonian nature of the dynamical systems.

5 Conclusion

We design, present, and evaluate physics-informed methods for the prediction
of the dynamics of a system from the observation of its vector field at discrete
locations of the state space. We show that information that the system is Hamil-
tonian can be effectively informed in both the regression and integration of the
vector field. The methods strike trade-offs between efficiency and effectiveness.
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Abstract. The study of the skyline queries has received considerable
attention from several database researchers since the end of 2000’s. Sky-
line queries are an appropriate tool that can help users to make intelligent
decisions in the presence of multidimensional data. Based on the concept
of Pareto dominance, the skyline operator returns the most interesting
(not dominated in the sense of Pareto) objects of database. Skyline com-
putation can gives a less number of objects witch are insufficient to serve
the user needs. In this paper, we tackle this problem and we propose the
solution that deals with it. The basic idea is to use fuzzy formal con-
cept, we build the fuzzy formal concept lattice for dominated objects.
Then, we retrieve the formal concept C∗ that matches at best the ideal
intent (the ideal intent represent the user query). The relaxed skyline is
given by the set Srelax, formed by the union of skyline objects and the
objects of the concept C∗ and the size of Srelax is equal to k (where k is
a user-defined parameter). Experimental study shows the efficiency and
the effectiveness of our approach.

Keywords: Skyline queries · Relaxation · Fuzzy formal concept ·
Pareto dominance

1 Introduction

Skyline queries are one of the most multi-criteria methods that have gained a
considerable interest in the last two decades. They are introduced by Borzsönyi
in [2] to formulate multi-criteria searches. Since the end of 2000’s, this con-
cept has received much attention in the database community. It has been inte-
grated in many database applications that require decision making (decision sup-
port [10,12], personalized recommendation like hotel recommender [12], crowd-
sourcing database [8]). Skyline process aims at identifying the most interesting
(not dominated in sense of Pareto) objects from a set of data. They are then
based on Pareto dominance relationship. This means that, given a set D of
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d-dimensional points (objects), a skyline query returns, the skyline S, i.e., set of
points of D that are not dominated by any other point of D. A point p domi-
nates (in Pareto sense) another point q iff p is better than or equal to q in all
dimensions and strictly better than q in at least one dimension.

Many research studies have been conducted to develop efficient algorithms to
skyline computation and introduce multiple variants of skyline queries in both
complete and incomplete databases for more detail see the survey [7].

However, the skyline computation gives often a small number or an empty
set of skyline objects which could be insufficient to serve the user needs. Several
works have been developed for the purpose to relax the skyline and thus increas-
ing its size, see [6] for the complete survey. In this paper, we address this problem
but with another novel vision. In particular, the idea of the solution advocated is
borrowed from the formal concept analysis field [11]. A formal concept is formed
by an extent that contains a set of objects and intent that contains attributes
describing these objects. In our context the set of objects is given by the set
of dominated (no skyline) objects and the attributes correspond to the dimen-
sions of skyline. The idea of our solution consists in building a formal concept
lattice for dominated objects based on the satisfaction rate between each for-
mal concept of lattice and the ideal intent. The relaxed skyline is given by the
skyline objects union the objects of the concept that contains k1 objects and
gives the highest satisfaction rate to the ideal intent (where k1 + |S| = k and k
is the objects user’s need). Starting from this idea we develop a new algorithm
to compute the relaxed skyline (Srelax). The rest of this paper is organized as
follow. In Sect. 2, we define some necessary notions about the skyline queries,
formal concept analysis, In Sect. 3, we detail the different steps of our approach.
Section 4 is devoted to the experimental study that we have done and the Sect. 5
concludes the paper and outlines some perspectives for future work.

2 Background and Related Work

In this section, we recall some necessary notions about the skyline queries, formal
concept analysis.

2.1 Skyline Queries

Skyline queries [2] are a popular example of preference queries. They are based
on Pareto dominance principle which can be defined as follows:

Definition 1. Let D be a set of d-dimensional data points (objects) and ui and
uj two points of D. ui is said to dominate, in Pareto sense, uj (denoted ui � uj)
iff ui is better than or equal to uj in all dimensions and strictly better than uj

in at least one dimension.

Formally, we write:

ui � uj ⇔

⎧
⎪⎨

⎪⎩

∀k ∈ {1, .., d}, ui[k] ≥ uj [k]
∧
∃l ∈ {1, .., d}, ui[l] > uj [l]

(1)
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where each tuple ui = (ui[1], ui[2], · · · , ui[d]) with ui[k] stands for the value of
the tuple ui for the attribute Ak.

In Eq. (1), without loss of generality, we assume that the smaller value, the
better.

Definition 2. The skyline of D, denoted by S, is the set of points which are not
dominated by any other point.

Example 1. To illustrate the concept of the skyline, let us consider a database
containing information on apartments as shown in Fig. 1(a). The list of apart-
ments includes the following information: code apartment, distance between the
home and the workplace, price. A company wants to rent apartments to their
employees. The ideal candidate is an apartment that minimizes the distance
between the apartment/work and the price. Applying the traditional skyline on
the apartments list shown in Fig. 1(a), we have A2 dominates in Pareto sense
A1, A3, A5, A6 and A7. Then, these apartments are discarded from the result set.
However A2 and A4 are not dominated by any other apartment. They form the
skyline S. See Fig. 1(b).

Fig. 1. Skyline apartments.

2.2 Formal Concept Analysis

Formal concept analysis (FCA) is introduced by Wille in 1982 [11], as a method
to represent knowledge and analysis the data. The AFC is based on formal
context K = (O,A,R) which in the basic version represents a binary relation
between the set of objects O and the set of attributes A. The relation between
the subset of objects and the subset of attributes is given by the Galois operator
derivation �. This operator allows to define a formal concept.

A formal concept of formal context K = (O,A,R) is a pair 〈O,A〉 with O ⊆
O, A ⊆ A, A� = O and O� = A. O is the extent of the formal concept and A its
intent. The set of all formal concepts is equipped with a partial order denoted ≤,
defined by 〈O1, A1〉 ≤ 〈O2, A2〉 iff O1 ⊆ O2 or A2 ⊆ A1. Ganter and Wille have
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proved in [4], that the set of all formal concept ordred by ≤ form a complete
lattice of formal context K.

In majority of application attributes are fuzzy than crisp; Burusco and
Fuentes-Gonzales [3] and Belohlávek et al. [1] introduce a fuzzy formal concepts.
A fuzzy formal concept is based on formal context given by the quadruplet
K = (L,O,A,R), where L is in general equal to [0, 1] and R ∈ LO×A is a fuzzy
relation defined from O × A −→ L which assigns to each object o ∈ O and for
each property a ∈ A a degree R(o, a) for which the object o posses the attribute
a. In [1], Belohlávek et al. proposed to use fuzzy implications that allow to gen-
eralize the Galois derivation operator in the fuzzy setting. This generalization is
defined for a set O ∈ LO and similarly defined for a set A ∈ LA as follows:

O�(a) =
∧

o∈O
(O(o) → R(o, a)) (2)

A�(o) =
∧

a∈A
(A(a) → R(o, a)) (3)

∧
is the min conjunction operator and → is a fuzzy implication that verifies

(0 → 0 = 0 → 1 = 1 → 1 = 1 and 1 → 0 = 0).
In our approach, we use the notion of satisfaction rate, for more detail,

see [9].

3 Our Approach

In this section, we describe the different steps of our approach. First, we assume
that we have: O = {o1, o2, . . . , on} a database that contains n objects, A =
{a1, a2, . . . , ad} a set of d attributes (dimensions or properties), R(oi, aj): the
function that gives the value of oi w.r.t the attribute aj , degree(oi, aj): the
degree for which the object oi possesses the attribute aj , S = {o1, o2, . . . , ot}:
the set of skyline objects (t is the size of skyline t ≤ n). D: the set of dominated
objects, D = O − S.

Our approach is based on the following steps

1. Skyline and dominated objects computation: First, we compute the
skyline S and the set of the dominated objects D = O−S using the algorithm
IBNL (Improvement BNL), see [6].

2. Computing the degrees of dominated objects: for each dominated
object oi from D, we compute the degree degree(oi, aj) for which the object
oi passed the attribute aj .

3. Compute the ideal intent: computes the ideal intent, i.e., the intent
that maximizes the degree of objects attributes. This intent is given by:
inent ideal = {a11, a12, . . . , a1d}

4. Building the fuzzy lattice for the objects of D: we build the lattice
for the dominated objects using Algorithm1. Then, The goal of our approach
is to retrieve the formal concept C∗ of the lattice whose extent contains
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k1 objects (k1 + |S| = k and k is user-defined parameter) and whose intent
matches at best the ideal intent, i.e., has the highest satisfaction rate w.r.t
the ideal intent.

Algorithm 1: FSAASR
Input: A set of dominated objects D, a skyline S, k: the number of objects

chosen by the user
Output: A relaxed skyline Srelax

1 Srelax ← S; stop ← false;
2 Compute degre(D);
3 Intent ideal = {a1

1, a
1
2, . . . , a

1
d}; Intent Min = Compute Intent Min();

Intent ← Intent Min;
4 while stop == false do
5 Intent1 ← Next intent(Intent Min, 1);

extent1 ← Compute crisp Extent(Intent1);
Sat1 ← Compute sat(extent1, Intent ideal);

6 for i := 2 to d do
7 Intent2 ← Next intent(Intent Min, i);/*compute the others intents of

the intent */ extent2 ← Compute crisp Extent(Intent2);
Sat2 ← Compute sat(extent2, Intent ideal);

8 if Sat2 > Sat1 then
9 extent1 ← extent2 ; Sat1 ← Sat2;

10 Intent1 ← Intent2;

11 Intent ← Intent1;
12 if exten1.size() <= k then
13 stop ← true; Srelax ← Srelax ∪ extent1;

14 return Srelax;

4 Experimental Study

In this section, we present the experimental study that we have conducted. The
goal of this study is to demonstrate the effectiveness of our approach and its
ability to relax the less skyline. Also, we compare our approach to the approach
proposed by Goncalves in [5]. All experiments were performed under Windows
OS, on a machine with an Intel core i7 2,90 GHz processor, a main memory of
8 GB and 250 GB of disk. All algorithms were implemented with Java. Dataset
benchmark is generated using the method described in [2].

4.1 Impact of Data Distribution

In this section, we study the impact of the variation of the distribution of dataset
on size of relaxed skyline and the execution time. In this case, we use a dataset
with |O| = 5K d = 2. Figure 2(a) shows that the efficiency of the two approaches
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to relax the skyline is very high for all types of data. Figure 2(a) indicates that
the execution time of the two approaches for anti-correlated data is low compared
to the correlated or independent data. This is due to the size of the dominated
objects set used to relax the skyline in the case of anti-correlated data compared
to two others distributions. Figure 2(a) shows also that the execution time of our
algorithm (FSAASR) is the best for all distributions.

Fig. 2. Impact of distribution and the number of dimensions.

4.2 Impact of the Number of Dimensions

In this case, we use a correlated distribution data with |O| = 100K and we
vary the number of dimensions from 2 to 10. Figure 2(b) shows that the effi-
ciency of the two approaches to relax the skyline is very high and it increases
from 1000 Objects when d = 2 to 3000 for d = 10. The Fig. 2(b) shows also
that the execution time increases with the increase of the number of dimensions
for the approach developed by Goncalves. However, in this case of our algo-
rithm (FSAASR) the execution time increases with the increases of number of
dimensions, but when this number reaches 6, the execution time decreases as
the number of dimensions increases. This is due to the size of D = O − S that
decreases when the number of dimensions increases (The increase of the number
of dimensions increases the size of S, in consequence decreases the size of D).

5 Conclusion and Perspectives

In this paper, we have addressed the problem of skyline relaxation, especially
when the skyline contains a small number of points and we proposed a new
approach to increasing its size. The basic idea of this approach is to build the
fuzzy lattice of the dominated objects D = O − S. Then, retrieve the formal
concept C∗ of the lattice whose extent contains k1 objects (k1 + |S| = k and
k is user-defined parameter) and whose intent matches at best the ideal intent,
i.e., has the highest satisfaction rate w.r.t the ideal intent. An algorithm called
FSAASR to compute the relaxed skyline is proposed. In addition, we imple-
mented the approach proposed by Goncalves in [5] to compare its performances
to that of our algorithm. The experimental study that we have done shows that
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our approach is good alternative to relax the skyline and have the best execution
time compared to the approach proposed by Goncalves. As for future work, we
will compare our approach to others approaches of relaxation.
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Abstract. Several graph summarization approaches aggregate dense
sub-graphs into super-nodes leading to a compact summary of the input
graph. The main issue for these approaches is how to achieve a high com-
pression rate while retaining as much information as possible about the
original graph structure within the summary. These approaches neces-
sarily involve an algorithm to mine dense structures in the graph such as
quasi-clique enumeration algorithms. In this paper, we focus on improv-
ing these mining algorithms for the specific task of graph summarization.
We first introduce a new pre-processing technique to speed up this min-
ing step. Then, we extend existing quasi-clique enumeration algorithms
with this filtering technique and apply them to graph summarization.

Keywords: Graph summarization · Quasi-clique mining · Pruning
techniques

1 Background

Nowadays, several large-scale systems such as social networks or the link struc-
ture of the World Wide Web involve graphs with millions and even billions of
nodes and edges [3]. The analysis of such graphs can prove to be very difficult
given the huge amount of information contained in them. The goal of graph sum-
marization (or graph compression) is to provide, given an input graph, a smaller
summary [5]. Depending of the situation, this summary can assume different
roles. Either it exists uniquely to save storage space and can be decompressed to
obtain the original graph with or without loss of information, or it can be used
directly to obtain information on the input graph such as paths, neighbourhoods
and clusters. When summarizing a graph, one can focus on the optimisation of
the size of the summary introducing a size threshold [1,5] or an information loss
threshold [8]. Others adapt the summary so as to optimise some kind of queries
[1,4].
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Even if these summarization methods perform well in term of execution time
and compression rate, they do not retain all the information available in the
input graph, especially the dense components which are mainly cliques, and
quasi-cliques which are essential in the analysis of many real life networks. This
motivated several graph summarization approaches based on dense subgraph
mining [8,10]. These methods aggregate dense subgraphs into supernodes and
keep track of all non-edges inside the supernode as correcting edges, to ensure
lossless compression and allow the reconstruction of the original graph.

In this paper, we focus on enhancing the enumeration of dense subgraphs,
and more precisely quasi-cliques, for the purpose of graph summarization. We
first introduce a new pruning technique which allows an important speed up of
quasi-clique enumeration algorithms. Then, we describe how to adapt the search
for quasi-cliques to graph summarization by solving best suited relaxations of
the Quasi-Clique Enumeration Problem.

The remainder of this document is organised as follows. Section 2 gives formal
definitions of the concepts used in the paper. Section 3 introduces the new prun-
ing technique and presents a relaxation of the quasi-clique enumeration problem.
Section 4 compares the performances of the different quasi-clique mining schemes
and their application to dense subgraph based summarization.

2 Preliminaries

In this paper all graphs are simple, undirected and consist of two sets: the vertex
set V and the edge set E formed by pairs of V . Given G = (V,E) a clique of
G is a subset C of V such that the vertices in C are pairwise adjacent. We use
the following definition for quasi-cliques which are a generalization of cliques to
other dense subgraphs.

Definition 1 (γ-quasi-clique). Given G = (V,E), and γ ∈ [0, 1], a subset of
vertices Q ⊆ V is called a γ-quasi-clique if for all v ∈ V , dQ(v) ≥ γ(|Q| − 1),
where NQ(v) represents the neighbours of v in Q and dQ(v) = |NQ(v)|.
Definition 2 (Quasi-Clique Enumeration Problem). Given G = (V,E), a
density threshold γ ∈ [0, 1] and a size threshold m, the Quasi-Clique Enumera-
tion Problem (QCE) consists of finding all maximal γ-quasi-cliques in G of size
greater than m.

QCE is well known to be difficult (the associated decision problem being
NP-hard [2]), and have already been studied a lot trough several aspects. We
focus on the exhaustive enumeration and its most classic method: the Quick algo-
rithm [7] which performs a depth-first exploration of the solution space tree and
it prunes the branches which cannot lead to a new solution. During the search,
the algorithm keeps in memory X the current subset and a set cand formed
by vertices outside X which are the next candidates to add to X. The pruning
occurs according to these sets and several rules, and actually corresponds to the
removal of vertices from cand. These rules are mostly based on the diameter and
the degree threshold of quasi-cliques. For example, with γ > 0.5 the diameter of
a γ-quasi-clique is at most 2.
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3 Contributions

3.1 A New Pruning Technique

While the Quick algorithm is efficient in the general case, it is not hard to point
out cases where it is not. One can, for instance, take the example depicted in
Fig. 1. The pruning rules of the Quick algorithm are based only on the vertices
and their degree, hence, in the case where each vertex is contained in a quasi-
clique, the pruning techniques cannot be properly applied and the algorithm
proceeds to the exploration of almost the whole solution space tree.

Fig. 1. Example of the inefficiency of the Quick algorithm.

In order to handle these cases, we introduce a new technique based on sets of
vertices. According to Definition 1, each vertex v in a quasi-clique Y has at least
�γ(|Y |−1)� neighbours in Y . This property motivates the following pruning rule
(see Algorithm 1): given the density and size threshold γ and m, if {u, v} ∈ E is
such that u and v share strictly less than 2�γ(m − 1)� − m common neighbours
then we can remove {u, v} from E.

Algorithm 1. Pre processing(G, γ,m)
repeat

delete all u ∈ V s.t. d(u) < �γ(m − 1)�
delete all {u, v} ∈ E s.t. |N(u) ∩ N(v)| < 2�γ(m − 1)� − m

until G has not been modified during the last loop

3.2 A Redundancy-Free Graph Summarization Approach

While the Quick algorithm is an effective method to tackle the QCE problem, it
is important to note that this problem is not perfectly suited for graph summa-
rization. Indeed, having access to all quasi-cliques can create redundancy in the
summary and impact the performances. To deal with this issue, we adapt the
concept of visibility, introduced in [9] for cliques, to detect and avoid redundant
quasi-cliques. The visibility of a maximal quasi-clique Q with respect to a set of
maximal quasi-cliques S is a value between 0 and 1 which describes how well Q
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is represented by the quasi-cliques of S. If the visibility is 1 then Q is in S, on
the contrary if the visibility is 0 then Q does not overlap with any quasi-clique
of S.

Definition 3 (Visibility). Given a graph G, γ ∈ [0, 1], Q ∈ Mγ(G), the set
of all maximal γ quasi-cliques of G, and S ⊆ Mγ(G), the S-visibility of Q:
VS(Q), is defined as:

VS(Q) = max
Q′∈S

|Q ∩ Q′|
|Q| .

This leads to a variant of the QCE problem where instead of finding all the quasi-
cliques one only have to ensure that all maximal quasi-cliques have a sufficient
visibility. We propose to use a redundancy-aware quasi-clique mining algorithm
to summarize graphs. This will give direct access to the dense subgraphs in the
summary while avoiding redundant quasi-cliques. This will improve not only
compression rates but also allows to speed up the computation.

To implement this approach, we rely on the following observation. Given a
graph G and two quasi-cliques Q, Q′. If Q and Q′ are very similar (V{Q}(Q′)
is close to 1) then most of the edges in G[Q′] are already covered in G[Q]. On
the contrary if Q and Q′ are very different then G[Q] and G[Q′] do not share
many edges. Hence, to avoid redundancy, after finding the quasi-clique Q one
can remove from G all the edges inside G[Q], thus the quasi-cliques of G similar
to Q become sparse and are skipped by the pruning techniques of the Quick
algorithm. Removing such edges usually does not impact other different quasi-
cliques since these quasi-cliques do not share many edges with Q. This method
depicted in Algorithm 2 outputs a set of quasi-cliques S which covers all edges
contained in quasi-cliques.

Algorithm 2. Redundancy aware(G, γ,m)
run Quick(G, γ, m)

each time a quasi-clique X is found:
remove from G all edges of G[X]

4 Performances

We compare the performances of three different quasi-clique mining algorithms:
the Quick algorithm presented in Sect. 1, Algorithm 2 presented in Sect. 3.2 and
finally a greedy quasi-clique mining algorithm, which serves as a basis of com-
parison. We implemented the three algorithms in Python 3 using a Windows 10
machine with a 2.5 GHz Intel(R) Core (TM) i5 processor and 8 GB RAM. We
tested each algorithm with and without our pre-processing technique, namely
Algorithm 1, on several types of graphs. We present, here, our results on real graphs
from social networks such as Facebook (with 4039 vertices and 88,234 edges), Twit-
ter (with 81,306 vertices and 1,768,149 edges) and Google+ (with 107,614 vertices
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and 13,673,453 edges), from the Stanford large network dataset collection [6]. We
measure not only the runtime of the algorithms but also how well they are suited
to graph summarization. For these experiments, we vary the number of nodes in
the considered graphs from 0 to 1750 by growing subgraphs from the considered
graphs. The obtained results are the average on several experiments.

Fig. 2. Performances of the algorithms on social networks.

Figure 2 presents our results. The left side of the figure presents the impact
of our filtering technique on the Quick algorithm, on three metrics: runtime,
size of the summary and its visibility computed as in Definition 3. The results
prove the utility of our filtering technique with a significant decrease of the
execution time, up to a factor 10 with 1750 nodes, while not impacting the
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compression rates nor the visibility. The right side of Fig. 2 presents a comparison
of the three algorithms, with our filtering technique, on the same metrics. The
results show that even if Algorithm 2 seems efficient regarding execution time
and compression rates, the visibility obtained with this algorithm is worst than
the others dropping around 0.6 while the others stay greater than 0.9. Finally,
the greedy algorithm seems to perform surprisingly well on these graphs, being
highly efficient in time and compression rate while keeping a good visibility.

5 Conclusion

In this paper, we focused on graph summarization using dense subgraphs and
more precisely quasi-cliques. This approach requiring a quasi-clique mining algo-
rithm, we show how to improve the already existing quasi-clique enumeration
algorithms introducing a very effective pre-processing technique. Also, we adapt
and introduce a quasi-clique mining algorithm designed to avoid redundancy
while improving performances both in runtime and compression rate.
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