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Preface

This book contains the written versions of most of the contributions presented
during the International Conference on Partial Differential Equations and
Applications, Modeling and Simulation organized by “Applied Mathematics and
Scientific Computing Laboratory” and “Systems Engineering Laboratory”, at
Sultan Moulay Slimane University Beni Mellal, Morocco, from June 1 to 2, 2021.

The workshop has provided a setting for discussing recent developments in a
wide variety of topics including the partial differential equations, dynamic systems,
optimization, numerical analysis, fuzzy sets theory, fractional calculus and its
applications, to name the main topics. The workshop has brought together leading
academic scientists, researchers, and research scholars to exchange and share their
experiences and research results on all aspects of applied mathematics, modeling,
algebra, economics, finance, and applications in various domains. It has also pro-
vided an interdisciplinary platform for researchers, practitioners, and educators to
present and discuss the most recent innovations, trends, and concerns as well as
practical challenges encountered and solutions adopted in the fields of the broadly
perceived applied mathematics.

The chapters address various aspects that are of interest and concern for aca-
demic scientists, researchers, and research scholars in many fields, both in the sense
of theoretical and applied challenges.

We hope that the various contributions of this book will be useful for researchers
and graduate students in applied mathematics, engineering, physics, and even for
other, notably practitioners in these and related fields. Some basis knowledge of
analysis and control in systems theory and dynamical systems is just needed.

We wish to thank the authors for their interesting and novel contributions and the
peer reviewers for their deep and insightful reviews which have greatly helped
improve the papers included.

And last but not least, we wish to thank Dr. Tom Ditzinger and Mr. Holger
Schaepe for their dedication and help to implement and finish this important
publication project on time, while maintaining the highest publication standards.

Said Melliani
Oscar Castillo
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A Generalized Coupled System of Impulsive
Integro-Differential Evolution Equations

with Mutual Boundary Values

Abdelati El Allaoui1, Said Melliani2(B), JinRong Wang3,4, Youssef Allaoui2,
and Lalla Saadia Chadli2

1 Laboratoire Maths Info et Systèmes de Communication (MISCOM), ENSAS,
Cadi Ayyad University, Route Sidi Bouzid, Safi, Morocco

2 LMACS, Sultan Moulay Slimane University, BP 523, 23000 Beni Mellal, Morocco
s.melliani@usms.ma, sa.chadli@yahoo.fr

3 Mathematics, Guizhou University, Guiyang 550025, Guizhou, China
jrwang@gzu.edu.cn

4 School of Mathematical Sciences, Qufu Normal University, Qufu 273165, Shandong, China

Abstract. The main objective of this paper is to study a coupled system of gen-
eral class of impulsive integro-differential evolution equations with alternatives
boundary conditions. The existence and uniqueness result of the solution is estab-
lished via Banach fixed point theorem, and by introducing a measure of non-
compactness we show the existence result. Some examples are given to illustrate
obtained results at the end of this paper.

1 Introduction

Recently, impulsive evolution equations have attracted much attention of several
researchers in different fields due to its applications to different real world problems
including, physics, medicine, engineering, electrochemistry, etc. (see [1,10,12]). It is
a very interesting field which is still in development by mathematicians [2,4,5,8]. The
study of impulsive integrro-differential evolution equations which is a sub-field of evo-
lution equations also has enough importance. Lately, several researchers have studied
various types of these problems [3,7,13]. In [14] the authors discussed with more details
the following integro-differential equation:

⎧
⎪⎨

⎪⎩

x′(t) = Ax(t)+
∫ t
0 B(t− s)x(s)ds+ϕ(t,x(t)) for t ∈ [0,a] and t �= t1

Δx(ti) = Ii (x(ti)) for i= 1, . . . , p and 0< t1 < t2 < · · · < tp < tp+1 = a

x(0) = g(x)

where A and B are two closed linear operators. To show the existence of solution for
this problem, they used Darbo’s fixed point theorem as a tool.

The following periodic boundary value problem:
⎧
⎪⎨

⎪⎩

x′(t) = Ax(t)+ f (t,x(t),x(ρ(t)))+B(t)u(t), t ∈ (si, ti+1] , i= 0,1,2, . . . ,m,u ∈ Uad

x(t) = T (t− ti)gi(t,x(t)), t ∈ (ti,si] , i= 1,2, . . . ,m

x(0) = x(a) ∈ X
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 1–16, 2023.
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2 A. El Allaoui et al.

was the object of study by the authors of [9]. They showed the existence and the unique-
ness of its solution using the Banach fixed point theorem, also Krasnoselskii’s fixed
point theorem was their second way to show the existence of a solution.

Suppose we have two-balance scale, the first contains a specific mass while the sec-
ond is empty, for the moment the balance is stable. We start adding segmented masses
to the empty scale successively, at some point we will have a fall of this scale versus rise
of the other with a certain speed. Then we can model these dependent speeds by a cou-
pled system and in this case the initial state (initial position) of a scale will be the final
state of the other and vice versa. Similarly, we can take the example of two athletes who
run a 400 m course alternately. Motivated by the two problems above, the objective of
this paper is the study of a coupled system of more general impulsive intgro-differential
evolution equations, and according to two real examples cited above, we have thought
to link this proposed system with alternatives(mutual) boundary conditions, then the
proposed model is in the following form:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x′(t) = Ax(t)+
∫ t
0 B1(t− τ)x(τ)dτ +ϕ1(t,x(t),y(t)), t ∈ (si, ti+1], i= 0,1,2, · · · ,m, (1)

y′(t) = By(t)+
∫ t
0 B2(t− τ)y(τ)dτ +ϕ2(t,x(t),y(t)), t ∈ (si, ti+1], i= 0,1,2, · · · ,m, (2)

x(t) = T (t− ti)ψ1i(t,x(t),y(t)), t ∈ (ti,si], i= 1,2, · · · ,m,
y(t) = S(t− ti)ψ2i(t,x(t),y(t)), t ∈ (ti,si], i= 1,2, · · · ,m,
x(si)+g1(x,y) = xi ∈ X , i= 1, · · · ,m,
y(si)+g2(x,y) = yi ∈ X , i= 1, · · · ,m,
x(0) = y(a),
y(0) = x(a).

(1)

Here the operators A : D(A) ⊂ X −→ X and B : D(B) ⊂ X −→ X are the infinitesi-
mal generators of a uniformly continuous semigroup {T (t), t ≥ 0} and {S(t), t ≥ 0}
respectively on a Banach space X provided with a norm ‖.‖, where they satisfy
‖T (t)‖ ≤ MTeωT a and ‖S(t)‖ ≤ MSeωSa, B1 and B2 are two closed linear operators
on X which satisfy D(A) ⊂ D(B1) and D(B) ⊂ D(B2), and for each x ∈ X the maps
t 
−→ B1(t)x and t 
−→ B2(t)x are bounded differentiable and the maps t 
−→ B′

1(t)x and
t 
−→ B′

2(t)x are bounded uniformly continuous on [0,+∞).
The fixed points si and ti satisfy

0= s0 < t1 ≤ s1 ≤ t2 < · · · < tm ≤ sm ≤ tm+1 = a

are pre-fixed numbers, ϕ1, ϕ2 : ,(si, ti+1]×X×X −→X , ψ1i, ψ2i :,(ti,si]×X×X −→X
and g1, g2 : PC ([0,a],X)×PC ([0,a], X) −→ X are given functions, such that T (t−
ti)ψ1i(t,x(t),y(t))|t=si = xi − g1(x,y) and S(t − ti)ψ2i(t,x(t),y(t))|t=si = yi − g2(x,y);
i= 1, · · · ,m.

For our knowledge, mutual boundary conditions in a coupled system of differenti-
ated equations it is a new property. Also, the two Eqs. (1)–(2) of problem (1) have never
been treated in combination with the third and fourth equations. In addition to that, the
study of existence result of solution for this system is done by the Monch’s fixed point
theorem including measure of noncompactness to get out of frequently theorems style
used to study coupled systems. And Banach’s fixed point theorem is used to show the
uniqueness of the solution.
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2 Preliminaries

In this section we recall same basic notions used to build our results.
Denote by B(Y ) the set of all bounded subsets of a Banach space Y .

Definition 1. We say that m : B(Y ) −→ R
+ is a measure of noncompactness on Y if

the following proprieties are satisfied:

1. m(A) = 0 if and only if A is precompact.
2. m(A) = m(A), for all A ∈ B(Y ).
3. m(A∪B) =max{m(A) ,m(B)}, for all A, B ∈ B(Y ).

We recall the Kuratowski measure of noncompactness defined by

m(A) = inf
{

ρ > 0 : A ⊂ ∪m
j=1Aj,diam(Aj) ≤ ρ

}
, for A ∈ B(Y ).

Now, we present the following Theorem called Monch’s fixed point Theorem on which
we will be based to show the existence of our solution.

Theorem 1. [17] Let Ω be a bounded, closed, and convex subset of Y such that 0 ∈ Ω ,
ϒ : Ω −→ Ω is a continuous mapping. Then, ϒ has at least a fixed point if
C = co(ϒ(C)) or C = ϒ(C)∪{0} ⇒C is compact for each C ⊂ Ω .
Where co(ϒ(C)) is the closed convex hull of ϒ(C).

Let

L∞([0,a]) = {l : [0,a] −→ R : l is measurable and essentially bounded} .
With the following norm

‖l‖L∞ = inf{β > 0 : |l(t)| ≤ β , a.e. t ∈ [0,a]}
L∞([0,a]) is Banach space.

Definition 2. [15] A resolvent operator for the problem
{
x′(t) = Ax(t)+

∫ t
0 B(t− τ)x(τ)dτ, t ∈ [0,+∞)

x(0) = x0 ∈ Y.

is a bounded linear operator-valued function Γ (t) satisfying the following proprieties:

1. Γ (0) = IY . (IY the identity of Y ) and there exist two constants N > 0, and b ∈ R,
such that ‖Γ (t)‖ ≤ Nebt .

2. t −→ Γ (t)y is strongly continuous for each y ∈ Y .
3. Γ (t) is bounded for t ≥ 0. And for x ∈ D(A), Γ (·)x ∈ C (R+,D(A))∩C 1 (R+,Y )

and satisfying the following propriety

Γ ′(t)x= AΓ (t)x+
∫ t

0
B(t− τ)Γ (τ)xdτ = Γ (t)Ax+

∫ t

0
Γ (t− τ)B(τ)xdτ; t ∈ [0,∞).

We refer [6,11,16] for more information on the mathematical notions used.
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3 Main Results

Firstly, we provide the following result we need:
We define onB(X ×X) the map m̂ by

m̂(D×E) =max{m(D),m(E)}, for, C×D ∈ B(X ×X) ⊂ B(X)×B(X).

For D×E, F ×G, ∈ B(X ×X), we have

m̂(D×E) = 0 ⇔ m(D) = 0andm(E) = 0 ⇔ D×E is precompact,

m̂(D×E) = m̂(D×E) =max{m(D),m(E)} =max{m(D),m(E)} = m̂(D×E),

and

m̂
(
(D×E)∪ (F ×G)

)
= m̂

(
(D∪F)× (E ∪G)

)
= max{m(D∪F),m(E ∪G)}
= max{m(D),m(F),m(E),m(F)}
= max{m̂(

D×E
)
, m̂

(
F ×G

)}.
So, m̂ is a measure of noncompactness on X ×X .

Now, we define the following spaces

PC ([0,a],X) = {x : [0,a] −→ X : x ∈ C ([0, t1]∪ (ti,si]∪ (si, ti+1],X); i= 1, · · ·m,
x(t−i ), x(t+i ), x(s−i )andx(s

+
i )exist, withx(t

−
i ) = x(ti)andx(s−i ) = x(si)

}

endowed with the norm ‖x‖PC = sup
t∈[0,a]

‖x(t)‖. And

PC 2 :=PC ([0,a],X)×PC ([0,a],X),

which is a Banach space with the following norm

‖(x,y)‖2 = ‖x‖PC +‖y‖PC , for (x,y) ∈ PC 2.

Firstly, we give the expression of mild solution for the following impulsive integro-
differential evolution equation:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x′(t) = Ax(t)+
∫ t
0 B(t− τ)x(τ)dτ +ϕ(t,x(t)), t ∈ (si, ti+1], i= 0,1,2, · · · ,m,

x(t) = T (t− ti)ψi(t,x(t)), t ∈ (ti,si], i= 1,2, · · · ,m,
x(si)+g(x) = xi ∈ X , i= 1, · · · ,m,
x(0) = x(a).

For t ∈ [0, t1], we have

x(t) = Γ(t)x(0)+
∫ t

0
Γ(t− τ)ϕ(τ,x(τ))dτ

= Γ(t)x(a)+
∫ t

0
Γ(t− τ)ϕ(τ,x(τ))dτ

= Γ(t)
[

Γ(a)
(
xm −g(x)

)
+

∫ a

sm
Γ(a− τ)ϕ(τ,x(τ))dτ

]

+
∫ t

0
Γ(t− τ)ϕ(τ,x(τ))dτ

= Γ(t)Γ(a)
(
xm −g(x)

)
+Γ(t)

∫ a

sm
Γ(a− τ)ϕ(τ,x(τ))dτ +

∫ t

0
Γ(t− τ)ϕ(τ,x(τ))dτ
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Let Γ1, Γ2 the resolvents associated with Eqs. (1) and (2) respectively.
From above and problem (1), we can verify that:

For t ∈ [0, t1], we have

x(t) = Γ1(t)x(0)+
∫ t

0
Γ1(t− τ)ϕ1(τ,x(τ),y(τ))dτ

= Γ1(t)y(a)+
∫ t

0
Γ1(t− τ)ϕ1(τ,x(τ),y(τ))dτ

= Γ1(t)
[

Γ2(a)
(
ym −g2(x,y)

)
+

∫ a

sm
Γ2(a− τ)ϕ2(τ,x(τ),y(τ))dτ

]

+
∫ t

0
Γ1(t− τ)ϕ1(τ,x(τ),y(τ))dτ

= Γ1(t)Γ2(a)
(
ym −g2(x,y)

)
+Γ1(t)

∫ a

sm
Γ2(a− τ)ϕ2(τ,x(τ),y(τ))dτ +

∫ t

0
Γ1(t− τ)ϕ1(τ,x(τ),y(τ))dτ

Similarly, we have

y(t) = Γ2(t)Γ1(a)
(
xm −g1(x,y)

)
+Γ2(t)

∫ a

sm
Γ1(a− τ)ϕ1(τ,x(τ),y(τ))dτ +

∫ t

0
Γ2(t− τ)ϕ2(τ,x(τ),y(τ))dτ

Now, we can define the form of our solution, it’s given in the following definition

Definition 3. We say that (x,y) is a mild solution of the problem (1) if (x,y) ∈ PC 2

and satisfies the following system

(
x(t)
y(t)

)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
Γ1(t)Γ2(a)

(
ym −g2(x,y)

)
+Γ1(t)

∫ a
sm Γ2(a− τ)ϕ2(τ ,x(τ),y(τ))dτ +

∫ t
0 Γ1(t− τ)ϕ1(τ ,x(τ),y(τ))dτ

Γ2(t)Γ1(a)
(
xm −g1(x,y)

)
+Γ2(t)

∫ a
sm Γ1(a− τ)ϕ1(τ ,x(τ),y(τ))dτ +

∫ t
0 Γ2(t− τ)ϕ2(τ ,x(τ),y(τ))dτ

)

for t ∈ [0, t1]
⎛

⎝
Γ1(t)

(
xi −g1(x,y)

)
+

∫ t
si

Γ1(t− τ)ϕ1(τ ,x(τ),y(τ))dτ

Γ2(t)
(
yi −g2(x,y)

)
+

∫ t
si

Γ2(t− τ)ϕ2(τ ,x(τ),y(τ))dτ

⎞

⎠ for t ∈ (si, ti+1], i= 1,2, · · · ,m
(
T (t− ti)ψ1i(t,x(t),y(t))

S(t − ti)ψ2i(t,x(t),y(t))

)

for t ∈ (ti,si], i= 1,2, · · · ,m

Now, we pose the following hypotheses on which our existence result is based.

A1 The functions t 
−→ ϕ j(t,x,y) and t 
−→ ψ ji(t,x,y); ; j = 1,2, are measurable on
[0,a] for all (x,y) ∈ X ×X , and continuous on X ×X for a.e. t ∈ (si, ti+1] and (ti,si],
respectively.

A2 There exit μ1, μ2, ν1i, ν2i ∈ L ∞ ([0,a]); i= 1, · · · ,m, which satisfy

‖ϕ j(t,x,y)‖ ≤ μ j(t)(1+‖x‖+‖y‖) ; a.e t ∈ (si, ti+1], and for all x, y ∈ X ; j = 1,2,

and

‖ψ ji(t,x,y)‖ ≤ ν ji(t)(1+‖x‖+‖y‖) ; i= 1 · · · ,m, a.e t ∈ (ti,si], and for all x, y ∈ X ; j = 1,2,

A3 There exists a constant α1, α2 > 0, such that

‖g j(x,y)‖ ≤ α j (1+‖x‖P C +‖y‖P C ) a.e t ∈ [0,a], and for all x, y ∈ PC ([0,a],X); j = 1,2.

A4 For all bounded set Θ ⊂ X ×X , and t ∈ [0,a], we have

m̂(ϕ j(t,Θ)) ≤ μ j(t)m̂(Θ), and m̂(ψ ji(t,Θ)) ≤ ν ji(t)m̂(Θ); i= 1, · · · ,m; j = 1;2,

and for all bounded set Θ̃ ⊂ PC 2, we have

m̂(g j(Θ̃)) ≤ α j sup
t∈[0,a]

m̂(Θ̃(t)), j = 1,2,

where Θ̃(t) =
{
(x(t),y(t)) : (x,y) ∈ PC 2}, for all t ∈ [0,a].
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H1 The functions ϕ j ∈ C ([0,a]×X ×X ,X), ψ ji ∈ C ([si, ti]×X ×X ,X); i = 1, · · · ,m;
j = 1,2, and g1, g2 are continuous.

H2 There exist constants Lϕ j , Lψ ji , Lgj > 0; j = 1,2, i= 1, · · · ,m, such that

‖ϕ j(t,x1,y1)−ϕ j(t,x2,y2)‖ ≤ Lϕ j (‖x1 − x2‖+‖y1 − y2‖) , for each t ∈ [si, ti+1]; i= 0, · · · ,m; , x j , y j ∈ X , j = 1;2

‖ψ ji(t,x1,y1)−ψ ji(t,x2,y2)‖ ≤ Lψ ji (‖x1 − x2‖+‖y1 − y2‖) , for each t ∈ [ti,si], i= 1, · · · ,m, x j , y j ∈ X , j = 1,2

‖g j(x1,y1)−g j(x2,y2)‖ ≤ Lg j (‖x1 − x2‖P C +‖y1 − y2‖P C ) , for each x j , y j ∈ PC ([0,a],X), j = 1,2.

To reduce the form of mathematical expressions, we use the following notations:

ρ j = ‖μ j‖L∞ , σ j = max
i=1,··· ,m

‖ν ji‖L∞ , Nj = sup
t∈[0,a]

‖Γ j(t)‖B , j = 1,2,

r1 =
N1 (N2‖ym‖+N2α2+aN2ρ2+aρ1)+N2 (N1‖xm‖+N1α1+aN1ρ1+aρ2)

1−η1
,

r2 =
N1 (maxi ‖xi‖+α1+aρ1)+N2 (maxi ‖yi‖+α2+aρ2)

1− (
N1 (α1+aρ1)+N2 (α2+aρ2)

) ,

r3 =
η2

1−η2
,

η1 = N1 (N2α2+aN2ρ2+aρ1)+N2 (N1α1+aN1ρ1+aρ2) ,
η2 = σ1MTe

ωT a+σ2MSe
ωSa, η =max{η1,η2},

ξ11 = N1

(

Lg2N2+Lϕ2N2 max
i=1,··· ,m

(ti+1 − si)+Lϕ1t1

)

,

ξ12 = N2

(

Lg1N1+Lϕ1N1 max
i=1,··· ,m

(ti+1 − si)+Lϕ2t1

)

,

ξ21 = max
i=1,··· ,m

Lψ1iMT e
ωT a, and ξ22 = max

i=1,··· ,m
Lψ2iMSe

ωSa.

After provided assumptions, now we are in a position to present our first existence result
based on Banach’s fixed point theorem.

Theorem 2. Let assumptions H1 and H2 be satisfied. Suppose also that

ξ :=max{ξ11+ξ12,ξ21+ξ22} < 1.

Then, the problem (1) has a unique mild solution on [0,a].

Proof. We define on PC 2 the following operator

(ϒ(x,y))(t) =
(
ϒ1(x,y)(t),ϒ2(x,y)(t)

)
, (2)

where

ϒ1(x,y)(t) =

⎧
⎪⎪⎨

⎪⎪⎩

Γ1(t)Γ2(a)
(
ym −g2(x,y)

)
+Γ1(t)

∫ a
sm Γ2(a− τ)ϕ2(τ ,x(τ),y(τ))dτ +

∫ t
0 Γ1(t− τ)ϕ1(τ ,x(τ),y(τ))dτ , for t ∈ [0, t1]

Γ1(t)
(
xi −g1(x,y)

)
+

∫ t
si

Γ1(t− τ)ϕ1(τ ,x(τ),y(τ))dτ , t ∈ (si, ti+1], i= 1,2, · · · ,m
T (t− ti)ψ1i(t,x(t),y(t)), for t ∈ (ti,si ], i= 1,2, · · · ,m

and

ϒ2(x,y)(t) =

⎧
⎪⎪⎨

⎪⎪⎩

Γ2(t)Γ1(a)
(
xm −g1(x,y)

)
+Γ2(t)

∫ a
sm Γ1(a− τ)ϕ1(τ ,x(τ),y(τ))dτ +

∫ t
0 Γ2(t− τ)ϕ2(τ ,x(τ),y(τ))dτ , for t ∈ [0, t1]

Γ2(t)
(
yi −g2(x,y)

)
+

∫ t
si

Γ2(t− τ)ϕ2(τ ,x(τ),y(τ))dτ , for t ∈ (si, ti+1], i= 1,2, · · · ,m
S(t− ti)ψ2i(t,x(t),y(t)), for t ∈ (ti,si], i= 1,2, · · · ,m

Let (x1,y1), (x2,y2) ∈ PC 2, we discuss all possible cases.
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Case 1: For t ∈ [0, t1], we have

‖ϒ1(x1,y1)(t)−ϒ1(x2,y2)(t)‖ ≤ ‖Γ1(t)Γ2(a)g2(x1,y1)−Γ1(t)Γ2(a)g2(x2,y2)‖
+‖Γ1(t)‖B

∫ a

sm
‖Γ2(a− τ)‖B ‖ϕ2(τ,x1(τ),y1(τ))−ϕ2(τ,x2(τ),y2(τ))‖dτ

+
∫ t

0
‖Γ1(t− τ)‖B ‖ϕ1(τ,x1(τ),y1(τ))−ϕ1(τ,x2(τ),y2(τ))‖dτ

≤ Lg2N1N2 (‖x1 − x2‖P C +‖y1 − y2‖P C )

+Lϕ2N1N2

∫ a

sm
(‖x1(τ)− x2(τ)‖+‖y1(τ)− y2(τ)‖)dτ

+Lϕ1N1

∫ t

0
(‖x1(τ)− x2(τ)‖+‖y1(τ)− y2(τ)‖)dτ

≤ N1
(
Lg2N2+Lϕ2N2(a− sm)+Lϕ1 t1

)
(‖x1 − x2‖P C +‖y1 − y2‖P C )

≤ N1
(
Lg2N2+Lϕ2N2(a− sm)+Lϕ1 t1

)‖(x1,y1)− (x2,y2)‖2
≤ ξ11‖(x1,y1)− (x2,y2)‖2

Similarly, we have

‖ϒ2(x1,y1)(t)−ϒ2(x2,y2)(t)‖ ≤ N2
(
Lg1N1+Lϕ1N1(a− sm)+Lϕ2 t1

)‖(x1,y1)− (x2,y2)‖2
≤ ξ12‖(x1,y1)− (x2,y2)‖2

Then, we obtain

‖ϒ(x1,y1)(t)−ϒ(x2,y2)(t)‖ = ‖ϒ1(x1,y1)(t)−ϒ1(x2,y2)(t)‖+‖ϒ2(x1,y1)(t)−ϒ2(x2,y2)(t)‖
≤ (ξ11+ξ12)‖(x1,y1)− (x2,y2)‖2

Case 2: For t ∈ (si, ti+1]; i= 1, · · · ,m, we have

‖ϒ1(x1,y1)(t)−ϒ1(x2,y2)(t)‖ ≤ ‖Γ1(t)‖B ‖g1(x1,y1)−g1(x2,y2)‖
+

∫ t

si
‖Γ1(t− τ)‖B ‖ϕ1(τ,x1(τ),y1(τ))−ϕ1(τ,x2(τ),y2(τ))‖dτ

≤ Lg1N1 (‖x1 − x2‖P C +‖y1 − y2‖P C )

+Lϕ1N1

∫ t

si
(‖x1(τ)− x2(τ)‖+‖y1(τ)− y2(τ)‖)dτ

≤ N1

(

Lg1 +Lϕ1 max
i=1,··· ,m

(ti+1 − si)
)

‖(x1,y1)− (x2,y2)‖2
≤ ξ11‖(x1,y1)− (x2,y2)‖2

Likewise, we get

‖ϒ2(x1,y1)(t)−ϒ2(x2,y2)(t)‖ ≤ N2

(

Lg2 +Lϕ2 max
i=1,··· ,m

(ti+1 − si)
)

‖(x1,y1)− (x2,y2)‖2
≤ ξ12‖(x1,y1)− (x2,y2)‖2

Hence,

‖ϒ(x1,y1)(t)−ϒ(x2,y2)(t)‖ ≤ (ξ11+ξ12)‖(x1,y1)− (x2,y2)‖2
Case 3: For t ∈ (ti,si]; i= 1, · · · ,m, we have

‖ϒ1(x1,y1)(t)−ϒ1(x2,y2)(t)‖ ≤ ‖T (t− ti)‖‖ψ1i(t,x1(t),y1(t))−ψ1i(t,x2(t),y2(t))‖
≤ Lψ1iMT e

ωT a‖(x1,y1)− (x2,y2)‖2
≤ ξ21‖(x1,y1)− (x2,y2)‖2
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Similarly, we get

‖ϒ2(x1,y1)(t)−ϒ2(x2,y2)(t)‖ ≤ Lψ2iMSe
ωSa‖(x1,y1)− (x2,y2)‖2

≤ ξ22‖(x1,y1)− (x2,y2)‖2
Then, we have

‖ϒ(x1,y1)(t)−ϒ(x2,y2)(t)‖ ≤ (ξ21+ξ22)‖(x1,y1)− (x2,y2)‖2
Finally, we get the following inequality

‖ϒ(x1,y1)−ϒ(x2,y2)‖2 ≤ max{ξ11+ξ12,ξ21+ξ22}‖(x1,y1)− (x2,y2)‖2
Therefore, ϒ is a contraction. So, according to Banach fixed point theorem, problem (1)
has a unique mild solution.

Using Monch’s fixed point theorem, we present the second result of existence as
follows:

Theorem 3. Suppose that assumptions A1–A4 are satisfied, in addition

η < 1. (3)

Then, problem (1) has at least one mild solution on [0,a].

Proof. To proof this result we transform our problem into fixed point, for this, we
consider the operator ϒ : PC 2 −→ PC 2 defined in (2), and we define the ball
Br :=

{
(x,y) ∈ PC 2 : ‖(x,y)‖2 ≤ r

}
, where

r ≥ max{r1,r2,r3}.
Firstly, we prove that ϒ is defined from Br into itself. Indeed:

Case 1: For (x,y) ∈ Br, and t ∈ [0, t1], we have

‖ϒ1(x,y)(t)‖ ≤ ‖Γ1(t)‖B ‖Γ2(a)‖B
(‖ym‖+‖g2(x,y)‖

)
+‖Γ1(t)‖B

∫ a

sm
‖Γ2(a− τ)‖B ‖ϕ2(τ ,x(τ),y(τ))‖dτ

+
∫ t

0
‖Γ1(t− τ)‖B ‖ϕ1(τ ,x(τ),y(τ))‖dτ

≤ N1N2
(‖ym‖+α2(1+‖x‖P C +‖y‖P C )

)
+aN1N2ρ2(1+‖x‖P C +‖y‖P C )+aN1ρ1(1+‖x‖P C +‖y‖P C )

≤ N1 (N2‖ym‖+N2α2+aN2ρ2+aρ1)+N1 (N2α2+aN2ρ2+aρ1)r

Similarly, we get

‖ϒ2(x,y)(t)‖ ≤ N2 (N1‖xm‖+N1α1+aN1ρ1+aρ2)+N2 (N1α1+aN1ρ1+aρ2)r

Then,

‖ϒ(x,y)‖2 = ‖ϒ1(x,y)‖2+‖ϒ2(x,y)‖2
≤ N1 (N2‖ym‖+N2α2+aN2ρ2+aρ1)

+N2 (N1‖xm‖+N1α1+aN1ρ1+aρ2)

+[N1 (N2α2+aN2ρ2+aρ1)+N2 (N1α1+aN1ρ1+aρ2)]r

≤ (1−η1)r1+η1r

≤ r
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Case 2: For (x,y) ∈ Br, and t ∈ (si, ti+1]; i= 1, · · · ,m, we have

‖ϒ1(x,y)(t)‖ ≤ ‖Γ1(t)‖B
(‖xi‖+‖g1(x,y)‖

)
+

∫ t

si
‖Γ1(t− τ)‖B ‖ϕ1(τ,x(τ),y(τ))‖dτ

≤ N1
(‖xi‖+α1(1+‖x‖PC +‖y‖PC )

)
+aN1ρ1(1+‖x‖PC +‖y‖PC )

≤ N1 (‖xi‖+α1+aρ1)+N1 (α1+aρ1)r

In the same way, we get

‖ϒ2(x,y)(t)‖ ≤ N2 (‖yi‖+α2+aρ2)+N2 (α2+aρ2)r.

Therefore,

‖ϒ(x,y)‖ ≤ N1 (‖xi‖+α1+aρ1)+N2 (‖yi‖+α2+aρ2)+ [N1 (α1+aρ1)+N2 (α2+aρ2)]r

≤ (
1− [N1 (α1+aρ1)+N2 (α2+aρ2)]

)
r2+[N1 (α1+aρ1)+N2 (α2+aρ2)]r

≤ r.

Case 3: For (x,y) ∈ Br, and t ∈ (ti,si]; i= 1, · · · ,m, we have
‖ϒ1(x,y)(t)‖ ≤ ‖T (t− ti)‖‖ψ1i(t,x(t),y(t))‖

≤ σ1MTe
ωT a(1+ r)

Similarly, we obtain

‖ϒ2(x,y)(t)‖ ≤ σ2MSe
ωSa(1+ r)

Then,

‖ϒ(x,y)‖2 ≤ (
σ1MTe

ωT a+σ2MSe
ωSa

)
(1+ r)

≤ (1−η2)r3+η2r

≤ r.

which shows that ϒ is defined from Br into itself.
The rest of proof will be done in four steps by discussing all cases in each step.

Step 1: ϒ is continuous:
Let (xn,yn)n≥0 ⊂ Br be a sequence, such that limn→+∞(xn,yn) = (x,y) in Br.
Clearly, we have ‖(xn,yn)−(x,y)‖2 = ‖xn−x‖PC +‖yn−y‖PC which implies that

lim
n→+∞

(xn,yn) = (x,y) in Br if and only if lim
n→+∞

xn = x and lim
n→+∞

yn = y in {x ∈ PC ([0,a],X) : ‖x‖P C ≤ r}.

Case 1: For t ∈ [0, t1], we have

‖ϒ1 (xn,yn)(t)−ϒ1 (x,y)(t)‖ ≤ ‖Γ1(t)‖B ‖Γ2(a)‖B ‖g2(xn,yn)−g2(x,y)‖

+‖Γ1(t)‖B
∫ a

sm
‖Γ2(a− τ)‖B ‖ϕ2(τ ,xn(τ),yn(τ))−ϕ2(τ ,x(τ),y(τ))‖dτ

+
∫ t

0
‖Γ1(t− τ)‖B ‖ϕ1(τ ,xn(τ),yn(τ))−ϕ1(τ ,x(τ),y(τ))‖dτ

≤ N1N2‖g2(xn,yn)−g2(x,y)‖+N1N2

∫ a

sm
‖ϕ2(τ ,xn(τ),yn(τ))−ϕ2(τ ,x(τ),y(τ))‖dτ

+N1

∫ t

0
‖ϕ1(τ ,xn(τ),yn(τ))−ϕ1(τ ,x(τ),y(τ))‖dτ
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And

‖ϒ2 (xn,yn)(t)−ϒ2 (x,y)(t)‖ ≤ N1N2‖g1(xn,yn)−g1(x,y)‖+N1N2

∫ a

sm
‖ϕ1(τ ,xn(τ),yn(τ))−ϕ1(τ ,x(τ),y(τ))‖dτ

+N2

∫ t

0
‖ϕ2(τ ,xn(τ),yn(τ))−ϕ2(τ ,x(τ),y(τ))‖dτ

Case 2: For t ∈ (si, ti+1]; i= 1, · · · ,m, we have
‖ϒ1 (xn,yn)(t)−ϒ1 (x,y)(t)‖ ≤ ‖Γ1(t)‖B ‖g1(xn,yn)−g1(x,y)‖

+
∫ t

si

‖Γ1(t− τ)‖B ‖ϕ1(τ,xn(τ),yn(τ))−ϕ1(τ,x(τ),y(τ))‖dτ

≤ N1‖g1(xn,yn)−g1(x,y)‖+N1

∫ t

si

‖ϕ1(τ,xn(τ),yn(τ))−ϕ1(τ,x(τ),y(τ))‖dτ

Similarly, we get

‖ϒ2 (xn,yn)(t)−ϒ2 (x,y)(t)‖ ≤ N2‖g2(xn,yn)−g2(x,y)‖+N2

∫ t

si

‖ϕ2(τ,xn(τ),yn(τ))−ϕ2(τ,x(τ),y(τ))‖dτ

Case 3: For t ∈ (ti,si]; i= 1, · · · ,m, we have
‖ϒ1 (xn,yn)(t)−ϒ1 (x,y)(t)‖ ≤ ‖T (t− ti)‖‖ψ1i(t,xn(t),yn(t))−ψ1i(t,x(t),y(t))‖

≤ MTe
ωT a‖ψ1i(t,xn(t),yn(t))−ψ1i(t,x(t),y(t))‖

And

‖ϒ2 (xn,yn)(t)−ϒ2 (x,y)(t)‖ ≤ MSe
ωSa‖ψ2i(t,xn(t),yn(t))−ψ2i(t,x(t),y(t))‖

We know that, ϕ j, ψ ji and g j; j= 1,2; i= 1, · · · ,m are continuous, then accord-
ing to Lebesgue-dominated convergence theorem, we get from each previous
step

lim
n→+∞

‖ϒ1(xn,yn)−ϒ1(x,y)‖2 = 0 and lim
n→+∞

‖ϒ2(xn,yn)−ϒ2(x,y)‖2 = 0,

and since from (2) we have

lim
n→+∞

‖ϒ(xn,yn)−ϒ(x,y)‖2 = 0 ⇔
(

lim
n→+∞

‖ϒ1(xn,yn)−ϒ1(x,y)‖ = 0and lim
n→+∞

‖ϒ2(xn,yn)−ϒ2(x,y)‖ = 0

)

.

So, we deduce that lim
n→+∞

‖ϒ(xn,yn)−ϒ(x,y)‖2 = 0.

Step 2: ϒ(Br) is bounded. Indeed:
We have ϒ is defined on Br into itself. So, ϒ(Br) ⊂ Br which prove that ϒ(Br) is
bounded.

Step 3: ϒ is equicontinuous.
Case 1: For (x,y) ∈ Br and 0 ≤ τ1 < τ2 ≤ t1, we have

‖ϒ1(x,y)(τ2)−ϒ1(x,y)(τ1)‖ ≤ ‖Γ2(a)‖B
(‖ym‖+‖g2(x,y)‖

)‖Γ1(τ2)−Γ1(τ1)‖B
+‖Γ1(τ2)−Γ1(τ1)‖B

∫ a

sm
‖Γ2(a− τ)‖B ‖ϕ2(τ,x(τ),y(τ))‖dτ

+
∫ τ1

0
‖Γ1(τ2 − τ)−Γ1(τ1 − τ)‖B ‖ϕ1(τ,x(τ),y(τ))‖dτ

+
∫ τ2

τ1
‖Γ1(τ2 − τ)‖B ‖ϕ1(τ,x(τ),y(τ))‖dτ

≤ N2
[(‖ym‖+α2(1+ r)

)
+(a− sm)ρ2(1+ r)

]‖Γ1(τ2)−Γ1(τ1)‖B
+ρ1(1+ r)

∫ τ1

0
‖Γ1(τ2 − τ)−Γ1(τ1 − τ)‖B dτ +N1ρ1(1+ r)(τ2 − τ1)
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In the same manner, we get

‖ϒ2(x,y)(τ2)−ϒ2(x,y)(τ1)‖ ≤ N1
[(‖xm‖+α1(1+ r)

)
+(a− sm)ρ1(1+ r)

]‖Γ2(τ2)−Γ2(τ1)‖B
+ρ2(1+ r)

∫ τ1

0
‖Γ2(τ2 − τ)−Γ2(τ1 − τ)‖B dτ +N2ρ2(1+ r)(τ2 − τ1)

Case 2: For (x,y) ∈ Br and si < τ1 < τ2 ≤ ti+1; i= 1, · · · ,m, we have
‖ϒ1(x,y)(τ2)−ϒ1(x,y)(τ1)‖ ≤ ‖Γ1(τ2)−Γ1(τ1)‖B

(‖xi‖+‖g1(x,y)‖
)

+
∫ τ1

si
‖Γ1(τ2 − τ)−Γ1(τ1 − τ)‖B ‖ϕ1(τ ,x(τ),y(τ))‖dτ

+
∫ τ2

τ1
‖Γ1(τ2 − τ)‖B ‖ϕ1(τ ,x(τ),y(τ))‖dτ

≤ (‖xi‖+α1(1+ r)
)‖Γ1(τ2)−Γ1(τ1)‖B +ρ1(1+ r)

∫ τ1

si
‖Γ1(τ2 − τ)−Γ1(τ1 − τ)‖B dτ

+N1ρ1(1+ r)(τ2 − τ1)

And

‖ϒ2(x,y)(τ2)−ϒ2(x,y)(τ1)‖ ≤ (‖yi‖+α2(1+ r)
)‖Γ2(τ2)−Γ2(τ1)‖B +ρ2(1+ r)

∫ τ1

si
‖Γ2(τ2 − τ)−Γ2(τ1 − τ)‖B dτ

+N2ρ2(1+ r)(τ2 − τ1)

Case 3: For (x,y) ∈ Br and ti < τ1 < τ2 ≤ si; i= 1, · · · ,m, we have

‖ϒ1(x,y)(τ2)−ϒ1(x,y)(τ1)‖ ≤ ‖T (τ1 − ti)‖‖T (τ2 − τ1)ψ1i(τ2,x(τ2),y(τ2))−ψ1i(τ1,x(τ1),y(τ1))‖
≤ MT e

ωT a‖T (τ2 − τ1)ψ1i(τ2,x(τ2),y(τ2))−ψ1i(τ1,x(τ1),y(τ1))‖

Similarly, we obtain

‖ϒ2(x,y)(τ2)−ϒ2(x,y)(τ1)‖ ≤ MSe
ωSa‖S(τ2 − τ1)ψ2i(τ2,x(τ2),y(τ2))−ψ2i(τ1,x(τ1),y(τ1))‖

In all previous cases, we have

‖ϒ(x,y)(τ2)−ϒ(x,y)(τ1)‖ = ‖ϒ1(x,y)(τ2)−ϒ1(x,y)(τ1)‖+‖ϒ2(x,y)(τ2)−ϒ2(x,y)(τ1)‖ → 0 as τ1 → τ2.

This allows us to conclude that ϒ is equicontinuous.
Step 4: Let C ⊂ Br be a non empty subset, such that

C ⊂ ϒ(C)∪{(0,0)} = (ϒ1(C)×ϒ2(C))∪{(0,0)} = (ϒ1(C)∪{0})×ϒ2(C)∪{0}).

Clearly, it is bounded and equicontinuous.
Consider the function l defined by

l(t) = m̂(C(t)) , t ∈ [0,a],

which is continuous.
Case 1: For t ∈ [0, t1], we have

l(t) = m̂(C(t)) ≤ m̂
(

ϒ(C)(t)∪{(0,0)}
)

≤ m̂
(

ϒ(C)(t)
)
= m̂(ϒ(C)(t)) =max{m(ϒ1(C)(t)) ,m(ϒ2(C)(t))}.
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Since, we have

m(ϒ1(C)(t)) ≤ ‖Γ1(t)‖B ‖Γ2(a)‖B α2 sup
t∈[0,a]

m̂
(
C(t)

)
+‖Γ1(t)‖B

∫ a

sm
‖Γ2(a− τ)‖B ρ2m̂

(
C(τ)

)
dτ

+
∫ t

0
‖Γ1(t− τ)‖B ρ1m̂

(
C(τ)

)
dτ

≤ N1
(
N2α2+aN2ρ2+aρ1

)‖l‖∞

≤ η1‖l‖∞

and

m(ϒ2(C)(t)) ≤ N2
(
N1α1+aN1ρ1+aρ2

)‖l‖∞

≤ η1‖l‖∞

Therefore,

l(t) ≤ η‖l‖∞.

Case 2: For t ∈ (si, ti+1]; i= 1, · · · ,m, we have

m(ϒ1(C)(t)) ≤ ‖Γ1(t)‖Bα1 sup
t∈[0,a]

m̂
((
C(t)

))
+

∫ t

si
‖Γ1(t− τ)‖Bρ1m̂

(
C(τ)

)
dτ

≤ N1
(
α1+aρ1

)‖l‖∞

≤ η1‖l‖∞

and

m(ϒ2(C)(t)) ≤ N2
(
α2+aρ2

)‖l‖∞

≤ η1‖l‖∞

Then,

l(t) ≤ η‖l‖∞.

Case 3: For t ∈ (ti,si]; i= 1, · · · ,m, we have
m(ϒ1(C)(t)) ≤ ‖T (t− ti)‖σ1 sup

t∈[0,a]
m̂

(
C(t)

)

≤ σ1MTe
ωT a‖l‖∞

≤ η2‖l‖∞

and

m(ϒ2(C)(t)) ≤ σ2MSe
ωSa‖l‖∞

≤ η2‖l‖∞

Then,

l(t) ≤ η‖l‖∞.
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Hence, from above cases we can deduce that

‖l‖∞ ≤ η‖l‖∞.

Since η < 1, so obviously we have ‖l‖∞ = 0 which is equivalent to saying that
m̂

(
C(t)

)
= 0. So, according to the first property of Definition 3, C(t) is relatively

compact in X ×X . Then, by the Ascoli-Arzel theorem, it is relatively compact in Br.

Thus, all conditions of Theorem 3 are satisfied, and consequently our problem has a
solution.

4 Examples

In this section we present two examples to illustrate our existence results.

Example 1. We consider the following problem:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂
∂ t

u(t,x) =
∂ 2

∂x2
u(t,x)+

∫ t
0 L1(t− τ)

∂ 2

∂x2
u(τ,x)dτ +

1
18N1N2

(
cos(u(t,x))+ sin(v(t,x))

)
, t ∈ (0,1]∪ (2,3], x ∈ [0,1]

∂
∂ t

v(t,x) =
∂ 2

∂x2
v(t,x)+

∫ t
0 L2(t− τ)

∂ 2

∂x2
v(τ,x)dτ +

1
18N1N2

(
cos(u(t,x))+ v(t,x)

)
, t ∈ (0,1]∪ (2,3], x ∈ [0,1]

u(t,x) = T (t−1)
1
14

(
sin(u(t,x))+ sin(v(t,x))

)
, t ∈ (1,2], x ∈ [0,1]

v(t,x) = T (t−1)
1
14

(
cos(u(t,x))+ sin(u(t,x))

)
, t ∈ (1,2], x ∈ [0,1]

u(t,0) = v(t,0) = u(t,1) = v(t,1) = 0, t ∈ (0,1]∪ (2,3]

u(0,x) = v(3,x), x ∈ [0,1]

v(0,x) = u(3,x), x ∈ [0,1]

u(0,x)+
1

8N1N2
(1+ sin(u)+ v) = 1+ ex, x ∈ [0,1]

u(2,x)+
1

8N1N2
(1+ sin(u)+ v) = 2+ ex, x ∈ [0,1]

v(0,x)+
1

8N1N2
(1+ cos(u)+ v) = 1+ ex, x ∈ [0,1]

v(2,x)+
1

8N1N2
(1+ cos(u)+ v) = 2+ ex, x ∈ [0,1]

(4)

where L1, L2 ∈ C 1([0,3],R).
The previous problem can be abstracted into problem (1), where X = L2([0,1])

endowed with the norm ‖u‖ =
(∫ 1

0
|u(x)|2dx

) 1
2

which is a Banach space, and Au =

Bu=
∂ 2

∂x2
u, for u ∈ D(A) =

{

u ∈ X :
∂
∂x

u,
∂ 2

∂x2
u ∈ X , u(0) = u(1) = 0

}

.

A is the generator of a strongly continuous and compact semigroup {T (t), t ≥ 0}
on X and ‖T (t)‖ ≤ 1, for all t ≥ 0.

B1(t) = L1(t)A, B2(t) = L2(t)A, ϕ1(t,u,v) =
1

18N1N2

(
cos(u(t,x))+ sin(v(t,x))

)
,

ϕ2(t,u,v) =
1

18N1N2

(
cos(u(t,x))+ v(t,x)

)
, ψ11(t,u,v) =

1
14

(
sin(u(t,x))+ sin(v(t,x))

)
,
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ψ21(t,u,v) =
1
14

(
cos(u(t,x))+ sin(v(t,x))

)
,

g1(u,v) =
1

8N1N2
(1+ sin(u)+ v) , g2(u,v) =

1
8N1N2

(1+ cos(u)+ v) .

Clearly, we have Lϕ1 = Lϕ2 =
1

18N1N2
, Lψ11 = Lψ21 =

1
14N

, Lg1 = Lg2 =
1

8N1N2
,MT =

MS = 1, a = 3 and ωT = ωS = 0. Then ξ11 = ξ12 ≤ 17
72

, ξ21 = ξ22 =
1
14

, therefore

ξ ≤ 17
36

< 1.

Hence, according to Theorem 2, problem (4) has a unique mild solution.

Example 2. To illustrate our second existence result, we present the following problem:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂
∂ t

u(t,x) =
∂2

∂x2
u(t,x)+

∫ t
0 L1(t− τ)

∂2

∂x2
u(τ ,x)dτ +

(
1

e9
+

1

et+x+9

)
t2(1+u(t,x)+ v(t,x))
36N1N2(1+‖u‖+‖v‖) , t ∈ (0,1]∪ (2,3], x ∈ [0,1]

∂
∂ t

v(t,x) =
∂2

∂x2
v(t,x)+

∫ t
0 L2(t− τ)

∂2

∂x2
u(τ ,x)dτ +

(
1

e9
+

1

et+x+9

)
t2(1+u(t,x))

36N1N2(1+‖u‖+‖v‖) , t ∈ (0,1]∪ (2,3], x ∈ [0,1]

u(t,x) = T (t−1)
u(t,x)

24(1+‖u‖+‖v‖) , t ∈ (1,2], x ∈ [0,1]

v(t,x) = T (t −1)
v(t,x)

24(1+‖u‖+‖v‖) , t ∈ (1,2], x ∈ [0,1]

u(t,0) = u(t,1) = v(t,0) = v(t,1) = 0, t ∈ (0,1]∪ (2,3]

u(0,x) = v(3,x), x ∈ [0,1]

v(0,x) = u(3,x), x ∈ [0,1]

u(0,x)+
1

8N1N2
(1+ sin(u)+ cos(v)) = 1+ ex , x ∈ [0,1]

u(2,x)+
1

8N1N2
(1+ sin(u)+ cos(v)) = 2+ ex , x ∈ [0,1]

v(0,x)+
1

8N1N2
(1+ sin(u)+ v) = 1+ ex , x ∈ [0,1]

v(2,x)+
1

8N1N2
(1+ sin(u)+ v) = 2+ ex , x ∈ [0,1]

(5)

The previous problem can be written as problem (1), where

ϕ1(t,u,v) =
(

1
e9

+
1

et+x+9

)
t2(1+u(t,x)+ v(t,x))
36N1N2(1+‖u‖+‖v‖) ,

ϕ2(t,u,v) =
(

1
e9

+
1

et+x+9

)
t2(1+u(t,x))

36N1N2(1+‖u‖+‖v‖) ,

ψ11(t,u,v) =
u(t,x)

24(1+‖u‖+‖v‖) ,

ψ21(t,u,v) =
v(t,x)

24(1+‖u‖+‖v‖) ,

g1(u,v) =
1

8N1N2
(1+ sin(u)+ cos(v)) ,

g2(u,v) =
1

8N1N2
(1+ sin(u)+ v) .
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It’s easy to verify that ρ1 = ρ2 =
1

2N1N2e9
, σ1 = σ2 =

1
24

, and α1 = α2 =
1

8N1N2
.

Thus, η1 ≤ 24+ e9

4e9
< 1 and η2 =

1
12

< 1. Therefore, by using Theorem 3, our problem

(5) has a solution.
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Abstract. In this study, the physical properties of buckyball (zero-dimensional),
Single-Walled Carbon Nanotube (one-dimensional) and graphene (two-
dimensional) nanostructures, were investigated using the density functional the-
ory (DFT) calculations. The Visualizer module of Material Studio software is
used to construct the structures of these materials. Then, the CASTEP code is
used to optimize and calculate the band structures, total density of states (TDOS)
and optical properties. We focus on such these three carbon materials, by reason
of the appealing interest in the next generation in optoelectronic devices. Change
the form of graphene to Single-Walled Carbon Nanotube (SWCNT) and bucky-
ball (C60) leads to change its bandgap, TDOS, absorption coefficient, dielectric
function and refractive index. The peaks of TDOS of graphene around the fermi
level are very weak. The bandgap energy of graphene, SWCNT and C60 mate-
rials are 0, 0.198 and 0.102 eV, respectively. The peaks of absorption coefficient
of graphene, SWCNT and C60 structures are at 268.26, 251.87 and 296.13 nm,
respectively. It is found that the bandgap energy, TDOS and the absorption coeffi-
cient could be affected by the change of the form of graphene. These results, give
the fundamental information’s about understanding of the electronic and optical
properties of various dimensional crystals (0D, 1D and 2D). This study can pro-
vide certain theoretical support for our future experimental research of graphene,
SWCNT and C60 properties.

1 Introduction

Electronic states of carbon allotropes (graphene, SWCNT and C60), are well described
by the tight binding Hamiltonian of π electrons of carbon atoms. In the carbon atoms
form these allotropes, three atomic orbitals, 2s, 2px and 2py, are hybridized to form

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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three sp2 hybrid orbitals, and 2pz orbital remains perpendicular to other orbitals [1]. The
hybridized orbitals are responsible of three σ bonds between the adjacent carbon atoms,
and 2pz orbital results in π bonds. Graphene, is a semimetal with zero bandgap, and it
is the representative member of 2D-family that have been receiving much attention in
many fields, by reason of its remarkable physical properties. Its band structures show
zero gap at the Dirac point [2].

In recent years, the carbon nanotube material has been intensively studied, by reason
of its importance as building block in nanotechnology. Three different types of carbon
nanotubes are experimentally observed: armchair, zigzag and chiral [3]. The electronic
properties of CNTs are result by reason of the sp2-hybridized carbon atoms, and the
delocalized π network perpendicular to nanotube surface.

Wrapping graphene into a sphere produces the fullerene family. Among different
types of fullerene, the largest known and better stable species is C60. The C60 form
the ball type structure, contains 12 pentagons and 20 hexagons [4]. The importance
of C60 material has encouraged major studies in various fields. C60 has been applied
in several applications, such as the nanoelectronics disciplines by reason of its excep-
tional physical properties. In addition, the nearly sp2-hybridized carbon in C60 material
backing the great electronic conductivity [5]. Therefore, C60 material have the diver’s
potential uses in optoelectronics devices and the big position in industry, by reason of
its electron-taking characteristics and geometry.

Our paper is outlined as follows: In Sect. 2, we briefly present the Computational
Methods. Section 3 is devoted to discuss the numerical results and give our interpreta-
tions, and finally, the conclusions of our study is included in Sect. 4.

2 Computational Methods

The electronic structures simulations and optical properties of graphene, SWCNT and
C60 structures, were calculated based on the density functional theory (DFT), all cal-
culations were performed using the CASTEP code by OTFG ultrasoft pseudopoten-
tials [6,7]. In this study, the exchange-correlation energy was employed using the
Perdew-Burke-Ernzerhof (PBE) functional, within the generalized gradient approxima-
tion (GGA) [8]. A plane-wave energy cut-off was set to 600 eV for all calculations. The
K-point of the Brillouin zone was sampled using 6×6×1 gamma-centered Monkhorst-
Pack grid during the geometry optimizations of graphene, SWCNT and C60 structures
[9]. However, during all structural relaxations, the convergence tolerance criteria for the
geometry optimization, were set to 2.10−6 eV/atom for the energy. During the atomic
relaxations, the positions of atoms were optimized until the convergence of the force
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on each atom, was less than 0.05 eV/Å, and 0.03 Å for the displacement. The self-
consistent field (SCF) convergence tolerance was set to 2.10−6 eV/atom. The maxi-
mum stress is set to 0.1 GPa. In the present simulations, the graphene, SWCNT and
C60 structures are investigated in Fig. 1.

Fig. 1. Crystal structures of graphene, SWCNT and C60. The gray spheres represent the carbon
atoms.

3 Results and Discussions

3.1 Electronic Structure

3.1.1 Optical Gap
The band structures of graphene, SWCNT and C60 materials, calculated along high
symmetry directions in the Brillouin zone, are plotted in Fig. 2. The band structures
show that the conduction band minimum and the valence band maximum are located
at various points of the Brillouin zone. Hence, the SWCNT and C60 structures has a
direct bandgap. The bandgap energy of graphene, SWCNT and C60 materials are 0 eV,
0.198 eV and 0.102 eV respectively. Thus, SWCNT and C60 structures have the semi-
conducting properties. The wrapping graphene into C60, and folding into SWCNT, can
lead to change its electronic states by reason of the symmetry breaking. These results,
indicates that change the form of graphene sheet leads to modify its electronic prop-
erties and open its bandgap energy. This makes graphene and its derivatives (SWCNT
and C60) are materials with bandgap energy used for developing the optoelectronics
devices.
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Fig. 2. Bandgap energy of graphene, SWCNT and C60 structures.

3.1.2 Density of States
The concept of the density of electronic states corresponds to the number of allowed
electron energy states per unit energy interval around an energy E. The total density of
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states (TDOS) of graphene, SWCNT and C60 structures, were plotted as a function of
the energy, as shown in Fig. 3. The TDOS near the Fermi level of graphene exhibits low
population compared to the SWCNT and C60. Hence, the probability of occupation of
the electronic states by the electrons in C60 around the fermi level is more important.
These results, clarify the strong effect of change the form of graphene sheet to the
SWCNT and C60 on its electronic properties.

Fig. 3. The TDOS of graphene, SWCNT and C60 structures.

3.2 Optical Properties

3.2.1 Absorption
In the present study, we have presented the variation of absorption coefficient (α) as a
function of wavelength of graphene, SWCNT and C60 materials, in 200–800 nm range,
as shown in Fig. 4. The absorption spectrum indicates that the first peaks of absorp-
tion by graphene, SWCNT and C60 structures are at 268.26, 251.87 and 296.13 nm,
respectively. The origin of these peaks arises from the important transitions that occur
between the electronic states. These peaks correspond to the π − π∗ transition of C-C
in sp2 hybrid regions, which are close to the Fermi level. According to these peaks,
graphene and C60 structures exhibits the absorption of light in both UV and visible
ranges. But, the SWCNT structure absorbs only the UV light. The absorption of visible
light by graphene and C60 materials, is essential for the solar cells applications.
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Fig. 4. Calculated α as a function of wavelength of graphene, SWCNT and C60 structures.

3.2.2 Dielectric Function
The complex frequency dependent dielectric function, ε(ω), can be used to descript the
optical properties of (0D, 1D and 2D) materials, and describes how light interacts when
propagating through matter. It determines the dispersion effects by its real part, ε1(ω),
and the absorption by the imaginary part, ε2(ω). The complex dielectric function, ε(ω),
is the sum of real and imaginary parts:

ε(ω) = ε1(ω)+ iε2(ω) (1)

In the present study, the ε1(ω) and ε2(ω) parts of graphene, SWCNT and C60
structures, are calculated in 200–800 nm wavelength range, as presented in Fig. 5. At
low frequency, the ε(ω) is associated with the electronic intraband transitions, within
the conduction band. In this spectral range the optical response is dominated by the
free electron behavior. At higher frequency, the ε(ω) function reflects the electronic
interband transitions. The peaks of ε1(ω) part of graphene and SWCNT are at 368.77
and 347.29, respectively. The first peak of ε2(ω) part of graphene, SWCNT and C60
are at 310.59, 285.30 and 454.50 nm, respectively. On the other hand, for these three
materials, the peaks of ε2(ω) are always related to the electron excitations. So, we can
introduce the graphene and its derivative in transparent conducting films and photo-
voltaics devices. In addition, graphene, SWCNT and C60 are the absorbent materials of
the visible light, which indicates that these three structures can be used as an important
element in a number of optoelectronic devices.
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Fig. 5. Calculated ε of graphene, SWCNT and C60 structures as a function of wavelength

3.2.3 Refractive Index
Propagation in absorbing materials, can be described using a complex-valued of the
refractive index, n∗(ω). The imaginary part, k(ω) then handles the attenuation, while
the real part, n(ω), accounts of the refraction by [10]:

n∗(ω) = n(ω)+ ik(ω) (2)

with,

n(ω) =
√

|ε(ω)|+ε1(ω)
2 (3)

k(ω) =
√

|ε(ω)|−ε1(ω)
2 (4)
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The variation of n(ω) and k(ω) parts of graphene, SWCNT and C60 structures in terms
of wavelength, found using the CASTEP code are depicted in Fig. 6. The above values
of the static dielectric constant, ε1(0), and the static refractive index, n(0), are validate
the relation n =

√
ε1 (see Table 1). The n(ω) part of these three structures are varie

with the wavelength of photons incident. So, these materials are dispersive mediums.
The n(ω) part of graphene, SWCNT and C60 is greater than 0.1662, 0.4514 and 0.4238,
respectively, because the incident photons are slowed down by the interaction with elec-
trons, inside these materials. On the other hand, the k(ω) part of graphene and C60 is
more important in both ultraviolet and the visible ranges (see Fig. 6). When we analyze
the graphs of the ε2(ω) and k(ω), a similar physical behavior is observed in Fig. 5 and
Fig. 6. Its two physical quantities give the information of the absorption of light by the
graphene, SWCNT and C60 materials.

Fig. 6. Calculated n and k of graphene, SWCNT and C60 structures as a function of wavelength.
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Table 1. The static dielectric constant, ε1(0), and the static refractive index, n(0), of graphene,
SWCNT and C60 structures

Parameters Graphene SWCNT C60

n(0) 0.81547 0.88326 0.88287

ε1(0) 0.66499 210.78015 0.77946

4 Conclusion

In conclusion, we have studied the electronic and optical properties of graphene,
SWCNT and C60 structures, using the DFT calculations. We have shown that the
SWCNT and C60 structures are semiconductors materials, and the graphene material
chow zero bandgap. The bandgap energy of graphene can be significantly changed by
changes its form to SWCNT and C60. We observed the changes in the dielectric func-
tion by reason of the change of the bandgap energy. The intensity of the absorption
peaks is more important of graphene and C60 in both UV and visible ranges. But, the
SWCNT structure have a maximum value of α peak in UV range. These insights pro-
vide a basis of the applications of graphene, Single-Walled Carbon Nanotube and C60
materials in the optoelectronic devices.
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Abstract. This paper aime to analyzes a fractional order SIR epidemic model
with a nonlinear incidence rate. First, we prove the global existence, positivity
and boundedness of the solutions. The stability is studied. Finally, numerical sim-
ulations are presented to illustrate our theoretical results.

1 Introduction

Fractional calculus could be a generalization of integral and by-product to non-integer
order that was 1st applied by Abel in his study of the tautochrone drawback [1]. There-
fore, it’s been largely applied in several fields like mechanics, viscoelasticity, technol-
ogy, finance, and management theory [2–6]. As opposition the normal by-product, that
could be a native operator, the fragmental order derivative has the most property referred
to as memory result. A lot of exactly, ensuing state of fractional by-product for any given
operate f depends not solely on their current state, but also upon all of their historical
states. Because of this property, the fragmental order by-product is more suited to mod-
eling issues involving memory, that is that the case in most biological systems [7,8].
Also, another advantage for exploitation fragmental order by-product is enlarging the
stability region of the propellent systems. In medical specialty, several works involving
fragmental order by-product are done, and most of them ar principally involved with
SIR-type models with linear incidence rate [9–12]. In [13], Saeedian et al. studied the
memory result of associate degree SIR epidemic model exploitation the Caputo frag-
mental by-product. They well-tried that this result plays an important role within the
spreading of diseases. During this work, we have a tendency to any propose a fragmen-
tal order SIR model with nonlinear incidence rate given by

⎧
⎪⎪⎨

⎪⎪⎩

ACDαS(t) = Λ −νS− βSI
1+α1S+α2I+α3SI

,

ACDα I(t) = βSI
1+α1S+α2I+α3SI

− (ν +d+ r)I,
ACDαR(t) = rI−νR,

(1)

where ACDα denotes the Atangana-Caputo fractional derivative of order 0 < α ≤ 1
defined for an arbitrary function f (t) as follows:

AC
a Dα

t f (t) =
B(α)
1−α

∫ t

a
f ′(x)Eα

[−α
(t− x)α

1−α
]
dx, (2)

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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where the Mittag-Leffler function Eα(z) defined by:

Eα(z) =
∞

∑
k=0

zk

Γ (αk+1)
, (z ∈ C,α > 0),

and his Laplace Transformation is given by

L[xβ−1Eα,β (ax
α)](s) =

sα−β

sα −a
Re(α > 0), Re(β )> 0. (3)

Also the Laplace Transform of the fractional operator ABC0 Dα
t is given by

L
[ABC
0 Dα

t f (t)
]
(p) =

B(α)
1−α

pαL[f(t)](p)− pα−1 f (0)
pα + α

1−α
. (4)

In system (1), S(t), I(t), and R(t) represent the numbers of susceptible, infective,
and recovered individuals at time t, respectively. Λ is the recruitment rate of the pop-
ulation, μ is the natural death rate, while d is the death rate due to disease and r is the
recovery rate of the infective individuals. The incidence rate of disease is modeled by
the specific functional response βSI

1+α1S+α2I+α3SI
presented by Hattaf et al. [15], where

β > 0 is the infection rate and α1,α2, α3 are non-negative constants. Since the two first
equations in system (1) are independent of the third equation, system (1) can be reduced
to the following equivalent system:

{
ACDαS(t) = Λ −νS− βSI

1+α1S+α2I+α3SI
,

ACDα I(t) = βSI
1+α1S+α2I+α3SI

− (ν +d+ r)I,
(5)

The rest of our paper is organized as follows. In Sect. 2, we show that our model is
biologically and mathematically well posed. In Sect. 3, the existence of equilibria and
their local stability are investigated. The global stability is studied in Sect. 4. Numerical
simulations given in Sect. 5. We end up our paper with a conclusion.

2 Properties of Solutions

Let Y (t) = (S(t), I(t))T , then system (5) can be reformulated as follows

ACDαY (t) = G(Y (t)) (6)

where G(Y (t)) =

(
Λ −νS− βSI

1+α1S+α2I+α3SI
βSI

1+α1S+α2I+α3SI
− (ν +d+ r)I

)

.

In order to prove the global existence of solutions for system (5), we need the following
lemma which is a direct corollary from [2, Lemma 3.1].

Lemma 2.1. Assume that the vector function F : R2 → R
2 satisfies the following con-

ditions:



28 H. El-Houari et al.

i) G(Y ) and ∂G
∂Y are continuous.

ii) ||G(Y )|| ≤ ρ + λ ||Y || ∀Y ∈ R
2 where ρ and λ are two positive constants. Then

system (12) has a unique solution.

For biological reasons, we consider system (5) with the following initial conditions:

S(0) ≥ 0 I(0) ≥ 0. (7)

Theorem 2.2. For any given initial conditions satisfying (13), there exists a unique
solution of system (5) defined on [0,+∞), and this solution remains non-negative and
bounded for all t ≥ 0. Moreover, we have

P(t) ≤ P(0)+
Λ
ν
,

where P(t) = S(t)+ I(t)

Proof. Since the vector function G satisfies the first condition of Lemma 2.1, we only
need to prove the last one. Denote

ε =
(

Λ
0

)

, A1 =
(−ν 0

0 −(ν +d+ r)

)

, A2 =

(
0 −β

α1

0 β
α1

)

, A3 =

(−β
α2

0
β
α2

0

)

,

A4 =

(−β
α3
β
α3

)

, A5 =
(−β 0

β 0

)

Hence, we discuss four cases as follows.
Case 1: If α1 �= 0, we have

G(Y ) = ε +A1Y +
α1S

1+α1S+α2I+α3SI
A2Y

Then

||G(Y )|| ≤ ||ε||+ ||A1Y ||+ ||A2Y || = ||ε||+(||A1||+ ||A2||)||Y ||.
Case 2: If α �= 0 we have

G(Y ) = ε +A1Y +
α2S

1+α1S+α2I+α3SI
A3Y

Then

||G(Y )|| ≤ ||ε||+(||A1||+ ||A3||)||Y ||
Case 3: If α3 �= 0 we have

G(Y ) = ε +A1Y +
α3SI

1+α1S+α2I+α3SI
A4.
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Then

||G(Y )|| ≤ ||ε||+(||A1||+ ||I||A5)||Y ||

By Lemma 2.1, system (5) has a unique solution. Next, we prove the non-negativity of
this solution. Since ACDαS|s=0 =Λ ≥ 0, ACDα I|I=0 = 0. Based on Lemmas 2.5 and 2.6
in [16], it is not hard to deduce that the solution of (2) remains non-negative for all t ≥ 0

Finally, we establish the boundedness of solution. By summing all the equations of
system (5), we obtain

ACDP(t) = Λ −νS(t)− (ν +d+ r)I(r)
≤ Λ −νP(t). (8)

By using (4), we get

B(α)
1−α

L(P)(s)sα − sα−1P(0)
sα + α

1−α
≤ Λ

s
−νL(P)(s)

Applying Laplace inverse to last inequality we obtain

P(t) ≤ αΛ
1−α

L−1
( sα−(1+α)

sα + B(α)+αν
1−α

)
+(Λ +B(α)P(0))L−1

( sα−1

sα + B(α)+αν
1−α

)

≤ αΛ
1−α

tαEα,α+1

(B(α)+αν
α −1

tα
)
+(Λ +B(α)P(0))Eα,1

(B(α)+αν
α −1

tα
)

≤ Eα,1

(
− B(α)+αν

1−α
tα

)[ −αΛ
B(α)+αν

+Λ +B(α)P(0)
]
+

αΛ
(B(α)+αν)Γ (1)

Since 0< Eα,1

(
− B(α)+αν

1−α tα
)
< 1 then we get the result.

Lemma 2.3 Let x(t) ∈ R
+ be a continuous and derivable function, then for any time

instant t ≥ t0

AC
t0 Dα

t

[
x(t)− x∗ − x∗Ln(

x(t)
x∗ )

]
≤

(
1− x∗

x(t)

)
AC
t0 Dα

t x(t) x∗ ∈ R
+∀α ∈ (0,1). (9)

Proof. We have that

AC
t0 Dα

t

[
x(t)− x∗ − x∗Ln(

x(t)
x∗ )

]
≤

(
1− x∗

x(t)

)
AC
t0 Dα

t x(t)

then
AC
t0 Dα

t x(t)− AC
t0 Dα

t x
∗ − x∗AC

t0 Dα
t Ln(

x(t)
x∗ ) ≤

(
x(t)− x∗

x(t)

)
AC
t0 Dα

t x(t)

Since
AC
t0 Dα

t x(t)− x(t)ACt0 Dα
t Ln(

x(t)
x∗ ) ≤ 0
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Last inequality implies that

B(α)
1−α

∫ t

t0
ẋ(u)Eα

[−α(t−u)α

1−α
]
du− x(t)

B(α)
1−α

∫ t

t0

ẋ(u)
x(t)

Eα
[−α(t−u)α

1−α
]
du ≤ 0

then
B(α)
1−α

∫ t

t0
ẋ(u)Eα

[−α(t−u)α

1−α
]
(1− x(t)

x(u)
)du ≤ 0.

We set w(u) = x(u)−x(t)
x(t) then ẇ(u) = ẋ(u)

x(t) and

B(α)
1−α

∫ t

t0
ẇ(u)Eα

[−α(t−u)α

1−α
]
x(t)(1− 1

1+w(u)
)du ≤ 0.

Using part integration with setting

v=
B(α)
1−α

Eα
[−α(t−u)α

1−α
] ⇒ dv=

B(α)α
(1−α)2

(t−u)α−1Eα

[
α
(t−u)α

α −1

]

and

dy= x(t)
(
1− 1

1+w(u)
)
ẇ(u)du

then we have

[
x(t)(w(u) − ln(w(u)+1))

B(α)
1−α

Eα
[−α(t−u)α

1−α
]]t

t0

− B(α)
1−α

∫ t

t0

α(t−u)α−1

1−α
Eα

[−α(t−u)α

1−α
]
x(t)(w(u)− ln1+w(u))du

= −x(t)
[
(w(t0)− ln(w(t0)+1))

B(α)
1−α

Eα
[−α(t−u)α

1−α
(t− t0)

]

− B(α)
1−α

∫ t

t0

α(t−u)α−1

1−α
Eα

[−α(t−u)α

1−α
]
x(t)(w(u)− ln1+w(u))du

≤ 0

the proof is complete.

3 Equilibria and Their Local Stability

Now, we discuss the existence and the local stability of equilibria for system (5). For
this, we define the basic reproduction number R0 of our model by

R0 =
βΛ

(ν +α1λ )(ν +d+ r)

It is not hard to see that system (5) has always a disease-free equilibrium of the form
E0 = (Λ

ν ,0). In the following result, we prove that there exists another equilibrium point
when R0 > 1.
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Theorem 3.1 i) If R0 ≤ 1, then system (5) has a unique disease-free equilibrium of the
form E0(S0,0), where S0 = Λ

ν .
ii) If R0 > 1, the disease-free equilibrium is still present and system (5) has a unique

endemic equilibrium of the form E∗(S∗, Λ−νS∗
a ), where S∗ = 2(a+α2Λ)

β−α1a+α2ν−α3Λ+
√

σ
with a= ν +d+ r and σ = (β −α1a+α2ν −α3Λ)2+4α3ν(a+α2Λ).

Next, we study the local stability of the disease-free equilibrium E0 and the endemic
equilibrium E∗. We define the Jacobian matrix of system (5) at any equilibrium E(S, I)
by

JE =

⎛

⎝
−ν − β I(1+α2I)

(1+α1S+α2I+α3SI)2
−βS(1+α1S)

(1+α1S+α2I+α3SI)2
β I(1+α2I)

(1+α1S+α2I+α3SI)2
βS(1+α1S)

(1+α1S+α2I+α3SI)2
−a

⎞

⎠ (10)

We recall that a sufficient condition for the local stability of E is

|arg(ξi)| > απ
2

, i= 1,2 (11)

where ξi are the eigenvalues of JE [17]. First, we establish the local stability of E0.

Theorem 3.2 The disease-free equilibrium E0 is locally asymptotically stable if R0 < 1
and unstable whenever R0 > 1

Proof. At E0, (10) becomes JE0

(
−ν −βΛ

ν+α1Λ
0 βΛ

ν+α1Λ −a

)

Hence, the eigenvalues of JE0 are ξ1 = −ν and ξ2 = a(R0 −1). Clearly, ξ2 satisfies
condition (11) if R0 < 1, and since ξ1 is negative, the proof is complete.

Now, to investigate the local stability of E∗, we assume that R0 > 1. After evaluating
(10) at E∗ and calculating its characteristic equation, we get λ 2+a1λ +a2 = 0 where

a1 = ν +
β I∗(1+α2I∗)+βS∗I∗(α2+α3S∗)

(1+α1S∗ +α2I∗ +α3S∗I∗)2
,

a2 =
aβ I∗(1+α2I∗)+νβS∗I∗(α2+α3S∗)

(1+α1S∗ +α2I∗ +α3S∗I∗)2
,

It is clear that a1 > 0 and a2 > 0. Hence, the Routh-Hurwitz conditions are satisfied.
From [22, Lemma 1], we get the following result.

Theorem 3.3 If R0 > 1, then the endemic equilibrium E∗ is locally asymptotically sta-
ble.

4 Global Stability

In this section, we investigate the global stability of both equilibria

Theorem 4.1 The disease-free equilibrium E0 is globally asymptotically stable when-
ever R0 ≤ 1
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Proof. Consider the following Lyapunov functional:

L0(t) =
S0

1+α1S0
Ψ(

S
S0

)+ I,

where Ψ(x) = x− 1− ln(x), x > 0. It is obvious that Ψ(x) ≥ 0. Then we calculate the
fractional time derivation of L0 along the solution of system. By using Lemma 2.3, we
have

ACDαL0(t) ≤ 1
1+α1S0

(
1− S0

S

)ACDαS+ ACDα I.

Using Λ = νS0, we get

ACDαL0(t) ≤ 1
1+α1S0

(
1− S0

S

)
ν(S0 −S)

− 1
1+α1S0

(
1− S0

S

) βSI
1+α1S+α2I+α3SI

+
βSI

1+α1S+α2I+α3SI
−aI

≤ −ν
(1+α1S0)S

(S−S0)2+a(R0 −1)I.

Since R0 ≤ 1, then ACDαL0(t) ≤ 0. Furthermore ACDαL0(t) = 0 if and only if S = S0
and (R0 −1)I = 0. We discuss two cases:

• If R0 < 1, then I = 0.
• If R0 = 1, from the first equation in (5) and S= S0, we have

0= Λ −νS0 − βS0I
1+α1S0+α2I+α3S0I

,

which implies that βS0I
1+α1S0+α2I+α3S0I

= 0. Consequently, we get I = 0. From the

above discussions, we conclude that the largest invariant set of {(S, I) ∈ R
2
+ :

ACDαL0(t) = 0} is the singleton {E0}. Consequently, from [24, Lemma 4.6], E0

is globally asymptotically stable.

Theorem 4.2 Assume that R0 > 1. Then the endemic equilibrium E∗ is globally asymp-
totically stable

Proof. Consider the following Lyapunov functional:

L1(t) =
1+α2S∗

1+α1S∗ +α2I∗ +α3S∗I∗
S∗Ψ(

S
S∗ )+ I∗Ψ(

I
I∗
).

Hence, we have

ACDαL1(t) ≤ 1+α2S∗

1+α1S∗ +α2I∗ +α3S∗I∗
(
1− S

S∗
)ACDαS+

(
1− I

I∗
)ACDα I.
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Note that Λ = νS∗ +aI∗ and βS∗
1+α1S∗+α2I∗+α3S∗I∗ = a. Thus

ACDαL1(t) ≤ 1+α2S∗

1+α1S∗ +α2I∗ +α3S∗I∗
(
1− S

S∗
)
ν(S∗ −S)

+ aI∗
( (1+α2S∗)(S−S∗)
(1+α1S∗ +α2I∗ +α3S∗I∗)S

− (1+α1S∗ +α2I∗ +α3S∗I∗)I
(1+α1S∗ +α2I∗ +α3S∗I∗)I∗

)

+ aI∗
(
1− I

I∗
− (1+α1S∗ +α2I∗ +α3S∗I∗)S

(1+α1S+α2I+α3SI)S∗
)

≤ −ν(1+α2S∗)(S−S∗)2

(1+α1S∗ +α2I∗ +α3S∗I∗)S

+ aI∗
(
3− (1+α1S+α2I∗ +α3SI∗)S∗

(1+α1S∗ +α2I∗ +α3S∗I∗)S
− 1+α1S+α2I+α3SI

1+α1S+α2I∗ +α3SI∗

− (1+α1S∗ +α2I∗ +α3S∗I∗)S
(1+α1S+α2I+α3SI)S∗

)
+aI∗

(
−1− I

I∗

+
1+α1S+α2I+α3SI
1+α1S+α2I∗ +α3SI∗

+
(1+α1S+α2I∗ +α3SI∗)I
(1+α1S+α2I+α3SI)I

)

≤ −ν(1+α2S∗)(S−S∗)2

(1+α1S∗ +α2I∗ +α3S∗I∗)S

− aI∗
(

Ψ
( (1+α1S+α2I∗ +α3SI∗)S∗

(1+α1S∗ +α2I∗ +α3S∗I∗)S
)
+Ψ

( 1+α1S+α2I+α3SI
1+α1S+α2I+α3SI∗

)

+ Ψ(
(1+α1S∗ +α2I∗ +α3S∗I∗)S
(1+α1S+α2I+α3SI)S∗ )

)

− (a(α2+α3S)(1+α1S)(I− I∗)2)
(1+α1S+α2I∗ +α3SI∗)((1+α1S+α2I+α3SI)

.

5 Numerical Result

We use the conformable Euler’s method. The the fraction power series expansions to
the initial value problem

{
ACDαx(t) = f (x(t)), a ≤ t ≤ b

x(0) = c
(12)

where x(t) = (S(t), I(t),R(t)), f (x(t)) =

⎛

⎜
⎝

Λ −νS− βSI
1+α1S+α2I+α3SI

βSI
1+α1S+α2I+α3SI

− (ν +d+ r)I
rI−νR

⎞

⎟
⎠ ,(a,b) =

(0,90) , α = 0.8 and c= (5,2,−2.9).
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Can be written as,

x(ti+h) = x(ti+1) = x(ti)+
hα

α
ACDαx(ti)+

h2α

2α2
ACD2αx(ti+θih) (13)

with h= b−a
N , ti = a+(i−1)h, for i= 1, ...,N+1

We get the numerical schema

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Si+1 = Si+ hα

α

(
Λ −νSi − βSiIi

1+α1Si+α2Ii+α3SiIi

)
,

Ii+1 = Ii+ hα

α

(
βSiIi

1+α1Si+α2Ii+α3SiIi
− (ν +d+ r)Ii

)
,

Ri+1 = Ri+ hα

α (rIi −νRi)
(S1, I1,R1) = (5,2,−2.9)

(14)

Now we analyze the stability of the system for different values of (r,d,ν),
(α1,α2,α3) and (Λ ,β ).

Table 1. Stability analysis of the system (1) for different values.

(r,d,ν) (α1,α2,α3) (Λ ,β ) Stability

(3,−4.04,1) (9,8,7) (0.07,−6) Yes

(3,−2,1) (5,11,9) (0.9,8) No

(3,−4.18,1.15) (5,6,7) (5, 52 ) No

The numerical solutions S(t), I(t) and R(t) are shown in Figs. 1, 2 and 3 with fixed α
and different parameter values.

Fig. 1. The system (1) is stable with parameters (r,d,ν) = (3,−4.04,1), (α1,α2,α3) = (9,8,7),
and (Λ ,β ) = (0.07,−6)
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Fig. 2. The system (1) is unstable with parameters (r,d,ν) = (3,−2,1), (α1,α2,α3) = (5,11,9),
and (Λ ,β ) = (0.9,8)

Fig. 3. The system (1) is unstable with parameters (r,d,ν) = (3,−4.18,1.15), (α1,α2,α3) =
(5,6,7), and (Λ ,β ) = (5, 52 )

6 Conclusion

In this work, we have studied the existence of solution to SIR epidemic model with
nonlinear incidence rate involving Fractional Atangana derivative. Also we have prove
the positivity and boundedness of the solutions. The stability is studied. Moreover, since
the system (1) must be solved numerically to reconcile our results are given in Table 1,
an appropriate numerical method should be selected.
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Abstract. In this work we define a fuzzy divisible ring and fuzzy local
ring using the notion of fuzzy point, Also we give a characterization of
fuzzy local rings.

1 Introduction

In 1982 Liu developed the fuzzy abstract algebra, he discussed fuzzy subrings
and fuzzy ideals [2], and that after the Zadeh’s work [9] and Rosenfeld [6] and
in 1984 Mukherjee, and Bhattacharya examined normal fuzzy subgroups and in
1997 Alkhamees and Mordeson characterize local rings in terms of certain fuzzy
ideals [1]. They also characterize rings of fractions at a prime ideal in terms of
fuzzy ideals, Then in 2009 Wang, Ruan and Kerre studied fuzzy subrings and
fuzzy rings [8] as well as SwamyandSwamy defined and proved major theorems
on fuzzy prime ideals of rings [7] and even Pu and Liu introduced the notion of
fuzzy points [5], and in 2018 Melliani introduced the notion of a ring of fuzzy
points citeme and based on this notion we introduce a fuzzy divisible ring and
fuzzy local ring and give a characterization of this latter.

2 Preliminaries

2.1 FUZZY Sub-ring

Definition 1. [4] Let R be a ring, Then μ ⊂ R is a Fuzzy sub-ring if only if

i) μ(x − y) ≥ μ(x) ∧ μ(y)
ii) μ(xy) ≥ μ(x) ∧ μ(y), ∀x, y ∈ R

if moreover R is with identity we added the 3th condition
iii) μ(1) = 1

Example 1. Let

μB : Q → [0, 1]

x →
{

1 si x ∈ Z
1
2 if not

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 37–40, 2023.
https://doi.org/10.1007/978-3-031-12416-7_4
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μ is a Fuzzy sub-ring in Q.

Proposition 1. Let μ ⊂ R a fuzzy sub-ring of R. Then we have:

i) μ(0) ≥ μ(x) et μ(x) = μ(−x); ∀x ∈ R
ii) Soit x, y ∈ R si μ(x − y) = μ(0), alors μ(x) = μ(y).

Definition 2. [2] Let R be a ring, we say that μ ⊂ R is a fuzzy ideal if and
only if:

i) μ(x − y) ≥ μ(x) ∧ μ(y)
ii) μ(xy) ≥ μ(x) ∨ μ(y) ,∀x, y ∈ R.

Example: Let

μ : Z4 −→ [0, 1]

x 	−→
{

1/2 if x = 0, 2
1
3 if x = 1, 3

μ is a fuzzy ideal of Z4. With Z4 = {0, 1, 2, 3}.

Theorem 1. μ a fuzzy sub-ring of R if only if μt is a sub-ring of R ∀t ∈
[0, μ(0)].

2.2 Set of Fuzzy Points

Definition 3. [5] Let A non-empty set. the Fuzzy sub-set A xα : A −→ [0, 1]
with x ∈ A and α ∈ (0, 1] defined by:

xα(y) =

{
α si x = y

0 si x 
= y

is a fuzzy point.

Theorem 2. [3] Let μ a fuzzy sub-ring of R, and xt a fuzzy point of R. We
have:

i) xt ∈ μ ⇔ μ(x) ≥ t.
ii) xt + ys = (x + y)t∧s

iii) xs.yt = (x.y)t∧s.
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3 Fuzzy Local Sub-rings

We consider μ a Fuzzy sub-ring in the ring with identity R.

Definition 4. A Fuzzy sub-ring μ is said to be divisible if every regular element
(not a left or a right zero-divisor) is a unit (having a inverse).

Definition 5. A ring with identity is said to be a local ring if this ring has a
unique maximal right ideal.

Theorem 3. μ is a fuzzy sub-ring local of R if only if M = {xt ∈ μ; xt is a
unit} is an ideal of μ.

Proof. ⇒) Suppose that μ is a fuzzy local sub-ring of R.
and Mmax the fuzzy maximal ideal of μ then show that M is included in a proper
ideal.
It’s clear that if xt ∈ M then ∀ys ∈ μ; xt.ys ∈ M .
Now, if xt, ys ∈ M then < xt >⊂ Mmax and < yt >⊂ Mmax.
Hence xt + ys ∈ Mmax.
Thus xt + ys ∈ M . Finally M is a fuzzy proper ideal of μ.
Then we show the stability of the addition on M .
Therefor M is a fuzzy proper ideal of μ.

⇐) conversely suppose tha M is a fuzzy proper ideal of μ than it’s easy to
show that M is the unique fuzzy maximal ideal of μ.

Remark 1. μ is a fuzzy sub-ring local of R if only if the sum of any non-units
is a non-unit.

Let Z = {xt ∈ μ/∃ys ∈ μ such that ys 
= 0 and ys.xt = 0} be a set of all fuzzy
zero-divisors.

Theorem 4. Let μ is a fuzzy divisible sub-ring of R. Then μ is a fuzzy local
sub-ring of R if and only if Z is proper ideal of μ.

Proof. Let μ is a fuzzy divisible sub-ring of R.
⇒) Let’s show that μ is local if Z is a proper ideal of μ.
Let ν a proper ideal so ∃xt ∈ ν;xt /∈ Z.
By the divisibility of μ; ∃ys ∈ μ; ys.xt = 1s∧t.
Thus 1s∧t ∈ ν wich is impossible.
Therefore ν ⊂ μ.
By the divisibility of μ, we prove if ν is a fuzzy proper ideal of R then we have
ν ⊂ μ.
⇐) Conversely, It’s clear that Z is an ideal of μ and 1α /∈ Z hence Z is a proper
ideal of μ.

Theorem 5. Let μ be a fuzzy sub-ring satisfying the following condition

i) ideals containing J are principals.
ii) J is completely prime and is a principal ideal.
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iii) Z ⊆ J.
iv) J 
= 0.

Then R is a local ring.

Proof. It suffices to prove that J is composed of all non-units. Let J = Rxt and
as 
∈ J . Then by i) J + asR = brR and br 
∈ J . Hence xt = byt1 . Since J is
completely prime, yt1 ∈ J . Therefore yt1 = ct2xt, i.e., xt = bryt1 = brct2xt. Thus
−brct2 ∈ Z. This implies by iii) 1−brct2 ∈ J and brct2 is a unit and hence br is a
unit. Consequently J+asR = R. Theref ore it follows that 1 = jt3 +asct2 , jt3 ∈ J
and 1 − asct2 ∈ J and asct2 is a unit. Thus we conclude that as is a unit.

Remark 2. = In the above theorem the condition that J 
= 0 is necessary as can
be seen from the example of the ring of integers.

As an immediate consequence of 32 we have the following.

Corollary 1. Let R be a principal ideal ring (every right and left ideal is prin-
cipal) and Z ⊆ J . Then R is a local ring iff J 
= 0 and J is a completely primee
ideal.

Corollary 2. Let R be a principal ideal ring which is not a domain. Then, if
Z = J,R is a local ring.
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Abstract. The dissipative two dimensional Quasi-Geostrophic Equation (2D
QGE) is studied. By using the Littlewood Paley theory, Fourier analysis and
standard techniques we give the Gevrey class regularity results of this equation
for small initial data v0 belonging to the critical Fourier-Besov-Morrey spaces

FN
1−2α+ 2

p′+
λ
p

p,λ ,q .

1 Introduction

In this article, we consider the following Cauchy problem for the two-dimensional
quasi-geostrophic equation with subcritical dissipation α > 1/2.

⎧
⎨

⎩

∂t v+ kΛ 2αv+K[v] ·∇v= 0, x ∈ R
2, t > 0,

K[v] = (−ℜ2v,ℜ1v) ,
v(0,x) = v0(x),

(1)

where ℜ j = ∂x j(−Δ)−1/2, j = 1,2, are the Riesz transforms, α > 1/2 is a real number,
k > 0 is a dissipative coefficient. Notice that (1) is called subcritical when α > 1/2,
critical when α = 1/2 and supercritical when α < 1/2. Λ is the operator defined by the
fractional power of −Δ :

Λv= (−Δ)1/2v, F (Λv) =F ((−Δ)1/2v) = |ξ |F (v),

and more generally

F (Λ 2αv) =F ((−Δ)αv) = |ξ |2αF (v),

where F is the Fourier transform. The scalar function v(x, t) represents the potential
temperature, and K[v] is the divergence free velocity which is determined by the Riesz
transformation of v.

The 2D quasi-geostrophic equation is an important model in geophysical fluid
dynamics, which represents the potential temperature dynamics of atmospheric and
ocean flow. For further information on the physical background of this equation, see
[13,20] and the references therein.
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The mathematical analysis of the non-dissipative case (k = 0) has first been studied
by Constantin, Majda and Tabak in [11] where it is shown to be an analogue to the 3D
Euler equations. The subcritical dissipative case has then been studied by Constantin
andWu [12] where the authors obtained global existence of solutions in Sobolev spaces.

Now, we recall the scaling property of the equations:
if v solves (1) with initial data v0, then vγ with vγ(x, t) := γ2α−1v

(
γx,γ2α t

)
is also a

solution to (1) with the initial data

v0,γ(x) := γ2α−1v0(γx). (2)

Definition 1. A critical space for initial data of the Eq. (1) is any Banach space E ⊂
S ′ (Rn) whose norm is invariant under the scaling (2) for all γ > 0, i.e.

∥
∥v0,γ(x)

∥
∥
E ≈ ‖v0(x)‖E .

In accordance with these scales, we can show that the spaceFN
1−2α+ 2

p′+
λ
p

p,λ ,q is critical
for (1). The global well-posedness for small initial data in critical spaces was established
by many researchers. The reader is referred to [2,3,6–9] and their references.

The analyticity of the solution is an important issue developed by numerous authors,
notably in relation to the Navier-Stokes equations, see [1,23]. In this work, we will
prove the spatial analyticity in the Fourier-Besov-Morrey space. Our main method is
the Gevrey estimate, which was presented by Foias and Temam [17], since the Gevrey
class approach has become an efficient method in the investigation of analytic solutions.
Ferrari and Titi [15] obtained Gevrey regularity for several parabolic equations, see
[21,22].

Throughout this paper, we use FN s
p,λ ,q to denote the homogenous Fourier-Besov-

Morrey spaces. Let A, B be Banach spaces, we denote ‖v‖A∩B := ‖v‖A + ‖v‖B and
‖(v,w)‖A := ‖v‖A+ ‖w‖A, C will denote constants which can be different at different
places,U �V means that there exists a constant C > 1 such thatU ≤CV, and p′ is the
conjugate of p satisfying 1

p +
1
p′ = 1 for 1 ≤ p ≤ ∞.

Since we are concerned with the dissipative case, we assume k = 1 for the sake of
simplicity.

In order to obtain the Gevrey class regularity of the solution of the Eq. (1), we
consider the following equivalent integral equation coming from Duhamel’s principle

v(t) = Sα(t)v0+B(v,v)(t), (3)

where Sα := e−t(−Δ)α
denotes the fractional heat semigroup operator, which can be

regarded as the convolution operator with the kernel kt(x) =F−1(e−t|ξ |2α
), and

B(v,θ)(t) = −
∫ t

0
Sα(t− τ)(K[v] ·∇θ))(τ)dτ. (4)

Our results can be formulated as follows.
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Theorem 1 (Space Analyticity). Let 1 ≤ p < ∞, 1 ≤ q ≤ ∞, 0 ≤ λ < 2 and 1
2 <

α < min{1,α < 1+ λ
2p + 1

p′ }. There exists a constant M > 0 such that for any

v0 ∈FN
1−2α+ 2

p′+
λ
p

p,λ ,q satisfying ‖v0‖
FN

1−2α+ 2
p′+ λ

p
p,λ ,q

<M. The Eq. (1) has a unique ana-

lytic solution v in the sense that

‖e
√
t|D|α v‖X � ‖v0‖

FN
1−2α+ 2

p′+ λ
p

p,λ ,q

,

where X := L ∞
(

R
+,FN

1−2α+ 2
p′+

λ
p

p,λ ,q

)

∩L 1

(

R
+,FN

1+ 2
p′+

λ
p

p,λ ,q

)

, and e
√
t|D|α v =

F−1(e
√
t|ξ |α v̂).

2 Preliminaries

In this section, we recall some basic properties of Fourier-Besov-Morrey spaces, the
fractional heat semigroup, and other analysis tools that we will employ throughout this
study.

The Fourier-Besov-Morrey spaces, presented in [16], are built by using a type of
localization on Morrey spaces. The function spaces M λ

p are defined as follows.

Definition 2 [18]. Let 1≤ p≤ ∞ and 0≤ λ < n. The homogeneous Morrey spaceM λ
p

is the set of all functions f ∈ Lp (B(x0,r)) such that

‖ f‖M λ
p
= sup

x0∈Rn
sup
r>0

r−
λ
p ‖ f‖Lp(B(x0,r)) < ∞, (5)

where B(x0,r) is the open ball in R
n centered at x0 and with radius r > 0.

The spaceM λ
p endowed with the norm ‖ f‖M λ

p
is a Banach space. When λ = 0, we

have M 0
p = Lp.

The proofs of the results discussed in this work are based on a dyadic partition of
unity in the Fourier variables, known as the homogeneous Littlewood-Paley decompo-
sition. We present briefly this construction below. For more detail, we refer the reader
to [5].

Let f ∈ S′ (Rn). Define the Fourier transform as

f̂ (ξ ) =F f (ξ ) = (2π)−
n
2

∫

Rn
e−ix·ξ f (x)dx

and its inverse Fourier transform as

f̆ (x) =F−1 f (x) = (2π)−
n
2

∫

Rn
eix·ξ f (ξ )dξ .

Let ϕ ∈ S
(
R
d
)
be such that 0 ≤ ϕ ≤ 1 and supp(ϕ) ⊂ {

ξ ∈ R
d : 3

4 ≤ |ξ | ≤ 8
3

}
and

∑
j∈Z

ϕ
(
2− jξ

)
= 1, for all ξ 
= 0.
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We denote
ϕ j(ξ ) = ϕ

(
2− jξ

)
, δ j(ξ ) = ∑

k≤ j−1

ϕk(ξ )

and
h(x) =F−1ϕ(x), g(x) =F−1δ (x).

We now present some frequency localization operators:

Δ̇ j f = ϕ j(D) f = 2d j
∫

Rd
h
(
2 jy

)
f (x− y)dy

and
Ṡ j f = ∑

k≤ j−1

Δ̇k f = δ j(D) f = 2d j
∫

Rd
g
(
2 jy

)
f (x− y)dy.

From the definition, one easily derives that

Δ̇ jΔ̇k f = 0, if | j− k| ≥ 2

Δ̇ j
(
Ṡk−1 f Δ̇k f

)
= 0, if | j− k| ≥ 5.

The following Bony paraproduct decomposition will be applied throughout the paper.

uv= Ṫuv+ Ṫvu+R(u,v)

where

Ṫuv= ∑
j∈Z

Ṡ j−1uΔ̇ jv, Ṙ(u,v) = ∑
j∈Z

Δ̇ juΔ̃ jv, Δ̃ jv= ∑
| j′− j|≤1

Δ̇ j′v.

Lemma 1 [16]. Let 1 ≤ p1, p2, p3 < ∞ and 0 ≤ λ1, λ2, λ3 < n.
(i) (Hölder’s inequality) Let 1

p3
= 1

p1
+ 1

p2
and λ3

p3
= λ1

p1
+ λ2

p2
, then we have

‖ f g‖
M

λ3
p3

≤ ‖ f‖
M

λ1
p1

‖g‖
M

λ2
p2

. (6)

(ii) (Young’s inequality) If ϕ ∈ L1 and g ∈ M λ1
p1 , then

‖ϕ ∗g‖
M

λ1
p1

≤ ‖ϕ‖L1‖g‖M λ1
p1

, (7)

where ∗ denotes the standard convolution operator.

Now, we recall the Bernstein-type lemma in Fourier variables in Morrey spaces.

Lemma 2 [16]. Let 1 ≤ q ≤ p < ∞, 0 ≤ λ1,λ2 < n, n−λ1
p ≤ n−λ2

q and let γ be a multi-

index. If supp( f̂ ) ⊂ {|ξ | ≤ A2 j}, then there is a constant C > 0 independent of f and j
such that

‖(iξ )γ f̂‖
M

λ2
q

≤C2 j|γ|+ j( n−λ2
q − n−λ1

p )‖ f̂‖
M

λ1
p

. (8)
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Let us now recall the definition of Fourier-Besov-Morrey spaces FN s
p,λ ,q(R

n),
see [16].

Definition 3 (Homogeneous Fourier-Besov-Morrey spaces). Let 1≤ p,q≤ ∞, 0≤ λ <
n and s ∈ R. The homogeneous Fourier-Besov-Morrey spaceFN s

p,λ ,q is defined as the
set of all distributions f ∈ S ′\P, P is the set of all polynomials, such that the norm
‖ f‖FN s

p,λ ,q
is finite, where

‖ f‖FN s
p,λ ,q

def=

⎧
⎨

⎩

(

∑ j∈Z 2
jsq

∥
∥ϕ j f̂

∥
∥q
M λ

p

) 1
q

f or q < ∞
sup j∈Z 2

js
∥
∥ϕ j f̂

∥
∥
M λ

p
f or q= ∞.

(9)

Note that the spaceFN s
p,λ ,q(R

n) equipped with the norm (9) is a Banach space. Since

M 0
p = Lp, we haveFN s

p,0,q = ḞBs
p,q , andFN s

1,0,1 = χs where χs is the Lei-Lin space
[6].

The definition of mixed space-time spaces is given below.

Definition 4 [14]. Let s ∈ R,1 ≤ p < ∞,1 ≤ q,ρ ≤ ∞,0 ≤ λ < n, and I = [0,T ), T ∈
(0,∞]. The space-time norm is defined on u(t,x) by

‖u(t,x)‖L ρ (I,F ˙N s
p,λ ,q)

=
{

∑
j∈Z

2 jqs‖̂̇Δ ju‖qLρ (I,M λ
p )

}1/q
,

and denote by L ρ(I,F ]N s
p,λ ,q) the set of distributions in S ′(R×R

n)/P with finite
‖.‖L ρ (I,FN s

p,λ ,q)
norm.

According to Minkowski inequality, it is easy to verify that

Lρ
(
I;FN s

p,λ ,q

)
↪→ L ρ

(
I,FN s

p,λ ,q

)
, if ρ ≤ q, (10)

L ρ
(
I,FN s

p,λ ,q

)
↪→ Lρ

(
I;FN s

p,λ ,q

)
, if ρ ≥ q, (11)

where ‖u(t,x)‖
Lρ

(
I;FN s

p,λ ,q

) :=
(∫

I
‖u(τ, ·)‖ρ

FN s
p,λ ,q

dτ
)1/ρ

.

At the end of this section, we will recall an existence and uniqueness result for an
abstract operator equation in a Banach space that will be used to show Theorem 1 in the
sequel. For the proof, we refer the reader to see [4,19].

Lemma 3. Let X be a Banach space with norm ‖.‖X and B : X×X �−→ X be a bounded
bilinear operator satisfying

‖B(u,v)‖X ≤C0‖u‖X‖v‖X
for all u,v ∈ X and a constant C0 > 0. Then, if 0 < ε < 1

4C0
and if y ∈ X such that

‖y‖X ≤ ε , the equation x := y+B(x,x) has a solution x in X such that ‖x‖X ≤ 2ε . This
solution is the only one in the ball B(0,2ε). Moreover, the solution depends continu-
ously on y in the sense: if ‖y′‖X < ε, x′ = y′ +B(x′,x′), and ‖x′‖X ≤ 2ε , then

‖x− x′‖X ≤ 1
1−4εC0

‖y− y′‖X .



46 A. Azanzal et al.

3 Gevrey Class Regularity

In this section, we show the Gevrey class regularity for Eq. (1). For this aim, let v̄ =
e
√
t|D|α v and using the integral Eq. (12), we obtain

v(t) = e
√
t|D|α e−t(−Δ)α v0 −

∫ t

0
e(

√
t−√

τ)|D|α − 1
2 (t−τ)(−Δ)α e− 1

2 (t−τ)(−Δ)α e
√

τ|D|α (K[v] ·∇v))(τ)dτ

:= e
√
t|D|α e−t(−Δ)α v0+ B̃ (v̄, v̄). (12)

The following lemma is very useful in proving spatial analyticity (Gevrey regularity).

Lemma 4. Let 0 < s ≤ t < ∞ and 0 ≤ α ≤ 1. Then the following inequality holds

t|ξ |α − 1
2
(t2 − s2)|ξ |2α − s|ξ − y|α − s|y|α ≤ 1

2
(13)

for all ξ , y ∈ R
n.

Now, we will establish some important linear estimates in Fourier-Besov-Morrey
spaces.

Lemma 5. Let 0 ≤ λ < 2, 1 ≤ p < ∞, 1 ≤ q ≤ ∞ and v0 ∈FN
1−2α+ 2

p′ +
λ
p

p,λ ,q (R2). Then
there exists a constant C > 0 such that

‖e
√
t|D|α e−(−�)α t v0‖X ≤C‖v0‖

FN
1−2α+ 2

p′ +
λ
p

p,λ ,q

(14)

Proof. We have

e(
√
t|D|α−(−Δ)α t)v0 = e− 1

2 (
√
t|D|α−1)2+ 1

2 e− 1
2 (−Δ)α t v0.

Using the Fourier transform, multiplying by ϕ j and taking the M λ
p -norm we obtain

‖ϕ j
̂e

√
t|D|α e−(−�)α t v0‖M λ

p
≤Ce− 1

2 t2
2 jα ( 34 )

2α ‖ϕ j v̂0‖M λ
p
.

Multiplying by 2
(1−2α+ 2

p′ +
λ
p ) j and taking lq(Z)-norm we get

‖e
√
t|D|α e−(−�)α t v0‖

L ∞([0,∞),FN
1−2α+ 2

p′ +
λ
p

p,λ ,q )
≤C‖v0‖

FN
1−2α+ 2

p′ +
λ
p

p,λ ,q

.

Analoguesly,

‖e
√
t|D|α e−(−�)α t v0‖

L 1([0,∞),FN
1+ 2

p′ +
λ
p

p,λ ,q )
≤C‖v0‖

FN
1−2α+ 2

p′ +
λ
p

p,λ ,q

.

Then
‖e

√
t|D|α e−(−�)α t v0‖X ≤C‖v0‖

FN
1−2α+ 2

p′ +
λ
p

p,λ ,q

.
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Lemma 6 [10]. Let 0 < T ≤ ∞, s ∈ R, 0 ≤ λ < 3,1 ≤ p < ∞, 1 ≤ q,ρ,r ≤ ∞ and
1 ≤ r ≤ ρ. There exists a constant C > 0 such that

∥
∥
∥
∥

∫ t

0
e−(−�)α (t−τ)h(τ)dτ

∥
∥
∥
∥
L ρ ([0,T ),FN s

p,λ ,q)
≤C‖h‖

L r([0,T ),FN
s−2α− 2α

ρ + 2α
r

p,λ ,q )
,

for all h ∈ L r([0,T ),FN s
p,λ ,q).

In the following proposition, we will establish the bilinear estimate which will be crucial
in the proof of Theorem 1.

Proposition 1. Under the hypothesis of Theorem 1, there exists a constant C0 > 0 such
that

‖B̃(v̄, θ̄)‖X ≤C0‖v̄‖X‖θ̄‖X ,

for all v̄, θ̄ ∈ X.

Proof. First, using Lemma 6 and Lemma 4, we have

‖B(v̄, θ̄)‖X � ‖e
√

τ|D|αK[v] ·∇θ‖
L 1

(

[0,∞[,FN
1−2α+ 2

p′+ λ
p

p,λ ,q

)

� ‖e
√

τ|D|α ∇ · (K[v]θ)‖
L 1

(

[0,∞[,FN
1−2α+ 2

p′+ λ
p

p,λ ,q

)

� ‖e
√

τ|D|αK[v]θ‖
L 1

(

[0,∞[,FN
2−2α+ 2

p′+ λ
p

p,λ ,q

) (15)

Then, the remainder of the proof is to show that

‖e
√

τ |D|αK[v]θ‖
L 1

(

[0,∞[,FN
2−2α+ 2

p′+ λ
p

p,λ ,q

) � ‖v̄‖X‖θ̄‖X . (16)

Recalling that K[v] = (−ℜ2v,ℜ1v) . Since ℜ̂ jv(ξ ) = −i
ξ j
|ξ | v̂(ξ ), j = 1,2, then

‖K̂[v]‖ � ‖v̂‖. (17)

Applying Bony para-product decomposition and quasi-orthogonality property for
Littlewood-Paley decomposition, for fixed j, we obtain

Δ̇ je
√

τ |D|α (K[v]θ) = ∑
|k− j|≤4

Δ̇ je
√

τ|D|α (Ṡk−1K[v]Δ̇kθ)+ ∑
|k− j|≤4

Δ̇ je
√

τ|D|α (Ṡk−1θΔ̇kK[v])

+ ∑
k≥ j−3

Δ̇ je
√

τ |D|α (Δ̇kK[v]
˜̇Δ kθ)

= R1
j +R2

j +R3
j .
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Then, by the triangle inequalities in M λ
p and in lq(Z), we have

‖e
√

τ |D|α K[v]θ‖
L 1

(

[0,∞[,F N
2−2α+ 2

p′ + λ
p

p,λ ,q

) =

{

∑
j∈Z

2 j(2−2α+ 2
p′ +

λ
p )q‖ ̂Δ̇ j(e

√
τ |D|α K[v]θ)‖q

L1([0,∞[,M λ
p )

} 1
q

≤
{

∑
j∈Z

2 j(2−2α+ 2
p′ +

λ
p )q‖R̂1

j‖qL1([0,∞[,M λ
p )

} 1
q

+

{

∑
j∈Z

2 j(2−2α+ 2
p′+

λ
p )q‖R̂2

j‖qL1([0,∞[,M λ
p )

} 1
q

+

{

∑
j∈Z

2 j(2−2α+ 2
p′+

λ
p )q‖R̂3

j‖qL1([0,∞[,M λ
p )

} 1
q

:= I1+ I2+ I3.

By Bernstein-type inequality (8) with |γ| = 0, we have

∥
∥
∥ϕmK̂[v]

∥
∥
∥
L1

≤C2m(2−
2−λ
p )

∥
∥
∥ϕmK̂[v]

∥
∥
∥
M λ

p

� 2m(
2
p′+

λ
p ) ‖ϕmv̂‖M λ

p
, (18)

where we have used (17).
Thus, using Young’s inequality in Morrey spaces (7) and the estimate (18), we get

‖R̂1
j‖L1([0,∞[,M λ

p )
=

∥
∥
∥
∥
∥ ∑

|k− j|≤4

ϕ je
√

τ |ξ |α ̂(Ṡk−1K[v]Δ̇kθ)

∥
∥
∥
∥
∥
L1([0,∞[,M λ

p )

=

∥
∥
∥
∥
∥ ∑

|k− j|≤4

ϕ je
√

τ |ξ |α
[(

∑
m≤k−2

e−√
τ |ξ |α ϕmK̂[v̄]

)

∗ e−√
τ |ξ |α ϕk

̂̄θ

]∥
∥
∥
∥
∥
L1([0,∞[,M λ

p )

=

∥
∥
∥
∥
∥ ∑

|k− j|≤4

ϕ j

∫

R2
e
√

τ(|ξ |α −|ξ−y|α −|y|α )
(

∑
m≤k−2

ϕmK̂[v̄]

)

(ξ − y)ϕk
̂̄θ(y)dy

∥
∥
∥
∥
∥
L1([0,∞[,M λ

p )

(19)

� ∑
|k− j|≤4

‖ ̂(Ṡk−1K[v̄]Δ̇kθ̄)‖L1([0,∞[,M λ
p )

� ∑
|k− j|≤4

‖ϕk
̂̄θ‖L1([0,∞[,M λ

p ) ∑
m≤k−2

‖ϕmK̂[v̄]‖L∞([0,∞[,L1)

� ∑
|k− j|≤4

‖ϕk
̂̄θ‖L1([0,∞[,M λ

p ) ∑
m≤k−2

2(
2
p′ +

λ
p )m‖ϕm̂̄v‖L∞([0,∞[,M λ

p )

� ∑
|k− j|≤4

‖ϕk
̂̄θ‖L1([0,∞[,M λ

p ) ∑
m≤k−2

2(1−2α+ 2
p′ +

λ
p )m2(2α−1)m‖ϕm̂̄v‖L∞([0,∞[,M λ

p )

� ‖v̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

∑
|k− j|≤4

(

∑
m≤k−2

2m(2α−1)q′) 1
q′ ‖ϕk

̂̄θ‖L1([0,∞[,M λ
p )

� ‖v̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

∑
|k− j|≤4

2k(2α−1)‖ϕk
̂̄θ‖L1([0,∞[,M λ

p )
,
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where in (19) we have used Lemma 4.
Therefore, by using the Young inequality for series, one has

I1 � ‖v̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

{

∑
j∈Z

2 j(2−2α+ 2
p′ +

λ
p )q

(
∑

|k− j|≤4

2k(2α−1)‖ϕk
̂̄θ‖L1([0,∞[,M λ

p )

)q

} 1
q

� ‖v̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

{

∑
j∈Z

(
∑

|k− j|≤4

2( j−k)(2−2α+ 2
p′ +

λ
p )q2k(1+

2
p′ +

λ
p )‖ϕk

̂̄θ‖L1([0,∞[,M λ
p )

)q

} 1
q

� ‖v̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

‖θ̄‖
L1([0,∞[,F N

1+ 2
p′ + λ

p
p,λ ,q )

.

Similarly, we get

I2 � ‖θ̄‖
L∞([0,∞[,FN

1−2α+ 2
p′+ λ

p
p,λ ,q )

‖v̄‖
L1([0,∞[,FN

1+ 2
p′+ λ

p
p,λ ,q )

.

For I3, first we use the Young inequality in Morrey spaces (7), the Bernstein-type
inequality with |γ| = 0 together with the Hölder inequality, to get

‖R̂3
j‖L1([0,∞[,M λ

p )
=

∥
∥
∥
∥
∥ ∑
k≥ j−3

̂
Δ̇ je

√
τ |D|α (Δ̇kK[v]

˜̇Δ kθ)

∥
∥
∥
∥
∥
L1([0,∞[,M λ

p )

=

∥
∥
∥
∥
∥ ∑
k≥ j−3

ϕ je
√

τ|ξ |α ̂
Δ̇kK[v]

˜̇Δ kθ

∥
∥
∥
∥
∥
L1([0,∞[,M λ

p )

=

∥
∥
∥
∥
∥ ∑
k≥ j−3

ϕ je
√

τ|ξ |α
[
(
e−√

τ |ξ |α ϕkK̂[v̄]
)

∗ ∑
|m−k|≤1

e−√
τ |ξ |α ϕm

̂̄θ

]∥
∥
∥
∥
∥
L1([0,∞[,M λ

p )

=

∥
∥
∥
∥
∥ ∑
k≥ j−3

ϕ j

∫

R2
e
√

τ(|ξ |α −|ξ−y|α −|y|α )ϕkK̂[v̄](ξ − y) ∑
|m−k|≤1

ϕm
̂̄θ(y)dy

∥
∥
∥
∥
∥
L1([0,∞[,M λ

p )

≤ ∑
k≥ j−3

‖ ̂(Δ̇kK[v̄]∗
̂̃
Δ̇ kθ̄)‖L1([0,∞[,M λ

p )

≤ ∑
k≥ j−3

‖ϕkK̂[v̄]‖L1([0,∞[,M λ
p ) ∑

|m−k|≤1

‖ϕm
̂̄θ‖L∞([0,∞[,L1)

� ∑
k≥ j−3

‖ϕk̂̄v‖L1([0,∞[,M λ
p ) ∑

|m−k|≤1

2(
2
p′ +

λ
p )m‖ϕm

̂̄θ‖L∞([0,∞[,M λ
p )

� ∑
k≥ j−3

‖ϕk̂̄v‖L1([0,∞[,M λ
p )

(

∑
|m−k|≤1

2m(2α−1)q′) 1
q′ ‖θ̄‖

L∞([0,∞[,F N
1−2α+ 2

p′ + λ
p

p,λ ,q )

� ‖θ̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

∑
k≥ j−3

2k(2α−1)‖ϕk̂̄v‖L1([0,∞[,M λ
p )

.

Then, applying the Young inequality for series, we obtain

I3 � ‖θ̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

{

∑
j∈Z

2 j(2−2α+ 2
p′ +

λ
p )q

(
∑

k≥ j−3

2k(2α−1)‖ϕk̂̄v‖L1([0,∞[,M λ
p )

)q

} 1
q

� ‖θ̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

{

∑
j∈Z

(
∑

k≥ j−3

2( j−k)(2−2α+ 2
p′ +

λ
p )2k(1+

2
p′ +

λ
p )‖ϕk̂̄v‖L1([0,∞[,M λ

p )

)q

} 1
q
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� ‖θ̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

‖v̄‖
L1([0,∞[,F N

1+ 2
p′ + λ

p
p,λ ,q )

∑
i≤3

2i(2−2α+ 2
p′ +

λ
p )

� ‖θ̄‖
L∞([0,∞[,F N

1−2α+ 2
p′ + λ

p
p,λ ,q )

‖v̄‖
L1([0,∞[,F N

1+ 2
p′ + λ

p
p,λ ,q )

.

where the condition α < 1+ λ
2p +

1
p′ ensures that the series ∑i≤3 2

i(2−2α+ 2
p′+

λ
p ) con-

verges. This finishes the proof of Proposition 1.

3.1 Proof of Theorem 1

From Proposition 1, we have

‖B(v̄, θ̄)‖X ≤C0‖v̄‖X‖θ̄‖X . (20)

By Lemma 3, we know that if ‖e
√
t|D|α e−(−�)α t v0‖X ≤ ε with ε = 1

4C0
, then the Eq. (12)

has a unique solution in B(0,2ε) := {y ∈ X : ‖y‖X ≤ 2ε}.
Now, let us prove that ‖e

√
t|D|α e−(−�)α t v0‖X ≤ ε . According to Lemma 5, we have

‖e
√
t|D|α e−(−�)α t v0‖X ≤C‖v0‖

FN
1−2α+ 2

p′ +
λ
p

p,λ ,q

. (21)

If ‖v0‖
FN

1−2α+ 2
p′ +

λ
p

p,λ ,q

≤ M withM = 1
4CC0

, then (12) has a unique analytic solution.

This completes the proof of Theorem 1.
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Abstract. The present study attempts to model ambient ozone (O3) concentra-
tions using the Feed-forward backpropagation neural network model as a function
of meteorological conditions and to draw a map of ozone concentrations over the
Agadir City and its neighboring regions. The data, used to train the network, was
collected during a period of 30 days in Agadir City using a mobile monitoring
station. The data was divided into two sets: 85% for the training and 15% for
the testing. Different neural network architectures were tested during the training
process. A network of two hidden layers with a [7-16-16-1] structure, Levenberg-
Marquardt as a training algorithm and log-sigmoid as a transfer function was
found to give the best predictions for both the training and testing data. Statisti-
cal agreement between predicted and observed values is evaluated by coefficient
of correlation (CC), root mean square error (RMSE) and mean absolute error
(MAE). Results show that artificial neural network modelling appears to be a
promising method for modelling air-pollution. IDW Inverse distance method was
used in order to interpolate the ozone concentrations over the city of Agadir and
its neighboring areas.

Keywords: Air quality modelling · Air quality monitoring · Neural network
model ·Machine learning ·Morocco · Pollution

1 Introduction

Air pollution is a major risk that affects the health of human beings in all over the
world. The World Health Organization announced that almost 4.2 million people die
prematurely every year as a result of exposure to ambient air pollution (World Health
Organization 2016).Many studies have been carried out since the 1990swhich highlights
the strong dependence between urban pollution and short- and long-term health impacts
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(ANSES 2012). Short-term effects are clinical, functional or biological manifestations
that appear after exposure to air pollution in a short period of time (Kuenzli 2006).
Currently, less research has been done on the long-term health effects of air pollution
seeing that measuring the cumulative effects of lifelong exposure to air pollution is
complicated and expensive (Tertre et al. 2002).

If we shed a light on Morocco, the gross domestic product GDP is remarkably
affected by the environmental deterioration and especially the air quality degradation.
Although it is not considered as an industrial country, Morocco has put serious interest
in fighting air quality’s deterioration. The Moroccan kingdom has also been protecting
environment and health, considering them both as priorities. Thus, lots of measures and
precautions were taken aiming to do so (Chirmata et al. 2017).

High ozone concentrations in the atmosphere near the ground are of concern because
of potential effects on the environment and public health. Ozone is a secondary pollu-
tant: it is not emitted directly into the air (Comrie 1997). It is the outcome of complex
chemical reactions in the atmosphere. Ozone results when the primary pollutants nitro-
gen oxides (NOx) and non-methane hydrocarbons (NMHC) interact under the action of
sunlight. The use of gasoline and other fuels is the main source of the ozone precursors.
Furthermore, the generation of ozone is strongly connected to meteorological conditions
(Abdul-Wahab and Al-Alawi 2002).

Due to the expensiveness of AQMN (Air Quality Monitoring Networks), obser-
vational data are not always available especially in non-developed countries. Hence,
air quality modelling is an important tool for a better understanding of the situation.
Nonetheless, air quality modelling remains a challenging task considering the following
reasons:

• The lack of emission data in many countries worldwide.
• The large variety of species that influence pollutants such as ozone.
• The complexity of atmospheric processes (Abdallah et al. 2018).
• The complexity of the region’s topography

Artificial Neural Networks (ANN) are a set of techniques in the field of machine
learning, the principles ofwhich are inspiredbybiological neural networks.TheANNhas
demonstrated a remarkable success in different engineeringfields thanks to their ability to
learn spontaneously from examples, over inexact and fuzzy data, and to provide adequate
and rapid responses to new information not previously stored in memory (Elkamel et al.
2001). Due to the complex and non-linear ozone formation, we used the artificial neural
networks (ANN) alongside with the Inverse Distance Weighted (IDW) method in this
work in order to model and interpolate hourly ozone concentrations in the city of Agadir
and its neighboring regions.
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2 Methodology

2.1 Area Description

Our study area is the prefecture of Agadir-Ida-Outanane. It is the capital of the Souss
Massa region. Bordered by the ocean to the west, the prefecture of Essaouira to the
north, the prefecture of Inzegane Aït Melloul to the south and the province of Taroudant
to the east. The Agadir-Ida-Outanane covers an area of 2,297 km2. It is made up of 6
urban districts, 2 circles, an urban commune and 12 rural communes, with a population
of 506517. Thanks to its climate, its diversity, its historical and cultural heritage and its
extensive beaches, the city ofAgadir is one of themajor international tourist destinations.
The region has significant economic potential based on its natural resources and its
possibilities in the fields of agriculture, fishing and tourism. Fishing is a key sector in
our study area and is an asset for the kingdom. It employs a large workforce and drains
investment and foreign exchange. The city has a large offshore coastal fishing port, as
well as a number of small fishing ports reserved for artisanal fishing boats.

2.2 Data Collection

In order to characterize the air quality in Agadir City, the Souss Massa Region has
a regional mobile laboratory and one fixed ground station dedicated to air quality
monitoring since 2010.

Hourly ozone concentrations and meteorological data (temperature, humidity, wind
speed and wind direction) were collected in different sites over the city of Agadir (Table
1). During the data collection processes, Chirmata et al. took into consideration the
representativeness of the station locations (Chirmata et al. 2017). That’s why they chose
three traffic sites (Al Massira Bus Station – Hassan II Hospital – International Camping
of Agadir) and one industrial site (Anza).

Table 1. Monitoring sites in Agadir City and their locations (using the longitude and latitude
coordinates)

Monitoring station Location (Longitude; Latitude)

Anza 9,658485; 30,448091

International Camping of Agadir 9,608422; 30,423595

Al Massira Bus Station 9,565632; 30,415886

Hassan II Hospital 9,550661; 30,437560

Table 2 presents a statistical summary of the variables measured from 07/01/2016 to
07/30/2016. The values (maximum,minimum, average, variance, standard deviation and
% missing values) are based on the hourly values in each of the four stations. Note that
Anza represents the maximum of the O3 concentrations recorded in all the other stations
with a value of 183.97 μg/m3. On the other hand, the average ozone concentrations in
all stations do not exceed 54.71 μg/m3.
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Table 2. Characteristics of selected variables for the Anza, Al Massira Bus Station, Hassan II
Hospital, International Camping of Agadir monitoring sites.

Station Parameter Unity Range
[Min;
Max]

Average %
Missing
values

Variance Standrad
deviation

Anza Ozone μg/m3 [4,88;
183,97]

45,28 0 725,1 26,93

Temperature °C [16,59;
27,2]

20,73 0 9,92 3,14

Humidity % [0,27;
90,14]

84,85 0 283,12 16,83

Wind
direction

° [29,23;
351,25]

211,99 0 4067,8 63,78

Wind speed m/s [0,01;
0,52]

0,07 0 0,0049 0,07

International
Camping of
Agadir

Ozone μg/m3 [7,5;
132,58]

51,83 25,7 215,98 14,69

Température °C [13,89;
27,59]

23,03 6,19 1,02 1,01

Humidity % [0,02;
90,25]

80,75 6,19 432,47 20,79

Wind
direction

° [4,48;
328,17]

165,09 6,73 5969,54 77,26

Wind speed m/s [0,02;
4,15]

0,99 6,73 0,91 0,95

Al Massira
Bus Station

Ozone μg/m3 [0,06;
84,52]

45,85 4,71 229,5 15,15

Temperature °C [16,57;
30;33]

23,95 0 1,62 1,27

Humidity % [0,22;
90,2]

78,01 0 653,5 25,56

Wind
direction

° [4,27;
318,08]

165,09 0 4476,32 66,91

Wind speed m/s [0,02;
3,7]

0,82 0 0,76 0,87

Hassan II
Hospital

Ozone μg/m3 [0,98;
94,4]

54,71 19,24 420,2 20,23

Temperature °C [16,43;
28,97]

23,27 19,24 2,86 1,69

(continued)
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Table 2. (continued)

Station Parameter Unity Range
[Min;
Max]

Average %
Missing
values

Variance Standrad
deviation

Humidity % [0,26;
90,2]

76,28 19,25 587,5 24,24

Wind
direction

° [39,38;
334,35]

204,01 19,11 4308,11 65,64

Wind speed m/s [0,02;
5,18]

0,67 19,24 0,69 0,83

In order to interpolate the O3 concentrations with good resolution over the city of
Agadir, we needed more observation points and therefore more data. As a result, we
extracted weather data from the “Institut Agronomique et Vétérinaire Hassan II. Com-
plexeHorticoleAgadir”metrological database. Table 3 illustrates the different automatic
measurement stations. These stations measure only meteorological parameters. In order
to have also the ozone concentrations of these measurement points, we will use later in
this work the trained neural networks from the previous stations to give the estimated
concentrations.

Table 3. Sites near Agadir City and their locations (using the longitude and latitude coordinates).

Station Coordinates (Longitude; Latitude)

Biougra Tin Hammou 9,3739; 30,1881

Ouled Teima - Lagfifat 9,1539; 30,1940

Temsia 9,2452; 30,2148

Ait Melloul 9,5040; 30,3379

Khmis Ait Amira – Tin Ali Mansour 9,5454; 30,2099

Sidi Bibi 9,5409; 30,2234

2.3 Data Treatment and Analysis

One of the main problems most often encountered is that of missing data. It should be
noted that these are relatively linked to random or systematic errors. Therefore, it is
important to take steps to ensure the recovery of missing data.

The lack of data in the series is a major problem. We can only go ahead and make
analyzes on these series if the missing data reconstruction operation has already been
completed. To estimate the missing values, the method of the mean of the neighboring
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points was used. This method is used when it is an isolated missing value. It consists of
replacing a missing value with the average of days d 1 and d + 1.

We then calculated the values of the zonal wind and the meridional wind from the
wind speed and the wind direction, using the following relationships:

Windx = wcosφ (1)

Windy = −wsinφ (2)

where Windx represents the zonal wind, Windy is the meridional wind, w denotes the
wind speed and φ indicates the wind direction.

In order to compare the performance of the models, several numerical indices are
used to explain the quality of themodel. These indices will be useful to us in the selection
of the best neural network for our case of study. The criteria used are as follows:

MAE =
∑n

i=1 |yi − xi|
n

(Mean Absolute Error) (3)

RMSE =
√
1

n

∑n

i=1
(yi − xi)2 (Root - Mean - Square Deviation) (4)

CC =
∑n

i=1

(
yi − yi

)
(xi − xi)

√
∑n

i=1

(
yi − yi

)2 ∑n
i=1 (xi − xi)2

(Correlation coefficient) (5)

where yi and xi represent respectively the values of the observed and the predicted ozone
concentrations, and yi and xi are respectively the mean values of the observed and the
predicted ambient ozone concentrations.

Fig. 1. The general structure of FFBP-NN.
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3 Artificial Neural Networks

Like any other scientific field, the field of artificial neural networks has had a long history
of development. This story begins in the early 1940s, but the real success only came about
30 years ago. Artificial neural networks are now considered among the best approaches
for analyzing heterogeneous information. The use of neural networks has been devel-
oped in several fields and disciplines, namely meteorology, environment, medicine, etc.
They are also applied to solve classification, forecasting or pattern recognition problems
(Schmitt et al. 2001).

3.1 Feed-Forward Back Propagation Neural Network (FFBP-NN)

There exists a plenty of neural network architectures. The most frequently used are
the ANNs based on a feed-forward configuration of the multilayer perceptron (MLP),
also named FFBP-NN (Feed-forward Backpropagation neural networks). In the FFBP-
NN architecture, the neurons are organized as layers and the information strictly flows
forward: each neuron receives data, processes it, and provides an output, which becomes
the input of subsequent neurons, to the output neurons of the model, and the errors of
the network are propagated backwards. The MLP architecture consists of input layer,
one or more hidden layers and output layer (Bai et al. 2016). Figure 1 shows a general
structure of the three layers FFBP-NN.

The input layer receives the data to train the neural network, which is in different
formats (images, videos, text, words, sounds or digital data). Its size is directly deter-
mined by the number of input variables. As for the hidden layers, they are not in direct
contact with the outside. The activation functions of the hidden layers are nonlinear in
general, but there is no general rule to follow. The choice of its size is not implicit and
must be adjusted. The output layer presents the network results which are often obtained
after compilation and training, especially to perform classifications or predictions, with
the associated probabilities (Zhang and Ding 2017).

There is a plethora of activation functions. In this work, we used the log-sigmoid
function in the hidden layers and a linear transfer function in the output layer. The
mathematic expressions of the output of the hidden and output layers are expressed as
follows (Trigo and Palutikof 1999).

xj = fhidden
(∑m

i=1
wijui

)
, and yk = foutput

(∑m

i=1
wjkxj

)
, (6)

where u= (u1, u2, …, ui) (i= 1, 2, …, m) represents the inputs, x= (x1, x2, …, xi) (j=
1, 2, …, n) represents the outputs of the hidden layer, y = (y1, y2, …, yi) (k = 1, 2, …,
p) represents the outputs of the network, w represents the weight matrix between two
layers, and fhidden and foutput are respectively the transfer functions of the hidden layer
and the output layer.

In order to estimate the weights that can associate properly the predictors with the
predictand, ANNs have to be trained, and there is a lot of algorithms to do so. In this
work, we trained the ANNs using the Levenberg-Marquardt method, alongside with the
Bayesian regularization and the scaled conjugate gradient back propagation.
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3.2 Neural Network Development

Choosing the most suitable configuration of the model is not simple enough, given the
multiplicity of combinations to be treated and the large number of parameters to be
adjusted. In fact, there is no fixed rule for the choice of the number of neurons and layers
to use, the activation function, or the learning algorithm.

Selecting model parameters is a crucial step in designing a learning model. Unfor-
tunately, we do not have several meteorological and chemical parameters to test several
combinations and choose the most optimal one. As a result, the parameters that we have
chosen as input parameters of the neural network are: Hour of the day, longitude, latitude,
temperature, humidity, zonal wind and meridional wind. Regarding the output layer, the
concentration of ozone will be the only output parameter.

Like any other statistical model, ANNs should be trained and tested using two inde-
pendent data sets. We divided our database into two groups: 85% of the data, or 612
cases, were used for training the model, the remaining 15%, or 107 cases, were used for
validation and evaluation of the quality of themodel.We trained, validated and evaluated
the model using MATLAB Toolbox.

Table 4. FFBP-NNs used in this work and their learning algorithms, activation functions and
number of hidden layers.

Structure Algorithm Activation function Hidden layer

FFBP-NN1 Levenberg-Marquardt Log-Sigmoid 1

FFBP-NN2 Bayesian Regularization Log-Sigmoid 1

FFBP-NN3 Scaled Conjugate Log-Sigmoid 1

FFBP-NN4 Levenberg-Marquardt Log-Sigmoid 2

Different FFBP-NNs were trained on the data. We wanted to train different ANNs
using different learning algorithms and also changing the number of hidden layers as
shown in Table 4 and Table 5. The algorithms are written and ran under Matlab 2015
software.

Table 5. The best input-output structures ofMLPneural networks and their CC,RMSE andMAE.

Input-hidden-output structures CC RMSE (μg/m3) MAE (μg/m3)

FFBP-NN1 7-10-1 0,62 23,85 18,54

FFBP-NN2 7-16-1 0,69 14,48 23,01

FFBP-NN3 7-12-1 0,41 18,51 19,13

FFBP-NN4 7-16-16-1 0,75 13,71 20,66
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4 Results and Discussion

The objective of the calculations was to determine the effectiveness of the ANNs devel-
oped, in terms of its capacity to model ozone concentrations in the area of ongoing
exploitation. The best network structures trained are shown in Table 5 alongside with
their performance criteria. Three performance criteria were calculated in order to select
the best FFBP-NN. FromTable 5,we notice that CC,RMSEandMAEdiffer significantly
from one structure to another.

By comparing between the structures with one hidden layer, we notice that FFBP-
NN2 gives better results compared to FFBP-NN1 and FFBP-NN3 with the best CC with
a value of 0,69 and the least RMSEwith a value of 14,48μg/m3. In contrast, FFBP-NN2
represents the worst MAE worth 23,01 μg/m3.

Fig. 2. Graph illustrating the evolution of MSE according to the different FFBP-NN structures.

Structures with two hidden layers have shown good performance compared to those
with one single hidden layer. Figure 2 shows the evolution of RMSE according to the
different FFBP-NN structures. Conforming to Table 5 and Fig. 2, FFBP-NN4 with a
[7-16-16-1] structure is the best MLP trained, with a CC of 75%, RMSE of 13,71μg/m3

and MAE of 20,66 μg/m3. The FFBP-NN4 with a [7-16-16-1] structure was selected
for further analysis as the best of those presented in Table 5 and Fig. 2. These results are
significant compared to other studies andmodels: a studywas conducted inAgadirCity to
model ozone concentrations using CHIMERE transport model, the ozone concentrations
obtained have aCCof 82%, aRMSEof 21,80μg/m3 and aMAEof 21,40μg/m3 (Ajdour
et al. 2020).
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Fig. 3. Comparison of predicted and measured ozone concentrations for the validation data set
in the four stations (Anza, International Camping of Agadir, Al Massira Bus Station and Hassan
II Hospital).

In order to illustrate the performance of the FFBP-NN4 of [7-16-16-1] structure, a
comparison of the changes between observed and predicted ozone concentrations in the
four sites (Anza – Al Massira Bus Station – Hassan II Hospital – International Camping
of Agadir) over a 24-h period is presented in Fig. 3. It can be noted that the predicted
concentrations are sometimes overestimated and sometimes underestimated. In general,
Artificial Neural Networks find it very challenging to estimate extreme values (Adnane
et al. 2020; Bai et al. 2019). Despite their simple structures, the neural networks used in
this paper allowed for a relatively accurate forecast of the ozone concentrations.However,
the model requires calibration in order to further reduce the existing differences between
the forecast and the observation.

In order to build a good resolution ozone map over the city of Agadir and its sur-
rounding areas, we extracted weather data from the “Institut Agronomique et Vétérinaire
Hassan II. Complexe Horticole Agadir” metrological database. The measurement sta-
tions, where the data were collected, do not have O3 measurement sensors. It is for this
reason that we injected the meteorological data of these stations into the neural network
previously selected in this work, in order to produce the concentrations of O3 in the six
measurement stations indicated in Table 3. This allowed us to have a satisfactory number
of points in order to interpolate the concentrations of ozone.
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We used IDWmethod to interpolate the ozone concentrations over the city of Agadir
and its neighboring regions. We chose IDW over the other interpolation methods thanks
to the fact that IDW is easy to define and therefore easy to understand and interpret the
results. Figure 4 shows a map that illustrates the interpolation of O3 concentrations in
the Agadir region using the IDW inverse distance method with the ARCGIS tool for the
day of 10/18/2010 at 12 am.

Fig. 4. Map of ozone concentrations interpolated over the Agadir region using the IDW method
for the day of 01/07/2016 at 12 am.

5 Variable Importance Interpretation

A method for partitioning the neural network connection weights was proposed by
(Garson 1991). This method aims to determine the relative importance the ANN’s input
variables. It should be noted that Garson’s algorithm does not provide the direction of
the relationship between the predictor and the predictand variables, because it adopts the
absolute values of the connectionweightswhen calculating variable contributions (Olden
and Jackson 2002). The formula given by Garson to calculate the relative importance of
the input parameters is as follows:

RIi =
∑n

i=1

∣
∣wijwjk

∣
∣

∑m
j=1

∣
∣wijwjk

∣
∣

(7)

where RIi is the relative importance of neuron i,
∑m

j=1 wijwjk is sum of product of final
weights of the connections from input neurons to hidden neurons with the connection
from hidden neurons to output neurons.
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Fig. 5. Bar plots showing the relative importance of each input parameter for predicting ozone
concentration based on Garson’s algorithm (Garson et al. 1991).

Figure 5 illustrates the results featuring the relative importance of the ANN input
parameters. The calculated contributions are ranged from 5,99 to 19,57%, with tem-
perature and latitude expressing the strongest relationships with the predicted ozone
concentrations, indicating that they should not be eliminated from the model. Although
zonal and meridional wind are exhibiting the weakest relationship, they are important
in our model because they give an indication of ozone dispersion (Ruiz-Suarez et al.
1995).

6 Conclusion and Perspectives

Our ANN models were developed for the Agadir City and its neighboring areas and
should be considered specific to this selected site. The methodology is generalizable;
however, it is probably not possible to extend the same exact model from the present
study to other sites. It should be noted that works in this field are very rare in Morocco.

Despite the limited amount of data, the feed-forward backpropagation neural net-
works have been able to provide satisfactory results. The findings of this work show that
the use of FFBP-NN in modelling air-pollution is promising. In general, the differences
observed could be attributed to the absence of a sufficient number of data and input
parameters to allow more advanced learning of neural networks, and to the scarcity of
measurement stations to allow a broad comparison with the observation. The complex
topography of the Agadir region is also cited as a reason for the deviation observed.

In order to improve the model, the next work will focus on the diversification of
input data and input parameters of neural networks. More work is ongoing to model the
other pollutants such as PM10 and NO2 over the city of Agadir.
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Abstract. In this work, we consider the Dirichlet–Neumann problem
to the following initial nonlinear viscoelastic plate equation with a lower
order perturbation of −→p (x, t)-Laplacian operator and delay:

utt + Δ2u (t) + Δ−→p (x,t)u − ∫ t

0
g(t − s)Δ2u (s) ds − μ1Δut(t)

−μ2Δut(t − τ) + f(u) = 0.
Under suitable conditions on g, f(u) and the variable exponent of−→p (x, t) – Laplacian operator, it is proved the local existence and the

uniqueness of solution by the semi group method.

Keywords: Semi-group · Delay · Viscoelasticity plate equation ·
Nonstandard growth conditions · Anisotropy

1 Introduction

In this paper, we consider the Dirichlet–Neumann problem to the following initial
nonlinear viscoelastic plate equation with a lower order perturbation of −→p (x, t)-
Laplacian operator and delay:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

utt + Δ2u (t) − Δ−→p (x,t)u − ∫ t

0
g(t − s)Δ2u (s) ds − μ1Δut(t)

−μ2Δut(t − τ) + f(u) = 0, x ∈ Ω, t > 0,
u = ∂u

∂ν = 0, x ∈ ∂Ω, t > 0,
u (x, 0) = u0(x), ut (x, 0) = u1(x), x ∈ Ω
ut (x, t − τ) = f0 (x, t − τ) , x ∈ Ω, t ∈ (0, τ)

(1)
where Ω is a bounded domain in R

N , n ≥ 2 with Lipschitz-continuous boundary
Γ = ∂Ω, and q ≥ 2 is a positive constant

Δ−→p (x,t)u =
n∑

i=1

∂

∂xi

(∣
∣
∣
∣
∂u

∂xi

∣
∣
∣
∣

pi(x,t)−2 ∂u

∂xi

)

,−→p = (p1, p2, ..., pn)

is the −→p (x, t)-Laplacian operator. The constant μ1 is positive and μ2 is a real
number, τ > 0 represents the time delay, g > 0 is a memory kernel and f is
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forcing term. In the absence of the viscoelastic term and delay term (g = 0 and
μ2 = 0), and with the usual p−Laplacian operator Δpu = div

(
|∇u|p−2 ∇u

)
,

(p ≥ 2) the equation in (1.1) reduces to the fourth order wave equation

utt + Δ2u (t) + div
(
|∇u|p−2 ∇u

)
− εΔut = f (x, t, u, ut) , (2)

which describes elastoplastic microstructure flows. The problem (1.2) has been
extensively studied (see [3,4,19]) and results concerning existence, nonexistence
and long-time behavior of solutions have been proved. The problem (1.2) without
damping or forcing terms is related to the elastoplastic-microstructure models
for longitudinal motion of an elastoplastic bar there arises the model equation

utt + uxxxx = +a
(
u2

x

)

x
+ f (x) ,

where a < 0 is a constant (see [3]). I. Chueshov and I. Lasiecka in [6,7] discussed

utt + Δ2u (t) + div
(
|∇u|2 ∇u

)
− kut = σΔ(u2) + f (u) ,

and proved the existence of finite-dimensional global attractors
When ε = 0 and in the presence of the viscoelastic term (g �= 0) in (1.2),

Jorge Silva and Ma [10], established exponential stability of solutions under the
condition

g′(t) ≤ −cg(t), ∀t ≥ 0, c > 0.

Andrade and al. [1] proved exponential stability of solutions for the plate
equation with finite memory and p-Laplacian. In the presence of the Kelvin–
Voigt type dissipation (ε �= 0). In [4], Nakao obtained the existence of a global
decaying solution for wave equation with Kelvin–Voigt dissipation and a deriva-
tive nonlinearity. Pukach et al. [17] established sufficient conditions of nonexis-
tence of solution for a nonlinear hyperbolic equation with memory generalizing
the Voigt–Kelvin model. Recently, Cavalcanti et al. [5] considered intrinsic decay
rates for the energy of a nonlinear viscoelastic equation modeling the vibrations
of thin rods with variable density.

In [2,8], the authors improved the results from [1] by establishing local and
global existence, as well as the uniqueness of the weak solution u(x, t) to problem
(1.1). To be more important, the authors of [2] and [8] established the local and
global existence, uniqueness of weak solutions and the asymptotic behaviour of
solutions.

Time delays so often arise in many physical, chemical, biological, thermal,
and economical phenomena because these phenomena depend not only on the
present state but also on the past history of the system in a more complicated
way. In recent years, there has been published much work concerning the wave
equation with delay. Kafini and Messaoudi [11] considered the following nonlinear
wave equation with delay

utt(t) − div(|∇u(t)|m−2∇u(t)) + μ1ut(t) + μ2ut(t − τ) = b|u(t)|p−2u(t).
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They proved the blow-up result of solutions with negative initial energy and
p > m. LaterRecently, Kafini et al. [12] considered the blow up of solutions
with negative initial energy for the second order abstract evolution system with
delay. Motivated by previous works, we study the blow up of solutions. Recently,
Shun-Tang WU [18] investigated the following nonlinear viscoelastic problem
with delay

|ut|ρ utt − Δu − Δutt −
∫ t

0

g(t − s)Δu (s) ds + μ1ut(t) + μ2ut(t − τ) = b|u|p−2u.

He proved the blow-up result with nonpositive and positive initial energy by
modifying the method in [11,12]. Motivated by previous works, in this paper,
we investigate problem (1.1) and we prove a finite time blow-up result of solu-
tions, we will see that the direct method introduced and developed by Georgiev
and Todorova [9], in 1994 and Salim A. Messaoudi [6,7] is efficient in our case.
Combining this method with some necessary modifications due the nature of
the problem treated here. In this paper, we aim to prove that system (1) is
well-posed The main features of this paper are summarized as follows:

– We set the functions space
– We define the anisotropic spaces of functions depending on x and t
– we adopt the semigroup method to obtain the well-posedness of system (1)

1 ≤ p−
i = const ≤ pi (x, t) = p (x) ≤ p+i = const < ∞, |pit| ≤ Cpi

, i = 1, ..., n
(3)

2 The Functions Space

Let Ω ⊂ R
n, n ≥ 2 be a bounded domain with Lipschitz-continuous boundary

Γ = ∂Ω, q ≥ 2 is a postive costant
We denote by C∞

0 (Ω) the space of in nitely di erentiable functions with a
compact support contained in Ω.The inner products and norms in L2 (Ω) and
H1

0 (Ω) are represented by (., .) , ‖.‖ respectively and they are given by

(u, v)Ω =
∫

Ω

u(x)v(x)dx and ‖u‖2L2(Ω) = ‖∇u‖22,Ω =
∫

Ω

u2dx,

‖u‖2H1
0 (Ω) = ‖∇u‖22,Ω =

∫

Ω

|∇u|2 dx

We recall some known facts from the theory of the Sobolev spaces with variable
exponent (see [10,14]). Let Lp(.) (Ω) be the set of measurable functions f on Ω
such that

Ap(.) (f) =
∫

Ω

|f (x)|p(x) dx < ∞.

The set Lp(.) (Ω) equipped with the Luxemburg norm

‖f‖p(.),Ω = ‖f‖p(.) = inf
{

λ > 0;Ap(.)

(
f

λ

)

≤ 1
}
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is a Banach space.Let us list some basic properties of the spaces Lp(.) (Ω) used
in the rest of this paper. It follows directly from the definition of the norm that

min
(
‖f‖p−

p(.) , ‖f‖p+

p(.)

)
≤ Ap(.) (f) ≤ max

(
‖f‖p−

p(.) , ‖f‖p+

p(.)

)

where

p− = inf
Ω

p(x), (p′)− = inf
Ω

p′(x), p′ =
p(x)

(p(x) − 1)
.

We have following Holder-type inequality
∫

Ω

|fg| dx ≤
(

1
p− +

1
(p′)−

)

‖f‖p(.) ‖g‖p′(.)

≤ 2 ‖f‖p(.) ‖g‖p′(.) ,

which holds for all f ∈ Lp(.) (Ω) , g ∈ Lp′(.) (Ω) with p(x) ∈ (1,∞). The Sobolev
space W

1,p(.)
0 (Ω) with p(x) ∈ [p−, p+] ⊂ (1,∞) is defined by

{
W

1,p(.)
0 (Ω) =

{
u ∈ Lp(.) (Ω) : |∇u|p(x) ∈ L1 (Ω) , u = 0 on ∂Ω

}
,

‖u‖
W

1,p(.)
0 (Ω)

=
∑

i ‖Diu‖p(.),Ω + ‖u‖
p(.),Ω

(4)

Let p(x) be log-continuous in Ω,∀x, y ∈ Ω such that |x − y| < 1
2

|p(x) − p(y)| ≤ ω (|x − y|) with limτ−→0+

(

ω (τ) ln
1
τ

)

= C < ∞ (5)

– Throughout the paper we use the following properties of the functions from
the spaces W

1,p(.)
0 (Ω):

– if condition (11) is ful lled, then C∞
0 (Ω) is dense in W

1,p(.)
0 (Ω) and the space

W
1,p(.)
0 (Ω) can be defined as the closure of C∞

0 (Ω) with respect to the norm
(10)-see [14, 30, 37, 38, 39];

– if p(x) ∈ C0
(
Ω
)
,the the space W

1,p(.)
0 (Ω) is separable and reflexive;

– if 1 < q(x) ≤ supΩ q(x) < infΩ p+(x) with

p+(x) =

{
p(x)

n−p(x) if p(x) < n,

∞ if p(x) < n,

then the embedding W
1,p(.)
0 (Ω) ↪→ Lq(.) (Ω) is continuous and compact if

q < p+(x).

3 Anisotropic Spaces of Functions Depending on x and t

Consider the cylinder

QT = {z = (x, t) : x ∈ Ω, t ∈ [0, T ]}
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of a nite height T . Wherever it doesn’t cause a confusion we will use the notation
z = (x, t) for the points of the cylinder QT and drop the sub-indexT . The lateral
boundary of the cylinder Q is Γ = ∂Ω × (0, T ). If X is a Banach space, then
we denote by Lp (0, T,X) , 1 ≤ p ≤ ∞ the Banach space of measurable vector
valued functions u : (0, T ) −→ X, such that

‖u(t)‖Lp(0,T,X) =

[∫ T

0

‖u(t)‖p
X dt

] 1
p

, 1 ≤ p < ∞,

‖u(t)‖Lp(0,T,X) = ess sup
0≤t≤T

‖u(t)‖X , p = ∞.

We will use the following function spaces (see [6])

W = W (QT ) =
{
u : u ∈ L2

(
0, T, H2

0 (Ω)
)
;ut ∈ L2

(
0, T, H1

0 (Ω)
)}

,

W ∞ = W ∞ (QT ) =
{
u : u ∈ W (QT ) ;u ∈ L∞ (

0, T, H2
0 (Ω)

)
;ut ∈ L∞ (

0, T, L2 (Ω)
)}

endowed with the norms

‖u‖W (Q) = ‖u‖W (QT ) + ‖u‖L∞(0,T,H2
0 (Ω)) + ‖u‖L∞(0,T,L2(Ω))

Note that ‖u‖W (Q) may be used in the equivalent form

‖u‖W (Q) = ‖u‖L2(Q) + ‖Δu‖L2(Q) + ‖∇ut‖L2(Q)

Let p(z) = −→p = (p1(z), ..., pn(z)) be a vector-valued function defined on Q = QT .
We assume that the components of p(z) satisfy the conditions

⎧
⎪⎪⎨

⎪⎪⎩

pi(z) are measurable functions defined on Q;
pi(z) : Q −→ (1,∞) ,
there exist constants p±

i , p±such that
pi(z) ∈ [

p−
i , p+i

] ⊆ [p−, p+] ⊂ (1,∞)

(6)

For every fixed t ∈ (0, T ); we introduce the anisotropic Banach space

Vt (Ω) =
{

u (x) : u (x) ∈ L2 (Ω) ∩ W 1,1
0 (Ω) , |Diu (x)|pi(x,t) ∈ L1 (Ω)

}
,

‖u‖Vt(Ω) = ‖u‖2,Ω +
n∑

i=1

‖Diu‖pi(.,t),Ω
+ ‖Δu‖2,Ω .

The elements of the space Vt (Ω) depend on t ∈ (0, T )as a parameter and the
norms ‖u‖Vt(Ω) are functions of t By V ′

t (Ω) we denote the dual space to Vt (Ω)
with respect to the scalar product in L2 (Ω) .For every t ∈ (0, T ) the inclusion.

Vt (Ω) ⊂ X = W 1,p−
0 (Ω) ∩ L2 (Ω)
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holds. This is why Vt (Ω) is reflexive and separable as a closed subspace of X.By
W−→p (Q) we denote the Banach space

W−→p (Q) =
{

u : (0, T ) −→ Vt (Ω)
∣
∣
∣u ∈ L2 (Ω) , |Diu (x)|pi(x,t) ∈ L1 (Ω) , u = 0onΓ

}
,

‖u‖W−→p (Q) = ‖u‖2,Q +

n∑

i=1

‖Diu‖pi(.),Q
.

(
W−→p (Q)

)′ is the dual of W−→p (Q) (the space of linear functionals over W (Q)).
We have the following characterization

ω ∈ (
W−→p (Q)

)′ ⇔
{ ∃ (ω0, ω1, ..., ωn) , ω0 ∈ L2 (Ω) , ωi ∈ Lp′

i(.) (Q) ,
∀φ ∈ W (Q) 〈〈ω, φ〉〉 =

∫

Q
(ω0φ +

∑n
i=1 ωiDiφ) dz.

The norm in W ′ (Q) is defined by

‖u‖W ′(Q) = sup
{

〈u, φ〉
∣
∣
∣φ ∈ W (Q) , ‖φ‖W (Q) ≤ 1

}
.

Let v = (υ1, ..., υn) be a vector-valued function de ned in Q. Assume that pi (z)
satisfy conditions (12). Introduce the modular

Ap(.)(v) =
n∑

i=1

∫

Q

|υi|pi(z) dz.

For the elements of W−→p (Q) the following inequality

min

{
n∑

i=1

‖Diu‖p−

pi(.,.),Q
,

n∑

i=1

‖Diu‖p+

pi(.,.),Q

}

≤ Ap(.,.),Q(∇u) ≤ max

{
n∑

i=1

‖Diu‖p−

pi(.,.),Q
,

n∑

i=1

‖Diu‖p+

pi(.,.),Q

}

(7)

holds. We also use the space W∞−→p (Q)

W∞−→p (Q) =
{

u : u ∈ W−→p (Q) , |uxi
|pi(x,t) ∈ L∞ (

0, T, L1 (Ω)
)}

.

Note that
W∞ (Q) ⊆ W∞−→p (Q) if p+ ≤ 2n

n − 2
.

We introduce also the functional space

U (Q) = W (Q) ∩ W−→p (Q)

endowed with the norm

‖u‖U(Q) = ‖u‖W (Q) + ‖u‖W−→p (Q)
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and
U∞ (Q) = W∞ (Q) ∩ W∞−→p (Q)

For the exponents pi(x, t) depending on (x, t) ∈ Q we will use the notation
pi ∈ Clog (Q) if pi satisfies condition (12) in the cylinder Q and:

Clog (Q) :=

⎧
⎨

⎩
pi ∈ C0

(
Q
)

∣
∣
∣
∣
∣
∣

∀z = (x, t) , ζ = (y, τ) ∈ Q
such that |x − y| + |t − τ | < 1

2 ,
|pi (z) − pi (z)| ≤ ω (|z − ζ|)

⎫
⎬

⎭
(8)

with a continuous function ω satisfying the condition

limτ−→0+ω (τ) ln
1
τ

= C < +∞

4 Statement of the Problem

We consider a class of non linear viscoelastic plate equations with delay and with−→p (x, t)-Laplacian type
{

utt + Δ2u (t) − Δ−→p (x,t)u − ∫ t

0
g(t − s)Δ2u (s) ds − μ1Δut(t)

−μ2Δz (1, t) + f(u) = 0, inΩ × R
+,

(9)

{
u = ∂u

∂ν = 0, in ∂Ω × R
+ (10)

{
u (x, 0) = u0(x), ut (x, 0) = u1(x), on x ∈ Ω
ut (x, t − τ) = f0 (x, t − τ) , on x ∈ Ω, t ∈ (0, τ) (11)

where Ω is a bounded domain on R
N , n ≥ 2 with Lipschitz-continuous boundary

Γ = ∂Ω. With μ1 is a positive constant μ2 is a real number,τ > 0 represents the
time delay, and g > 0 is a memory kernel f is a nonlinear function. We define
the operator −→p (x, t)-laplacian by the following formula

Δ−→p (x,t)u =
n∑

i=1

∂

∂xi

(∣
∣
∣
∣
∂u

∂xi

∣
∣
∣
∣

pi(x,t)−2 ∂u

∂xi

)

,−→p = (p1, p2, ..., pn)

By using the direct calculations, we have

∫ t

0
g(t − s) (Δut (t) ,Δu (s)) ds = − 1

2
d
dt

{
(g ◦ Δu) (t) −

(∫ t

0
g(s)ds

)
‖Δu‖2

}

− 1
2g(t) ‖Δu‖2 + 1

2 (g′ ◦ Δu) (t)
(12)

where

(g ◦ Δu) (t) =
∫ t

0

g(t − s) ‖Δu (s) − Δu (t)‖2 ds

With μ1 and μ2 are satisfied
|μ2| < μ1 (13)

For the relaxation function g, we have the following assumptions



Existence and Uniqueness of Solutions 73

(A1) g : [0,+∞) −→ [0,+∞)is a bounded differentiable function such that

g(0) > 0, g(s) ≥ 0, 1 −
∫ ∞

0

g(s)ds := γ > 0

(A2) There exists a nonincreasing differential function

ξ : [0,+∞) −→ [0,+∞) Such that
g′(t) ≤ −ξg(t),∀t ≥ 0 and

∫ +∞
0

ξ (t) dt = +∞
We refer the reader to the work of Nicaise and Pignotti16 for the existence

of solutions to nonlinear problems with delay. Let us introduce the function

z (x, ρ, t) = ut (x, t − τρ) , x ∈ Ω, ρ ∈ (0, 1) , t > 0 (14)

Then, we obtain

τzt (x, ρ, t) + zρ (x, ρ, t) = 0, x ∈ Ω, ρ ∈ (0, 1) , t > 0 (15)

The problem (9)–(11) is equivalent to

utt + Δ2u (t) − Δ−→p (x,t)u − ∫ t

0
g(s)Δ2u (s) ds − μ1Δut(t)

−μ2Δz (1, t) + f(u) = 0,
on Ω × (0, 1) × (0, ∞) ,

τzt (x, ρ, t) + zρ (x, ρ, t) = 0, on (0, 1) × (0, ∞) , (16)

z (0, t) = ut(t), on (0,∞) ,
z (ρ, 0) = f0 (x,−τρ) , on (0, 1) ,

(17)

Let φ = ut and denote by U = (u, φ, z)T , Therefore (16) can be rewritten as
follows

{
U ′ = AU

U(0) = (u0, u1, f0 (.,−τ))T (18)

where the linear operator A is defined by

A

⎛

⎝
u
φ
z

⎞

⎠ =

⎛

⎝
φ

−Δ2u (t) + Δ−→p (x,t)u +
∫ t
0 g(s)Δ2u (s) ds + μ1Δφ(t) + μ2Δz (1, t) − f(u)

− 1
τ

zρ (x, ρ, t)

⎞

⎠

(19)
With the domain

D(A) =
{
(u, φ, z)T ∈ H, z (., 0) = φ on Ω

}

Such that

H =
{
u ∈ H2(Ω);φ ∈ H1

0 (Ω); z (., 1) ∈ L2 (Ω) ; z, zρ ∈ L2 ((0, 1) × Ω)
}

Now the energy space is defined by

K = H1
0 (Ω) × L2 (Ω) × L2 ((0, 1) × Ω)
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equipped with the inner product

〈ϕ, κ〉L2((0,+∞)×H1
0 (Ω)) =

∫

Ω

∫ t

0

g(s)ϕx (x, s) κx (x, s) dsdx

Let {
U = (u, φ, z)T and Ũ = (ũ, φ̃, z̃)T

Then, for a positive constant ζ satisfying

τ |μ2| < ζ < τ (μ1 − |μ2|) (20)

Now, we define the inner product in K as follows:

〈
U, Ũ

〉

K
=
∫

Ω

{
φφ̃ − uxxũxx

}
dx +

∫

Ω

n∑

i=1

|uxi
|pi |ũxi

|pi dx

+ ζ

∫

Ω

∫ 1

0

z (x, ρ) z̃ (x, ρ) dxdρ +
∫

Ω

∫ t

0

g(s)Δu(s)Δũ(s)dsdx

The existence and uniqueness result is stated as follows;

Theorem 1. For any U0 ∈ K there exists a unique solution U ∈ C ([0,+∞[ ,K)
of problem (18). Moreover, if U0 ∈ D(A) then U ∈ C ([0,+∞[ ,D(A)) ∩ C1

([0,+∞[ ,K) .

Proof. In order to prove the result stated in Theorem 1, we use the semi-group
theory, that is, we show that the operator A generates a C0 semi-group in K.
In this step, we concern ourselves to prove that the operator A is dissipative.
Indeed, forU = (u, φ, z)T ∈ D(A) and ζ is a positive constant, we have

〈AU, U〉K = −
∫

Ω
Δ

2
uφ(t)dx +

∫
Ω

Δ−→p (x,t)uφ(t)dx +

∫
Ω

∫ t

0
g(s)Δ

2
u (s) φ(t)dsdx +

∫
Ω

μ1Δφ(t)φ(t)dx

+

∫
Ω

μ2Δz (x, 1, t) φ (t) dx −
∫

Ω
f(u)φ (t) dx − 1

τ

∫
Ω

∫ 1

0
zρ (x, ρ, t) Δzdρdx

= 0 (21)

By applying the integration by part for each term of (21) we find the results as
following

−
∫

Ω

Δ2uφ(t)dx = −
∫

Ω

Δu(x, t)Δφ(t)dx (22)

∫

Ω

Δ−→p (x,t)uφ(t)dx = −
n∑

i=1

∫

Ω

|uxi
|pi−2

uxi
φxi

dx (23)

∫

Ω

∫ t

0

g(s)Δ2u (s) φ(t)dsdx =
∫

Ω

∫ t

0

g(s)Δu (s) Δφ(t)dsdx (24)

μ1

∫

Ω

Δφ(t)φ(t)dx = −μ1 ‖∇φ (t)‖22 (25)
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μ2

∫

Ω

Δz (x, 1, t) φ (t) dx = −μ2

∫

Ω

∇z (x, 1, t) ∇φ (t) dx (26)

− 1
τ

∫

Ω

∫ 1

0

zρ (x, ρ, t) Δzdρdx = − 1
2τ

‖∇z (x, 1, t)‖22 +
1
2τ

‖∇φ (t)‖22 (27)

By substituting (22)–(27) in (21) we find

〈AU, U〉K = −
∫

Ω

Δu(x, t)Δφ(t)dx −
n∑

i=1

∫
Ω

∣∣uxi

∣∣pi−2
uxi

φxi
dx +

∫
Ω

∫ t

0
g(s)Δu (s)Δφ(t)dsdx

−μ1 ‖∇φ (t)‖2
2 − μ2

∫
Ω

∇z (x, 1, t)∇φ (t) dx

− 1

2τ
‖∇z (x, 1, t)‖2

2 +
1

2τ
‖∇φ (t)‖2

2 −
∫

Ω

f(u)φ (t) dx

= 0 (28)

Using Young’s inequality, we obtain

− μ2

∫

Ω

∇z (x, 1, t) ∇φ (t) dx ≤ −|μ2|
2

‖∇z (x, 1, t)‖22 − |μ2|
2

‖∇φ (t)‖22 (29)

Now by using (12) we get the following result

∫
Ω

∫ t

0
g(s)Δu (s) Δφ(t)dsdx =

1

2

(
g

′ ◦ Δu
)
(t) − 1

2

d

dt

{
(g ◦ Δu) (t) −

(∫ t

0
g(s)ds

)
‖Δu‖2

2

}

− 1

2
g(t) ‖Δu‖2

2 (30)

If we replace the results obtained in (28) we find

〈AU,U〉K ≤ −
∫

Ω

Δu(x, t)Δφ(t)dx −
n∑

i=1

∫

Ω

|uxi
|pi−2

uxi
φxi

dx −
∫

Ω

f(u)φ (t) dx

− 1
2
g(t) ‖Δu‖22 − 1

2
d

dt
(g ◦ Δu) (t) −

(
ζ + 1
2τ

)

‖∇z (x, 1, t)‖22

+
1
2

(g′ ◦ Δu) (t) +
1
2

d

dt

(∫ t

0

g(s)ds

)

‖Δu‖22

−
(

μ1 +
ζ − 1
2τ

)

‖∇φ (t)‖22

keeping in mind the fact that

g′(t) ≤ −ξg(t)

Then we have
〈AU,U〉K ≤ 0

Now to show that the operator A is maximal monotone, it is sufficient to
show that the operator λI − A is surjective for a fixed λ > 0. Indeed, given
F = (f1, f2, f3)

T ∈ H , we seek V = (u, φ, z)T ∈ D(A) solution of



76 M. Ahlem and M. Fatiha

⎧
⎪⎪⎨

⎪⎪⎩

λu − φ = f1
λφ − (−Δ2u (t) + Δ−→p (x,t)u +

∫ t

0
g(s)Δ2u (s) ds

+μ1Δφ(t) + μ2Δz (1, t) − f(u)) = f2
λz + 1

τ zρ (x, ρ, t) = f3

(31)

suppose we have find u with the appropriate regularity, then

φ = λu − f1 (32)

It is clear that φ ∈ H1
0 (Ω). Furthermore, by (31), we can find z usz (x, 0) = φ,

x ∈ Ω. Using the approach as in Nicaise & Pignotti 16, we obtain,

z (x, 1, t) = φ(x)e−λτ + τe−λτ

∫ 1

0

eλτσf3 (x, σ) dσ

from (32) we obtain

z (x, 1, t) = λu(x)e−λτ − f1(x)e−λτ + τe−λτ

∫ 1

0

eλτσf3 (x, σ) dσ

= λu(x)e−λτ + z0(x) (33)

With

z0(x) = τe−λτ

∫ 1

0

eλτσf3 (x, σ) dσ − f1(x)e−λτ (34)

So we find the second equation of (31) in the form

λu(x) − (−Δ2u (x) + Δ−→p (x,t)u +
∫ t

0
g(s)Δ2u (s) ds

−λf1 + μ1Δz (., 0) + μ2Δz (1, t) − f(u)) = f2
(35)

for x ∈ Ω, we have

z (., 0) = λu(x)
z (1, t) = λu(x)e−λτ + z0(x)

The system (31) can be reformulated as

λu(x) + Δ2u (x) − Δ−→p (x,t)u − ∫ t

0
g(s)Δ2u (s) ds

−λμ1Δu (x) − λe−λτμ2Δu (x) + f(u) = f2 + λf1 + μ2Δz0
(36)

We must now prove that (36) admits a solutionu ∈ H2 (Ω) ∩ H1
0 (Ω) and replac-

ing it in (32), (34) to getV = (u, φ, z)T ∈ D(A) . To solve the problem (31) we
consider

Φ (u, v) = Ψ (v) ,∀v ∈ H1
0 (Ω) (37)

where the bilinear form Φ :
(
H1

0 (Ω)
)2 −→ R and the linear form Ψ : H1

0 (Ω)
−→ R are defined by

Φ (u, v) =

∫

Ω

(
λu(x) + Δ2u (x) − Δ−→p (x,t)u (x) − ∫ t

0
g(s)Δ2u (s) ds

−λμ1Δu (x) − λe−λτμ2Δu (x) + f(u)

)

vdx, ∀v ∈ H1
0 (Ω)
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And
Ψ (v) =

∫

Ω

(f2 + μ2Δz0 + λf1) vdx,∀v ∈ H1
0 (Ω)

it is clear that Φ is continuous and coercive, and Ψ is continuous. So applying
the Lax-Milgram theorem, we deduce that for allv ∈ H1

0 (Ω)problem (37) admits
a unique solution u ∈ H1

0 (Ω). It follows from (36) que u ∈ H2 (Ω) ∩ H1
0 (Ω) .

Therefore, the operator λI − Ais dissipative for any λ > 0 Then the result in
Theorem 2.2.1 follows from the Hille-Yoshida theorem.
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Abstract. In this paper, we establish a new result concerning the existence and
uniqueness of solutions for nonlinear fractional differential equations with fuzzy
boundary conditions. As application, we give an illustrative example to show the
effectiveness of the obtained result.

1 Introduction

Recently, fuzzy analysis and fuzzy differential equations were proposed to handle
uncertainty due to incomplete information that appears in many mathematical or com-
puter models of some deterministic real world phenomena.

In recent years, fractional differential equations have attracted a considerable inter-
est both in mathematics and in applications as material theory, transport processes, fluid
flow phenomena, earthquakes, solute transport, chemistry, wave Propagation, signal
theory, biology, electromagnetic theory, thermodynamics, mechanics, geology, astro-
physics, economics and control Theory (see [1,3]). The concept of fuzzy type Riemann-
Liouville differentiability based on Hukuhara differentiability was initiated in [2] and
using the Hausdorff measure of non compactness the authors established the exis-
tence to some fuzzy integral equations using appropriate compactness type conditions
basic works related to the fuzzy fractional differential equations we refer the reader to
[4,16,17].

Motivated by the above works, in this paper, we study the existence and uniqueness
results of solutions for the following fuzzy fractional boundary value problem:

cDqu(t) = f (t,u(t)), t ∈ [a,b], (1)

u(a) = A ∈ E1 and u(b) = B ∈ E1. (2)

where cDq is the Caputo derivative of u(t) at order q ∈ [1,2] and E1 is the collection of
all fuzzy numbers.

The paper is organized as follows. In Sect. 2, we give some basic properties of fuzzy
sets, operations of fuzzy numbers and some detailed definitions of fuzzy fractional
integral and fuzzy fractional derivative which will be used in the rest of this paper.
In Sect. 3, we introduce the existence and uniqueness results of solutions for fuzzy frac-
tional boundary value problem. Illustrative example will be discussed in Sect. 4.
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2 Preliminaries

Definition 1. [18] A fuzzy number is mapping u : Rn −→ [0,1] such that

1. u is upper semi-continuous,
2. u is normal, that is, there exist x0 ∈ Rn such that u(x0) = 1,
3. u is fuzzy convex, that is, u(λx+(1− λ )y) ≥ min{u(x),u(y)} for all x,y ∈ Rn and

λ ∈ [0,1],
4. {x ∈ Rn, u(x)> 0} is compact.

The α −Cut of a fuzzy number u is defined as follows:

[u]α = {x ∈ Rn/u(x) ≥ α}.

Moreover, we also can present the α − cut of fuzzy number u by [u]α = [ul(α),ur(α)].
We denote by En the collection of all fuzzy numbers.

Example 1. Let u be a fuzzy number defined by the following function:

μu(x) =

⎧
⎨

⎩

x−1 ; x ∈ [1,2],
−x+3 ; x ∈ [2,3],
0 ; elswhere.

Then we have u1 = {2}.
Definition 2. Let r ∈ [0,1].
A fuzzy number u in a parametric form is a pair of functions (u(r),u(r)), which satisfy
the following requirements:

1. u(r) is a bounded non-increasing lef continuous function in ]0,1] and right continu-
ous at 0,

2. u(r) is a bounded non-decreasing lef continuous function in ]0,1] and right continu-
ous at 0,

3. u(r) ≤ u(r) ∀r ∈ [0,1].

Remark 1. Let u ∈ E1.
We can present the r− cut of u by

[u]r = [u(r),u(r)].

Definition 3. [13] Let r ∈ [0,1] and u = (u(r),u(r)),v = (v(r),v(r)) ∈ E1, then the
Hausdorf distance between u and v is given by

D(u,v) = sup
r∈[0,1]

d([u]r, [v]r) = sup
r∈[0,1]

max{|u(r)− v(r)|, |u(r)− v(r)|}

Proposition 1. [10] D is a metric on En and has the following properties:

1. (En;D) is a complete metric space.
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2. D(u+w,v+w) = D(u,v), ∀u,v,w ∈ En.
3. D(ku,kv) = |k|D(u,v), ∀u,v ∈ En and k ∈ R.
4. D(u+w,v+ z) ≤ D(u,v)+D(w,z), ∀u,v,w,z ∈ En.

We denote by C (J,En) space of all fuzzy-valued functions which are continuous on J,
and Pc(Rn) the collection of all the compact subset of Rn.

Definition 4. [9] The generalized Hukuhara difference of two fuzzy numbers u,v ∈ En

is defined as follows:

u�gH v= w ⇔
⎧
⎨

⎩

i) u= v+w,
or
ii) v= u+(−1)w.

Proposition 2. [9] If u ∈ E1 and v ∈ E1, then the following properties hold.

1) u�gH exists and it is unique.
2) u�gH u= 0E1 .
3) (u+ v)�gH v= u.
4) u�gH v= 0E1 ⇔ u= v.

Definition 5. [18] According to the Zadeh’s extension principle, the addition on E1 is
defined by:

(u⊕ v)(z) = sup
z=x+y

min{u(x),v(y)}.

And scalar multiplication of a fuzzy number is given by:

(k
u)(x) =
{
u(x/k) ,k > 0,
0̃ ,k = 0.

The following arithmetic operations on fuzzy numbers are well known and frequently
used below(see [13]) If u,v ∈ E1 and α ∈ [0,1], then we have:

[u+ v]α = [u]α +[v]α ,

[u− v]α = [uα
1 − vα

2 ,u
α
2 − vα

1 ].

[ku]α = k[u]α =
{
[λuα

1 ,λu
α
2 ] i f λ ≥ 0,

[λuα
2 ,λu

α
1 ] i f λ < 0.

[uv]α = [minuα
1 v

α
1 ,u

α
1 v

α
2 ,u

α
2 v

α
1 ,u

α
2 v

α
2 ,maxu

α
1 v

α
1 ,u

α
1 v

α
2 ,u

α
2 v

α
1 ,u

α
2 v

α
2 ].

Definition 6. [7] Let f : [a,b]→ En and t0 ∈ [a,b]. We say that f is Hukuhara differen-
tiable at t0 if there exists f ′(t0) ∈ En such that:

f ′(t0) = lim
h→0+

f (t0+h)�gH f (t0)
h

= lim
h→0−

f (t0)�gH f (t0 −h)
h

.
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Remark 2. Let f : [a,b] −→ En be a fuzzy function such that [ f (x)]α =[
f (x;α), f (x;α)

]
for each α ∈ [0,1] then

[
f ′(x)

]α =
[
f ′(x;α), f ′(x;α)

]
.

Definition 7. F : [a,b]−→En is strongly measurable if ∀α ∈ [0,1], the set-valued map-
ping Fα : [a,b] −→ Pc(Rn) defined by Fα(t) = [F(t)]α is Lebesgue measurable.
A function F : [a,b] −→ En is called integrably bounded, if there exists an integrable
function h such that, |x| < h(t), ∀x ∈ F0(t).

Definition 8. Let F : [a,b] −→ En. The integral of F on [a,b] denoted by
∫

I
F(t)dt,

is given by
[∫ b

a
F(t)dt

]α
=

∫

J
Fα (t)dt =

{∫ b

a
f (t)dt | f : [a,b] −→ Rnis a measurable selection for Fα

}

.

for all α ∈ [0,1].

Proposition 3. If u ∈ E1 then the following properties hold

1. [u]β ⊂ [u]α i f0 ≤ α ≤ β .
2. If αn ⊂ [0,1] is a nondecreasing sequence which converges to α , then

[u]α =
⋂

n≥1

[u]αn .

Conversely, if Aα = {[uα
1 ,u

α
2 ];α ∈ [0,1]} is a family of closed real intervals verifying

(1) and (2), then Aα defined a fuzzy number u ∈ E1 such that [u]α = Aα .

2.1 Fractional Integral and Fractional Derivative of Fuzzy Function

Let q> 0, the fractional integral of order q of a real function g : [a,b] → R is given by

Iqg(t) =
1

Γ (q)

∫ t

a
(t− s)q−1g(s)ds.

Let f (t) ∈ L
(
[a,b],E1

)
such that f (t) = [ f α

1 (t), f
α
2 (t)]. Suppose that f α

1 , f
α
2 ∈

L([a,b],R) for all α ∈ [0,1] and let

Aα =
[

1
Γ (q)

∫ t

a
(t− s)q−1 f α

1 (s)ds,
1

Γ (q)

∫ t

a
(t− s)q−1 f α

2 (s)ds
]

. (3)

where Γ (.) is the Euler gamma function.
We have the following lemma.

Lemma 1. [3] The family {Aα ;α ∈ [0,1]} given by (3), defined a fuzzy number u ∈ E1

such that [u]α = Aα .
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Definition 9. [16] Let f (t) ∈ L
(
[a,b],E1

)
.

The fuzzy fractional integral of order q ∈ [0,1] of f denoted by

Iq f (t) =
1

Γ (q)

∫ t

a
(t− s)q−1 f (s)ds.

is defined by
[Iq f (t)]α = [Iq fl(t;α), Iq fr(t;α)] .

Proposition 4. [16] Let f ,g ∈ L([a,b],E1) and b ∈ E1, then we have:

1. Iq(b f )(t) = bIq f (t).
2. Iq( f +g)(t) = Iq f (t)+ Iqg(t).
3. Iq1Iq2 f (t) = Iq1+q2 f (t), where (q1,q2) ∈ [0,1]2.

Example 2. Let x : [a,b] → E1 be a constant fuzzy function such that x(t) = u ∈ E1.
If [u]α = [u1α ,u

2
α ], then

[Iqx(t)]α =
[

1
Γ (q)

∫ t

a
(t− s)q−1u1α(s)ds,

1
Γ (q)

∫ t

a
(t− s)q−1u2α(s)ds

]

.

[Iqx(t)]α =
tq

Γ (α +1)
[u1α ,u

2
α ].

[Iqx(t)]α =
tq

Γ (q+1)
[u]α .

Definition 10. [16] Let f ∈C([a,b],E1)∩L([a,b],E1).
The function f is called fuzzy Caputo fractional differentiable of order 0< q< 1 at t if
there exists an element cDq f (t) ∈ E1 such that

cDq f (t) =
1

Γ (q)

∫ t

a
(t− s)q−1 f ′(s)ds.

Remark 3. [16] Since[ f (t)]α = [ fl(t;α), fr(t;α)] for each α ∈ [0,1], then

[cDq f (t)]α = [cDq fl(t;α),c Dq fr(t;α)] .

Where
cDq fl(t;α) =

1
Γ (q)

∫ t

a
(t− s)q−1 f ′l (s,α)ds.

cDq fr(t;α) =
1

Γ (q)

∫ t

a
(t− s)q−1 f ′r(s,α)ds.

Example 3. Let x : [a,b] → E1 be a constant fuzzy function such that x(t) = u ∈ E1.
If [u]α = [u1α ,u

2
α ], then

[cDqx(t)]α =
[

1
Γ (q)

∫ t

a
(t− s)q−1(u1α)

′ds,
1

Γ (q)

∫ t

a
(t− s)q−1(u2α)

′ds
]

.

[cDqx(t)]α = {0}.
cDqx(t) = 0E1 .
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3 Main Results

Without loss of generality we solve the boundary value problem (1)–(2) for A= 0E1 .

Definition 11. A function u(t) is a solution of the system (1)–(2) if and only if it satisfes
the differential Eq. 1 and the boundary conditions 2.

Lemma 2. A fuzzy function u(t) is a solution of the system (1)–(2) if and only if u(t)
satisfes the following requirements:

1) u(t) is continuous.

2) u(t) satisfies the integral equation u(t) =
(t−a)q−1

(b−a)q−1B+
∫ t

a
G(t,s) f (t,u(s))ds.

Where

G(t,s) =
1

Γ (q)

⎧
⎨

⎩

(t−a)q−1

(b−a)q−1 (b− s)q−1 − (t− s)q−1 ,a ≤ s ≤ t ≤ b
(t−a)q−1

(b−a)q−1 (b− s)q−1 ,a ≤ t ≤ s ≤ b

Proof. By using the parametric form of fuzzy number we have u(t) = (u(r),u(r)), then
the problem (1), (2) is equivalent to

{
Dqx(t;r) = f (t,x(t;r);r); t ∈ [a,b]
x(a;r) = 0(r), x(b;r) = B(r).

(4)

And
{
Dqu(t;r) = f (t,u(t;r);r); t ∈ [a,b]
u(a;r) = 0(r), u(b;r) = B(r).

(5)

It is well known that solving (3) is equivalent to solving the integral equation

u(t;r) = c
(t−a)q−1

Γ (q)
+d

(t−a)q−2

Γ (q−2)
+

∫ t

a
G(t,s) f (t,u(t;r);r)ds.

where c and d are some real constants.
Now, d = 0 by the first boundary condition. On the other hand, u(b;r) = B(r) wich
implies that

B(r) = c
(b−a)q−1

Γ (q)
+

∫ b

a
(b− s)q−1 f (s,u(s;r);r)ds.

which implies that

c=
Γ (q)

(b−a)q−1

(

B(r)−
∫ b

a
(b− s)q−1 f (s,u(s;r);r)ds

)

u(t;r) =
Γ (q)

(b−a)q−1

(

B(r)−
∫ b

a
(b− s)q−1 f (s,u(s;r);r)ds

)
(t−a)q−1

Γ (q)
−

∫ t

a
(t− s)q−1 f (t,u(t;r);r)ds.

By the same way we can solve the problem (4) and this complete the proof.
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Proposition 5. Let G be the Green function given in Lemma (2) Then

∫ b

a
| G(t,s) | ds ≤ (q−1)q−1

Γ (q)qq+1 (b−a)q−1 (6)

Proof. It is known [2], Lemma (2.2) that G(t,s) ≥ 0 for all t,s ∈ [a,b]. Therefore

∫ b

a
| G(t,s) | ds= 1

Γ (q)

∫ t

a

(
(t−a)q−1

(b−a)q−1 (b− s)q−1 − (t− s)q−1
)

ds,

+
1

Γ (q)

∫ b

t

(
(t−a)q−1

(b−a)q−1 (b− s)q−1
)

ds,

=
1

Γ (q)

(

− (t−a)q−1

(b−a)q−1

(b− t)q−1

q
+

(t−a)q−1

(b−a)q
(t−a)q−1

(b−a)q−1

(b−a)q−1

q

)

,

+
1

Γ (q)

(

− (t−a)q−1

q
+

(t−a)q−1

(b−a)q−1

(b− t)q−1

q

)

,

=
1

Γ (q)
(t−a)q−1(b− t)

q
,

We define g : [a,b] → R by

g(t) =
(t−a)q−1(b− t)

q

Diferentiating the function g we immediately find that its maximum is achieved at the
point

t∗ =
(q−1)b+a

q
,

Moreover

g(t∗) =
(a−1)q−1(b−a)q

q
,

wich complete the proof.

Theorem 1. Assume that f : [a;b]×E1 −→ R is continuous and satisfes

D( f (t,u(t)), f (t,v(t)) ≤ KD(u,v); such that K ∈]0,1[.

If
K(q−1)q−1

Γ (q)qq+1 (b−a)q−1 < 1, then the following fuzzy fractional boundary value prob-

lem (1)–(2) has a unique continuous solution.

Proof. Let C([a,b],E1) be the complete metric space of all fuzzy continuous functions
defined on [a,b] with the distance D.

Let u ∈C([a,b],E1) and by Lemma (2) u is a solution of (1)–(2) if and only if it is
a solution of the integral equation

u(t) =
(t−a)q−1

(b−a)q−1B+
∫ b

a
G(t,s) f (t,u(s))ds.
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Let T :C([a,b],E1) −→C([a,b],E1) be an operator defined by

Tu(t) =
(t−a)q−1

(b−a)q−1B+
∫ b

a
G(t,s) f (t,u(s))ds.

for t ∈ [a,b]. We will show that the operator T has a unique fixed point.
Let u,v ∈C([a,b],E1), then

D(Tu(t),Tv(t)) ≤
∫ b

a
|G(s, t)|D( f (u(s),s), f (v(s),s)))ds.

≤
∫ b

a
|G(s, t)|KD(u(s),v(s))ds.

≤ K(q−1)q−1

Γ (q)qq+1 (b−a)q−1D(u,v).

Thus we conclude that T is a contraction mapping on C([a,b],E1) and by using the
Banach fixed point theorem we get the desired result.

3.1 Illustrative Example

Example 4. As an example we consider the fuzzy fractional boundary problem

D3/2(u(t;r),u(t;r)) = (sin(u(t;r)),sin(u(t;r))) t ∈ [0,1] (7)

(u(0;r),u(0;r)) = (0,0) (u(1;r),u(1;r)) = 0. (8)

Here f (t,u(t;r);r) = sin(u(t;r)).
And |sin(u(t))| ≤ 1= K.
Since q= 3/2, then we have

1(q−1)q−1

Γ (q)qq+1 (1−0)q−1 =
3
4

π
1
3 32/3.

Since the conditions of theorem 1 are satisfied, then the problem (7)–(8) has a unique
solution.

4 Conclusion and Future Work

In this paper, we studied the existence results for a fuzzy fractional boundary problem
by using the Banach fixed point theorem.

Our future works is to extend the results of this paper to generalized cases like the
intuitionistic fuzzy fractional boundary value problem for parabolic and hyperbolic type
equations.

Acknowledgement. The authors would like to express their sincere apreciation to the referees
for their very helpful suggestions and many kind comments.
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Abstract. The World Health Organization (WHO) estimates that outdoor and
indoor air pollution effects cause approximately 7 million premature deaths each
year. In Morocco’s case, the economic cost of air quality degradation is about
1.62% of GDP. Several studies have been conducted in air quality modeling to
address the transport equation, and various numerical methods have been pro-
posed. As a result, the research aims to compare six numerical method combi-
nations used in the CHIMERE model. Preliminary air quality modeling results
have revealed a discrepancy between the model and ozone observations, which is
more likely due to the accuracy of the input data, such as emissions, meteorol-
ogy, or land use data. The fastest combination, adv00 (Upwind-Upwind), on the
other hand, provides a significant improvement, especially when a high spatial
resolution is used, as in this study. The results can be used to guide the selection
of a perfect algebraic polynomial interpolation for transport-dominated problems
(advection). Furthermore, it allows us tomanipulate theCHIMEREmodel tomake
it as realistic as possible.

Keywords: Air quality modeling · Transport equation · Numerical method
combinations · Transport-dominated problems · CHIMERE model

1 Introduction

For different reasons, including increasing urbanization, intensive industrial pollution,
traffic emissions, agriculture, and energy consumption, increasing air pollution levels
are a global issue (Avtar et al. 2019). There is a wealth of scientific information avail-
able today about air pollution and its effects on health (Rovira et al. 2020). Although
there are still gaps and uncertainties in this database, it provides a solid foundation
for the World Health Organization’s (WHO) pollutant concentration guidelines (WHO
2020). The leading cause of fatal respiratory diseases was air pollution, both outside and
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inside. The most serious environmental issue is pollution caused by high levels of ozone
(Li et al. 2020). Photochemical reactions in the presence of light and precursor pol-
lutants such as nitrogen oxides (NOx) and volatile organic compounds (VOC) produce
ozone in the atmosphere. Significant health effects are expected if concentrations exceed
240 g/m3 for more than eight continuous hours. This conclusion is founded on the find-
ings of numerous clinical inhalation and field studies. Healthy adults and asthmatics can
expect significant reductions in pulmonary function and airway inflammation, resulting
in significantly worsened health symptoms (Heberle et al. 2019).

Morocco has invested heavily in installing air quality control systems in several cities.
In 2018, the air pollution’s economic cost was estimated at 1.62% of the country’s GDP,
says Morocco’s Secretary of State for Sustainable Development (Croitoru et al. 2017).
This large number has promptedMorocco tomake special efforts to combat air pollution.
In this context, many new studies in Morocco, specifically over the city of Agadir,
presented the evaluation of air quality.A surveywas conducted inAgadir city to prioritize
local air quality issues, highlighting the need to update the local Air QualityManagement
(LAQM) and the Air Quality Monitoring Network (AQMN) implementation regularly
(Chirmata et al. 2017). We can point to studies that employ deterministic models, such
as the CHIMERE model (Ajdour et al. 2019; Ajdour et al. 2020), as well as others that
employ artificial intelligence to forecast air quality over Agadir (Adnane et al. 2021).

In the atmospheric science field, accurate numerical simulation of tropospheric air
pollution phenomena has become a critical challenge (Todorov et al. 2020). Advection-
dominated problems are a subset of partial differential equations (PDEs) in which other
terms are relativelyminor compared to advection (Appadu 2013). In the chemical species
conservation equation, different numerical solvers are used for the advection equation,
the properties of these solvers leading to a range of errors. It should be indicated that
the advection term is to blame for all of the problems in computational processing.
Mostly, the self-adjoint property in space is destroyed by this term (Cao et al. 2017).
Typically, numerical methods for multidimensional problems are built by reducing them
to a sequence of one-dimensional problems. Furthermore, these methods must preserve
most aspects of the continuous model, such as the solution’s positivity. Because most
of the equations used do not have an analytical solution in closed form, it is critical
to determine an accurate numerical approximation. Several studies on the CHIMERE
model have been conducted, but only with the PPMnumerical solver (Menut et al. 2013).
Despite their rarity, it is also essential to mention some studies that have looked into this
type of numerical comparison (Hutchison and Mitchell n.d.). The advection equation
should be solved using an accurate numerical method to improve the model. Given the
significance of the advection phenomenon, it is critical to identify the most appropriate
numerical resolution method, particularly in the Agadir case.

The primary goal of this study is to improve the chemical transport module
CHIMERE in the city of Agadir. As a result, we compared six numerical method com-
binations, three for horizontal and two for vertical transport. The results are evaluating
using ozone observation data from the fixed station collected in July 2016. In addition,
the stability and accuracy of each combinationwere investigated. This paper is organized
as follows: in Sect. 2, we introduce the model theory, the transport equation, and the
finite volume methods that have been evaluated. In Sect. 3, We will present the Chimere
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model configuration, and we will describe the results of this simulation. In Sect. 4, some
conclusions are provided.

2 Methodology

2.1 CHIMERE Concept

The evolution equation of a chemical species’ concentration fi can be decomposed as
the number of individual factors, which can be determined directly or indirectly.

∂fi
∂t

=
(

∂fi
∂t

)
Advection

+
(

∂fi
∂t

)
Turbulence

+
(

∂fi
∂t

)
Chemistry

+
(

∂fi
∂t

)
Emissions

+
(

∂fi
∂t

)
Depot

(1)

With: (
∂fi
∂t

)
Advection

= −∇(uf ) (2)

(
∂fi
∂t

)
Turbulence

= −∇(k∇f ) (3)

(
∂fi
∂t

)
Chemistry

= Pi − Li.fi (4)

(
∂fi
∂t

)
Emissions

= E (5)

(
∂fi
∂t

)
Depot

= vd .

(
∂fi
∂z

)
sol

(6)

P andL represent output and loss terms due to chemical reactions, and νd is deposition
speed. fi is a vector containing the concentrations of one chemical specie, u is the three
dimensional wind vector, k is the tensor of eddy diffusivity.

There are two numerical methods: the first considers the problem as a whole and
simultaneously integrates all of the trends; the second is the method of separation oper-
ators, which involves successively integrated the various trends in time. In the first
equation, we are dealing with a stiff system of coupled differential equations. In the
CHIMERE model, the first approach is used, and the time integration is based on the
two-step algorithm. The calculation is performed on the application of a Gauss-Seidel
iteration scheme (Blackledget 2006) to the two-step implicit backward differentiation
(BDF2) formula (Emmrich 2009). We notice f, the vector containing the concentrations
of all model species for every grid box.

f n+1 = 4f n

3
− f n−1

3
+ 2

3
�t

(
P
(
f n+1

)
− L

(
f n+1

)
· f n+1

)
(7)

It’s worth noting that L is a diagonal matrix in this case. This equation reads as
follows after rearranging it. A Gauss-Seidel approach can be used to solve the implicit
nonlinear system obtained in this scheme (Verwer et al. 1996).

f n+1 =
(
I + 2

3
�tL

(
f n+1

))−1 4f n+1

3
− f n−1

3
+ 2

3
�tP

(
f n+1

)
(8)
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In CHIMERE, the modified terms Pmod and Lmod replace the production and loss
terms P, and L. Ph and Pv represent the temporal evolution of concentrations due to
horizontal (only advection) and vertical (both advection and diffusion) inflow into a
given grid box. Lh and Lv represent the temporal evolution due to the respective outflow
divided by the concentration.

{
Pmod = P + Ph + Pv

Lmod = L + Lh + Lv
(9)

2.2 The Transport Equation

For realistic description, we started with the three-dimensional scalar advection problem
(Goyal and Kumar 2011). For each chemical species, the conservation equation is then
numerically solved. (uf) indicating the mass flux corresponding to velocity u.

∂f

∂t
= −∇(uf ) (10)

This equation canbediscretized and solved separately for eachof the three orthogonal
directions: zonal, meridian, and vertical, using the operator splitting technique and the
CHIMERE design, including parallelepiped structured grids. This technique is more
computationally efficient and, in some cases, more stable and accurate than two- or
three-dimensional approaches, notably when applied to high-order models. Generally,
is widely used in meteorological and chemistry-transport modeling. We notice δα(f), the
variation of (f) due to transport in the direction α and F is (uf). After time and space
discretization, the discretized transport calculations are as follows:

δα(f ) =
(

(F)αn+1/ 2 − (F)αn−1/ 2
�x

)
�t (11)

Since the inward and outward fluxes cancel out in each direction, this equation
ensures mass conservation. From the initial concentration field, the concentration incre-
ments are determined sequentially for each direction. The calculation of fluxes at cell
interfaces (Fα

n+1/ 2) is a key problem in solving this equation. The characteristics of the
transport scheme are determined by how these fluxes are numerically estimated. These
numerical methods range from simple first order numerical to higher order methods.

Species concentrations and meteorological variables are defined on the same grid as
in the CHIMERE model. The wind speeds at interfaces are interpolated linearly from
wind speeds at the centers of the two grid cells separated by the interface. It is assumed
that the grid cell length does not differ significantly from one grid cell to its neighbors
in the horizontal directions. The thickness of the layers increases quasi-exponentially
with altitude in the vertical direction to provide better vertical resolution in the lower
model levels. At each grid cell, vertical mass fluxes are calculated to guarantee a zero
flow divergence. The mass flux at the lower boundary of the lowest layer is zero, and at
the top is determined in ascending order, from lowest to highest layer. After identifying
the mass fluxes, the vertical transport method can be employed.
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To simplify things, we’ll continue with a one-dimensional scalar advection problem
for one typical atmospheric pollutant. The following linear hyperbolic equation gives
the transport equation, also known as the advection equation, to which we add an initial
concentration f(x, 0) = f0, during the time interval [0, T]. The concentration of one
atmospheric pollutant is denoted by f. As a result, the description is the general Cauchy
problem.

{
∂f
∂t = ∂(uf )

∂x
f (x, 0) = f0

∀(x, t) ∈ R × [0,T ] (12)

2.3 Resolution Method

The equations governing the phenomenon of air pollution can only be resolved ana-
lytically for a few simple cases. However, to account for nonlinear and coupled differ-
ential equations that explain diffusion, advection, and chemical reactions, a numerical
resolution that meets the boundary conditions is needed. The finite volume approach
(Mazumder 2016) was used in the Chimere model. The need for stability and, as a
result, a reduction in computation time drives the decision to use such a method. The
conservative form of the transport equation in one dimension in space is solved using
the finite volume method. First, we divide the spatial domain into cells called finite or
controls volumes. This corresponds in one dimension to a partition of [0, L]. On the
other hand, one built discrete equations from the integral form of the equation. A unidi-
rectional grid is used to discretize the domain first. For time variable, let be [tn, tn+1] a
uniform division of [0, T], we designate time step as �t = tn+1 − tn. For space variable
[xj−1/ 2, xj+1/ 2] is a division of [0, L], we define space step as �x = xj+1/ 2 − xj−1/ 2,

the control volume �j = [
xj−1/ 2, xj+1/ 2

]
, and the center points xj = xj+1/ 2−xj−1/ 2

2 .
The integral form on each of the control volumes of the conservation law is given by

∫
Ωj

∂f

∂t
dx = Q(f (xj−1/ 2, t)) − Q

(
f
(
xj+1/ 2, t

))
(13)

We note Q(f
(
xj−1/ 2, t

)
,Q(f

(
xj+1/ 2, t

)
,the fluxes inside the cell. By integrating in

time:
∫

Ωj

f (x, t + �t) −
∫

Ωj

f (x, t) =
∫ t+�t

t
Q

(
f
(
xj−1/ 2, t

))
dt −

∫ t+�t

t
Q

(
f
(
xj+1/ 2, t

))
dt

(14)
1

Δx

∫
Ωj

f (x, t + �t) = 1

Δx
(

∫
Ωj

f (x, t) +
∫ t+�t

t
Q

(
f
(
xj−1/ 2, t

))
dt −

∫ t+�t

t
Q

(
f
(
xj+1/ 2, t

))
dt) (15)

This term can be expressed as:

γ n+1
j = γ n

j − 1

Δx

(
Qn
j+1/ 2 − Qn

j−1/ 2

)
(16)
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where, we define the exact flux Q and the average values of the exact solution γ at time
t, on each cell, we note F, the approximation of the function by:

{
Qn
j+1/ 2 = 1

Δx

∫ t+�t
t (uf )(xj+1/ 2, t)dt

γ n
j = 1

Δx

∫ xj+1/ 2
xj−1/ 2

F(x, t)dx
(17)

F is an interpolation function that is determined by the conservative algorithm. This
paper employs three distinct F approximations, corresponding to constant, linear, and
quadratic approximations of F over each of the central cells. By shifting the profile by
u.�t, the value of f in the (n + 1) step can be easily obtained. In the coming section,
we’ll go through the three transportation options available in the model.

f
(
xj+1, t + �t

) = f
(
xj+1 − u�t, t

) = Fn
j

(
xj+1 − u�t

)
(18)

2.3.1 Upwind Method

The upwind method uses a condition on the velocity sign to determine the advection
concentration into the neighboring cell via the considered surface (Falcone and Ferretti
2016). If u is positive, the moving wave solution of the equation above propagates to the
right, with upwind refers to the left side, while downwind refers to the right side. If u is
negative, the moving wave solution propagates to the left. The left hand is known as the
downwind side, and the right side is known as the upwind side. The tracer concentration
in each grid cell is assumed to be uniform in this scheme. Therefore, the interface mass
flux is the product of the wind at the interface and the tracer concentration in the upwind
cell. This method uses a constant function β, in a generic mesh element with �j as the
boundaries. This constant is the function’s value in the initial moment, when this value
is known. For x ∈ �j =

[
xj+1/ 2 − unj+1/ 2�t, xj+1/ 2

]
:

{
if u > 0 Fj(x) = βj

if u < 0 Fj(x) = βj−1
(19)

For u > 0, the flux value can be calculated as:

Qn
j+1/ 2 = 1

Δt

∫
Ωj

F(x)dx = 1

�t

∫
Ωj

βjdx (20)

After calculation:

Qn
j+1/ 2 = unj+1/ 2βj (21)

Following that, we can thoroughly describe the flux function Q for the Upwind
method in terms of the average cell integral value γ as follows:

{
if u(t)j+1/ 2 > 0 Qj+1/ 2 = γjuj+1/ 2
if u(t)j+1/ 2 < 0 Qj+1/ 2 = γj+1/ 2uj+1/ 2

(22)
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For the CHIMERE model the function f is generally defined by f = ρ.c with c is the
concentration, according to the sign of the wind speed at the cell interface, the fluxes at
the cell interfaces are described by the following equations:

{
if u(t)j+1/ 2 > 0 Fj±1/ 2 = ρjuj+1/ 2cj
if u(t)j+1/ 2 < 0 Qj+1/ 2 = ρjuj+1/ 2cj+1

(23)

2.3.2 Van Leer Method

The Van Leer Method is a finite volume method for obtaining highly accurate numerical
solutions for a given system, even when the solutions include shocks, discontinuities, or
large gradients (Vanderheyden and Kashiwa 1998). The concept is to use reconstructed
states derived fromcell-averaged states from theprevious time step to replace the constant
approximation of the Upwind method. For x ∈ �j, and taking into account the velocity
u < 0.

Fj(x) = βj + αj
(
x − xj−1/ 2

)
(24)

From the initial condition of each cell, we can determine the coefficient βj:

{
if uj+1/ 2 > 0 Fj

(
xj−1/ 2

) = βj = fj
if uj+1/ 2 < 0 Fj

(
xj−1/ 2

) = βj = fj+1
(25)

Based on monotonicity, to achieve a good relationship between the interpolation
function and the original function. We have to specify a slope limiter to determine αj the
slope term of the interpolation function. The main goal of flux limiter schemes is to keep
spatial derivatives as practical as possible, which typically means physically achievable
and relevant values. Limiter function Minmod provides a reasonable choice of the αj.
We note

(
fj − fj−1

) = δfj

{
if

(
δfj−1/ 2 − δfj−3/ 2

)
> 0 αj = fj − fj−1

if
(
δfj−1/ 2 − δfj−3/ 2

)
< 0 αj = fj−1 − fj−2

(26)

The flux value can be calculated as:

Qn
j+1/ 2 = 1

Δt

∫
Ωj

F(x)dx = 1

Δt

∫
Ωj

(
βj + αj

(
x − xj−1/ 2

))
dx (27)

In the monotonic case, the flux formulation can be calculated as follows, in terms of
the average cell integral value γ, depending on the sign of the velocity. Generally, this
formula is directly applied to determine the flux function.

{
if u(t)j+1/ 2 > 0 Qj+1/ 2 = γjuj+1/ 2 + αj

(
uj+1/ 2�x − ujuj+1/ 2�t

)
if u(t)j+1/ 2 < 0 Qj+1/ 2 = γj+1/ 2uj+1/ 2 + αj

(
uj+1/ 2�x − ujuj+1/ 2�t

) (28)

The concentration inside a grid cell is determined by a linear slope between the cell’s
two interfaces in the CHIMER model. This method is slightly more time-consuming



Numerical Method Combinations Assessment 95

than the first-order upwind method. Because of its higher numerical precision and lower
scattering than the first-order upwind system. It is a good compromise solution for
long-range transport in meteorology between numerical accuracy and computational
efficiency.

cj(x) = βj +
(
x − xj

)
αj (29)

With βj = cj and according to the following cases, the slope is calculated

if cj ∈ [
cj−1, cj+1

]
βj = sign

(
cj+1 − cj−1

) × min

(
cj+1 − cj−1

2�x
,
cj+1 − cj

�x
,
cj − cj−1

�x

)
(30)

2.3.3 Piecewise Parabolic Method (PPM)

Since PPM is a finite volume scheme, physical variables are represented as averages
over a grid zone instead of single values at different points (Zhang et al. 2017). Then
use the information from the average of the neighboring regions to fit a single mono-
tonic parabola to the average area of each dependent variable. PPM is a computational
technique developed for fluid flow modeling with heavy impacts and discontinuities. It
can handle steep gradients in small meteorological flows. For x ∈ �j, and taking into
account the velocity u < 0. We note xj = (

x − xj−1/ 2
)/

�xj.

Fj(x) = βj + αjxj + ϕjxj
(
1 − xj

)
(31)

The coefficients βj, αj and ϕj are obtained by the following formulas:

βj = Fj
(
xj−1/ 2

)
(32)

αj = Fj
(
xj+1/ 2

) − Fj
(
xj−1/ 2

)
(33)

ϕj = 6

(
fj − 1

2

(
Fj

(
xj+1/ 2

) + Fj
(
xj−1/ 2

)))
(34)

We used the Colella and Woodward approach to measure the interface values. In
general, slope modifications were added to the PPM method to address the spurious
oscillations issue in numerical solutions caused by high-order interpolation. The average
slope in cell �j is noted by δf , depending on the sign of γj+1 − γj, and determined by
δfj = (γj+1 − γj)

/
4. The average slope and affect the dispersion errors of the numerical

solutions are controlled by ε1 and ε2.

{
if

(
γj+1 − γj

)
> 0 δfj = 2min

(
δf , ε1

(
γj+1 − γj

)
, ε2

(
γj − γj−1

))
if

(
γj+1 − γj

)
< 0 δfj = 2max

(
δf , ε1

(
γj+1 − γj

)
, ε2

(
γj − γj−1

)) (35)

The interface values are defined by

fj+1 = 1

2

(
γj+1 + γj

) − 1

6

(
δfj − δfj−1

)
(36)
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Generally, this formula is directly applied to determine the flux function.

⎧⎨
⎩
if u(t)j+1/ 2 > 0 Qj+1/ 2 = uj+1/ 2

(
Fj

(
xj+1/ 2

) − uj+1/ 2�t
2�xj

(
�βj −

(
1 − 2uj+1�t

3�xj

)
ϕj

))

if u(t)j+1/ 2 < 0 Qj+1/ 2 = uj+1/ 2
(
Fj+1

(
xj+1/ 2

) − uj+1/ 2�t
2�xj

(
�βj+1 −

(
1 − 2uj+1�t

3�xj+1

)
ϕj+1

))
(37)

In the CHIMERE model, the piecewise parabolic method is used with ε1 = ε2 = 0.
The errors caused by the neglect of the cross derivatives are approximately compensated
due to the method’s symmetry. As a result, because the PPM method implemented in
CHIMERE treats transport in each horizontal dimension with 3rd order accuracy, it is
much less diffusive than the simple 2d order Van Leer method.

3 Results and Discussion

Threemodelswere used in themodeling process. TheCHIMEREmodel, version 2017r3,
calculate gas and aerosol concentrations based onWRF and Emis-surf data.Meteorolog-
ical data is computed using theWRF (Weather Research Forecasting)model, version 4.0.
Finally, the Emis-surf model, version 2016b, includes information on gas and aerosol
emissions. CHIMERE is amulti-scale Eulerian chemistry transport model. It is designed
to generate daily pollutant forecasts, reproduce long-term emission scenarios, and study
typical cases. This model incorporates a wide range of data inputs, such as meteorolog-
ical conditions, land use, and emissions. The chemical boundary conditions are from
the three-dimensional global chemistry-climate model LMDz-INCA, while the aerosol
boundary conditions are from the GOCART and LMDz-AERO global models (Folberth
et al. 2006). Anthropogenic emissions are estimated using the 2010 EDGAR-HTAP v2
global emission inventory (Ferreyra et al. 2016). The horizontal resolution has been set
at 0.02 degrees. The model is set up with 20 vertical levels in the troposphere ranging
from 500 hPa to 200 hPa. The WRF and Chimere domains and the study domain are
shown in Fig. 1. It should be noted that the position of the fixed station is at the center
of the study domain.

Since 2010, the Souss Massa Region has had a regional mobile laboratory and a
ground station for air quality monitoring to assess the air quality in Agadir. Both are out-
fitted with the Environment S.A. To detecting harmful pollutants, specific standardized
analyzers and also meteorological variables are used. Data collected from the ground
station are used as reference observational data in this study. The station is located in
a residential area to assess urban background pollution. Souss Massa has a population
of about 2.7 million people, with 33.7% living in the Agadir-Ida Outanane prefecture.
The modeling ozone results are compared with monitoring data in this study. The per-
formance of these models in Agadir is determined using four statistical indicators: The
Mean Normalized Bias (MNE), the Correlation Coefficient (R), the Mean Bias (MB),
and the Mean Squared Error (RMSE).

As illustrated in Table 1, six combinations were identified for this study based on
the numerical method used during horizontal and vertical transport. Figure 2 shows
the hourly ozone time series for each combination. A complete match can be seen
in the night period, while differences in maximum values recorded in the middle of
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the day can be seen, which will affect the evening period. The adv11 combination
makes a significant difference in the evening ozone values. Four statistical factors were
calculated to accurately determine the discrepancies, as seen in Table 2. According
to the MB significance values, CHIMERE overestimates the O3 concentration. This
discrepancy is generally related to the low accuracy of the emission information at each
time step derived from the annual totals of the HTAP inventory database, and also the
model’s horizontal resolution of 0.02°, while the stations record very local values of
the measurements. The Mean Normalized Error shows a large percentage compared to
the acceptable and recommended values by EPA. In addition to the low accuracy of the
input leading to an increase in the accumulation of the errors. We can also see large
proportions of typical ozone concentrations during the night, as shown in Fig. 2, which
is not entirely consistent with the measurements. The correlation values indicate that the
model maintains the measurement trend, which is a plus.

In general, the statistical results are close; adv11 has low statistical values, which
corresponds to their position in Fig. 2. For adv00 and adv20, the best compromise
between correlation and error is recorded. In terms of computation time, adv00 provides
a significant improvement, particularly when a high spatial resolution is used, as in
this study. In general, horizontal transport methods have an indirect effect on vertical
transport and propagation, and the more prevalent horizontal methods tend to increase
transport to the lower layers, which leads to an increase in surface concentrations, as
seen when comparing the maximum values in the middle of the day, between adv00 and
adv10 (Fig. 2).

Fig. 1. WRF’s domain (Black) and Chimere’s domains (violate)
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Table 1. The six combinations depending on the numerical method used during horizontal and
vertical transport.

Horizontal Vertical

Upwind Van Leer

Upwind adv00 adv01

PPM adv10 adv11

Van Leer adv20 adv21

Table 2. The Ozone evaluation of all combinations

R MB MNE RMSE

adv00 0.78 28.69 68% 28.40

adv01 0.77 29.10 69% 28.79

adv10 0.77 28.67 68% 28.37

adv11 0.76 29.12 69% 28.81

adv20 0.78 28.69 68% 28.39

adv21 0.78 29.12 69% 28.81

Fig. 2. Hourly ozone time series comparison between observations and four combinations

4 Conclusion

This study is based on the CHIMERE model and was conducted in Agadir in July
of 2016. The goal is to improve the chemical transport module CHIMERE from the
six combinations identified based on the numerical method used during horizontal and
vertical transport. The results show that the ozone model-observation disagreement is
more related to the accuracy of the input data, such as emissions, meteorology, or land
use data. This finding is consistent with previous research on the subject (Derognat et al.
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2003; Menut et al. 2013). If the results of the six combinations are similar, using the
adv00 combination, which is the fastest, provides a significant improvement, especially,
when a high spatial resolution is used, as in this study (Grylls et al. 2019; Tao et al.
2020). In conclusion, it appears that the type of algorithm used to simulate the transport
phenomenon can be somewhat decisive, particularly in the case of long-time simulations
with high spatial resolution (Gavete et al. 2012; Mazumder 2016). Even though only one
month’s data from the summer of 2016 was used in this study to assess air pollutants in
Agadir, Morocco, this allows us to control in some way the CHIMERE model to align
it as closely as possible with reality. Finally, it refers to a series of future studies.
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Abstract. In this paper we proved some importance proprieties of Colombeau
algebra, we proved the existence and uniqueness of solution of transport equation
with variable speed and initial data in the Colombeau algebra G . We proved the
association of the generalized solution with the classical solution.
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1 Introduction

The optimal solution for overcoming the problems that Schwartz theory of distributions
is concerned with was offered by Colombeau (1984, 1985) [2] and [8]. He constructed
an associative differential algebra of generalized functions G (R), which contains the
space D ′ (R) of distributions as subspace and the algebra of C ∞ − f unctions as sub-
algebra. This theory of generalized functions of Colombeau actually generalizes the
theory of Schwartz distributions: these new Colombeau generalized functions can be
differentiated in the same way as distributions, but where multiplication and other non-
linear operations are concerned, it is significant that the result of these operations always
exists in this algebra as Colombeau generalized function. These new generalized func-
tions are very much related to the distributions, in the sense that their definition may be
considered as a natural evolution of the Schwartz definition of distributions [2].

The notion of ‘association’ in G (R) is a faithful generalization of the equality of
distributions, and again enables us to interpret results in terms of distributions.

Due to all these properties, Colombeau theory has found extensive application in
different natural sciences and engineering, especially in fields where products of distri-
butions with coinciding singularities are considered [8].

The transport equation describes how a scalar quantity is transported in a space.
Usually, it is applied to the transport of a scalar field (e.g. chemical concentration,
material properties or temperature) inside an incompressible flow. From the mathemat-
ical point of view, the transport equation is also called the convection-diffusion equa-
tion, which is a first-order PDE (partial differential equation). The convection-diffusion
equation is the basis for the most common transportation models.

This paper solves a problem called non-regular transport problem on the domain
Ω = R

+ ×R.{
∂tu(t,x)+ c(t,x)∂xu(t,x) = f (t,x)u(t,x)+a(t,x), (t,x) ∈ R

∗,+ ×R

u(0,x) = u0(x), x ∈ R
(1)
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with c, f and a are discontinuous functions such that c> 0.

In Colombeau algebra of generalized functions G which allows multiplication of
distributions and solution of nonlinear problems with singularities and proved the asso-
ciation of the solution.

The paper is organized as follows. After the introductory part, in the second section
we give some basic preliminaries such as notations and definitions of the objects we
shall work with. We also introduce different spaces of Colombeau algebra of general-
ized functions. In the third section we proved the existence and uniqueness of solution
of transport equation with variable speed and initial data in the Colombeau algebra G .
Finally, in the fifth section we study the association.

2 Preliminaries

We use the following notations [2]:

Aq =
{

ϕ ∈ D (Rn)/
∫
Rn

ϕ(x)dx= 1,
∫
Rn

xα ϕ(x)dx= 0 for 1 ≤ |α| ≤ q

}

q= 1,2, . . .

ϕε(x) =
1
εn

ϕ
( x

ε

)
for ϕ ∈ D (Rn)

We denote by E (Rn) = {u : A1 ×R
n → C/ with u(ϕ,x) is C ∞ to the second vari-

able x}
u(x,ϕε) = uε(x) ∀ϕ ∈ A1

EM (Rn) =
{
(uε)ε>0 ⊂ E (Rn)/∀K ⊂⊂ R

n,∀α ∈ N
n
0,∃N ∈ N such that

sup
x∈K

|Dαuε(x)| =O
(
ε−N)

as ε → 0}

N (Rn) =
{
(uε)ε>0 ⊂ E (Rn)/∀K ⊂⊂ R

n,∀α ∈ N
n
0,∀p ∈ N such that

sup
x∈K

|Dαuε(x)| =O (ε p) as ε → 0}

The Colombeau algebra is defined as a factor set G (Rn) = EM (Rn)/N (Rn) , where
the elements of the set EM (Rn) are moderate while the elements of the set N (Rn) are
negligible [2].

Let G1,G2 ∈ G (Rn) and G1,ε ,G2,ε their representatives respectively. We say that
G1,G2 ∈ G (Rn) are associated and we write G1 ≈ G2, if for every ϕ ∈ D (Rn)

lim
ε→0

∫
Rn

(G1,ε −G2,ε)ϕ(x)dx= 0

Below is the statement of a problem called non-regular transport problem on the domain
Ω = R

+ ×R.{
∂tu(t,x)+ c(t,x)∂xu(t,x) = f (t,x)u(t,x)+a(t,x), (t,x) ∈ R

∗,+ ×R

u(0,x) = u0(x), x ∈ R
(2)

with c, f and a are discontinuous functions such that c> 0.
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3 Positive, Negative and Bounded Generalized Function

Definition 1 [2,8].
a- U ∈ G [Ω ] is said globally bound if it exists c> 0 and a representative u ∈ EM[Ω ] of
U and N ∈ N such as ∀φ ∈ AN , we have

sup
y∈Ω

|u(φε ,y)| ≤ c

when ε → 0
b- U ∈ G [Ω ] is said to have local logarithmic growth if for any representative u ∈
EM[Ω ] of U and for any compact K of Ω it exists N ∈N such as ∀φ ∈AN ,∃c> 0, such
as

sup
y∈Ω

|u(φε ,y)| ≤ c ln

(
1
ε

)

when ε → 0
c- U ∈ G [Ω ] is said to be strictly positive and we note U > 0 if for all compact K of Ω ,
there is a representative u ∈ EM[Ω ] of U,∃N ∈ N,c> 0,∀φ ∈ AN , we have

u(φε ,y) ≥ cεN ∀y ∈ K

when ε → 0
d- U ∈ G [Ω ] is said to be strictly negative and we note U < 0 if for all compact K of
Ω , there is a representative u ∈ EM[Ω ] de U,∃N ∈ N,c> 0,∀φ ∈ AN , we have

u(φε ,y) ≤ −cεN ∀y ∈ K

when ε → 0

Proposition 1. (c) and (d) of the previous definition do not depend on the chosen rep-
resentative.

Proof 1. c- Let U an element of G [Ω ] strictly positive. Be a compact K of Ω . So there
is a representative u ∈ EM[Ω ] of U,∃N ∈ N,∃c> 0,∀φ ∈ AN such as

u(φε ,y) ≥ cεN y ∈ K

Let u2 another representative of U. So

u−u2 ∈ N [Ω ]

i.e.
u(φε ,y)−u2 (φε ,y)< εq ∀q

so
u2 (φε ,y)> −εq+u(φε ,y)

> −εq+ cεN

> cεN
(

1− εq−N

c

)
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By crossing the limit q −→ +∞, so

u2 (φε ,y)> cεN , y ∈ K

d- Let U an element of G [Ω ], suppose that U is strictly negative. Be a compact K of Ω ,
So there is a representative u ∈ EM[Ω ] of U,∃N ∈ N,∃c> 0,∀φ ∈ AN such that

U (φε ,y)< −cεN y ∈ K

Let u2 another representative of U. So

u−u2 ∈ N [Ω ]

thus
u2(φε ,y)−u(φε ,y)< εq

so
u2 (φε ,y)< εq+u(φε ,y)

< εq − cεN

< −cεN
(

1− εq−N

c

)

By crossing the limit q −→ +∞, so

u2 (φε ,y)< −cεN , y ∈ K

Proposition 2. (a) of the previous definition does not depend on the chosen represen-
tative.

Proof 2. Let u2 another representative of U. So

u−u2 ∈ N [Ω ]

then
|u2 (φε ,y)−u(φε ,y)| < εq ∀y ∈ Ω ∀q

|u2 (φε ,y)|− |u(φε ,y)| < εq
|u2 (φε ,y)| < εq+ |u(φε ,y)|

|u2 (φε ,y)| < εq+ c By crossing the limit q −→ +∞, we find

|u2 (φε ,y)| < c ∀y ∈ Ω

4 Existence and Uniqueness of the Generalized Solution

Theorem 1. We assume that c is globally bounded such that c> 0,∂xc and f are with
local logarithmic growth. So for an initial data u0 ∈ G [R] and a element of G [Ω ], the
problem (1) admits a unique solution u ∈ G [Ω ].
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Proof 3. Existence:
The transport problem with the representatives is as follows:{

∂tuε(t,x)+ cε(t,x)∂xuε(t,x) = fε(t,x)uε(t,x)+aε(x, t),(t,x) ∈ R
+,∗ ×R

uε(0,x) = u0(x), x ∈ R
(3)

This problem admits a unique class solution C∞.
By hypothesis c is globally bounded, then ∃M > 0 such as:

|cε(x, t)| ≤ M, ∀(x, t) ∈ Ω

so ∣∣∣∣dλε(x, t,s)
ds

∣∣∣∣ ≤ M, ∀(x, t) ∈ Ω

with λε(x, t, .) the characteristic curve corresponding to cε issue of the point (x, t), by
drawing the lines passing through the point (x, t) and slope M and −M, we can deter-
mine a domain (compact of Ω ) of determination of the solution that does not depend on
ε .

Fig. 1. .

In this case, for all (x, t) ∈ KT , the characteristic curves resulting from this point
remain in KT , Furthermore:

ui,ε(x, t) = u0,ε (λε(x, t,0))+
∫ t

0
fε (λε(x, t,s),s)uε (λε(x, t,s),s)ds

+
∫ t

0
ai,ε (λε(x, t,s),s)ds

|uε(x, t)| ≤ supx∈K0
|u0,ε(x)|+

∫ T
0 sup(t,x)∈KT

| fε(t,x)|supKs
|uε(t,x)|ds

+
∫ T

0 sup(t,x)∈KT
|aε(t,x)|ds

sup(t,x)∈KT
|uε(t,x)| ≤ supx∈K0

|u0,ε(x)|+T sup(t,x)∈KT
|aε(t,x)|

+
∫ t

0 sup(t,x)∈KT
| fε(t,x)|sup(t,x)∈Ks

|uε(t,x)|ds
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Apply Gronwall’s lemma to the function s → sup(t,x)∈Ks
|uε(t,x)|

sup
(t,x)∈KT

|uε(t,x)| ≤
[

sup
x∈K0

|u0,ε(x)|+T sup
(t,x)∈KT

|aε(t,x)|
]

× exp

(
T sup

(t,x)∈KT

| fε(t,x)|
)

As f has local logarithmic growth, then

sup
(t,x)∈KT

|uε(t,x)| = O
(
ε−N)

, N ∈ N

Now let’s apply the operator ∂x on Eq. (2)⎧⎪⎨
⎪⎩

∂t(∂xuε(t,x))+ cε(t,x)∂x∂xuε(t,x) = fε(t,x)∂xuε(t,x)−∂xcε(t,x)uε(t,x)

+∂x fε(t,x)uε(t,x)+∂xaε(x, t),(t,x) ∈ R
+,∗ ×R

∂xuε(0,x) = u′
0(x), x ∈ R

(4)

then

∂xuε(t,x) =u′
0,ε (λε(x, t,0))

+
∫ t

0
∂x fε (λε(x, t,s),s)uε (λε(x, t,s),s)ds

+
∫ t

0
fε (λε(x, t,s),s)∂xuε (λε(x, t,s),s)ds

−
∫ t

0
∂xcε (λε(x, t,s),s)uε (λε(x, t,s),s)ds

+
∫ t

0
∂xai,ε (λε(x, t,s),s)ds

|∂xuε(x, t)| ≤ sup
x∈K0

∣∣u′
0,ε(x)

∣∣+
∫ T

0
sup

(t,x)∈KT

|∂x fε(t,x)| sup
(t,x)∈KT

|uε(t,x)|ds

+
∫ T

0 sup(t,x)∈KT
| fε(t,x)|sup(t,x)∈Ks

|∂xuε(t,x)|ds
+

∫ T
0 sup(t,x)∈KT

|∂xcε(t,x)|sup(t,x)∈KT
|uε(t,x)|ds

+
∫ T

0 sup(t,x)∈KT
|∂xaε(t,x)|ds

Apply Gronwall’s lemma to the function s → sup(t,x)∈Ks
|∂xuε(t,x)| ;

sup
KT

|∂xuε(t,x)| ≤
[

sup
x∈K0

∣∣u′
0,ε(x)

∣∣+T sup
(t,x)∈KT

|∂x fε(t,x)| sup
(t,x)∈KT

|uε(t,x)|

+T sup
KT

|∂xcε(t,x)| sup
(t,x)∈KT

|uε(t,x)|+T sup
(t,x)∈KT

|∂xaε(t,x)|
]

× exp

(
T sup

(t,x)∈KT

| fε(t,x)|
)
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As f has local logarithmic growth and (uε) is moderate, so

sup
(t,x)∈KT

|∂xuε(t,x)| =O
(
ε−N)

, N ∈ N

By doing the same reasoning, we find that for everything m ∈ N and m ≥ 2

sup
(t,x)∈KT

|∂m
x uε(t,x)| =O

(
ε−N)

, N ∈ N

on the other hand, we have

∂tuε(t,x) = −cε(t,x)∂xuε(t,x)+ fε(t,x)uε(t,x)+aε(x, t)

as f has local logarithmic growth and (∂xuε) is moderate, then

sup
(t,x)∈KT

|∂tuε(t,x)| =O
(
ε−N)

, N ∈ N

We also have

∂t∂xuε(t,x) = −∂xcε(t,x)∂xuε(t,x)− cε(t,x)∂ 2
x uε(t,x)

+∂x fε(t,x)uε(t,x)+ fε(t,x)∂xuε(t,x)+∂xaε(x, t)

∂ 2
t uε(t,x) = −∂t cε(t,x)∂xuε(t,x)− cε(t,x)∂t∂xuε(t,x)

+∂t fε(t,x)uε(t,x)+ fε(t,x)∂tuε(t,x)+∂taε(x, t)

etc. . . . .
Hence, for any derivative operator ∂ n

t ∂m
x ,∃N ∈ N

sup
(t,x)∈KT

|∂ n
t ∂m

x uε(t,x)| =O
(
ε−N)

then
u ∈ G (Ω)

Uniqueness:
Suppose that problem (2) admits two solutions u,v ∈ G [Ω ] so they exist d0,ε ∈ N [R]
such as:⎧⎨

⎩
∂t(uε(t,x)− vε(t,x))+λiε(x, t)∂x(uε(t,x)− vε(t,x)) = fε(x, t)(uε(x, t)
−vε(x, t))
uε(x,0)− vε(x,0) = d0,ε(x)
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uε(t,x)− vε(t,x) =d0,ε (λε(x, t,0))

+
∫ t

0
fε (λε(x, t,s),s)(uε (λε(x, t,s),s)− vε (λε(, ,s),s))ds

|uε(t,x)− vε(t,x)| ≤ sup
x∈K0

|d0,ε(x)|

+
∫ T

0
sup

(t,x)∈KT

| fε(t,x)| sup
(t,x)∈Ks

|uε(t,x)− vε(t,x)|ds

Apply Gronwall’s lemma to the function s → sup(t,x)∈Ks
|uε(t,x)− vε(t,x)|

sup(t,x)∈KT
|uε(t,x)− vε(t,x)| ≤ (

supx∈K0
|d0,ε(x)|

)
×exp

(
T sup(t,x)∈KT

| fε(t,x)|
)

as f has local logarithmic growth, then

sup
(t,x)∈KT

|uε(t,x)− vε(t,x)| =O (εq) , ∀q ∈ N

For the other derivatives, it is the same as the first part of the proof of the theorem.
Consequently the problem (1) admits a unique solution u ∈ G [Ω ].

5 Application

We consider the following problem which presents the propagation of a wave in a dis-
continuous medium:{

∂tu(t,x)+ c(t,x)∂xu(t,x) = 0, (t,x) ∈ R+,∗ ×R

u(0,x) = u0(x), x ∈ R
(5)

with

c(t,x) =
{
cL, x ≤ x0

cR, x> x0

and u0 is a continuous function almost everywhere, and zero in the neighborhood of 0.
If we set a condition of transition to x0 (continuity of u on point x0), then the solution
of the problem (4) is given by:

u(t,x) = u0(λ (t,x,0))

with λ the characteristic curve resulting from the point (t,x). is sloping c (Fig. 2)
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Fig. 2. .

c ∈ L∞(Ω), then there is C ∈ G [Ω ] such as C ≈ c, c is globally bounded and ∂xC ∈
N [Ω ] local logarithmic growth, and according to Theorem 1 problem 4 admits a unique
solution U = [(uε)] ∈ G [Ω ], with:

{
∂tuε(t,x)+ cε(x)∂xuε(t,x) = 0, (t,x) ∈ R

∗+ ×R

uε(0,x) = u0,ε(x), x ∈ R

Take:
λε = λ ∗φηε

with φ ∈ D (R+) such as:
∫
R+

φ(x)dx= 1 supp(φηε ) ⊂ ]x0 −ηε ,x0 +ηε [ ηε = | logε|−1

We pose:
uε(t,x) = u0,ε (λε(t,x,0))

To show that U ≈ u, just prove that:

lim
ε→0

∫
Ω
(u0,ε (λε(t,x,0))−u0(λ (t,x,0)))ψ(t,x)dtdx= 0

for all ψ ∈ D(Ω)
We have ∫

Ω (u0,ε (λε(t,x,0))−u0(λ (t,x,0)))ψ(t,x)dtdx=∫
Ω (u0,ε (λε(t,x,0))−u0 (λε(t,x,0)))ψ(t,x)dtdx
+

∫
Ω (u0 (λε(t,x,0))−u0(λ (t,x,0)))ψ(t,x)dtdx

But ∫
Ω (u0,ε (λε(t,x,0))−u0 (λε(t,x,0)))ψ(t,x)dtdx=∫

Ω (u0,ε −u0)(λε(t,x,0))ψ(t,x)dtdx
≤ supx∈R |u0 ∗φε −u0|

∣∣∣∫sup p(φ) ψ(t,x)dtdx
∣∣∣

so
lim
ε→0

∫
Ω
(u0,ε (λε(t,x,0))−u0(λ (t,x,0)))ψ(t,x)dtdx= 0
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To prove that

lim
ε→0

∫
Ω
(u0 (λε(t,x,0))−u0(λ (t,x,0)))ψ(t,x)dtdx= 0

just show that
lim
ε→0

(λε(t,x,0)−λ (t,x,0)) = 0

We know that c is globally bounded.
So there is M > 0 such as

sup
(t,x)∈Ω

|cε(t,x)| <M

So, we can frame the curve λε between two broken curves (see Fig. 3), and we take the
intersection of these two curves with the axis (ox), given by:

x1 = 1
cL
[−2Mηε + cR (x− x0 −ηε)]− t

cL
−ηε + x0

x2 = 1
cL
[2Mηε + cR (x− x0 −ηε)]− t

cL
−ηε + x0

Fig. 3. .

such that
x1 ≤ λε(t,x,0) ≤ x2

Since
lim
ε→0

λε(t,x,0) =
cR
cL

(x− x0)− t
cL

+ x0

= λ (x, t,0)
so

U ≈ u
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Abstract. This article discusses the applications of Artificial Neural Network
(ANN) and Fuzzy Logic Control (FLC) strategies in a control context of a grid
connected Wind Energy Conversion System (WECS), using a Doubly-Fed Induc-
tion Generator (DFIG). To rigorously explore the performance of the controllers,
a systemic approach based on an ideal model and a nominal model of the wind
turbine is used for the comparative analysis between PI, FLC and ANN. It turns
out that the PI is less efficient than ANN and FLC. It turns out that the PI is less
efficient than ANN and FLC. Whereas, for a high level of control, the FLC has
better performance than the ANN. For a low level, the performance of the ANN
is very slightly superior to the FLC. In addition, one notes a good rejection of
disturbance and a good robustness with the FLC compared to the ANN. The latter
has a Total Harmonic Distortion (THD) and cos φ ≈ 1 slightly better than the
FLC. In short, the ANN and FLC present great advantages for the WECS and the
results obtained are satisfactory. The platform used for modeling and simulation
studies is MATLAB/Simulink.

Keywords: Wind Energy Conversion System · Fuzzy Logic Control (FLC) ·
Artificial Neural Network (ANN) · DFIG · Power grid

1 Introduction

Nowadays, in the renewable energy development sector, the wind power industry based
on the use of DFIG is becoming more and more popular in the WECS [1, 2]. Compared
to other types of generators, DFIG has the main advantages such as, multiple electrical
configurations for a wide field of application, the production of specific or electrical
power a little higher, and the reduction of the cost of conversion of investment engendered
[1–4]. However, DFIG-based WECS are generally characterized by high non-linearity
caused by disturbances from the randomness of the wind and the power grid; and/or
interactions between different internal elements of the WECS [5]. This sensitivity to
disturbances, when not properly controlled, can cause wind systems to shut down and/or
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eventually malfunction. Therefore, it limits the use of control approaches based on linear
models such as PI (Proportional Integral). As a result, several research works on wind
turbines have been directed towards the synthesis of control family approaches that offer
superior performance to conventional PI. Three main control families applied to wind
turbines can be distinguished as follows:

– In the family of analog controls called optimal or advanced controls, we note: the
sliding mode of the 1st or 2nd order, backstepping, H2/H∞ [6–8].

– Digital controls based on Artificial Intelligence (AI) controllers like, Particle Swarm
Optimization (PSO), Artificial Neural Network (ANN), Fuzzy Logic (FLC) etc. [9–
11].

– Mixed or adaptive controls. They are: Fuzzy-PI, PSO-GA and ANN-Fuzzy etc. [12–
14].

Most of these controls show better performance than the PI in terms of robustness to
parametric and model uncertainties, and good stability in the fast and accurate tracking
of a given set point. However, these controls present problems such as the complexity
of their mathematical models, the difficulty of theoretical and practical implementation,
the additional cost generated and the computation time are relatively high. Furthermore,
in the literature, the possible implementations of experimental or practical validation
studies are very often omitted. In view of all these analyses of the control literature,
controllers such as PI, FLC and ANN will receive our attention in this article, firstly
because they are increasingly present in high-level research work, both in the laboratory
and in the factory [13–16]. This can be justified, as the PI has advantages that allow it to
dominate linear and non-linear servo systems, with relatively good performance and is
simple to implement [17]. In addition, to validate the effectiveness of advanced models
and/or controls, most of the work in the wind turbine sector uses the performance of the
PI based system as a reference [6–16]. On the other hand, the strong non-linearity and
the high level of complexity of the dynamic equation models of the systems on the one
hand, and the difficulty to determine a precise criterion to be minimized on the other
hand, have led several researchers to turn to the ANN and FLC strategies. The latter
have the advantages of approximating any non-linear function without knowledge of the
internal mathematical model of the system under study. Secondly, they adapt easily to
changes in the system, and are less costly in terms of implementation [16, 18].Moreover,
behaviours related to the control of systems are less bad in case of a small amount of
training data for the ANN, and similarly with a reduced number of inference rules for
the FLC [10–18]. The ANN and FLC are also recognized as being robust to the PI [12,
14, 19, 20]. However, there is not yet a better methodology for the concrete design of
FLC and ANN. While, in the FLC the difficulty to obtain high control accuracy or to
eliminate the static error of the system; as well as the problem to predict the robustness
and stability of the system to be controlled are more delicate [21–23]. In view of the
minimal disadvantages for achieving increasingly better performance in the control of
WECS with DFIG, the current trend is often to use ANN and FLC. In most cases, the
implementation of controllers is based on the principle of vector control incorporating
the power loops of the DFIG. Recently, some works prefer the joint use of ANN and
FLC, or with other types of controllers. It can be shown that FL-PI and FL-ANN are
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superior to PI respectively [12, 14]. For these mixed controls, the difficulty increases
when determining the optimal parameters or when setting or choosing the optimal ranges
of variation of the parameters [16, 20, 22]. While in other works, systems with ANN
or FL generally follow simplistic approaches and are not always studied especially the
whole WECS. But we note nevertheless, the superiority of ANN over PI [24]. And a
superiority of the FL over the PSO etc. [25]. Clearly, all these works can be criticized for
insufficient exploitation of the great advantages offered by ANNs and LFs on the one
hand. And on the other hand, the study andmastery of the dynamic behaviour of the wind
system as a whole is still incomplete. However, the ANN and FL controllers have proved
to be interesting and need to be sufficiently exploited in this paper, in order to make their
applications more beneficial to the control of a wind turbine chain. To this end, the main
objective of our work is to explore the relative effectiveness of ANN and FL, in order
to obtain better performance in the systematic control of WECS. Specifically, this paper
discusses in detail the application of ANN and FL strategies to a grid-connected wind
power system of about 2 MW using a DFIG. All this is done in order to better evaluate
and assess the dynamic and/or static performance of the system under study. In addition
to ensuring that the system functions optimally, taking into account the uncertainties.
Therefore, to obtain a quantity and quality of energy production to be injected into
the electrical grid. As shown in the proposed wind power system in Fig. 1, the control
strategy consists of ensuring:

– The maximum power extracted from the turbine by a Maximum Power Point Tracker
(MPPT) control named Control (I). The latter uses the wind speed (Vwind) and the
electromagnetic torque (Wmec) as input and output quantities respectively.

– Decoupling and control of active (Ps) and reactive (Qs) power with two controllers (II)
and (III) respectively. These controllers use Ps and Qs as inputs and their respective
references Psref and Qsref. Then, they deliver as output the quadratic (V′

rq) and direct
(V′

rd) control voltages to be applied to Rotor Side Converter (RSC) to the DFIG.
– Control (IV), regulates the DC-BUS voltage Vdc around the capacitor C.
– The control of active (ifd) and reactive (ifq) filter currents via two controllers (V) and
(VI) respectively. The direct control voltages V′

fd from (VI) and quadratic V′
fq from

(V) are applied to the filter via the static converter on the grid side or GSC.

Indeed, taking into account the influences of disturbances due to the wind, the uncer-
tainties ofmodels andparameters on a proposedwind system, the performance evaluation
criteria such as: rejection of disturbance and/or overrund, precision or static error, the
speed, the amplitude of fluctuations or distortion, as well as the power factor will be
considered in the observation of the quantities to be controlled. In addition, to better
assess the efficiency of the controllers on the proposed wind power system, the per-
formance of the FLC will be compared to that of the ANN and to conventional PI.
MATLAB/Simulink Version 2013, is the platform used for the validation studies of the
modeling and simulation results of the proposed wind power system. The document is
structured as follows:

– The first part concerns the methodology: it details the mathematical simulation mod-
els of the different elements of the wind energy system such as the turbine, the DFIG,
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the Rotor Side Converter (RSC) and Grid Side Converter (GSC) Pulse-Width Modu-
lation (PWM), the DC-BUS and the currents filter. In addition, the PI, FLC and ANN
synthesis models are presented for each of the elements to be controlled in the system
under consideration.

– The second part is the results and discussion phase of the simulation relating to the
evaluation of the performance of the PI, FLC and ANN on the simplified DFIGmodel
on the one hand and on the whole wind turbine chain with the real DFIG model on
the other hand;

– The third part is devoted to conclusion.

Fig. 1. Structure for controlling a wind chain on a DFIG-based electrical.

2 Mathematical Modeling of the Wind System

2.1 Wind Turbine Model

In general, a wind turbine is characterized by its mechanical efficiency, also known as
the power coefficient Cp (λ, β). The latter is a function of the number of rotor blades,
their geometric or aerodynamic shape, with an orientation angle or pitch angle (β); it
also depends on the wind conditions called relative wind speed or specific speed (λ). Its
expression is:

λ = �turbineR

V
(1)

R: Radius of the rotor blades;
�turbine: Turbine rotation speed;
V: Wind speed.
There are several mathematical approximation models of Cp (λ, β) [26]. The

appropriate one for our study is:

Cp(λ, β) = C1 ·
(
C2

λi
− C3 · β − C4

)
· exp

(
−C5

λi

)
+ C6 · λ (2)



116 B. Wadawa et al.

With, C1 = 0.73, C2 = 151, C3 = 0.002, C4 = 13.2, C5 = 18.4, C6 = 0.
And,

1

λi
= 1

λ + 0.08 · β
· 0.035

β3 + 1
(3)

The mechanical or aerodynamic power (Paero) extracted from the wind and
transmitted to the turbine shaft is given as follows:

Paero = 1

2
· Cp(λ, β) · ρ · S · V3 (4)

where, ρ: The density of the air (ρ = 1.225 kg/m3 at atmospheric pressure);
S: A surface swept by the propeller.
The model of the mechanical transmission can be summarized as follows:

J
d�mec

dt
= Cg − Cem − Cvis (5)

With, Cvis: the viscous torque being proportional to the speed;
Cem: the electromechanical torque;
Cg: the total mechanical torque applied to the machine rotor;
�mec: mechanical or angular speed of the rotor;
J: is the total inertia of the turbine [4].
In the case of the wind power system of Fig. 1, Eqs. 1–5 are used as in literature to

model the turbine and establish its control model.

2.2 Generalized and Simplified Model of DFIG

The equivalent general dynamic model of DFIG in the system of axes (X, Y) that is
linked to the rotating field is achieved by:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Usx = −rsisx − Ls
disx
dt + Mdirx

dt + ωosLsisy − ωosMiry
Usy = −rsisy − Ls

disy
dt + M

diry
dt − ωosLsisx − ωosMirx

Urx = rrirx + Lr
dirx
dt − Mdisx

dt − (ωos − ωr)Lriry + (ωos − ωr)Misy
Ury = rriry + Lr

diry
dt − M

disy
dt + (ωos − ωr)Lrirx − (ωos − ωr)Misx

(6)

where, Usx, Usy and Urx, Ury are respectively the expressions of the stator and rotor
voltages of the reference frame (X, Y);

Msr and Mrs: are the mutual inductances between the stator and rotor windings. The
following relationship is generally considered: Msr = Mrs = M;

rr, rs: The resistances of the rotor and stator windings;
Lr, Ls: The rotor and stator inductances;
ω0s and ωr: The angular rotational speeds of the field at the stator and rotor

respectively;
isx, isy and irx, iry: The currents flowing in the stator and rotor respectively on the X

and Y axes.
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The electromagnetic torque of the machine is written [4]:

Cem = 3

2
p
(
ψsxisy − ψsyisx

)
(7)

where, P is the number of pole pairs of the DFIG;
�sx, �sy are the expressions of the stator fluxes in the reference frame (X, Y).
The active and reactive stator and rotor powers are written as follows:

⎧⎪⎪⎨
⎪⎪⎩

Ps = Usx · isx + Usy · isy
Qs = Usy · isx − Usx · isy
Pr = Urx · irx + Ury · iry
Qr = Ury · irx − Urx · iry

(8)

The simplified DFIGmodel used in this document is based on the principle of vector
control:

– For convenience, let us identify the notation (X, Y) with that of (d, q). Based on the
orientation of the flow along the q-axis, we can write:

{
ψqs = ψs = Vsωs = cst

Vds = 0
(9)

– Assuming that the network is stable and of high power, we canwrite the simple voltage
Vs = cte and the frequency fs = cte.

According to these assumptions, we obtain the so-called simplified mathematical
model of the DFIG as follows:⎧⎨

⎩
Vrd =

[
Rr +

(
Lr − M2

Ls

)
· s

]
ird − ωm

(
Lr − M2

Ls

)
irq

Vrq =
[
Rr +

(
Lr − M2

Ls

)
· s

]
irq + ωm

(
Lr − M2

Ls

)
ird + gMVs

Ls

(10)

The objective being, among other things, to evaluate the dynamic performance of
DFIG control in the context of the studiedWECS, the generalized model of the DFIG of
Eq. (8) is used in the form of a state matrix. Whereas, Eq. (10) of the simplified model
of DFIG is generally associated with Eq. (8) for the study of the power control of an
ideal wind system. The two case studies based on the generalized and simplified DFIG
model are used in this work.

2.3 Inverter Modeling

The conversion of the energy from the alternating source to a continuous source and vice
versa, on the rotor (RSC) and grid (GSC) side of the DFIG is provided here by an adja-
cently controlled inverter of the PulseWidthModulation (PWM) type. Themathematical
expression of the electrical model of the inverter is as follows [4]:

⎧⎨
⎩
Vab = Van1 − Vbn1 = E(f1 − f2)
Vbc = Vbn1 − Vcn1 = E(f2 − f3)
Vca = Vcn1 − Van1 = E(f3 − f1)

(11)
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where, Vab, Vbc, Vac: the expressions of the voltages composed between the phases of
the inverter;

Van, Vbn, Vcn: the simple voltages balanced between phase-to-neutral of the inverter;
f1, f2, f3: the logic functions defining the switching states of the inverter;
E: the DC reference voltage at the input of the PWM converter.

2.4 DC Bus and Filter Models

Checking the DC bus voltage around the capacitance (C) in the Fig. 1 is based on the
expression of the following power balance [4]:

PR = Pc + Pg (12)

where, Pc: the energy stored by the capacitor C;
Pg: the power transmitted or received to the grid by the inverter;
PR: the active power of the bus on the rotor side of the DFIG.
Using the mesh law, the matrix of the voltages across the filter of RF resistors and

LF inductors in Fig. 1 can be written as:⎛
⎝VF1

VF2

VF3

⎞
⎠ = RF

⎛
⎝ i1
i2
i3

⎞
⎠ + LF

d

dt

⎛
⎝ i1
i2
i3

⎞
⎠ +

⎛
⎝Vps1

Vps2

Vps3

⎞
⎠ (13)

VF123 and Vps123: the three-phase input and output voltages at the filter terminals;
i123: three-phase currents through the filter.
Applying Park’s transform to Eq. (13), and then rearranging it, gives the equation

for the control law of the active and reactive currents ifq and ifd of the filter.{
ifd = 1

(RF+LF·s) · (
VFd + LFωs · ifq − Vsd

)
ifq = 1

(RF+LF·s) · (
VFq − LF · ωs · ifd − Vsq

) (14)

where, Vfdq and Vsdq, voltages at the filter terminals in reference frame (d, q).
The active and reactive powers are written as follows:{

Pf = Vs · ifq
Qf = Vs · ifd (15)

The power balanceEq. (12) helps us to establish around the capacitor (C) the coupling
relationship between themachine and the electrical grid, as in Fig. 1.Among other things,
the powers transmitted through the filter are defined by Eq. (15).

3 Controller Synthesis

In principle, the block diagram of a regulation law illustrated in Fig. 2, allows us to
establish control relations between the transfer function of the PI corrector and the
models of Eqs. (5), (10), (12) and (14) respectively. Therefore, the calculated values of
the parameters of the proportional gain (KP), the integral gain (KI) and the response time
(τr) of the PI are presented in the Table 3 in the appendix. However, for reasons of size
of the article, these control relations relating to the various conventional PI will not be
exposed.
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3.1 Synthesis of the Fuzzy Regulator

Text The fuzzy logic, introduced by Lotfi Zadeh in 1965, will rapidly develop both in the
modeling and in the control of complex systems [27]. This approach is mainly based on
two concepts: the decomposition of a universe of discourse into one or more variables
measured in the form of linguistic symbols, and rules derived from the expertise of the
human operator. As early as 1974, E.H Mandani designed a fuzzy controller applied to
a steam engine. To date, his model is the most widespread and will also be the subject of
our choice in this article [28]. A fuzzy controller is usually represented by the structure
of the Fig. 3.

The general principles of a fuzzy controller are defined as follows:

Fuzzification: this is the interface that allows you to convert physical input quantities
into so-called fuzzy linguistic variables. The operation consists first of all in adapting
the input ranges to the chosen universe of discourse. Then, in order to assign levels or
degrees of linguistic variables to the input quantities, a choice aremade among triangular,
trapezoidal, Gaussian, etc. membership functions [29, 30];
Inference: this is the region where the decision-making rules are drawn up for each
chosen membership function. A distinction is made between the methods of Mandani,
Larsen and Sugeno etc. All of them are based on the use of programming operators such
as AND, OR, IF, THEN etc. [29, 30];
Knowledge base: it is a database of fuzzy linguistic rules and data based on expert
knowledge in the field of application and predictable results of the command [29, 30];
Defuzzification: it is the set of inverse operations of the fuzzification.

Fig. 2. Synoptic of a regulation law with a feedback loop.

Fig. 3. Configuration of general principles of fuzzy logic.

• Classic Fuzzy Controller Design Type1 (FLC)

The Fig. 4, shows the main structure of the fuzzy controller type1, which is imple-
mented for the control of the DFIG alone and for the control of the whole 2 MW wind
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generation system. As shown in Fig. 4, the Fuzzy Logic controller includes two nor-
malized inputs, the error en (k) and its variation �en (k), and a normalized variation
output of the command Un (k). The latter makes it possible to adjust at each instant
(k) the command U (k) to be applied to the process or controlled system, in order to
minimize the error e (k) between the set point Y * (k) and the response Y (k) of the
system. Moreover, Ge and G�e are the scaling or normalization factors of the error e (k)
and its variation �e (k) respectively. Whereas, Gn is also called the normalization gain
of the control U (k) of the system. We define the error e (k) and its variation �e (k) by
the following relation [31, 32]:

{
e(k) = Y∗(k) − Y(k)
�e(k) = e(k) − e(k − 1)

(16)

The three quantities e (k),�e (k) and the commandU (k) are standardized as follows:

⎧⎨
⎩
en(k) = Ge · e(k)
�en(k) = G�e · �e(k)
Un(k) = U(k) · G−1

u

(17)

• Application of the FLC to DFIG control

We consider the simplified DFIG model based on Eq. (10) to evaluate the efficiency
of FLC, ANN and PI on the direct control of the active (Ps) and reactive (Qs) power of the
machine. The favorable study is that of an ideal wind power system based on the DFIG
direct vector control structure shown in Fig. 5. The objective of the FLCcontrol is to bring
the input error (e) and the variation of the error (�e) to an almost zero value; the degrees
of membership likely to be occupied by intersections between the seven (07) rule levels
of (e) and (�e), give 49 combinations for 49 possible states. Depending on whether, for
each of the possible membership states, there will be an automatic adjustment of the
response (u) at the output of the fuzzy command. As shown in Fig. 6, the membership
functions of (e) and (�e) as input, are chosen identically and in a triangular shape in the
interval [−1 1], with the seven (07) levels of rules or of degree belonging designated
as follows: NG: big negative, NM: medium negative, NP: small negative, ZE: zero; PP:
small positive, PM: medium positive and PG: big positive. Likewise, the variations of
the controls (U) for the active and reactive powers are chosen in a triangular shape as in
Fig. 6. Except that, the output of the fuzzy control (Un (k)) will change according to the
states of the inputs (e and �e). In practice, to size the FLC of Ps and Qs defined in Table
3 in the appendix, we based ourselves on the observations of the curves at the inputs (e)
and (�e), then of the response at the output of the regulation by PI on the quantities Ps
and Qs.

Therefore, we can choose a maximum value observed on the output response of the
PI to assign it to Un (k). The latter is then replaced in Eq. (17) to deduce the gain Gu,
knowing that U (k) is set to 1 as the upper bound in Fig. 6. The same scenario will be
repeated on the observations at the inputs (e) and (�e) of the PI to determine Ge and G�e
respectively. Table 3 in the appendix gives a summary of the values of Ge, G�e, Gu, as
well as those of the selected control intervals, �u ∈ [−Unmax(k) + Unmax(k)]. The rule
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Fig. 4. Conventional fuzzy controller design structure.

table used for fuzzy interference is given below by Table 1. The filling of the latter is
as follows, we align the seven (07) rule levels of (e) and (�e) respectively, vertically at
the extreme left and horizontally at the extreme top of Table 1. Then, the entire diagonal
of Table 1 is filled with the zero level (ZE). Finally, going from left to right, we replace
the boxes above (ZE) starting with NP towards NG. Then, below ZE, we start with PP
towards PG.

Fig. 5. DFIG direct vector power control model.

Fig. 6. The membership functions of the input variables e and �e.
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Table 1. Fuzzy inference rules of Ps and Qs

Ps/Qs e(k)

NG NM NP ZE PP PM PG

�e(k) NG NG NG NG NG NM NP ZE

NM NG NG NG NM NP ZE PP

NP NG NG NM NP ZE PP PM

ZE NG NM NP ZE PP PM PG

PP NM NP ZE PP PM PG PG

PM NP ZE PP PM PG PG PG

PG ZE PP PM PG PG PG PG

• Application of FLC to the 2 MW Wind Turbine Chain

The entire wind energy system, comprising a total of six fuzzy controllers, leads us to
search for a compromise between accuracy and the time needed to calculate or simulate
the system. Consequently, the dimensioning of the FLC to control the quantities �mec,
Ps, Qs, Udc, ifd and ifq obeys the previous approach presented above in the section
application of the FLC to the control of the DFIG. Except that here, we have limited
the number of degrees of membership to three (03) noted, large negative (NG), zero
(ZE) and large positive (PG). As a result, the membership functions (e) and (�e) for
these FLC are chosen identical as shown in Fig. 7. Then, the order variations (�u) and
the various normalization gains Ge, G�e and Gu are determined for the six (06) FLC
presented in Table 3 in the appendix. The rules used for the fuzzy inference of the six
(06) FLC are given by the Table 2.

3.2 ANN Controller Synthesis

The concept of neural models dates back to the 1940s with the work of McCulloch
and Pitts [16]. The latter defined the formal or artificial neuron model via simplified
mathematicalmodeling, inspired by the functioning of the human brain [24]. In principle,
as illustrated by Fig. 8, the mathematical representation of the biological neuron is
assimilated to a threshold summing device with several inputs and a single output. This
neural model proposed by Mc Culloch and Pitts is characterized by the following two
main relationships:

Zj(x) = −θj +
∑n

i=1
WijSi(x) (18)

Sj(x) = f
(
Zj(x)

)
(19)

where, Si (x), Sj (x) and Wij (x) are respectively, the ith input, the output of the neuron
and the weight of the connection between neuron i and neuron j. Zj (x) is the input
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function and 8j is the bias or threshold of the neuron activation. f (.) is the activation
function of the neuron, and can be step, sign and non-linear. Currently, ANN are among
the major tools that have revolutionized AI. In various fields such as physics, chemistry,
biology, finance etc. ANN have been successfully applied to model, predict, diagnose
and for process control law synthesis [16].

Fig. 7. The membership functions of the input variables e and �e.

Table 2. Fuzzy inference rules of �mec, Ps, Qs, Udc and ifdq

�mec /Ps/Qs/Udc/ifdq e(k)

NG ZE PG

�e(k) NG NG NG ZE

ZE NG ZE PG

PG ZE PG PG

Fig. 8. Neural model proposed by Mc Culloch and Pitts.

• Application of ANN to DFIG and the wind system

The ANN are applied to the active and reactive power controls of the DFIG of the
ideal structure in Fig. 5, and on the whole wind power system in Fig. 1. In this work, the
ANN implementations use the Leveuberg-Marquardt (LM) back propagation algorithm.
The convergence of the ANNs has been obtained using the parameter values grouped in
the attached Table 3. And, the ANNs are defined by on the internal logical structure of
Fig. 9. The Number of neurons of the input and output layer are respectively 10 and 1.
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4 Results and Discussions

In order to validate our study, we rely on the evaluation of the efficiency of the ANN
controller by comparing its performance to that of the PI and the FLC. As a result,
the structure of the simplified DFIG model and the modeling of the whole 2 MW wind
turbine chain are used. The simulation parameters of all the elements of the wind system,
including its controllers, are presented in Table 3 and 4 in the appendix. All these studies
are carried out using the Matlab/Simulink software.

4.1 Case 1: Simulation of DFIG Power Control by PI, FLC and ANN

In order to highlight the different operating regimes that the DFIG can cope with, the
reference active and reactive power levels are considered in the Figs. 10 and 11 as
follows:

The time intervals (0 s to 0.15 s) and (0.3 s to 0.4 s) for Psref = 2 MW and Qsref
= 0 MVAR corresponding to the normal operating state of the system. Whereas, in the
interval (0.15 s to 0.3 s) we define respectively a sharp decrease in Psref from 2 MW
to 1.5 MW and a sharp increase in Psref from 1.5 MW to 2 MW, at Qsref = 0 MVAR.
This reflects two large distinct disturbances, in order to also highlight the influence of
model uncertainties or the coupling effect between Ps and Qs in the DFIG. In general,
you can clearly see in Figs. 10 and 11 that the curves of active power Ps and reactive
power Qs of the three controllers follow their reference value well with very insignificant
overshoots, in particular for ANN and FLC. However, compared to PI, FLC and ANN
allow controlled powers to reach their set points as quickly as possible. In addition, the
FLC is very slightly precise and fast than the ANN. The static errors (SE) observed in
the Figs. 10 and 11 are around the following values: 0.03% with the FLC, 0.048% with
the ANN and 0% with the PI. For the robustness test presented in Figs. 12 and 13, we
chose a 20% increase in the nominal value of the mutual inductance (M). In terms of
robustness, Figs. 12 and 13 show that the curves of Ps and Qs of the classical PI do not
present interesting results. Because the PI curves are stronglymore influenced than those
of the FLC andANN.While, ANN is less robust than the FLC, one observes on the ANN
curves, a large static error and sensitivity to disturbances. Overall, although the FLC has
a visible static error, its superiority to ANN and PI is remarkable. Moreover, compared
to ANN and PI, the FLC offers good disturbance rejection, guaranteed decoupling of Ps
and Qs, good follow-up of its reference and good stability with respect to uncertainties.
The ANN meanwhile, offers better performance than the classic PI.
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Fig. 9. Design structure of the ANN controller.

Fig. 10. Design structure of the ANN controller.

4.2 Case 2: Simulation of the Wind System Control with PI, FLC and FLSA-PI

The wind turbine which is studied in this work, can operate under optimal conditions,
with a maximum coefficient of performance of Cpmax = 0.44, an optimal specific speed
of λopt = 5.841 and a constant wind speed V = 11.2 m/s at β = 0°. In order to give an
image of what could be observed or predicted experimentally or on site, the PI, ANN
and FLC controllers are applied to a 2 MW wind system whose model is based on the
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Fig. 11. Reactive power control by FLC, ANN and PI.

Fig. 12. Design structure of the ANN controller.
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Fig. 13. Robustness reactive powers by FLC, ANN and PI.

equations: (5), (6), (11), (12), (13) with a random wind model illustrated in Fig. 14,
based on the following equation [4]:

V = 11.4 + (0.2 sin(0.1047 · t) + 0.2 sin(0.2665 · t) + 0.2 sin(3.6645 · t)) (20)

The Fig. 15 shows us that the mechanical speed control is quickly well ensured by
the ANN, followed by the FLC and finally the PI. The static error is almost 0% for
the three controllers, while the overruns are 11% for the PI, 0% with the ANN and
the FLC. From the active and reactive power curves in the Figs. 16, 17, 18, 19, 20, 21
it can also be seen that, in terms of sensitivity to overrunning, and rapid tracking of
their set points, the ANN is higher than the FLC which is higher than the PI. Unlike
the other two controllers, the FLC has the highest static error of around 4% in Fig. 18.
The regulation of the DC bus voltage shown in Fig. 22 shows that the ANN is most
reassuring in the rapid and precise pursuit of its reference value, and will be followed by
the FLC in relation to the PI. The Figs. 23, 25 and 27 respectively show the quality of the
currents to be fed into the grid by the wind system using the PI, ANN and FLC controls.
Overall, the system is balanced for each control and the regime stabilizes around 0.5 s.
This regime is established more quickly with the ANN, then with the PI and finally with
the FLC. Indeed, it can be seen that the FLC has greater amplitudes and fluctuations at
start-up than the other two controllers. Furthermore, with the same mains currents under
the time interval conditions [0.5 s to 3 s], fundamental frequency (50 Hz), maximum
frequency (1000 Hz) and number of cycles (125), it can be seen that the highest Total
Harmonic Distortion (THD) is that of the FLC in the Fig. 28, followed by the PI in the
Fig. 24, and finally the best ANN shown in the Fig. 26. On the other hand, cosφ≈1 is
the best with the ANN in Fig. 30, followed relatively by the FLC and the PI in Figs. 31
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Fig. 14. Illustration of the random wind pattern.

and 29 respectively. In the case of controlling the whole wind system, we can say that
decreasing the level of inference rules of the FLC to three, to lead to a slight decrease in
the performance of the FLC compared to the ANN.

Fig. 15. Mechanical speed control by FLC, ANN and PI.
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Fig. 16. Control of the active power with the PI action.

Fig. 17. Control of the active power with the ANN.

Fig. 18. Control of the active power with the FLC.
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Fig. 19. Control of the reactive power with the PI.

Fig. 20. Control of the reactive power with the ANN.

Fig. 21. Control of the reactive power with the FLC.
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Fig. 22. Regulation of the DC bus voltage by FLC, ANN and PI.

Fig. 23. Currents injected into the electrical grid with the PI.

Fig. 24. THD of currents injected into the power grid with the PI.
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Fig. 25. Currents injected into the electrical grid with the ANN.

Fig. 26. THD of currents injected into the power grid with the ANN.

Fig. 27. Currents injected into the electrical grid with the FLC.
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Fig. 28. THD of currents injected into the power grid with FLC.

Fig. 29. Voltage and current phase shift PI to the power grid.

Fig. 30. Voltage and current phase shift ANN to the power grid.
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Fig. 31. Voltage and current phase shift FLC to the power grid.

5 Conclusion

This study proposes the use of Neural Network (ANN) and Fuzzy Logic Control (FLC)
controllers, for the systemic control of a wind power system connected to the grid
and using a Doubly-Fed Induction Generator (DFIG). To do this, comparative studies
between Proportional Integral (PI), FLC and ANN were carried out in the case of an
ideal system based on the simplified model of DFIG on the one hand; and in the case of
a real wind system on the other hand. The results of the study show that, the PI performs
less well than the ANN and FLC. Whereas, for a high level of fuzzy inference rules, the
FLC performs better than the ANN. For low level, the performance of the ANN is very
slightly superior to the FLC. In addition, onemainly notices a good disturbance rejection
and a good robustness of the FLC compared to the ANN. The latter offers a static error,
a standard deviation and a cosφ ≈ 1, slightly better than the FLC. To this end, we can
conclude that the ANN and FLC strategies are very promising for the control of wind
systems.

Appendix

Table 3. Summary of controller parameters PI, FLC and ANN

Controlled
Quantities of
models

Ps/Qs (DFIG
simplified)

�mec
(Wind
turbine)

Ps/Qs (DFIG
widespread)

Vdc (DC-BUS) Ifd/Ifq (Filter)

PI Kp 4.871e−4 −136460 4.871e−4 30.4 24

KI 7.4439e−3 −6823e3 7.4439e−3 6080 240

τr (ms) 1.2/0.6 40/39.4 1.2/0.6 10/9.4 2.5e−5/1.9e−5

(continued)
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Table 3. (continued)

Controlled
Quantities of
models

Ps/Qs (DFIG
simplified)

�mec
(Wind
turbine)

Ps/Qs (DFIG
widespread)

Vdc (DC-BUS) Ifd/Ifq (Filter)

FLC Ge 5e−7 6.25e−3 1.6666e−7/1.43e−7 8.3333e−4 1.125e−4

G�e 5.64e−10 2.9e−5 2e−18/2e−10 1e−6 1.125e−7

G�U 1000 0.1 1 1 1

�U [−80 80] [−2e7
2e7]

[−200 0]/[−350 0] [−4000 4000] [−1000 0]

ANN Iterations 13/15 1000 500/789 1000 842/800

Regression 0.9738/0.70 0.90 0.9738/0.70 0.9941 0.70/0.74

Table 4. Simulation parameters for DFIG, DC-Bus, Filter, Turbine [33]

Models DFIG DC-Link and Filter Turbine

Parameters Us = 690 V/F = 50 Hz C = 38000 μF P = 2

Rs = 1.69 m� Udc = 1200 V G = 90

Ls = 2.95 mH RF = 6 m� Jturbine =
50.105 kg·m2

Rr = 1.52 m� LF = 0.6 mH D = 82 m

Lr = 2.97 mH/Lm(M) =
2.91 mH

f = 0.03/Jrotor =
682.3 kg·m2
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Abstract. This paper deals with the Bayesian estimation of the parameters of a
discrete fractional epidemic model SEIRD as an extension of the classical SEIR
model, describing the dynamics of disease propagation in a population. Equi-
librium points are computed and the existence stability nature at these points
are discussed. The basic reproduction number R0 is calculated using next gen-
eration matrix method. The estimation of the parameters is based on Bayesian
inference. The numerical simulations were used to illustrate the stability of the
discrete fractional order SEIRD epidemic model and to evaluate the performance
of the estimation method. The model introduced is applied to real data concerning
pandemic COVID-19 in Morocco.
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1 Introduction

At the begining of December 2019, a new viral disease was discovered in Wuhan,
China. The scientists found that the cause of this infectious disease is the novel beta-
coronavirus, which leads to the severe acute respiratory syndrome. This virus, which
is now known as 2019-nCoV, SARS-CoV-2, and COVID-19, affects the lungs and has
symptoms such as cough, fever, tiredness, and difficult breathing. Unfortunately, the
spread of the 2019-nCoV was too rapid in Hubei Province and became an epidemic at
the end of January 2020. Consequently, the Chinese government imposed the quarantine
restrictions to prevent the outbreak. International travels were also declared. However,
it was not successful, and the disease was spread in the whole globe. At the time, a large
number of countries such as the USA, Italy, Spain, and Germany are affected by this
disease and the governments try to defeat coronavirus by enforcing social distancing.

The infectious pandemics have substantial effects on the health and also on finance.
Therefore, the study of the dynamics of transmission of the disease is of great impor-
tance. By the help of mathematical tools, it is a possibility to predict many real-world
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time series in different fields such as economics, finance, and climate [1–5]. Mathemat-
ical models are an effective tool for understanding the dynamics of the outbreaks. These
models are also useful in forecasting the spread of the disease and thus help the govern-
ments to be prepared and make necessary decisions [6]. The well-known and most used
mathematical models for the spread of infections are the classical ordinary differential
equations, such as SI, SIS, SIR, SEIR, SIRD, and SEIRD models.

In these models, each variable represents the number of individuals in different
groups. From the discovery of the 2019-nCoV, several models have been proposed to
study its dynamics [7–12]. Zhong et al. [13] proposed a simple SIR model for predicting
novel coronavirus, according to China’s first reported data. Yang and Wang [14] pre-
sented an extended SEIR model for COVID-19 with time-varying transmission rates by
considering the environmental effects. Liang [15] described the growth propagation of
three pandemic diseases, COVID-19, SARS, and MERS, by mathematical models and
found that the growth rate of COVID-19 is much greater than SARS and MERS.

The fractional-order differential equations have been recently used for describing
the behavior of the epidemics [16–18], [19–22]. The fractional derivatives are depen-
dent on the historical states, in addition to the current state, and thus have memory
properties [17,18]. Therefore, they are a better choice for the epidemic’s modeling. Fur-
thermore, in the fractional model, the derivative order provides a degree of freedom in
fitting data [18]. Due to these properties, the fractional differential equations have been
used for various applications in different fields [23–29]. González-Parra et al. [18] pre-
sented a fractional-order SEIRmodel for explaining the outbreak of influenza A(H1N1).
They showed that the fractional model agrees with the real data better than the classi-
cal model. Demirci et al. [16] proposed a fractional-order SEIR epidemic model with
vertical transmission with considering that the death rate is dependent on the number
of the total population. Area et al. [17] analyzed the data of the Ebola outbreak by
both integer-order and fractional-order SEIR models. However, they reported that the
classical model had better fitting results than the fractional one.

All of the studies in modeling the spread of COVID 19 have considered ordinary
differential equations, while there are some claims that the fractional-order models have
a better fitting to the real data. In [30], the authors have presented a SEIRD model for
analyzing and predicting the COVID-19.

In this paper, we analyze this model with fractional-order derivatives. We compute
the error of fitting the model to the real data, which refers to Italy from February 24 to
April 7. Therefore, the optimum parameters are found for different derivative orders.
It is observed that the model with fractional order has less fitting error than the integer
model. Then, the model is tested by using the data of April 8 to May 16 (unseen by the
model during parameter estimation). The results show that the fractional model provides
a better prediction than the integer model.

In this paper, we propose a discrete fractional SEIRD model, where the parameters
are estimated by Bayesian inference. Equilibrium points are computed and the exis-
tence stability nature at these points are discussed. The basic reproduction number R0 is
calculated using next generation matrix method. The numerical simulations were used
to illustrate the stability of the discrete fractional order SEIRD epidemic model and
to evaluate the performance of the estimation method. There are several definitions for
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fractional derivatives; in this paper we choose to work with the Caputo fractional deriva-
tive. One of the advantages of such derivative is allowing us to consider classical initial
conditions to be included in the formulation of the problem. Also, the Caputo fractional
derivative of a constant is zero, which is not true for other fractional derivatives. Also,
since the fractional order can be any positive real α , we can choose the one that better
fits the data. Therefore, we can adjust the model to real data and, thus, better predict the
evolution of the disease.

The paper is outlined as follows. In Sect. 2, we first recall some definitions and
results about fractional calculus and also present a new result that will be needed in
what follows. In Sect. 3, we present the fractional discrete SEIRD epidemic model,
and then, in Sect. 4, we give the dynamic properties of fractional calculus. Namely,
we prove that the problem is well-posed and we evaluate the equilibrium points and
the basic reproduction number. In Sect. 5, we estimate the parameters using Bayesian
inference. Numerical simulations using R are given in Sect. 6. Finally, we conclude the
paper.

2 Fractional Difference Operator

Fractional calculus is an extension of the ordinary calculus, by considering integrals and
derivatives of arbitrary real or complex order [33, 59]. This subject is as old as calculus
itself, and in the past decades it has proved to be applicable to real world phenomena. In
some cases, considering the dynamic being modeled by a fractional derivative/integral,
we obtain a more realistic model.

Let α > 0 be a real number and x : [a,b]−→R an integrable function. The Riemann-
Liouville fractional integral of x of order α is given by the expression

Iα
a+x(t) :=

1
Γ (α)

∫ t

a
(t− τ)α−1x(τ)dτ

where Γ denotes the Gamma function:

Γ (t) :=
∫ +∞

0
τ t−1 exp(−τ)dτ, for all t > 0

We remark thatΓ (t+1) = tΓ (t),∀t > 0, and for positive integers n, we haveΓ (n+1) =
n!

Fractional calculus has a long history and there seems to be new and recent interest
in the study of fractional calculus and fractional differential equations [2,3].

Let:

t(α) =
Γ (t+1)

Γ (t−α +1)
and Nν = ν +N

From [1], the fractional sum is defined as:

Δ−νx(n) =
1

Γ (ν)
Σ n−ν
k=0 (n− k−1)(ν−1)xk where x : N → R

p and n ∈ Nν .

For m−1< ν < m, the ν th Caputo fractional difference is defined as:

Δ ν
∗ = Δ−(m−ν) (Δmx) where Δxn = xn+1 − xn
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For ν ∈]0,1] :

Δ ν
∗ xn = Δ−(1−ν)Δxn =

1
Γ (1−ν)

Σ n−(1−ν)
k=0 (n− k−1)(−ν)Δxk for n ∈ N1−ν .

Some properties:

∀x : N → R
p,Δ−ν1Δ−ν2x= Δ−ν2Δ−ν1x= Δ−(ν1+ν2)x

3 A Fractional Discrete SEIRD Epidemic Model

3.1 SEIRD Model

Following the classic SEIR model, we consider a compartment model with 6 com-
partments: Susceptible, Exposed (not yet infectious), Infected with mild symptoms,
Infected with severe symptoms, Recovered and Death.

In Fig. 1, we present the compartments considered and the possible transitions
between the compartments.

The Table 1 summarizes the compartments introduced.

Table 1. The compartments and their notation

Compartment Notation

Susceptible St

Exposed Et

Infected It

Infected with mild symptoms Imt
Infected with severe symptoms Ist
Recovered Rt

Death Dt

Fig. 1. Compartments and possible transitions between compartments
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The parameters characterizing the interaction between the different compartments
introduced are presented in the Table 2

Table 2. The parameters and their notation

Parameter Meaning

β Transmission rate

θ Part of exposed to the virus with severe symptoms
1
γ Average incubation duration

δ Death rate due to epidemic with severe symptoms
1
μ1

Average duration of infection with mild symptoms
1
μ2

Average duration of infection with severe symptoms
1
η Average time from onset of symptoms to death

The discrete SEIRD model is expressed by the following equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔSt = − β
N
StIt

ΔEt =
β
N
StIt − γEt

Δ Ist = θγEt − ((1−δ )μ2+δη)Ist
Δ Imt = (1−θ)γEt − μ1I

m
t

ΔRt = μ1I
m
t +(1−δ )μ2I

s
t

ΔDt = δηIst

(1)

where β ,μ ,η > 0, 0< δ ,θ < 1 and N = St +Et + It +Rt +Dt the total population.

3.2 Fractional SEIRD Model

There are several definitions for the fractional derivatives. Among them, the Caputo-
type fractional derivative is more popular and used for real applications.

Now, we write the SEIRD model (Eq. 1) with fractional derivatives as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δ α
∗ St = − β

N
StIt

Δ α
∗ Et =

β
N
StIt − γEt

Δ α
∗ I

s
t = θγEt − ((1−δ )μ2+δη)Ist

Δ α
∗ I

m
t = (1−θ)γEt − μ1I

m
t

Δ α
∗ Rt = μ1I

m
t +(1−δ )μ2I

s
t

Δ α
∗ Dt = δηIst

(2)

where β ,μ ,η > 0, 0< δ ,θ < 1 and 0< α < 1.
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4 Dynamic Properties

4.1 Disease Free Equilibrium (DFE) and the Basic Reproduction Number R0

To evaluate the equilibria of the proposed model (2), we need to solve the following
system:

Δ α
∗ St = Δ α

∗ Et = Δ α
∗ I

s
t = Δ α

∗ I
m
t = Δ α

∗ Rt = Δ α
∗ Dt = 0

with the initials values: E∗
t = Is∗t = Im∗

t = 0 and S+E + Is + Im +R+D = N. Then
F0 = (N,0,0,0,0,0) is DFE.

The basic reproduction number noted R0 represents the average number of sec-
ondary infections produced by an infected individual in a susceptible population.

We determine R0 by using the next generation matrix approach. Then, R0 is given
by the formula

R0 =
(θ μ1+(1−θ)μ̃2)β

μ1μ̃2

where μ̃2 = δη +(1−δ )μ2.

4.2 Stability of DFE

As the dynamic of S,E, Is and Im does not depend on R andD, we consider only the first
four equations. Then, the jacobian matrix JF0 of the fractional model, evaluated around
the DFE F0 is

JF0 =

⎛
⎜⎜⎝
0 0 −β −β
0 −γ β β
0 θγ −μ̃2 0
0 (1−θ)γ 0 −μ1

⎞
⎟⎟⎠

The associated characteristic polynomial is

P(X) = X4+AX3+BX2+CX

with A = μ1 + μ̃2 + γ, B = μ1μ̃2 + γ(μ1 + μ̃2 − β ), C =
γ (μ1μ̃2 − (θ μ1+(1−θ)μ̃2)β )

Theorem 1. if C > 0 and AB>C then the DFE F0 is stable.

5 Numerical Simulations

We simulate the model for values N = 1000000, θ = 0.1, δ = 0.3, γ = 1
5days

−1, μ1 =
1
7days

−1, μ2 = 1
14 , η = 1

18days
−1.

The Table 3 shows the values of R0 as a function of β .
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Table 3. The values of R0 as a function of β

β 0.1 0.4 0.7 0.9

R0 0.728 2.912 5.096 6.552

The figures below 2, 3, 4 and 5 show the evolution of the percentage of severely
infected in the total population for β = 0.1, β = 0.4, β = 0.7 and β = 0.9 according to
α . They show that the time needed in days to reach the peak of the number of severely
infected individuals decreases as a function of fractional number α .
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Fig. 2. Percentage of severely infected in the total population for β = 0.1, according to α
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Fig. 3. Percentage of severely infected in the total population for β = 0.4, according to α
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Fig. 4. Percentage of severely infected in the total population for β = 0.7, according to α
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Fig. 5. Percentage of severely infected in the total population for β = 0.9, according to α

6 Conclusion

In this paper, we have proposed a discrete fractional SEIRDmodel that can be applied to
any infectious disease. We proved that our fractional model has an equilibrium points.
In addition, a sufficient condition for the stability of DFE was presented. The basic
reproduction number was computed by next generation matrix method. Numerical sim-
ulations using R are given.

Finally, it is important to mention that mathematical models based on fractional
derivatives are, in general, a more powerful approach to epidemiological models, not
only because we can choose the order a of the fractional derivative, but also because of
the memory properties of the fractional derivatives.
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Abstract. In this paper, we study the existence and uniqueness of solu-
tion for a new kind of equations, namely fuzzy fractional stochastic differ-
ential equations (FFSDEs) under generalized Hukuhara differentiability
using the principale of contraction mappings. An example is provided to
illustrate the results.

1 Introduction

The theory of impulsive differential equations is emerging as a crucial area of
investigation since such equations appear to represent a natural frame work
for mathematical modeling of the many real processes and phenomena stud-
ied in electronics, optimal control and economics. On the other hand, the fuzzy
stochastic differential equations could even be applicable within the investiga-
tion of various economic and engineering problems where the development are
subjected to both fuzziness and randomness. Fuzziness dealt to unsharp bound-
aries of the parameters of the model and the randomness dealt to the stochastic
variability of al feasible outcomes of a situation.

Recently, fractional differential equations are attracting more attentions of
several researchers because they are more effective in modelling of many real-
world problems.

The first paper on fractional differential equations (FDEs) with uncertainties
have been given by Agarwal in [1]. For fuzzy fractional concepts, recently the
authors [14–18] established, existence and uniqueness result of fuzzy fractional
differential equation with nonlocal conditions, solving the fuzzy fractional dif-
ferential wave equation by mean fuzzy Fourier Transform and proved existence,
uniqueness and approximate solutions of fuzzy fractional differential equations.
Abbasbandy et al. [2] studied a fuzzy FDEs with uncertainty under Hukuhara
differentiability. In [3], M. Benchohra, et al. studied a Fuzzy solutions for impul-
sive differential equations. Combining the theories of impulsive differential equa-
tions Lakshmikantham et al. [4] initiated the study of fuzzy impulsive differential
equations. Van and Vu Hoa [5] studied the existence and uniqueness of impulsive
fuzzy functional differential equations.
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Motivated by authors in paper, [4,6–13], we study the existence and unique-
ness of solution of fuzzy impulsive fractional stochastic differential equations. The
rest of this paper is organized as follows: In Sect. 2, we introduce some concepts,
notations and basic results about fuzzy set, generalized Hukuhara differentiabil-
ity and fuzzy fractional differential equations. The existence and uniqueness of
solutions are discussed by using Banach fixed point Theorem in Sect. 3. Finally,
in Sect. 4, we investigate an example to illustrate the results.

2 Preliminaries

Let En denote the set of fuzzy subsets of the real axis, if ω : R
n −→ [0, 1],

satisfying the following properties:

(i) ω is normal, that is, there exists z0 ∈ R
n such that ω(z0) = 1,

(ii) ω is fuzzy convex, that is, for 0 ≤ λ ≤ 1

ω(λz1 + (1 − λ)z2) ≥ min{ω(z1), ω(z2)}, for any z1, z2 ∈ R
n,

(iii) ω is upper semicontinous on R
n,

(iv) [ω]0 = cl{z ∈ R
n : ω(z) > 0} is compact, where cl denotes the closure in

(Rn, | . |).
Then En is called the space of fuzzy number. For r ∈ (0, 1], we denote
[ω]r = {z ∈ R

n | ω(z) ≥ r} and [ω]0 = {z ∈ R
n | ω(z) > 0}. From

the conditions (i) to (iv), it follows that the r − level set of ω, [ω]r, is a
nonempty compact interval, for all r ∈ [0, 1] and any ω ∈ En.

The notation [ω]r = [ω(r), ω(r)], denotes explicitly the r − level set of ω, for
r ∈ [0, 1]. We refer to ω and ω as the lower and upper branches of ω, respectively.
For ω ∈ En, we define the lengh of the r−level set of ω as len([ω]r) = ω(r)−ω(r).
For addition and scalar multiplication in fuzzy set space En, we have [ω1+ω2]r =
[ω1]r + [ω2]r, [λω]r = λ[ω]r.

The Hausdorff distance between fuzzy numbers is given by

D[ω1, ω2] = sup
0≤r≤1

{| ω1(r) − ω2(r) |, | ω1(r) − ω2(r) |}.

The metric space (En,D) is complet metric space and the following properties
of the metric D are valid.

D[ω1 + ω3, ω2 + ω3] = D[ω1, ω2],

D[λω1, λω2] = | λ | D[ω1, ω2],

D[ω1, ω2] ≤ D[ω1, ω3] + D[ω3, ω2],

for all ω1, ω2, ω3 ∈ En and λ ∈ R
n. Let ω1, ω2 ∈ En, if there exists ω3 ∈ En such

that ω1 = ω2 + ω3 then ω3 is called the H-difference of ω1, ω2. We denote the ω3

by ω1 � ω2. Let us remark that ω1 � ω2 �= ω1 + (−1)ω2.
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Definition 1. The generalized Hukuhara difference of two fuzzy numbers
ω1, ω2 ∈ En (gH-difference for short) is defined as follows:

ω1 �gH ω2 = ω3 ⇔
{

(i) ω1 = ω2 + ω3,
or (ii) ω2 = ω1 + (−1)ω3.

The generalized Hukuhara differentiability was introduced in [7].

Definition 2. Let t ∈ (a, b) and h such that t + h ∈ (a, b), then the generalized
Hukuhara derivative of fuzzy-valued function x : (a, b) −→ En at t is defined as

DgHx(t) = lim
h−→0

x(t + h) �gH x(t)
h

. (1)

If DgHx(t) ∈ En satisfying (1) exists, we say that x is generalized Hukuhara
differentiable (gH-differentiable for short) at t. Also, we say that x is [(i) −
gH]−differentiable at t if (i) [DgHx(t)]r = [x′(t, r), x′(t, r)], and that x is [(ii) −
gH]−differentiable at t if (ii) [DgHx(t)]r = [x′(t, r), x′(t, r)], r ∈ [0, 1].

Theorem 1. Let x : [a, b] −→ En be such that [x(t)]r = [x′(t, r), x′(t, r)] for
t ∈ [a, b], r ∈ [0, 1]. If the real-valued function x(t, r) and x(t, r) are differentiable
at t ∈ [a, b], then the function x is gH-differentiable at t ∈ [a, b] and

[DgHx(t)]r = [min{x′(t, r), x′(t, r)},max{x′(t, r), x′(t, r)}] . (2)

Let I = [a, b] ⊂ R
n be a compact interval we shall use the notation C([a, b],En) =

{x : I −→ En | x is continuous}, where the continuous is one-sided at endpoints
a, b. In the space C([a, b],En), we consider the following metric:

D∗
0 [x, z] = sup

t∈[a,b]

D0[x(t), z(t)].

It is known that (C([a, b],En),D∗
0) is a complete metric space. Also, we

denote the space of all Lebesque integrable fuzzy-valued functions on [a, b] by
L([a, b],En). Let x ∈ C([a, b],En), we say that x ∈ L(C([a, b],En),D∗

0) if and
only if D0[

∫ b

a
x(t)dt, 0̂] < ∞.

Definition 3. The Riemann-Liouville fractional integral operator of order α >
0, of a real-valued function ϕ ∈ L1[a, b], is defined as

Iα
a+ϕ(t) =

1
Γ (α)

∫ t

a

(t − s)α−1ϕ(s)ds,

where Γ (.) is the Euler gamma function.

Definition 4. Let ϕ : [a, b] −→ R
n, the Caputo fractional derivative of order

α > 0, m − 1 < α < m, m ∈ N, is defined as

CDα
a+ϕ(t) =

1
Γ (m − α)

∫ t

a

(t − s)m−α−1ϕ(m)(s)ds,
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where the function ϕ(t) has absolutely continuous derivatives up to order (m−1).
If α ∈ (0, 1), then

CDα
a+ϕ(t) =

1
Γ (1 − α)

∫ t

a

(t − s)−αϕ′(s)ds.

Definition 5. Let x : [a, b] −→ En, the fuzzy Rieman-Liouville integral of
fuzzy-valued function x is defined as follows:

(J α
a+x)(t) =

1
Γ (α)

∫ t

a

(t − s)α−1x(s)ds. (3)

For a ≤ t, and 0 < α ≤ 1. For = α = 1, we set J 1
a = I, the identity operator.

Definition 6. Let DgH ∈ C([a, b],En) ∩ L([a, b],En). The fuzzy gH-
fractional Caputo diffentiability of fuzzy-valued function x ([gH]Ca −
differentiable for short) is defined as following:

C
gHDα

a+x(t) = J 1−α
a+ (DgHx)(t) =

1
Γ (1 − α)

∫ t

a

(t − s)−α(DgHx)(s)ds,

where 0 < α ≤ 1, t > a.

Lemma 1. Suppose that x : [a, b] −→ En be a fuzzy function and DgHx(t) ∈
C([a, b],En) ∩ L([a, b],En). Then

J α
a+(C

gHDα
a+x)(t) = x(t) �gH x(a).

Theorem 2. [4] Let DgHx(t)∈ C([a, b],En) ∩ L([a, b],En) be such that [x(t)]r =
[x(t, r), x(t, r)] for 0 ≤ r ≤ 1, t ∈ [a, b], then the function x is [gH]Cα -
differentiable at t ∈ [a, b] and

[CgHDα
a+x(t)]r =

[
min{CDα

a+x(t, r),C Dα
a+x(t, r)}, max{CDα

a+x(t, r),C Dα
a+x(t, r)}

]
.

(4)
where CDα

a+x(t, r) and CDα
a+x(t, r) defined in Definition 4.

Lemma 2. If x(t) = (z1(t), z2(t), z3(t)) is a triangular fuzzy number valued
function, then:

(i) If x is [(i) − gH]-differentiable at t ∈ [a, b] then

(C
gHDα

a+x)(t) = (CDα
a+z1(t),C Dα

a+z2(t),C Dα
a+z3(t)).

(ii) If x is [(ii) − gH]-differentiable at t ∈ [a, b] then

(C
gHDα

a+x)(t) = (CDα
a+z3(t),C Dα

a+z2(t),C Dα
a+z1(t)).

Definition 7. Let x : [a, b] −→ En be [gH]Cα -differentiable at t ∈ (a, b). We say
x is [(i) − gH]Cα -differentiable at t ∈ [a, b] if

(i) [(C
gHDα

a+x)(t)]r = [CDα
a+x(t, r),C Dα

a+x(t, r)], 0 ≤ r ≤ 1 (5)
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and that x is [(ii) − gH]Cα -differentiable at t if

(ii) [(C
gHDα

a+x)(t)]r = [CDα
a+x(t, r),C Dα

a+x(t, r)], 0 ≤ r ≤ 1 (6)

where
CDα

a+x(t, r) =
1

Γ (1 − α)

∫ t

a

(t − s)−α d

ds
x(s, r)ds,

CDα
a+x(t, r) =

1
Γ (1 − α)

∫ t

a

(t − s)−α d

ds
x(s, r)ds.

Definition 8. Let x : [a, b] −→ En be a fuzzy function. A point t ∈ (a, b) is said
to be a switching point for the [gH]Cα -differentiable of x, if in any neighborhood
V of t there exist points t1 < t < t2 such that:

type I at t1 (5) holds while (6) does not hold and at t2 (6) holds and (5) does
not holds, or

type II at t1 (6) holds while (5) does not hold and at t2 (5) holds and (6)
does not holds.

Let 〈.〉 : Rn −→ En denote the embedding of Rn into En, i.e. for r ∈ R
n we have

〈r〉(a) =
{

1, if a = r,
0, if a �= r.

Notations: Let (Ω,A,P) be a complete probability space with filtration
{At : t ∈ I := [0, T ]} satisfies the usual conditions. Let B(t) be a one-
dimentional Brownian motion defined on the probability space (Ω,A,P) and
PC0 := C([−σ, 0],En) denote the space of continuous mapping ϕ : [−σ, 0] −→
En equipped with the metric

sup
t≥0

D[ϕ(t), 0̂]e−a(s−t) < ∞.

Denote by L2(Ω,At,En) the Hilbert space of all square integrable random vari-
able with values in En and PCT = PC([−σ, T ],En) the space of all function
x : [−σ, T ] −→ En which are continuous at t �= ti, i = 1, .., n at which x(t+i ) and
x(t−i ) = x(ti) exist, where x(t+i ) and x(t−i ) stand for right and left limits of x at
ti respectively.

Let Ba := (I, L2(Ω,PCT )) denote the family of all bounded At-measurable
square integrable processes equipped with the following metric

D2
a[x, y] = sup

t∈[−σ,T ]

D2[x(t), y(t)]e−a(s−t).

Note that (Ba,Da) is a complete metric space.
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3 Existance and Uniqueness of a Solution

In this section, we consider the following fuzzy impulsive fractional stochastic
differential equations:⎧⎨

⎩
C
gHDαx(t) = f(t, xt) + 〈∫ t

0
g(s, xs)dB(s)〉, t ∈ I, t �= ti,

x(t+k ) = x(tk) + Ii(ti, x(ti)), i = 1, .., n,
x(t) = ϕ(t), t ∈ [−σ, 0],

(7)

where 0 < α < 1 and C
gHDα is the Caputo’s generalized Hukuhara derivative,

0 = t0 < t1 < t2...tk < tn < tn+1 = T and f : I × PC0 −→ En, g : I × PC0 −→
R

n × R
n are continuous on T and for each xt ∈ PC0 we have xt(s) = x(t + s)

for s ∈ [−σ, 0], Ii : I × E −→ En are continuous for i = 1, .., n. In this paper, we
consider only (i)-differentiable type and (ii)-differentiable type solutions.

Lemma 3. A fuzzy continuous mappiing x : [−σ, T ] −→ En is a solution to
the system (7) on [−σ, T ] if and only if x is a continuous fuzzy mapping and it
satisfies to one of the following fuzzy integral equations:

(I1) if x is (i)-differentiable, then

x(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕ(t), t ∈ [−σ, 0];

ϕ(0) + 1
Γ (α)

∫ t
0

f(s,xs)
(t−s)1−α ds + 1

Γ (α)

∫ t
0

〈∫ s
0 g(θ,xθ)dB(θ)〉

(t−s)1−α ds, t ∈ [0, t1];

.

.

.

ϕ(0) +
∑k

i=1
1

Γ (α)

∫ ti
ti−1

f(s,xs)
(ti−s)1−α ds + 1

Γ (α)

∫ t
tk

f(s,xs)
(t−s)1−α ds

+
∑k

i=1
1

Γ (α)

∫ ti
ti−1

〈∫ s
0 g(θ,xθ)dB(θ)〉

(ti−s)1−α ds + 1
Γ (α)

∫ t
tk

〈∫ s
0 g(θ,xθ)dB(θ)〉

(t−s)1−α ds

+
∑k

i=1 Ii(ti, x(ti)), t ∈ [tk, tk+1].

(8)
(I2) if x is (ii)-differentiable, then

x(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕ(t), t ∈ [−σ, 0];

ϕ(0) 	 (−1)
[

1
Γ (α)

∫ t
0

f(s,xs)
(t−s)1−α ds + 1

Γ (α)

∫ t
0

〈∫ s
0 g(θ,xθ)dB(θ)〉

(t−s)1−α ds
]

, t ∈ [0, t1];

.

.

.

ϕ(0) 	 (−1)[
∑k

i=1
1

Γ (α)

∫ ti
ti−1

f(s,xs)
(ti−s)1−α ds + 1

Γ (α)

∫ t
tk

f(s,xs)
(t−s)1−α ds

+
∑k

i=1
1

Γ (α)

∫ ti
ti−1

〈∫ s
0 g(θ,xθ)dB(θ)〉

(ti−s)1−α ds + 1
Γ (α)

∫ t
tk

〈∫ s
0 g(θ,xθ)dB(θ)〉

(t−s)1−α ds

+
∑k

i=1 Ii(ti, x(ti))], t ∈ [tk, tk+1].

(9)

Proof: We will prove only the case (i)-differentiable of solution because the other
case of solution can be proved in similar way. If x : [−σ, T ] −→ En satisfies (7),
then it will be expressed as (8). Indeed, if t ∈ [0, t1], so we have:

C
gHDαx(t) = f(t, xt) + 〈

∫ t

0

g(s, xs)dB(s)〉.

By Lemma 3.4 in [18], we get

x(t) = ϕ(0) +
1

Γ (α)

∫ t

0

f(s, xs)
(t − s)1−α

ds +
1

Γ (α)

∫ t

0

〈∫ s

0
g(θ, xθ)dB(θ)〉
(t − s)1−α

ds,
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so

x(t1) = ϕ(0) +
1

Γ (α)

∫ t1

0

f(s, xs)
(t1 − s)1−α

ds +
1

Γ (α)

∫ t1

0

〈∫ s

0
g(θ, xθ)dB(θ)〉
(ti − s)1−α

ds,

for t ∈ [t1, t2], then Lemma 3.4 in [18] implies

x(t) = x(t+1 ) +
1

Γ (α)

∫ t

t1

f(s, xs)

(t − s)1−α
ds +

1

Γ (α)

∫ t

t1

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds,

= x(t1) + I1(t1, x(t1)) +
1

Γ (α)

∫ t

t1

f(s, xs)

(t − s)1−α
ds +

1

Γ (α)

∫ t

t1

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds,

= I1(t1, x(t1)) + ϕ(0) +
1

Γ (α)

∫ t1

0

f(s, xs)

(t1 − s)1−α
ds +

1

Γ (α)

∫ t1

0

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t1 − s)1−α

ds

+
1

Γ (α)

∫ t

t1

f(s, xs)

(t − s)1−α
ds +

1

Γ (α)

∫ t

t1

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds,

then, by mathematical induction, if t ∈ (tk, tk+1], k = 1, .., n and using again
Lemma 3.4 in [18], we get

x(t) = x(t+k ) +
1

Γ (α)

∫ t

tk

f(s, xs)

(tk − s)1−α
ds +

1

Γ (α)

∫ t

tk

〈∫ s
0 g(θ, xθ)dB(θ)〉
(tk − s)1−α

ds,

= x(tk) + Ik(tk, x(tk)) +
1

Γ (α)

∫ t

tk

f(s, xs)

(tk − s)1−α
ds +

1

Γ (α)

∫ t

tk

〈∫ s
0 g(θ, xθ)dB(θ)〉
(tk − s)1−α

ds,

= Ik(tk, x(tk)) + ϕ(0) +
1

Γ (α)

∫ t1

0

f(s, xs)

(t1 − s)1−α
ds +

1

Γ (α)

∫ t1

0

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t1 − s)1−α

ds

+
1

Γ (α)

∫ t

t1

f(s, xs)

(t − s)1−α
ds +

1

Γ (α)

∫ t

t1

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds + ....

+
1

Γ (α)

∫ tk

tk−1

f(s, xs)

(tk − s)1−α
ds +

1

Γ (α)

∫ tk

tk−1

〈∫ s
0 g(θ, xθ)dB(θ)〉
(tk − s)1−α

ds

+
1

Γ (α)

∫ t

tk

f(s, xs)

(t − s)1−α
ds +

1

Γ (α)

∫ t

tk

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds,

=

k∑
i=1

Ii(ti, x(ti)) + ϕ(0) +
1

Γ (α)

k∑
i=1

∫ ti

ti−1

f(s, xs)

(ti − s)1−α
ds

+
1

Γ (α)

k∑
i=1

∫ ti

ti−1

〈∫ s
0 g(θ, xθ)dB(θ)〉
(ti − s)1−α

ds +
1

Γ (α)

∫ t

tk

f(s, xs)

(t − s)1−α
ds

+
1

Γ (α)

∫ t

tk

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds.

Conversely, assume that x satisfies the impulsive fractional integral equation (8).
If t ∈ [0, t1], then x(0) = ϕ(0) and using the fact C

gHDα is the left inverse of Iα

we get

C
gHDαx(t) = f(t, xt) + 〈

∫ t

0

g(s, xs)dB(s)〉. for each t ∈ [0, t1].
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If t ∈ (tk, tk+1], k = 1, .., n and using the fact that C
gHDαC = 0, where C is a

constant, we get

C
gHDαx(t) = f(t, xt) + 〈

∫ t

0

g(s, xs)dB(s)〉. for each t ∈ [tk, tk+1].

Also, we can show that

x(t+k ) = x(tk) + Ik(tk, x(tk)), k = 1, .., n.

�
Now, we will prove our result via principle of contraction mappings. Again,

since the way of the proof is similar for two cases, we will consider only case
(i)-differentiable of solution on [0, T ].

Theorem 3. Assume that f : I × PC0 −→ En, g : I × PC0 −→ R
n+1 and

Ii : I × E −→ En are continuous and satisfy the following assumptions:
(H1) For all ϕ, ψ ∈ PC0, ∀t ∈ I, there exist positive constant p, q such that

ED2 [f(t, ϕ), f(t, ψ)] ≤ pED2
σ[ϕ,ψ],

E‖g(t, ϕ) − g(t, ψ)‖2 ≤ qED2
σ[ϕ,ψ].

(H2) For all t ≥ 0, ∃r, c > 0 and a > b ≥ 0 such that

ED2[f(t, 0̂), 0̂] ≤ reb(s−t),

ED2[g(t, 0̂), 0̂] ≤ ceb(s−t).

(H3) For all ϕ,ψ ∈ PC0, ∀ti ∈ I, ∃li > 0, i = 1, .., n such that

ED2[Ii(ti, ϕ), Ii(ti, ψ)] ≤ liD
2[ϕ,ψ].

Then, the problem (7) has a unique solution on I, provided that

H :=
5p

aα
+

5q

aα+1
− 5qTαe−as

Γ (α + 1)
+

1
2
k(k + 1)l̂ < 1, (10)

where l̂ = max{l1, ..., lk}.
Proof: We transform the problem (7) into a fixed point problem. Consider the
operator T : Ba −→ Ba, given by

(Tx)(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕ(t), t ∈ [−σ, 0];

ϕ(0) + 1
Γ (α)

∫ t
0

f(s,xs)
(t−s)1−α ds + 1

Γ (α)

∫ t
0

〈∫ s
0 g(θ,xθ)dB(θ)〉

(t−s)1−α ds, t ∈ [0, t1];

.

.

.

ϕ(0) +
∑k

i=1
1

Γ (α)

∫ ti
ti−1

f(s,xs)
(ti−s)1−α ds + 1

Γ (α)

∫ t
tk

f(s,xs)
(t−s)1−α ds

+
∑k

i=1
1

Γ (α)

∫ ti
ti−1

〈∫ s
0 g(θ,xθ)dB(θ)〉

(ti−s)1−α ds + 1
Γ (α)

∫ t
tk

〈∫ s
0 g(θ,xθ)dB(θ)〉

(t−s)1−α ds

+
∑k

i=1 Ii(ti, x(ti)), t ∈ [tk, tk+1].
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Let x ∈ Ba, i.e., there exists ρ > 0 such that ED2[x(t), 0̂] ≤ ρea(s−t) for any
t ∈ [−σ, T ]. So, we have

sup
θ∈[−σ,0]

ED2[x(t + θ), 0̂] ≤ ρea(s−t), ∀t ∈ I.

The proof will be given into two steps.
Step 1: The operator T is will defined. Indeed, for t ∈ [0, t1], we have:

ED
2
[(Tx)(t), 0̂] = ED

2
[ϕ(0) +

1

Γ (α)

∫ t

0

f(s, xs)

(t − s)1−α
ds +

1

Γ (α)

∫ t

0

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds, 0̂],

≤ 3ED
2
[ϕ(0), 0̂] + 3ED

2
[

1

Γ (α)

∫ t

0

f(s, xs)

(t − s)1−α
ds, 0̂]

+ 3ED
2
[

1

Γ (α)

∫ t

0

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds, 0̂],

≤ 3ED
2
[ϕ(0), 0̂] +

6

Γ (α)

∫ t

0

ED2[f(s, xs), f(s, 0̂)]

(t − s)1−α
ds

+
6

Γ (α)

∫ t

0

ED2[f(s, 0̂), 0̂]

(t − s)1−α
ds +

6

Γ (α)

∫ t

0

〈∫ s
0 ED2[g(θ, xθ), g(θ, 0̂)]dB(θ)〉

(t − s)1−α
ds

+
6

Γ (α)

∫ t

0

〈∫ s
0 ED2[g(θ, 0̂), 0̂]dB(θ)〉

(t − s)1−α
ds,

using Itô isometric property, we get

ED
2
[(Tx)(t), 0̂] ≤ 3ED

2
[ϕ(0), 0̂] +

6p

Γ (α)

∫ t

0

ED2[xs, 0̂]

(t − s)1−α
ds +

6r

Γ (α)

∫ t

0

eb(s−t)

(t − s)1−α
ds

+
6q

Γ (α)

∫ t

0

∫ s
0 ED2[xθ, 0̂]dθ

(t − s)1−α
ds +

6c

Γ (α)

∫ t

0

∫ s
0 eb(θ−s)dθ

(t − s)1−α
ds,

≤ 3ED
2
[ϕ(0), 0̂] +

6p

Γ (α)

∫ t

0

supτ∈[−σ,0] ED2[x(s + τ), 0̂]

(t − s)1−α
ds +

6r

bα

+
6q

Γ (α)

∫ t

0

∫ s
0 supτ∈[−σ,0] ED2[x(θ + τ), 0̂]dθ

(t − s)1−α
ds

+
6c

bΓ (α)

∫ t

0

(eb(s−t) − e−bt)

(t − s)1−α
ds,

≤ 3ED
2
[ϕ(0), 0̂] +

6pρ

Γ (α)

∫ t

0

ea(s−t)

(t − s)1−α
ds +

6r

bα
+

6qρ

Γ (α)

∫ t

0

∫ s
0 (ea(θ−t)dθ)

(t − s)1−α
ds

+
6c

bΓ (α)

∫ t

0

eb(s−t)

(t − s)1−α
ds − 6ce−bt

bΓ (α)

∫ t

0
(t − s)

α−1
ds,

≤ 3ED
2
[ϕ(0), 0̂] +

6pρ

aα
+

6r

bα
+

6qρ

aα+1
− 6qρe−at

aΓ (α + 1)
+

6c

bα+1
− 6ctαe−bt

bΓ (α + 1)
.
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Thus

sup
t∈[0,t1]

ED2[(Tx)(t), 0̂]e−a(s−t) ≤ 3ED2[ϕ(0), 0̂] +
6pρ

aα
+

6r

bα
+

6qρ

aα+1
− 6qρe−as

aΓ (α + 1)

+
6c

bα+1
− 6ctαe−bs

bΓ (α + 1)
,

< ∞.

Likewise, for t ∈ (ti, ti+1], i = 1, .., n, we have

ED2[(Tx)(t), 0̂] = ED2[ϕ(0) +

k∑
i=1

1

Γ (α)

∫ ti

ti−1

f(s, xs)

(ti − s)1−α
ds +

1

Γ (α)

∫ t

tk

f(s, xs)

(t − s)1−α
ds

+
k∑

i=1

1

Γ (α)

∫ ti

ti−1

〈∫ s
0 g(θ, xθ)dB(θ)〉
(ti − s)1−α

ds +
1

Γ (α)

∫ t

tk

〈∫ s
0 g(θ, xθ)dB(θ)〉
(t − s)1−α

ds

+
k∑

i=1

Ii(ti, x(ti)), 0̂],

≤ 6ED2[ϕ(0), 0̂] +

k∑
i=1

12

Γ (α)

∫ ti

ti−1

ED2[f(s, xs), f(s, 0̂)]

(ti − s)1−α
ds

+
k∑

i=1

12

Γ (α)

∫ ti

ti−1

ED2[f(s, 0̂), 0̂]

(ti − s)1−α
ds +

12

Γ (α)

∫ t

tk

ED2[f(s, 0̂), 0̂]

(t − s)1−α
ds

+
12

Γ (α)

∫ t

tk

ED2[f(s, xs), f(s, 0̂)]

(t − s)1−α
ds

+
k∑

i=1

12

Γ (α)

∫ ti

ti−1

〈∫ s
0 ED2[g(θ, xθ), g(θ, 0̂)]dB(θ)〉

(ti − s)1−α
ds

+
k∑

i=1

12

Γ (α)

∫ ti

ti−1

〈∫ s
0 ED2[g(θ, 0̂), 0̂]dB(θ)〉

(ti − s)1−α
ds

+
12

Γ (α)

∫ t

tk

〈∫ s
0 ED2[g(θ, xθ), g(θ, 0̂)]dB(θ)〉

(t − s)1−α
ds

+
12

Γ (α)

∫ t

tk

〈∫ s
0 ED2[g(θ, 0̂), 0̂]dB(θ)〉

(t − s)1−α
ds + 6

k∑
i=1

liED2[x, 0̂],
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then

ED
2
[(Tx)(t), 0̂] ≤ 6ED

2
[ϕ(0), 0̂] +

k∑

i=1

12p

Γ (α)

∫ ti

ti−1

ED2
σ [xs, 0̂]

(ti − s)1−α
ds +

k∑

i=1

12r

Γ (α)

∫ ti

ti−1

eb(s−t)

(ti − s)1−α
ds

+
12p

Γ (α)

∫ t

tk

ED2
σ [xs, 0̂]

(t − s)1−α
ds +

12r

Γ (α)

∫ t

tk

eb(s−t)

(t − s)1−α
ds

+
k∑

i=1

12q

Γ (α)

∫ ti

ti−1

〈∫ s
0 ED2

σ [xθ, 0̂]dB(θ)〉
(ti − s)1−α

ds +
k∑

i=1

12c

Γ (α)

∫ ti

ti−1

∫ s
0 eb(θ−t)dθ

(ti − s)1−α
ds

+
12q

Γ (α)

∫ t

tk

〈∫ s
0 ED2

σ [xθ, 0̂]dB(θ)〉
(t − s)1−α

ds +
12c

Γ (α)

∫ t

tk

∫ s
0 eb(θ−t)dθ

(t − s)1−α
ds + 6

k∑

i=1

liED
2
[x, 0̂],

≤ 6ED
2
[ϕ(0), 0̂] +

k∑

i=1

12p

Γ (α)

∫ ti

ti−1

supτ∈[−σ,0] ED2
σ [x(s + τ), 0̂]

(ti − s)1−α
ds

+
k∑

i=1

12r

Γ (α)

∫ ti

ti−1

eb(s−t)

(ti − s)1−α
ds +

12p

Γ (α)

∫ t

tk

supτ∈[−σ,0] ED2
σ [x(s + τ), 0̂]

(t − s)1−α
ds

+
12r

Γ (α)

∫ t

tk

eb(s−t)

(t − s)1−α
ds +

k∑

i=1

12q

Γ (α)

∫ ti

ti−1

〈∫ s
0 supτ∈[−σ,0] ED2

σ [x(θ + τ), 0̂]dB(θ)〉
(ti − s)1−α

ds

+
k∑

i=1

12c

Γ (α)

∫ ti

ti−1

∫ s
0 eb(θ−t)dθ

(ti − s)1−α
ds +

k∑

i=1

12c

Γ (α)

∫ ti

ti−1

∫ s
0 eb(θ−t)dθ

(ti − s)1−α
ds

+
12q

Γ (α)

∫ t

tk

〈∫ s
0 supτ∈[−σ,0] ED2

σ [x(θ + τ), 0̂]dB(θ)〉
(t − s)1−α

ds

+
12c

Γ (α)

∫ t

tk

∫ s
0 eb(θ−t)dθ

(t − s)1−α
ds + 6

k∑

i=1

liED
2
[x, 0̂],

≤ 6ED
2
[ϕ(0), 0̂] +

12pρ

Γ (α)

∫ t

0

ea(s−t)

(t − s)1−α
ds +

12r

Γ (α)

∫ t

0

eb(s−t)

(t − s)1−α
ds

+
12pρ

Γ (α)

∫ t

0

∫ s
0 ea(θ−t)dθ

(t − s)1−α
ds +

12c

Γ (α)

∫ t

0

∫ s
0 eb(θ−t)dθ

(t − s)1−α
ds + 6kρl̂,

hence

sup
t∈[ti,ti+1]

ED2[(Tx)(t), 0̂]e−a(s−t) ≤ 6ED2[ϕ(0), 0̂] +
12pρ

aα
+

12r

bα
+

12qρ

aα+1
− 12qρe−as

aΓ (α + 1)

+
12c

bα+1
− 12stαe−bs

bΓ (α + 1)
+ 6kρl̂e−a(s−T ).

< ∞.

Thus, if we put W = supτ∈[−σ,0] ED2[ϕ(τ), 0̂], we get

sup
t∈[−σ,t1]

ED2[(Tx)(t), 0̂]e−a(s−t) ≤ 3W +
6pρ

aα
+

6r

bα
+

6qρ

aα+1
− 6qρe−as

aΓ (α + 1)

+
6c

bα+1
− 6cTαe−bT

bΓ (α + 1)
< ∞,

and

sup
t∈[ti,ti+1]

ED2[(Tx)(t), 0̂]e−a(s−t) ≤ 6W +
12pρ

aα
+

12r

bα
+

12qρ

aα+1
− 12qρe−as

aΓ (α + 1)

+
12c

bα+1
− 12cTαe−bs

bΓ (α + 1)
+ 6kρl̂e−a(s−T ) < ∞.
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On the other hand, for t ∈ [−σ, 0], we have

ED2[(Tx)(t), 0̂]e−a(s−t) = ED2[ϕ(0), 0̂]e−a(s−t),

≤ We−a(s−t) ≤ We−as.

Then

sup
t∈[−σ,t1]

ED2[(Tx)(t), 0̂]e−a(s−t) ≤ 3We−as +
6pρ

aα
+

6r

bα
+

6qρ

aα+1
− 6qρe−as

aΓ (α + 1)

+
6c

bα+1
− 6cTαe−bT

bΓ (α + 1)
< ∞,

and

sup
t∈[ti,ti+1]

ED2[(Tx)(t), 0̂]e−a(s−t) ≤ 6We−as +
12pρ

aα
+

12r

bα
+

12qρ

aα+1
− 12qρe−as

aΓ (α + 1)

+
12c

bα+1
− 12cTαe−bs

bΓ (α + 1)
+ 6kρl̂e−a(s−T ) < ∞.

Hence, Tx ∈ Ba.

Step 2: T is a contraction on Ba. Indeed, let x, y ∈ Ba. For t ∈ [0, t1],

ED
2
[(Tx)(t), (Ty)(t)] ≤ 2p

Γ (α)

∫ t

0

ED2[x(s), y(s)]

(t − s)1−α
ds +

2q

Γ (α)

∫ t

0

∫ s
0 ED2[x(θ), y(θ)]dB(θ)

(t − s)1−α
ds,

≤ 2p

Γ (α)

∫ t

0

supr∈[s−σ,s] ED2[x(r), y(r)]

(t − s)1−α
ds

+
2q

Γ (α)

∫ t

0

∫ s
0 supr∈[s−θ,θ] ED2[x(r), y(r)]dB(θ)

(t − s)1−α
ds.

In addition, we have

ED2[x(t), y(t)] ≤ ED2
a[x, y]ea(s−t), ∀t ∈ [−σ, T ].

So, we have

ED
2
[(Tx)(t), (Ty)(t)] ≤ 2p

Γ (α)

∫ t

0

ED2
a[x, y]ea(s−t)

(t − s)1−α
ds +

2q

Γ (α)

∫ t

0

∫ s
0 ED2

a[x, y]ea(θ−t)dθ

(t − s)1−α
ds,

≤ 2p

aα
ED

2
a[x, y] + 2q

(
1

aα+1
− tαe−at

Γ (α + 1)

)

ED
2
a[x, y],

≤
(

2p

aα
+

2q

aα+1
− 2qtαe−at

Γ (α + 1)

)

ED
2
a[x, y].

Thus

ED2
a[Tx, Ty] = sup

t∈[−σ,T ]

ED2[(Tx)(t), (Ty)(t)]e−a(s−t),

≤
(

2p

aα
+

2q

aα+1
− 2qTαe−as

Γ (α + 1)

)
ED2

a[x, y]. (11)
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Similarly, for t ∈ (ti, ti+1], i = 1, .., n, we have

ED
2
[(Tx)(t), (Ty)(t)] ≤ 5p

Γ (α)

k∑

i=1

∫ ti

ti−1

ED2[x(s), y(s)]

(ti − s)1−α
ds +

5p

Γ (α)

∫ t

tk

ED2[x(s), y(s)]

(t − s)1−α
ds

+
5q

Γ (α)

k∑

i=1

∫ ti

ti−1

〈∫ s
0 ED2[x(θ), y(θ)]dB(θ)〉

(ti − s)1−α
ds

+
5q

Γ (α)

∫ t

tk

〈∫ s
0 ED2[x(θ), y(θ)]dB(θ)〉

(t − s)1−α
ds + 5

k∑

i=1

liD
2
[x(ti), y(ti)],

≤ 5p

Γ (α)

k∑

i=1

∫ ti

ti−1

supτ∈[−σ,0] ED2[x(s + τ), y(s + τ)]

(ti − s)1−α
ds

+
5p

Γ (α)

∫ t

tk

supτ∈[−σ,0] ED2[x(s + τ), y(s + τ)]

(t − s)1−α
ds

+
5q

Γ (α)

k∑

i=1

∫ ti

ti−1

〈∫ s
0 supτ∈[−σ,0] ED2[x(θ + τ), y(θ + τ)]dB(θ)〉

(ti − s)1−α
ds

+
5q

Γ (α)

∫ t

tk

〈∫ s
0 supτ∈[−σ,0] ED2[x(θ + τ), y(θ + τ)]dB(θ)〉

(t − s)1−α
ds

+ 5

k∑

i=1

liD
2
[x(ti), y(ti)],

then

ED
2
[(Tx)(t), (Ty)(t)] ≤ 5p

Γ (α)

k∑

i=1

∫ ti

ti−1

ED2
a[x, y]ea(s−t)

(ti − s)1−α
ds +

5p

Γ (α)

∫ t

tk

ED2
a[x, y]ea(s−t)

(t − s)1−α
ds

+
5q

Γ (α)

k∑

i=1

∫ ti

ti−1

〈∫ s
0 ED2

a[x, y]ea(s−t)dB(θ)〉
(ti − s)1−α

ds

+
5q

Γ (α)

∫ t

tk

〈∫ s
0 ED2

a[x, y]ea(s−t)dB(θ)〉
(t − s)1−α

ds + 5

k∑

i=1

lie
a(s−ti),

≤ 5p

aα
D

2
a[x, y] +

(
5q

aα+1
− 5qtαe−as

Γ (α + 1)

)

D
2
a[x, y] + 5

k∑

i=1

lie
a(s−t)

,

thus

ED2
a[Tx, Ty] = sup

t∈[−σ,T ]

ED2[(Tx)(t), (Ty)(t)]e−a(s−t),

≤
(

5p

aα
+

5q

aα+1
− 5qTαe−as

Γ (α + 1)
+

k

2
(k + 1)l̂

)
ED2

a[x, y]. (12)

Then, from (11) and (12), we have

ED2
a[Tx, Ty] ≤

(
2p

aα
+

2q

aα+1
− 2qTαe−as

Γ (α + 1)

)
ED2

a[x, y], for t ∈ [0, t1].

And

ED2
a[Tx, Ty] ≤

(
5p

aα
+

5q

aα+1
− 5qT αe−as

Γ (α + 1)
+

k

2
(k + 1)l̂

)
ED2

a[x, y], for t ∈ (ti, ti+1].

Consequently, by (10), T is a contraction. As a consequence of Banach fixed point
Theorem, we deduce that T has a fixed point which is a solution of (7). �
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4 Example

In this section, we will give an example to illustrat the usefulness of our main
result. Let us consider the following impulsive stochastic differential equation
with distributed delay. For k ∈ N and 0 < σ1 < σ2 < ... < σk < σ. we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C
gHDαu(t) =

∫ 0

−σ

f0(s, u(t + s))ds +
k∑

i=1

fi(s, u(t − σ))

+
∫ 0

−σ

〈
∫ s

0

g0(τ, u(τ + s))dB(τ)〉ds +
k∑

i=1

〈
∫ s

0

gi(τ, u(τ + s))dB(τ)〉,

u(t+i ) =
u(ti)

2 + u(ti)
, t = ti.

u(t) = ϕ(t), t ∈ [−σ, 0].
(13)

Let PCσ := C([−σ, 0],E1) denote the space of fuzzy functions, u : [−σ, T ] −→
E1, fi : I × PCσ −→ E1 and gi : I × PCσ −→ R

n, i = 1, .., k are fuzzy valued
mappings which satisfies the following assumptions:
(A1) There exists pi, qi > 0 such that, ∀u, v ∈ E1 and t ∈ I:

ED2[fi(t, u), fi(t, v)] ≤ piED2
σ[u, v].

E‖gi(t, u) − gi(t, v)‖2 ≤ qiED2
σ[u, v].

(A2) There exists ri, ci > 0 such that ∀t ∈ I:

ED2[fi(t, 0̂),̂ 0] ≤ rie
b(s−t).

ED2[gi(t, 0̂),̂ 0] ≤ cie
b(s−t).

(A3) There exist li > 0 such that ∀u, v ∈ E1 and t ∈ I:

ED2[Ii(ti, u(ti)), Ii(ti, v(ti))] ≤ liED2
σ[u, v].

Then, we define the fuzzy functions f : I × PC0 −→ E1, g : I × PC0 −→ R
n as

follows:

f(t, u) =
∫ 0

−σ

f0(s, u(s))ds +
k∑

i=1

fi(s, u(−σ)), t ∈ I, t �= ti,

g(t, u) =
∫ 0

−σ

〈
∫ s

0

g0(τ, u(τ))dB(τ)〉ds+
k∑

i=1

〈
∫ s

0

gi(τ, u(τ))dB(τ)〉, t ∈ I, t �= ti.

Assume that the functions fi and gi i = 1, .., k satisfy the assumptions (A1) −
(A3). Then the system (13) has a unique solution on I.
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Indeed, for u, v ∈ E1, t ∈ I, t �= ti, we have

ED2[f(t, u), f(t, v)] ≤ 2
∫ 0

−σ

ED2[f0(s, u(s)), f0(s, v(s))]ds

+ 2
k∑

i=1

ED2[fi(s, u(−σi)), fi(s, v(−σi))],

≤ 2p0σED2
σ[u, v] + 2

k∑
i=1

piED2
σ[u, v],

≤ 2

(
p0σ +

k∑
i=1

pi

)
ED2

σ[u, v] := C1ED2
σ[u, v].

And

E‖g(t, u) − g(t, v)‖2 ≤
∫ 0

−σ

〈
∫ s

0

‖g0(θ, u(θ)), g0(θ, v(θ))‖2dB(θ)〉ds

+
k∑

i=0

〈
∫ s

0

‖gi(θ, u(θ)) − gi(θ, v(θ))‖2dB(θ)〉,

≤ q0
σ2

2
ED2

σ[u, v] +
k∑

i=1

qiTED2
σ[u, v],

≤
(

q0
σ2

2
+ T

k∑
i=1

qi

)
ED2

σ[u, v] := C2ED2
σ[u, v].

So, assumption (H1) is satisfied. On the other hand, we have

ED2[f(t, 0̂), 0̂] ≤ 2
∫ 0

−σ

ED2
σ[f0(s, 0̂), 0̂]ds + 2

k∑
i=1

ED2
σ[fi(s, 0̂), 0̂],

≤
[

2r0
b

(
e−2bs−bt − e−bσ

)
+

k∑
i=1

ri

]
eb(s−t) := C3e

b(s−t).

And

ED2[g(t, 0̂), 0̂] ≤ 2

∫ 0

−σ

〈
∫ s

0

ED2[g0(θ, 0̂), 0̂]dB(θ)〉ds + 2
k∑

i=1

〈
∫ s

0

ED2[gi(θ, 0̂), 0̂]dB(θ)〉,

≤
[

2s0
b2

(e−b(s−t) − e−bσ) + 2ebT
k∑

i=1

ci

]
eb(s−t) := C4e

b(s−t).
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Then, assumption (H2) is satisfied. Also, we have

ED2[Ii(ti, u(ti)), Ii(ti, v(ti))] ≤ ED2

[
u(ti)

2 + u(ti)
,

u(ti)
2 + v(ti)

]
,

≤ 1
2

sup
α∈[0,1]

max{|uα(ti) − vα(ti)|, |uα(ti) − vα(ti)|},

=
1
2
D2

σ[u(ti), v(ti)].

Thus, the assumption (H3) is satisfied with li = 1
2 . Hence, the problem (13) has

a unique solution on [0, T ].

5 Conclusion

In this work, a class of fuzzy fractional stochastic differential equations with
impulsive has been studied. By using the fixed point strategy, the existence and
uniqueness of solutions have been proven. Eventually, an example is given to
illustrat the effectiveness of result.
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Abstract. This article is about a new smoothing method for piecewise smooth
functions. This smoothing method is based on formulating any piecewise smooth
function as the expectation of a discrete random variable. By adopting this for-
mulation, we show that smoothing apiecewise smooth function is equivalent to
smooth a probability distribution. In addition, we propose to use the Boltzmann
distribution as a smoothing approximation for this probability distribution. We
apply our smoothing approach to smooth some fundamental functions. The theo-
retical and numerical results show the efficiency of our method.

1 Introduction

Piece-wise smooth functions (P-S) are a fundamental subclass of non-smooth functions.
They have received significant attention for a long time as they appear in many areas
including optimization, data modeling, and various equations [7,13,21–23]. The main
problem with these functions is that they are not smooth over all the domain. As a result,
their presence in a problem has many drawbacks. For example, in optimization, if the
cost function is not at least continuously differentiable, gradient-based methods are not
applicable. An important approach to solving this problem is to construct a smooth-
ing approximation for the P-S function before the optimization procedure. The term
smoothing approximation refers to a smooth function that approximates a nonsmooth
function.

The first studies on smoothing approximations are proposed to solve the optimiza-
tion problems where the objective function contains max or min operator in its formu-
lation [6,28]. In [27], the authors proposed the hyperbolic smoothing method to solve
the min-sum-min problem. The hyperbolic smoothing technique is also used in [3] to
solve the essential problem known as the minimax problem. Smoothing approximations
are also used in the context of penalty methods. In fact, most of the exact penalty func-
tions are not smooth. Therefore, many papers studied the smoothing approximations for
these exact penalty functions [11,14,17,18]. As a result, smoothing techniques of P-S
functions play a crucial role in optimization and penalty methods.

Besides optimization and penalty methods, smoothing approximations are used in
solving various equations [10,12,19,24], data modeling and compression [1,2,8,15,16,
20], blending surface problem [4,5,9], and regularization of neural networks [26].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 164–178, 2023.
https://doi.org/10.1007/978-3-031-12416-7_14
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It is clear that smoothing approximations of P-S functions have applications in a
wide range of fields. This paper proposes a new approach of smoothing P-S functions.
An extended version of our approach is presented in [29]. In [29], we defined a vector
space of piecewise smooth functions and constructed an operator that can associate a
smoothing function for each element of this space. Additionally, some complex parti-
tions of the domain have been addressed. In Sect. 2, we reformulate any P-S function
as the expectation of a random variable and show how this new formulation reduces
the problem of smoothing a P-S function to the problem of smoothing a probability
distribution. In Sect. 3, we propose to use the Boltzmann distribution to construct the
smoothing approximations for P-S functions in the one-dimensional case. In Sect. 4,
we extend our approach to the n-dimensional case. In Sect. 5, we apply our smooth-
ing method to some fundamental functions that appear in nonsmooth optimization and
penalty methods. In Sect. 6, we conclude this paper and discuss some of our future
works.

2 A New Formulation for Piecewise Smooth Functions

Throughout this paper, Ω �= /0 is an open subset of Rn, Ck(Ω) (k ≥ 1) denotes the set
of real-valued functions with continuous k− th order partial derivatives on Ω . A real-
valued function f : Ω −→ R is considered to be smooth if it is at least of classC1(Ω).

Now, we give the definition of a piecewise smooth function

Definition 1. A real-valued function f : Ω −→ R is called piecewise smooth (P-S)
function on Ω if it is continuous on Ω , there exists a finite collection of smooth func-
tions fi : Ω −→ R, i = 1,2, · · · ,m, and there exists

{
Ai

}
i=1,··· ,m a partition of Ω , such

that
f (x) = fi(x) ∀x ∈ Ai, i= 1, · · · ,m.

Let τ = {A1, · · · ,Am} be a partition of Ω . Throughout this paper, we consider the fol-
lowing piecewise smooth function

f (x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f1(x), x ∈ A1,

f2(x), x ∈ A2,
...

fm(x), x ∈ Am.

(1)

Although the functions fi : Ω −→ R, i = 1,2, · · · ,r are smooth over Ω , the function
f may not be differentiable over Ω ; see Example 1. In this paper, we are interested in
constructing a smooth function that approximates the P-S function f .

Example 1. Let τ0 =
{
(−∞,0],(0,+∞)

}
and let g(x) = max(0,x) ={

0, x ∈ (−∞,0],
x, x ∈ (0,+∞).

It is clear that g1(x) = 0 and g2(x) = x are of class C∞(R), but g(x) = max(0,x) is not
differentiable at 0.
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In the following, we will formulate any piecewise smooth function of the form 1 as the
expectation of a discrete random variable. Let (E ,F ,P) be a space of probability and
let X : E −→ Ω be a random variable with values on Ω . Let E = {1, · · · ,m} and let
π(E) be the set of all possible probability distributions over E, that is

π(E) =

{

(p1, · · · , pm) ∈ [0,1]m such that
m

∑
i=0

pi = 1

}

(2)

Let p :Ω −→ π(E) be the function that associate to each x∈ Ω a probability distribution
p(x) = (p1(x), · · · , pm(x)) over the set E.

For each possible outcome x ∈ Ω of the random variable X , we consider the condi-
tional random variable F(x) :=F|X=x which associates a piece fi(x) to xwith probability
pi(x), that is

P(F = fi(x)|X = x) = pi(x),∀i ∈ E.

We define f̂ p(x) as the expectation of the random variable F(x) with respect to the
probability p(x), that is

f̂ p(x) = Ep[F(x)] =
m

∑
i=1

pi(x) fi(x) (3)

We define qi as the indicator function of the set Ai, that is

qi(x) =

{
1, x ∈ Ai,

0, x /∈ Ai.
(4)

Since {A1, · · · ,Am} is a partition of Ω , then we have ∑m
i=1 qi(x) = 1 for each x ∈ Ω .

Thus, q(x) =
(
q1(x), · · · ,qm(x)

)
can be seen as a probability distribution over the set E.

We call q the characteristic probability of the partition τ . In addition, we have

f̂q(x) = Eq[F(x)]

=
m

∑
i=1

qi(x) fi(x)

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f1(x), x ∈ A1,

f2(x), x ∈ A2,
...

fm(x), x ∈ Am.

= f (x).

Therefore, we have f (x) = Eq[F(x)],∀x ∈ Ω . Thus, we obtain a new formulation for
all the piecewise smooth functions of the form 1. However, q=

(
q1, · · · ,qm

)
is a nons-

mooth function over Ω , which, firstly, explains the non-smoothness of f in most cases
and, on the other hand, does not guarantee the smoothness of f̂q despite the fact that
fi, i = 1, · · · ,m are all smooth. As a result, if we construct a smooth probability distri-
bution p that approximates the characteristic probability q, we will obtain a smoothing
approximation f̂ p for each f of the form 1.
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Theorem 1. Take f and f̂p as in (1) and (3), respectively. Assuming that fi, i= 1, · · · ,m
are of class Ck(Ω) but f is only of class Cr(Ω), where r < k. If the function p : Ω −→
π(E) is of class Ck(Ω), then we have:

(a) f̂p is of class Ck(Ω),
(b) f̂p −→ f pointwise as p −→ q pointwise.

Proof. (a) Since pi, i = 1, · · · ,m and fi, i = 1, · · · ,m are of class Ck(Ω), then f̂ p(x) =
∑m
i=1 pi(x)× fi(x) is of class Ck(Ω).

(b) Let x ∈ Ω , we have
∣
∣
∣ f̂ p(x)− f (x)

∣
∣
∣ =

∣
∣
∣ f̂ p(x)− f̂q(x)

∣
∣
∣

=
∣
∣
∣

m

∑
i=1

pi(x) fi(x)−
m

∑
i=1

qi(x) fi(x)
∣
∣
∣

=
∣
∣
∣

m

∑
i=1

(
pi(x)−qi(x)

)
fi(x)

∣
∣
∣

≤
m

∑
i=1

|pi(x)−qi(x)|× | fi(x)|

≤ m
max
i=1

| fi(x)|×
m

∑
i=1

|pi(x)−qi(x)|

=
m

max
i=1

| fi(x)|×‖p(x)−q(x)‖1

thus we obtain:
∣
∣
∣ f̂ p(x)− f (x)

∣
∣
∣ ≤ c(x)×‖p(x)−q(x)‖1 ,∀x ∈ Ω . (5)

where c(x) =maxmi=1 | fi(x)|. As a result, f̂ p −→ f pointwise as p −→ q pointwise.

Considering the formulation above, in what follows, we will try to construct a smooth
function p : Ω −→ π(E) that approximates the characteristic probability of the partition
τ . Once the smooth function p is available, the function f̂ p defined in (3) is a smoothing
approximation for any piecewise smooth function of the form (1).

3 Smoothing Approximations for One-Dimensional Case

Let us consider the partition τ =
{
A0,A1, · · ·Am

}
of R, where

Ai =

⎧
⎪⎨

⎪⎩

(−∞,a1], i= 0,

(ai,ai+1], i= 1, · · · ,m−1,

(am,+∞), i= m.

(6)
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and a1 < a2 < · · · < am. In this case, the piecewise smooth function will have the fol-
lowing form

f (x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f0(x), x ∈ (−∞,a1],
f2(x), x ∈ (a1,a2],
...

fm(x), x ∈ (am,+∞).

(7)

where fi, i= 0, · · · ,m are all smooth over R.
We define the functions hi, i= 0, · · · ,m as follows

hi(x) =

⎧
⎪⎨

⎪⎩

−(x−a1), i= 0,

−(x−ai)(x−ai+1), i= 1, · · · ,m−1,

x−am, i= m.

(8)

Proposition 1. Take Ai and hi as in (6) and (8), respectively.
For i= 0, · · · ,m, we have:

(x ∈ Åi) ⇐⇒
(
hi(x)> 0 and hk(x)< 0,∀k �= i

)
,

where Åi is the interior of Ai.
Furthermore, for i= 1, · · · ,m, we have:

x= ai ⇔
(
hi(x) = hi−1(x) = 0 and hk(x)< 0,∀k /∈ {i, i−1}

)
.

To transform the functions hi, i= 0, · · · ,m into a probability distribution for the condi-
tion random variable FX=x, we propose the use of the Boltzmann distribution which is
expressed in (9).

pα
i (x) =

eαhi(x)

∑m
k=0 e

αhk(x)
, i= 0, · · · ,m. (9)

where α > 0.

It is clear that for every x ∈ R, we have pi(x) ∈ [0,1], i = 1, · · · ,m and
m
∑
i=1

pα
i (x) = 1.

Thus, pα(x) =
(
pα
1 (x), · · · , pα

m(x)
)
is a probability distribution.

To simplify, the smoothing approximation of the piecewise smooth function f is
denoted f̂α instead of f̂ pα .

Theorem 2. Take f as in (7) such that fi, i= 1, · · · ,m are of class Ck(Ω) but f is only
of class Cr(Ω), where r < k. If pα

i , i= 0, · · · ,m are defined as in (9), then we have

(a) pα
i : R −→ [0,1] is of class C∞(

R
)
, i= 0, · · · ,m,

(b) f̂α ∈Ck(R) ∀α ∈ R,
(c) pα −→ q pointwise almost everywhere as α −→ +∞, where pα =

(
pα
0 , · · · , pα

m

)

and q= (q0, · · · ,qm) is the characteristic probability of the partition τ ,
(d) f̂α −→ f pointwise as α −→ +∞.
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Proof. (a) Easy to prove.
(b) Obtained immediately by applying the part (a) of Theorem 1.
(c)

x ∈ R\{a1,a2, · · · ,am} =⇒ ∃! i ∈ {0,1, · · · ,m} such that x ∈ Åi

=⇒ hi(x)> 0 and hk(x)< 0,∀k �= i
(
Proposition1

)

=⇒ hk(x)−hi(x)< 0,∀k �= i

=⇒ eα
(
hk(x)−hi(x)

)
−→ 0, as α −→ +∞

=⇒ 1

1+∑k �=i e
α
(
hk(x)−hi(x)

) −→ 1, as α −→ +∞

=⇒ pα
i (x) −→ 1, as α −→ +∞

=⇒ pα
i (x) −→ 1 and pα

k (x) −→ 0 ∀k �= i, as α −→ +∞.

(
because

m

∑
k=0

pα
k (x) = 1

)

Therefore, ∀x ∈ R\{a1,a2, · · · ,am} we have, pα −→ q as α −→ +∞.
(d) If x ∈ R \ {a1,a2, · · · ,am}, we have pα(x) −→ q(x) as α −→ +∞. By applying
Theorem 1, we obtain:

∀x ∈ R\{a1,a2, · · · ,am}, f̂α(x) −→ f (x) as α −→ +∞. (10)

If x= ai, then we have:

∣
∣
∣ f̂α(ai)− f (ai)

∣
∣
∣ =

∣
∣
∣

m

∑
k=0

pα
k (ai) fk(ai)− f (ai)

∣
∣
∣

=
∣
∣
∣

m

∑
k=0

pα
k (ai) fk(ai)− fi−1(ai)

∣
∣
∣
(
because f (ai) = fi−1(ai)

)

=
∣
∣
∣

m

∑
k=0

pα
k (ai)

(
fk(ai)− fi−1(ai)

)∣∣
∣

≤
m

∑
k=0

pα
k (ai)

∣
∣ fk(ai)− fi−1(ai)

∣
∣

= pα
i−1(ai)

∣
∣ fi−1(ai)− fi−1(ai)

∣
∣+ pα

i (ai)
∣
∣ fi(ai)− fi−1(ai)

∣
∣

+
m

∑
k=0
k �=i

k �=i−1

pα
k (ai)

∣
∣ fk(ai)− fi−1(ai)

∣
∣

= pα
i (ai)

∣
∣ fi(ai)− fi−1(ai)

∣
∣+

m

∑
k=0
k �=i

k �=i−1

pα
k (ai)

∣
∣ fk(ai)− fi−1(ai)

∣
∣
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Since f is assumed to be continuous, then we have
∣
∣ fi(ai)− fi−1(ai)

∣
∣ = 0. Therefore,

we obtain:

∀i ∈ {0,1, · · · ,m},
∣
∣
∣ f̂α(ai)− f (ai)

∣
∣
∣ ≤

m

∑
k=0
k �=i

k �=i−1

pα
k (ai)

∣
∣ fk(ai)− fi−1(ai)

∣
∣. (11)

Furthermore, we have

pα
k (ai) =

eαhk(ai)

m
∑
j=0

eαh j(ai)

=
1

∑m
j=0 e

α
(
h j(ai)−hk(ai)

)

=
1

1+ eα
(
hi(x)−hk(x)

)
+

m
∑
j=0
j �=k
j �=i

eα
(
h j(x)−hk(x)

)

≤ 1

1+ eα
(
hi(ai)−hk(ai)

) , ( because
m

∑
j=0
j �=k
j �=i

eα
(
h j(x)−hk(x)

)
≥ 0)

=
1

1+ e−αhk(ai)
, ( because hi(ai) = 0)

Since hk(ai) < 0 ∀k /∈ {i, i− 1}, then we have 1
1+e−αhk(ai)

−→ 0 as α −→ +∞ and k /∈
{i, i−1}. Therefore, we obtain:

∀i ∈ {0, · · · ,m},∀k /∈ {i, i−1}, pα
k (ai) −→ 0 as α −→ +∞. (12)

From (11) and (12), we obtain

∀i ∈ {0, · · · ,m},
∣
∣
∣ f̂α(ai)− f (ai)

∣
∣
∣ −→ 0 as α −→ +∞. (13)

From (10) and (13), we obtain

∀x ∈ R, f̂α(x) −→ f (x) as α −→ +∞.

To simplify and illustrate our approach, we consider the following partition of R

τa = {(−∞,a],(a,+∞)}. (14)

The partition τa is a special case of (6), and it is studied extensively; see for instance
[25].
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For the partition τa, the P-S function f , the probability pα and the smoothing approxi-
mation f̂α will take the form (15), (16) and (17), respectively.

f (x) =

{
f0(x), x ≤ a,

f1(x), x> a.
(15)

pα(x) =
( 1

1+ eα(x−a) ,
1

1+ e−α(x−a)

)
. (16)

f̂α(x) =
1

1+ eα(x−a) f0(x)+
1

1+ e−α(x−a) f1(x). (17)

According to Theorem 2, f̂α is of class Ck(R) and converges to f as α goes to infinity.
Now, let us analyze the error estimates.

Theorem 3. Take pα , f , and f̂α as in (16), (15), and (17), respectively. We have

∀x ∈ R, ∀α > 0, | f̂α(x)− f (x)| ≤ 1
2
| f1(x)− f0(x)|. (18)

and for every compact C of R, for every ε > 0, there exists α > 0 such that

x ∈C ⇒ | fα(x)− f (x)| ≤ ε. (19)

Proof. Let x ∈ R, we have:
∣
∣ f̂α(x)− f (x)

∣
∣ =

∣
∣pα

0 (x) f0(x)+ pα
1 (x) f1(x)− f (x)

∣
∣

=
∣
∣pα

0 (x) f0(x)+(1− pα
0 (x)) f1(x)− f (x)

∣
∣

=
∣
∣pα

0 (x)
(
f0(x)− f1(x)

)
+ f1(x)− f (x)

∣
∣

=

{(
1− pα

0 (x)
)| f1(x)− f0(x)|, x ≤ a,

pα
0 (x)| f1(x)− f0(x)|, x> a.

=

{
1

1+e−α(x−a) | f1(x)− f0(x)|, x ≤ a,
1

1+eα(x−a) | f1(x)− f0(x)|, x> a.

=
1

1+ eα|x−a| | f1(x)− f0(x)|

Furthermore, we have:

∀x ∈ R, ∀α > 0,
1

1+ eα|x−a| ≤ 1
2
.

Therefore, we obtain (18).
LetC be a compact ofR. Since g(x) := f1(x)− f0(x) is continuous in a and g(a)= 0,

then for every ε > 0 , there exists δ > 0 such that
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|x−a| ≤ δ ⇒ |g(x)−g(a)| ≤ ε
⇒ | f1(x)− f0(x)| ≤ ε

⇒ 1

1+ eα|x−a| | f1(x)− f0(x)| ≤ 1

1+ eα|x−a| ε,∀α > 0

⇒ 1

1+ eα|x−a| | f1(x)− f0(x)| ≤ ε,∀α > 0

⇒ | f̂α(x)− f (x)| ≤ ε,∀α > 0.

Therefore, we have:

∀ε > 0,∃δ > 0 such that
(|x−a| ≤ δ ⇒ | f̂α(x)− f (x)| ≤ ε,∀α > 0.

)
(20)

Furthermore, for every β > 0 we have:

|x−a| > β ⇒ | f̂α(x)− f (x)| < 1

1+ eαβ | f1(x)− f0(x)|,∀α > 0

⇒ | f̂α(x)− f (x)| < MC

1+ eαβ ,∀x ∈C,∀α > 0
(
where MC =max

x∈C
| f1(x)− f0(x)|

)

⇒ ∀ε > 0,∃α̂ > 0 such that
(| f̂α̂(x)− f (x)| < ε,∀x ∈C.

)

(
because lim

α−→∞

MC

1+ eαδ = 0
)

Therefore, we have:

∀β > 0,∀ε > 0,∃α̂ > 0 such that
(|x−a| > β ⇒ | f̂α̂(x)− f (x)| ≤ ε,∀x ∈C.

)
(21)

For β = δ we have:

∀ε > 0,∃α̂ > 0 such that
(|x−a| > δ ⇒ | f̂α̂(x)− f (x)| ≤ ε,∀x ∈C.

)
(22)

Since (20) is true for every α > 0 and every x ∈ R. Therefore, it is true for α̂ and for
every x ∈C, that is

∀ε > 0,∃δ > 0 such that
(|x−a| ≤ δ ⇒ | f̂α̂(x)− f (x)| ≤ ε,∀x ∈C.

)
(23)

From (22) and (23), we obtain

∀ε > 0,∃α̂ > 0 such that
(| f̂α̂(x)− f (x)| ≤ ε,∀x ∈C.

)

This completes the proof of (19).

4 Smoothing Approximations for Multiple-dimensional Case

In this section, we aim to extend the above techniques to n-dimensional case. First, we
consider the partition τG = {A,Ac} of Rn, where

A= {x ∈ R
n| G(x) ≤ 0},
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and Ac is the complement of A. In this case, the P-S function f , the probability pα and
the smoothing approximation f̂α will take the form (24), (25) and (26), respectively.

f (x) =

{
f0(x), G(x) ≤ 0,

f1(x), G(x)> 0.
(24)

pα(x) =
( 1

1+ eαG(x) ,
1

1+ e−αG(x)

)
. (25)

f̂α(x) =
1

1+ eαG(x) f0(x)+
1

1+ e−αG(x) f1(x). (26)

Theorem 4. Take f and f̂α as in (24) and (26), respectively. If G :Rn −→ R is of class
Ck(Rn), then we have:

(a) f̂α is of class Ck(Rn) ∀α ,
(b) f̂α −→ f as α −→ +∞.

Proof. (a) Obtained immediately.
(b) For each x ∈ R

n, we have
∣
∣ f̂α(x)− f (x)

∣
∣ =

∣
∣pα

0 (x) f0(x)+ pα
1 (x) f1(x)− f (x)

∣
∣

=
∣
∣pα

0 (x) f0(x)+(1− pα
0 (x)) f1(x)− f (x)

∣
∣

=
∣
∣pα

0 (x)
(
f0(x)− f1(x)

)
+ f1(x)− f (x)

∣
∣

=

{(
1− pα

0 (x)
)| f1(x)− f0(x)|, G(x) ≤ 0

pα
0 (x)| f1(x)− f0(x)|, G(x)> 0

=

{
1

1+e−αG(x) | f1(x)− f0(x)|, G(x) ≤ 0
1

1+eαG(x) | f1(x)− f0(x)|, G(x)> 0

=
1

1+ eα|G(x)| | f1(x)− f0(x)|

If G(x) �= 0, we have 1
1+eα|G(x)| −→ 0 as α −→ +∞. Therefore, we have :

∀x ∈ R
n \{x ∈ R

n| G(x) = 0}, f̂α(x) −→ f (x) as α −→ +∞. (27)

IfG(x)= 0, then | f1(x)− f0(x)|= 0 (because f is assumed to be continuous). Therefore,
we have:

∀x ∈ {x ∈ R
n| G(x) = 0}, f̂α(x) = f (x). (28)

From (27) and (28), we obtain f̂α −→ f pointwise, as α −→ +∞.

Now, let us analyze the error estimates.
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Theorem 5. Take pα , f , and f̂α , as in (25), (24), and (26), respectively. We have

∀x ∈ R
n, ∀α > 0, | f̂α(x)− f (x)| ≤ 1

2
| f1(x)− f0(x)|, (29)

and for every compact C of Rn, for every ε > 0, there exists α > 0 such that

x ∈C ⇒ | f̂α(x)− f (x)| ≤ ε. (30)

Proof. The proof is similar to the proof of Theorem 3.

5 Application to Some Fundamental Functions

In this section, our smoothing technique is applied to some fundamental functions that
appear in the context of non-smooth optimization and penalty methods. In non-smooth
optimization, the non-smoothness mostly stems from the presence of min, max, and |.|
in the formulation of the cost function. Therefore, to obtain a smooth version of the cost
function, it suffices to smooth min, max and |.|.
Example 2. Consider the two functions f (x) = |x| and g(x) = max(0,x). These func-
tions are P-S function. However, they are not differentiable at 0 and their presence in
any problem leads to limits in analysis. A smooth version of f and g, denoted f̂α and
ĝα , respectively, are obtained by applying our smoothing technique described above,
that is

f̂α(x) =
1

1+ eαx × (−x)+
1

1+ e−αx × x,

and

ĝα(x) =
1

1+ e−αx × x.

According to Theorem 2, f̂α and ĝα are of classC∞(R) and converge to f and g, respec-
tively, as α goes to infinity. The graphs of the function f , the smoothing approximation
f̂α , and the error of approximation are shown in Fig. 1. In Fig. 2, we show the graphs of
the function g, the smoothing approximation ĝα , and the error of the smoothing approx-
imation.

Example 3. Let us consider the L1-norm ‖(x,y)‖1 = |x|+ |y| which is not differen-
tiable if x = 0 or y = 0. Therefore, the smoothing approximation of ‖(x,y)‖1, denoted
‖(x,y)‖α,1 is obtained by applying our smoothing technique to the components |x| and
|y|. The graphs of the function ‖(x,y)‖1, the smoothing approximation ‖(x,y)‖α,1, and
the error of the smoothing approximation are shown in Fig. 3.
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Fig. 1. (a), (b) and (c) contain the graphs of the function f (x) = |x| and its smoothing approxima-
tion f̂α (x) for α = 1, α = 2, and α = 3, respectively. (d) The error of the smoothing approxima-
tion for different values of α

Fig. 2. (a), (b) and (c) contain the graphs of the function g(x) = max(0,x) and its smoothing
approximation ĝα (x) for α = 1,α = 2 and α = 3, respectively. (d) The error of the smoothing
approximation for different values of α
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Fig. 3. (a) The graph of the function ‖(x,y)‖1. (b) The graph of the smoothing approximation
‖(x,y)‖α,1 for α = 1. (c) The graph of the smoothing approximation ‖(x,y)‖α,1 for α = 5. (d)
The error of the smoothing approximation for α = 5

6 Conclusion and Perspectives

Throughout this article, we have studied a new method of smoothing piecewise smooth
functions. Therefore, we first propose a new formulation for piecewise smooth func-
tions. Based on this formulation, we showed that smoothing a piecewise smooth func-
tion is equivalent to smooth a probability distribution. We have studied the properties
of our smoothing method and applied it to important non-smooth functions that appear
in many fields. This study shows that our approach has important properties and is easy
to apply.

For future works, we intend to use our smoothing approach to solve non-smooth
optimization problems and penalty methods.

Acknowledgements. The first author’s work is supported by the national center for scientific
and technical research, Morocco.
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Abstract. This paper introduces a modeling and vector control study of
a variable speed power plant system based on the Doubly Fed Induction
Generator (DFIG). The generator is connected directly to the grid by its
stator and fed by bidirectional converters at its wound rotor. The Direct
and Indirect Field Oriented Control (D/IFOC) are designed and com-
pared. The stator powers are regulated by using Proportional Integral
(PI) controller based on the pole compensation technique. The generator
stator magnetic field is oriented along the d-axis. The Maximum Power
Point Tracking (MPPT) algorithm is applied to the variable-speed wind
turbine. The performance of the whole system is verified by utilizing the
Matlab/Simulink software. From the simulation results, we can observe
that the indirect vector control gives better performance than the direct
vector in terms of tracking reference with an improved error static and
reduced overshoot.

1 Introduction

In recent decades, technological progress makes wind energy one of the most
promising renewable energy sources that encourage governments to invest in
wind energy and install more wind turbines. Wind energy is playing a significant
role in satisfying the global energy demand and decreasing the environmental
pollution caused by electricity production using fossil fuel energy sources in the
world energy.

The high-power wind turbine, order of megawatts, can operate with dif-
ferent gen-erator technologies like Permanent Magnets Synchronous Generator
(PMSG), Squir-rel Cage Induction Generator (SCIG), and Doubly-Fed Induc-
tion Generator (DFIG). Several advantages make the DFIG the widely utilized
generator in variable speed wind energy systems over any other configuration [1].
Examples of such advantages are the ability to utilize a partial-sized converter in
the rotor to control the power, reducing power losses and cost, reducing efforts on
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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me-chanical parts, noise reduction, power control, and controllable power factor
[2,3]. The DFIG stator is directly connected to the grid, and two bidirectional
converters connect the rotor to the electrical network via a DC-link voltage, as
shown in Fig. 1. The Rotor Side Converter (RSC) is employed to control the pow-
ers exchanged with the grid and ensure the regulation of the Unit Power Factor
(UPF). Yet, the Grid Side Converter (GSC) is utilized to maintain the DC-link
voltage constant [4]. The DFIG is characterized by a multivariable non-linear
mathematical model. The magnetic field and the electromagnetic torque are
strongly coupled. So, the DFIG control is more complex and complicated com-
pared to the DC machine [5]. There are several techniques to control the DFIG
that have been proposed. The Field-Oriented Control (FOC) is commonly used
in the power plant system based on the doubly fed-inductor generator and has
shown satisfactory performance. In addition, this strategy permits to control the
DFIG as a separately excited DC machine which makes it very popular in the
industry. The Vector Control has two strategies: the Direct (DFOC) and Indirect
Field-Oriented Control (IFOC). The latter has two types: the IFOC with open-
loop and the IFOC with closed loop. Lamnadi et al. 2016 [2] have proposed
a direct vector control for regulating the active and reactive power. Likewise,
Bouderbala et al. 2018 [6] have suggested a comparative study between Direct
and Indirect Field-Oriented Control (FOC) with a closed-loop for wind energy
systems based on the doubly-fed induction machine. Similarly, Becheri et al.
2018 [7] have compared the direct and indirect vector control with a closed-loop
for controlling the RSC converter. Direct vector control is simple and works
only with two controllers regulating the powers by directly controlling the rotor
voltages. However, the Indirect Vector Control with closed-loop is complex and
needs four controllers to pilot the stator powers and the rotor currents. But,
The IFOC offers satisfactory performance in terms of efficiency and robustness
[5]. Most paper researches propose a comparison study between the IFOC with
closed-loop and the DFOC. In this paper, we suggest a comparative analysis
between the IFOC with open-loop and the direct vector control.

The extractable power from wind energy depends on the characteristics of
each turbine and the wind variable speed. Tracking the maximum power gener-
ated is required when the wind turbine operates in region II [4]. This strategy
is known as Maximum Power-Point Tracking (MPPT). To perform the MPPT
many control schemes are developed and can be classified into two categories.
The first one has required knowledge of the characteristic aerodynamic curve of
wind turbine speed. The second one has not necessitated any information about
wind speed to generate the optimal speed reference. Examples of these schemes
are the MPPT with Optimal Tip Speed Ratio (OPTSR), the MPPT with Opti-
mal Torque Control (OTC),the MPPT with Perturbation and Observation (P
and O), and the MPPT with Power Signal Feedback (PSF) [8–10]. In this paper,
a variable speed wind turbine based on a 5 MW doubly-fed induction genera-
tor is modeled and simulated by the Matlab/Simulink environment. The Rotor
Side Converter (RSC) and Grid Side Converter (GSC) are controlled by a Pulse
Width Modulation (PWM). The direct and indirect field-oriented controls (D/I-
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Fig. 1. Whole chain of power plant system

FOC) are proposed to control the injected powers (active and reactive) into the
electrical network, consequently regulating the power factor to one.

This paper is structured as follows: Sect. 2 presents the modeling of wind
energy conversion systems. Section 3 discusses the MPPT strategy established
by the classical PI. Section 4 proposes the control of the active and reactive pow-
ers by applying the vector control technique. Section 5 discusses and interprets
the simulation results, and the conclusion is presented in Sect. 6.

2 Power Plant System Components Modeling

2.1 Model of the Wind Turbine

The turbine mechanical power is expressed as [6,11]:

PTu =
1
2
.Cp(α, β).ρ.π.R2.V 3 (1)

The mechanical torque TTu is written as below:

TTu =
PTu

ΩTu
(2)

where, ρ is the air density (kg/m3), R is the blade ray (m), ΩTu is the angular
velocity of the turbine, and Cp represents the performance factor of the turbine.
Cp can be formulated as [6]:

Cp(α, β) = [0.5−0.0167.(β−2)]. sin(
π(λ + 1)

(18.5 − 0.3(β − 2)
)−0.00184.(λ−3).(β−2)

(3)
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This coefficient is calculated by the tip speed λ and the angle β of the blade
pitch. The latter is fixed to β = 2 for having Cpmax. Equation (4) defines the
expression of λ [11]:

λ =
R.ΩTu

V
(4)

2.2 Model of the Gearbox

Equation (5) presents the mechanical equation of the system, taking into account
that the overall mechanical dynamics are brought back to the turbine shaft [12]:

Jtot.
dΩmec

dt
+ f.Ωmec = Tg − TTem (5)

where
Tg =

TTu

GB
and GB =

Ωmec

ΩΩTu
(6)

where Jtot is the overall inertia of wind energy system, TTu is the turbine torque,
TTem is the electromagnetic torque of the generator, f is the overall viscous
coefficient of friction, Ωmec is the rotational speed at the rotor shaft of the
gearbox (rad/s) and GB is the gearbox multiplier.

2.3 DFIG Modeling

The Park transformation allows simplifying the general electrical model, which
is determined by the following equations. Stator and rotor voltages equations
are [2,6]:

Vsd = Rs.isd +
dϕsd

dt
− ωs.ϕsq

Vsq = Rs.isq +
dϕsq

dt
+ ωs.ϕsd

Vrd = Rr.ird +
dϕrd

dt
− ωr.ϕrq

Vrq = Rr.irq +
dϕrq

dt
− ωr.ϕrd (7)

The stator and rotor field magnetic flux equations can be written as follows [13]:

ϕsd = Ls.isd + M.ird

ϕsq = Ls.isq + M.irq

ϕrd = Lr.ird + M.isd

ϕrq = Lr.irq + M.isq (8)

where, Vr and Vs are the voltages; is and ir are the currents; ϕs and ϕr are the
flux; Rs and Rr are the resistances; ωs and ωr are the angular frequencies; Ls
and Lr are the inductances; M is the mutual inductance. The r and s denote the
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rotor and stator, respectively. The electromagnetic torque can be expressed as
follows [6]:

Tem = −p.
M

Ls
.(irq − ird.ϕsq) (9)

where p is the number of generator pole pairs. The stator powers are expressed
as follows [2,6]:

Ps = Vsd.isd + Vsq.isq (10)

Qs = Vsd.isd − Vsd.isq (11)

3 MPPT Strategy

During the normal functioning of the wind turbine, the maximum power control
method is developed to exploit the energy available in the wind as much as
possible. The MPT method with mechanical speed control is established. This
technique consists of maintaining the generator speed at its reference, which is
maximized when the Cp is optimal. The electromagnetic torque developed by
DFIG is equal to its reference value imposed by the control defined as [14]:

Tem = Tem−opt (12)

The optimal electromagnetic torque Tem−opt for obtaining a rotation speed equal
to the optimal speed is given as follows:

Tem−opt = [Kpmppt + Kimppt.
1
s
].[Ωmec−opt − Ωmec] (13)

where, Kpmppi and Kimppt are the PI controller gains. The optimal speed
(Ωmec−opt) is :

Ωmec−opt = GB .ΩTu ;with ΩTu =
V.λopt

R
(14)

Determination of the PI gains for MPPT
The PI controller parameters are determined by the pole compensation

method. The time constant of the system (Tsys) is:

Tsys =
Jtot

f
(15)

The gains of the controller are expressed as:

Kimppt =
1

τ.f
and Kpmppt =

−Kimppt.Jtot

f
; with τ =

Tsys

1000
(16)
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4 Vector Control Strategy Applied to DFIG

4.1 Vector Control of Rotor Side Converter

Field Oriented Control (FOC) technique consists of aligning the stator flux along
the d-axis of the rotating reference frame (Park Referee), as shown in Fig. 2. Vec-
tor con-trol has two types: Direct Field-Oriented Control (DFOC) and Indirect
Field-Oriented Control (IFOC).

The stator flux is considered constant and is oriented according to d-axis.
The stator winding resistance is neglected and the stator voltage equation can
be simplified as follows [4–6]:

ϕsd = ϕs , ϕsd = 0 ; Vsd = 0 , Vsq = Vs = ωs.ϕs (17)

The rotor voltages can be expressed as follows [4–6]:

Vrd = [Rr + (Lr − M2

Ls
).s].ird − g.ωs.(Lr − M2

Ls
).irq (18)

Vrq = [Rr + (Lr − M2

Ls
).s].irq + g.ωs.(Lr − M2

Ls
).ird + g.

Vs.M

Ls
(19)

From Eqs. (18,19), the rotor currents expressions are deduced as follows:

Fig. 2. Stator flux orientation along the d-axis

ird = [Vrd + g.ωs.(Lr − M2

Ls
).ird]/[Rr + (Lr − M2

Ls
).s] (20)

irq = [Vrq − g.ωs.(Lr − M2

Ls
).ird − g.

Vs.M

Ls
]/[Rr + (Lr − M2

Ls
).s] (21)

By using the vector control simplifications cited in Eq. (17) and from Eq. (8),
the stator currents expressions are deduced as follows:

isd = −M

Ls
.ird +

ϕs

Ls
(22)

isq = −M

Ls
.irq (23)
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The stator active and reactive powers can be expressed as follows [2]:

Ps = −Vs.
M

Ls
.irq (24)

Qs = .
V 2
s

ωs.Ls
− Vs.

M

Ls
.ird (25)

The Eqs. (24,25) show that the powers are independently controlled by applying
vector control. The active power is piloted by acting on the rotor q-component
current. However, the reactive power is regulated by rotor d-component current.

4.1.1 Direct Vector Control
DFOC method consists of neglecting the coupling terms and uses the PI con-
troller to regulate the active and reactive power in closed-loop, as shown in
Fig. 3. The power regulators directly pilot the rotor voltages of the generator.
The voltage references are generated by the following equations:

V ∗
rq = [P ∗

s − Ps].[Kprsc1 + Kirsc1.
1
s
] + g.

Vs.M

Ls
(26)

Fig. 3. Direct field oriented control of powers scheme

V ∗
rd = [Q∗

s − Qs].[Kprsc1 + Kirsc1.
1
s
] +

Vs.Rr

ωs.M
(27)

Determination of the gains of PI Controller
To set the PI parameters (Kprsc1 , Kirsc1), the pole compensation method

is utilized. The time constant of the system is:

Tsys = (Lr − M2

Ls
)/Rr (28)

The equations of PI parameters (Kprsc1 , Kirsc1) are given as follows:

Kprsc1 =
1

Trsc
.
Ls.(Lr − M2

Ls
)

M.Vs
and Kirsc1 =

1
Trsc

.
Rr.Ls

M.Vs
;with Trsc =

1
100
(29)
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4.1.2 Indirect Vector Control
IFOC technique considers the coupling terms and compensates them by perform-
ing a system comprising two loops controlling the powers and the rotor currents.
This strategy has two variants. The first one consists of regulating the powers
and the rotor currents in the closed-loop. However, the second one governs the
powers in an open-loop, and rotor currents are controlled in a closed-loop, as
depicted in Fig. 4. In this paper, the second method is utilized to control the
rotor side converter (RSC).

Considering the q-axis of the rotating reference frame is aligned to the stator
voltage, as presented in Fig. 2. The current references can be deducted from Eqs.
(24) and (25) as follows [2,6]:

i∗rq = − Ls

Vs.M
.P ∗

s (30)

i∗rd = − Ls

Vs.M
.(Q∗

s −
V 2
s

ωs.Ls
) (31)

The voltage references are expressed easily from Eq. (18) and Eq. (19) as follows:

V ∗
rq = [i∗rq − irq].[Kprsc2 + Kirsc2.

1
s
] + erd + g.

Vs.M

Ls
(32)

V ∗
rd = [i∗rd − ird].[Kprsc2 + Kirsc2.

1
s
] + erq (33)

where

erd = g.ωs.(Lr − M2

Ls
].ird and erd = g.ωs.(Lr − M2

Ls
].irq (34)

Determination of the gains of PI Controller
To set the PI parameters (Kprsc, Kirsc), the pole compensation method is

utilized. The time constant of the system is:

Ts = (Lr − M2

Ls
)/Rr (35)

The equations of PI parameters (Kprsc, Kirsc)are given as follows:

Kprsc2 =
1

Trsc
.(Lr − M2

Ls
) and Kprsc2 =

Kprsc2.Rr

(Lr − M2

Ls
)

; with Trsc =
Ts

1000
(36)

Fig. 4. Indirect field oriented control of powers scheme
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4.2 Grid Side Converter (GSC) Control

The objective of the GSC is to regulate the DC-link voltage and ensure that
the power factor is equal to one. The GSC control scheme is given in Fig. 5. The
powers exchanged equations between the grid, and the converter can be expressed
by applying Park Transformation and considering a receptor convention of the
converters, as shown in Fig. 1, as follows [15]:

Pg = Vgd.ifd + Vgq.ifq (37)

Qg = Vgq.ifd − Vgd.ifd (38)

The equations used to model the bus continuous are given below:

ic = iGSC − iRSC (39)

VDC =
1

c.s
.ic (40)

Considering the grid voltage is oriented along the q-axis, as shown in Fig. 2. So:

Vgd = 0 ; Vgd = Vg (41)

The output voltage of the GSC can be written as [15,16]:

Vgd−gsc = −[Rf + Lf .s].ifd + ωg.Lf .ifq (42)

Vgq−gsc = −[Rf + Lf .s].ifq − ωg.Lf .ifd + Vg (43)

Fig. 5. Grid side converter (GSC) control scheme
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Therefore, the Eqs. (37,38) can be simplified as follows [14]:

Pg = Vgq.ifq and Qg = Vgq.ifd (44)

Assuming the Back-to-Back converter is lossless and neglecting the losses in the
inductor resistor, the relation between powers can be expressed as follows:

VDC .ic = PGSC − PRSC (45)

Pg = PGSC = VDC .ic + PRSC (46)

PRSC = VDC .iRSC (47)

P ∗
c = VDC .i∗c (48)

From the above equations, the references of i∗fq can be derived as follows:

i∗fq =
1
Vg

.(V ∗
DC .i∗c + PRSC) (49)

The voltage references are expressed as follows:

V ∗
gd−gsc = [i∗fd − ifd].[Kpgsc+Kigsc

.s] + egscq (50)

V ∗
gq−gsc = [i∗fq − ifq].[Kpgsc+Kigsc

.s] − egscd + Vg (51)

where
egscq = ωg.Lf .ifq and egscd = ωg.Lf .ifd (52)

From Eq. (19) and Eq. (20) the expressions of the grid currents can be deducted
as follows:

ifq = − 1
[Rf + Lf .s]

.(V ∗
gq−gsc − ωg.Lf .ifd − VDC .Sq) (53)

ifd = − 1
[Rf + Lf .s]

.(V ∗
gd−gsc + ωg.Lf .ifq − VDC .Sd) (54)

where Sd and Sq are the switching states computed by Park transformation.
Determination of the DC-link controller parameters

The PI controller is used to maintain the DC-link voltage constant, as shown
in Fig. 6. From Eq. (40) the current flowing through the DC bus is deduced as
below:

ic = C.s.VDC (55)

From the block diagram shown in Fig. 6:

C.s.VDC =
KpDC . s + KiDC

s
.(V ∗

DC − VDC) (56)

The transfer function in closed loop can be expressed as follows:

VDC

V ∗
DC

=
1
C (KpDC .s + KiDC)

s2 + s.
KpDC

C + KiDC

C

(57)
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Fig. 6. Regulation loop of DC- link voltage

Comparing denominator of Eq. (57) with the canonical second order polynomial
given below:

F (s) =
K.ω0

s2 + 2.ξ.ω0 + ω2
0

(58)

PI controller gains are:

KpDC = 2.ξ.ω.C ; With ξ is the damping coefficient (59)

KiDC = ω2.C (60)

Determination of the GSC controller gains
The currents ifq and ifd are controlled by the same regulation loop, as shown

in Fig. 7. The GSC is considered as a unit gain (GGSC=1). The PI controllers
compensate the coupling terms (egscq and egscd).

The time constant of the controlled system is given in Eq. (61), which is
divided by 10 to have a satisfactory system dynamic.

Ts =
Lf

Rf
(61)

The transfer function in open loop (TFO) is expressed as follows:

TFO = Kigsc.

Kpgsc

Kigsc
.s + 1

s
.

1
Rf

Lf

Rf
.s + 1

=
Kigsc

Rf .s
; With

Kpgsc

Kigsc
=

Lf

Rf
(62)

The transfer function in closed-loop (TFC) can be written as follows:

TFC =
TFO

TFO + 1
=

1
Rf

Kigsc
.s + 1

(63)

By applying the pole compensator method, the PI controller gains (Kpgsc,Kigsc)
are given as follows:

Kpgsc =
Lf

Rf
and Kigsc =

Rf

T
; With T =

Ts

10
(64)
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Fig. 7. Control loop of currents flowing through the filter RL

5 Simulation Results and Discussion

With help of the before-mentioned mathematical models, the wind chain is mod-
eled and simulated employing the parameters presented in Tables (1,2) under
Matlab/Simulink software. The wind profile used in this work is presented in
Fig. 8, which is considered a variable. However, Fig. 9 illustrates the produced
mechanical power, which is pursuing the evolution of the wind speed. From 0.2
(s) to 0.7 (s), the mechanical power is equal to 5 MW, which corresponds to the
rated value of the wind velocity that is 12.5 (m/s). This power will be utilized as
a reference for driving the system. Figure 10 shows the mechanical speed com-
puted by the MPPT strategy based on the PI controller. Figures 11 and 12 show
the efficiency of the MPPT technique for making constant the tip speed ratio at
its best value, which is λopt = 9.19, and the coefficient of power is preserved at
its maximum (Cpmax= 0.5) regardless of the wind speed change. So, maximal
power is achieved. The rotor side converter is primarily controlled by the direct
field-aligned control, and then it is piloted by the indirect vector control. These
variants of the vector control use two PI controllers. The first one controls the
stator active power, and the second one governs the reactive power. The com-
parison analysis is established by considering the same condition. The response
time of the system is divided by 103 for having a rapid dynamic system. As you
can see in Fig. 13, the stator active power is computed by two techniques: the
direct and indirect field-aligned control based on the two PI controllers, where
their gains are adjusted by using the pole compensation method. Notably, these
two methods offer approximately a similar time response, which is 2.1 (ms).
Besides, the static error is improved by the IFOC from 0.84 (percent) to 0.16
(percent)of the rated value. Besides, the overshot is also improved. The desired
reactive power is zero (Q∗

s = 0) to ensure a power factor equal to 1, as shown in
Fig. 14. It is observa-ble that the static error is also improved, and the stability is
guaranteed when especially wind changes. Figure 15 shows the DC-link voltage,
which is regulated by a PI controller at its reference value (V ∗

DC = 1200 V). This
Figure shows the influence of the evolution of the wind speed on the stability
of the voltage. An overshot is observed when the wind change. So, the indirect
field-oriented control with open-loop control gives better performances than the
direct vector control in terms of the static error amelioration and the overshot
reduction.
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Fig. 8. Wind speed profile (m/s)

Fig. 9. Extracted mechanical power by MPPT strategy

Fig. 10. Mechanical rotation speed of the DFIG (rad/s)

Fig. 11. Tip speed ratio (TSR)

Fig. 12. Coefficient of power (Cp)



192 E. Chetouani et al.

Fig. 13. Stator active power (W)

Fig. 14. Stator reactive power (VAR)

Fig. 15. DC link voltage (V)

6 Conclusion

In this paper, the wind energy conversion system is modeled and simulated
based on variable wind speed. The DFIG stator is directly linked to the electrical
network, and the rotor is coupled via two bidirectional converters. The Maximum
Power Tracking with speed regulation is established. Then, the control of the
rotor side converter is designed by employing the IFOC with open loop and
DFOC based on the classical PI controller, in which the gains are calculated by
the pole compensation method. The results of the two strategies are compared
and analyzed. It is observed that the IFOC with open loop brings satisfactory
results than the direct vector control (DFOC) under wind speed variation.

The future works will focus on:

• Proposing and comparing another type of algorithms with the indirect vector
control like Backstepping control, Sliding mode control, and Neural network
Controller for controlling the WECS based on the DFIG.

• Testing the robustness of the proposed control under the grid faults.
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Appendix

Table 1. Proportional and Integral (PI) gains for controllers

MPPT
controller

RSC controller DC link
controller

GSC controller

DFOC strategy IFOC strategy

Kp = −7.2e+6
Ki = 51.87

Kprsc1 = 4.3e− 3
Kirsc1 = 7e− 3

Kprsc2 = 1.446
Kirsc2 = 2.376

Kpdc = 1.848
Kidc = 396

Kpgsc = 200
Kigsc = 5e+4

Table 2. Set of parameters used in the simulation

Component Parameter Symbol Value

Turbine Ray of blade R 51,583 m

Coefficient of multiplier GB 47,23

Total moment of inertia Jtot 1000 kg.m2

DFIG DFIG rated power Ps 5 MW

Stator inductance Ls 1,2721 mH

Rotor resistance Rr 1,446 mΩ

Rotor inductance Lr 1,1194 mH

Mutual inductance M 0,55182 mH
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Abstract. In this paper, we investigate the effect of spatial diffusion and delay
on the dynamical behavior of the SEIR epidemic model. The introduction of the
delay in this model makes it more realistic and modelizes the latency period.
In addition, the consideration of an SEIR model with diffusion aims to better
understand the impact of the spatial heterogeneity of the environment and the
movement of individuals on the persistence and extinction of disease. First, we
determined a threshold valueR0 of the delayed SEIR model with diffusion. Next,
By using the theory of partial functional differential equations, we have shown
that the unique disease-free equilibrium and the endemic equilibrium are asymp-
totically stable. Moreover,we determine, using Lyapunov functionals, conditions
by which the disease-free equilibrium and the endemic equilibrium are globally
asymptotically stable. Also some numerical simulations are given to illustrate the
theoretical results.

1 Introduction

Epidemiological models with latent or incubation period have been studied by many
authors, because many diseases have a latent or incubation period, during which the
individual is said to be infected but not infectious. This period can be modeled by incor-
porating it as a delay effect [2], or by introducing an exposed class [7]. Therefore, it is
an important subject to compare this two types of modeling incubation period.

The models mentioned above have concentrated only on the temporal dimension
with out diffusion. But, in many cases the spatial variation of population plays an impor-
tant role in the disease spreading model and the time variation governs the dynami-
cal behavior of the disease spreading, see [11]. However, the spatial effects cannot be
neglected in studying the spread of epidemics; because due to the large mobility of peo-
ple within a country or even worldwide, spatially uniform models are not sufficient to
give a realistic picture of disease diffusion. Focusing on the influence of space on the
qualitative behavior of the SIR epidemic model, several improvements are made (see,
e.g., [15,16] and references cited therein).

In this paper, we generalize all the DDE and DDEs models PDE presented in [1,18]
by proposing the following delayed SEIR epidemic model with spatial diffusion and
saturated incidence function:

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 195–209, 2023.
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⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂S(x,t)
∂ t = dΔS(x, t)+A− μS(x, t)− βS(x,t)E(x,t)

1+α1S(x,t)
∂E(x,t)

∂ t = dΔ I(x, t)+ βe−μτS(x,t−τ)E(x,t−τ)
1+α1S(x,t−τ − (μ + γ)I(x, t)

∂ I(x,t)
∂ t = dΔ I(x, t)+ γE(x, t)− (μ +α +δ )I(x, t)

∂R(x,t)
∂ t = dΔR(x, t)+δ I(x, t)− μR(x, t)

(1)

where Δ denotes the Laplacian operator, S(x, t),E(x, t), I(x, t),R(x, t) are the numbers
of susceptible, infectious but not yet symptomatic, infected and recovered individuals
at location x and time t, respectively.

The recruitment rate of new individuals into the susceptible class is A, μ is posi-
tive constants representing the natural mortality rate of the population. α is a positive
constants representing the death rate due to disease.The positive constant d indicates
the diffusion rate, the transmission rate is β , and α1 is the parameters that measure the
inhibitory effect. The exposed individuals develop symptoms at a rate γ , so 1/γ is the
latent period, as many γE exposed will be infected. The number of exposed increases
as many β S(x,t)E(x,t)

1+α1S(x,t)
individuals after direct contact between susceptible and exposed.

Likewise the infected symptomatically can be recover at rates δ .
Throughout this paper, we consider the system 1 with initial conditions

⎧
⎪⎪⎨

⎪⎪⎩

S(x, t) = ψ1(x, t) ≥ 0,
E(x, t) = ψ2(x, t) ≥ 0,
I(x, t) = ψ3(x, t) ≥ 0,
R(x, t) = ψ5(x, t) ≥ 0,

f or (x, t) ∈ Ω̄ × [−τ,0], (2)

and zero-flux boundary conditions

∂S
∂v

=
∂E
∂v

=
∂ I
∂v

=
∂R
∂v

= 0, t ≥ 0,x ∈ ∂Ω , (3)

where Ω is a bounded domain in Rn with a smooth boundary ∂Ω and ∂
∂v represents

the outside normal derivative on ∂Ω . The boundary condition in 3 implies that sus-
ceptible,exposed, infectious, quarantined and recovered individuals do not across the
boundary ∂Ω .

The paper is organized as follows. In next section, we study the well-posedness for
model 1. Section 3 is devoted to investigate to the local stability of the disease-free equi-
librium and the endemic through the study of associated characteristic equations. equi-
librium. Next, in Sect. 4, we prove the global asymptotical stability of the disease-free
equilibrium. In Sect. 5, to support our theoretical predictions, some numerical simula-
tions are given.

2 The Well-Posedness

In this section, we focus on the well-posedness of solutions for 1 by establishing the
global existence, uniqueness, nonnegativity and boundedness of solutions. In the fol-
lowing, we need some notations. Let X = C

(
Ω ,R4

)
be the Banach space of contin-

uous functions from Ω into R4, and CX = C ([−τ,0],X) denotes the Banach space of
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continuous X -valued functions on [−τ,0] equipped with the supremum norm. For any
real numbers a ≤ b, t ∈ [a,b] and any continuous function u : [a− τ,b] → X, ut is the
element of CX given by ut(θ) = u(t+θ) for θ ∈ [−τ,0].

Moreover, we identify any element ψ ∈ CX as a function from Ω × [−τ,0] in R4

defined by ψ(x, t) = ψ(t)(x) The next theorem gives us the existence and uniqueness
of the global positive solution.

Theorem 1. For any given initial condition ψ ∈ CX satisfying (2) and (3), the system
(1) admits a unique nonnegative solution. Moreover, this solution is global and remains
nonnegative.

Proof. Let ψ = (ψ1,ψ2,ψ3,ψ4) ∈ CX and x ∈ Ω . We define f = ( f1, f2, f3, f4) : CX →
X by

f1(ψ)(x) = A− μψ1(x,0)− βψ1(x,0)ψ2(x,0)
1+α1ψ1(x,0)

f2(ψ)(x) = βe−μτ ψ1(x,−τ)ψ2(x,−τ)
1+α1ψ1(x,−τ) − (μ + γ)ψ2(x,0)

f3(ψ)(x) = γψ2(x,0)− (μ +α +δ )ψ3(x,0)
f4(ψ)(x) = δψ3(x,0)− μψ4(x,0)

Then the system 1–3 can be rewritten as an abstract differential equation in the phase
space CX in the form {

u̇= Bu+ f (ut) , t ≥ 0
u(0) = ψ ∈ CX,

(4)

where u(t) = (S(., t),E(., t), I(., t),R(., t))�,ψ = (ψ1,ψ2,ψ3,ψ4) and Bu= (dΔS,dΔE,
dΔ I,dΔR).We can easily show that f is locally Lipschitz in CX. According to [4,9,10,
13,17], we deduce that the system 4 admits a unique local solution on its maximal
interval of existence [0, tmax).

Since 0 = (0,0,0,0) is a lower-solution of the problem 1–3, we have S(x, t) ≥ 0,
E(x, t) ≥ 0, I(x, t) ≥ 0, and R(x, t) ≥ 0.

In the following, our goal is to show that the maximum solution of the problem 1–3,
is global. Let’s first consider the first equation of the system 1, then we have

⎧
⎨

⎩

∂S(x,t)
∂ t −dΔS(x, t) ≤ A− μS(x, t),

∂S
∂v = 0,
S(x,0) = ψ1(x,0) ≥ 0.

(5)

By the comparison principle [12], we have S(x, t) ≤ S̃(t), where S̃(t) = S̃(0)e−μt +
A
μ (1− e−μt) is the solution of the following ordinary equation:

{
dS̃
dt = A− μ S̃,
S̃(0) =maxx∈Ω (ψ1(x,0)).

(6)

Hence,

S(x, t) ≤ max

{
A
μ
,max
x∈Ω

(ψ1(x,0))
}

,∀(x, t) ∈ Ω × [0.tmax) ,
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this implies that S is bounded.
Let L(x, t) = e−μτS(x, t− τ)+E(x, t)+ I(x, t)+R(x, t),
thus,

∂L(x, t)
∂ t

= e−μτdΔS(x, t−τ)+dΔE(x, t)+dΔ I(x, t)+dΔR(x, t)+e−μτA− μL(x, t)−αI(x, t).

Then, we have

⎧
⎨

⎩

∂L(x,t)
∂ t −dΔL(x, t) ≤ e−μτA− μL(x, t),

∂L
∂v = 0,
L(x,0) = e−μτ ψ1(x,−τ)+ψ2(x,0)+ψ3(x,0)+ψ4(x,0).

(7)

Applying the comparison principle to the system 7 we obtain

L(x, t) ≤ max

{
e−μτA

μ
,max
x∈Ω

L(x,0)
}

,∀(x, t) ∈ Ω × [0.tmax) .

Therefore, E, I and R are bounded. So, we proved that S,E, I and R are bounded on
Ω × [0, tmax) . By the standard theory for semilinear parabolic systems [6], we deduce
that tmax =+∞. This completes the proof.

3 Basic Reproduction Number and Existence of Equilibirum

In this section we determine the equilibrium of the SEIR models, for that we solve the
following system ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

A− μS− βSE
1+α1S

= 0
βe−μτSE
1+α1S

− (μ + γ)I = 0
γE − (μ +α +δ )I = 0
δ I− μR= 0

(8)

Then the disease-free equilibrium is given by

P0 =
(
S0,E0, I0,R0)

where E0 = I0 = R0 = 0 and S0 = Λ
μ .

Furthermore, the system 1 has a unique endemic equilibirum

P∗ = (S∗,E∗, I∗,R∗) ,

where ⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

S∗ = μ+γ
βe−μτ−α1(μ+γ) ,

E∗ = 1
β (1+α1S∗)

(
A
S∗ − μ

)
,

I∗ = γ
μ+δ+α E

∗,
R∗ = δγ

(μ+δ+α)μ E
∗.

(9)
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Now let’s determine the expression of basic reproduction number denoted by R0, by
using the method presented in [14], using the same notations, the matrix F and V are
given by

F =

(
βe−μτS0

1+α1S0
0

0 0

)

, and V =
(

μ + γ 0
−γ μ +α +δ

)

.

Thus

FV−1 =
(
A 0
0 0

)

where

A=
βAe−μτ

(μ +α1A)(μ + γ)
.

If ρ is the spectral radius of FV−1, then the expression of the basic reproduction number
is as follows

R0 = ρ
(
FV−1)=

βAe−μτ

(μ +α1A)(μ + γ)
.

So, we can rewrite 9 as follows
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

S∗ = A
μR0+α1A(R0−1) ,

E∗ = R0(R0−1)(μ+α1A)
2

(μR0+α1A(R0−1)) ,

I∗ = γR0(R0−1)(μ+α1A)
2

(μ+δ+α)(μR0+α1A(R0−1)) ,

R∗ = γδR0(R0−1)(μ+α1A)
2

μ(μ+δ+α)(μR0+α1A(R0−1)) .

(10)

Then, P∗ = (S∗,E∗, I∗,R∗) exist ifR0 > 1.

4 Local Stability of the Equilibria for the SEIR Models

In this section, by analyzing the corresponding characteristic equations of equilibriaP
and P∗ of 1, we study the local stability of them, respectively.

Let S̃ = S− S∗, Ẽ = E −E∗, Ĩ = I − I∗ and R̃ = R−R∗, where (S∗,E∗, I∗,R∗)� is
an arbitrary equilibrium point, and drop bars for simplicity. Then the system 1 can be
transformed into the following form

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂S(x,t)
∂ t = dΔS(x, t)+A− μ (S(x, t)+S∗)− β (S(x,t)+S∗)(E(x,t)+E∗)

1+α1(S(x,t)+S∗)
∂E(x,t)

∂ t = dΔE(x, t)+ βe−μt (S(x,t−τ)+S∗)(E(x,t)+E∗)
1+α1(S(x,t−τ)+S∗) − (μ + γ)(E(x, t)+E∗) ,

∂ I(x,t)
∂ t = dΔ I(x, t)+ γ (E(x, t)+E∗)− (μ +α +δ )(I(x, t)+ I∗) .

∂R(x,t)
∂ t = dΔR(x, t)+δ (I(x, t)+ I∗)− μ (R(x, t)+R∗) .

(11)

Thus, the arbitrary equilibrium point P∗ = (S∗,E∗, I∗,R∗)� of the system 1 is trans-
formed into the zero equilibrium point (0,0,0,0)� of the system 11. In the follow-
ing, we will analyze stability of the zero equilibrium point of the system 11. Denote
u(t) = (S(., t),E(., t), I(., t),R(., t))� and ψ = (ψ1,ψ2,ψ3,ψ4) ∈ CX, then the system
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11 can be rewritten as an abstract differential equation in the phase space CX of the
form

u̇(t) = DΔu(t)+L(ut)+g(ut) , (12)

where D= diag(d,d,d,d), L : CX → X and g : CX → X are given, respectively, by

L(ψ)(x) =

⎛

⎜
⎜
⎜
⎝

−
(

μ + βe∗
(1+α1S∗)

)
ψ1(x,0)− βS∗

(1+α1S∗)ψ2(x,0)
βE∗e−μτ

(1+α1S∗)ψ1(x,−τ)+ βS∗e−μτ

(1+α1S∗)ψ2(x,−τ)− (μ + γ)ψ2(x,0)
γψ2(x,0)− (μ +α +δ )ψ3(x,0)

δψ3(x,0)− μψ4(x,0)

⎞

⎟
⎟
⎟
⎠

(13)

and

g(ψ)(x) =

⎛

⎜
⎜
⎝

g1(ψ)(x)
g2(ψ)(x)
g3(ψ)(x)
g4(ψ)(x)

⎞

⎟
⎟
⎠ ,

where
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

g1(ψ)(x) = βE∗
(1+α1S∗)ψ1(x,0)+

βS∗
(1+α1S∗)ψ2(x,0)+A− β (ψ1(x,0)+S∗)(ψ2(x,0)+E∗)

1+α1(ψ1(x,0)+S∗) − μS∗

g2(ψ)(x) = − βE∗e−μτ

(1+α1S∗)ψ1(x,−τ)− βS∗e−μτ

(1+α1S∗)ψ2(x,−τ)+ βe−μτ (ψ1(x,−τ)+S∗)(ψ2(x,−τ)+E∗)
1+α1(ψ1(x,−τ)+S∗)

−(μ + γ)E∗
g3(ψ)(x) = γE∗ − (μ +α +δ )I∗
g4(ψ)(x) = δ I∗ − μR∗

(14)
For ψ = ut ,ψ = (ψ1,ψ2,ψ3,ψ4)

� ∈ C×, the linearized system of 12 at the zero equi-
librium point is

u̇= DΔu(t)+L(ut) ,

and its characteristic equation is

λω −DΔω −L
(
eλ ·ω

)
= 0, (15)

where ω ∈ dom(Δ), and ω 	= 0,dom(Δ) ⊂ X.
Let 0 = η0 < η1 < · · · be the sequence of eigenvalues for the elliptic operator −Δ

subject to the Neumann boundary condition on Ω , and E (ηi) be the eigenspace corre-
sponding to ηi in L2(Ω).

Let 0 = η0 < η1 < · · · be the sequence of eigenvalues for the elliptic operator −Δ
subject to the Neumann boundary condition on Ω , and E (ηi) be the eigenspace corre-
sponding to ηi in L2(Ω).

Let
{

φi j, j = 1, . . . ,dimE (ηi)
}

be an orthonormal basis of E (ηi) , and Yi j ={
aφi j,a ∈ R

}
.

Then

L2(Ω) =
+∞⊕

i=0

Yi and Vi =
dimE(ηi)⊕

j=1

Yi j.
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Moreover, we put for i= 0,1,2, . . . , j = 1,2, . . . ,dimE (ηi)

β 1
i j =

⎛

⎜
⎜
⎝

φi j
0
0
0

⎞

⎟
⎟
⎠ , β 2

i j =

⎛

⎜
⎜
⎝

0
φi j
0
0

⎞

⎟
⎟
⎠ , β 3

i j =

⎛

⎜
⎜
⎝

0
0

φi j
0

⎞

⎟
⎟
⎠ , β 4

i j =

⎛

⎜
⎜
⎝

0
0
0

φi j

⎞

⎟
⎟
⎠ . (16)

Clearly, the family
(

β 1
i j,β 2

i j,β 3
i j,β 4

i j

)
is a basis of

(
L2(Ω)

)4
. Therefore, any element ω

of X can be written in the in the following form

ω = (ω1,ω2,ω3,ω4)
= ∑+∞

i=0 ∑dimE(ηi)
j=1

〈
ω1,φi j

〉
β 1
i j+

〈
ω2,φi j

〉
β 2
i j+

〈
ω3,φi j

〉
β 3
i j+

〈
ω4,φi j

〉
β 4
i j.

(17)

Next, from a straightforward analysis and using 16 and 17 we show that 15 is equivalent
to

(λ I5+ηiD−M)

⎛

⎜
⎜
⎝

〈
ω1,φi j

〉

〈
ω2,φi j

〉

〈
ω3,φi j

〉

〈
ω4,φi j

〉

⎞

⎟
⎟
⎠=

⎛

⎜
⎜
⎝

0
0
0
0

⎞

⎟
⎟
⎠ , i= 0,1,2, . . . , j = 1,2, . . . ,dimE (ηi) ,

(18)
where M is given by

M =

⎛

⎜
⎜
⎜
⎝

−μ − βE∗
(1+α1S∗) − βS∗

(1+α1S∗) 0 0
βE∗e−μτ

(1+α1S∗)e
−λτ −(μ + γ)+ βS∗e−μτ

(1+α1S∗)e
−λτ 0 0

0 γ −(μ +α +δ ) 0
0 0 δ −μ

⎞

⎟
⎟
⎟
⎠
.

Thus the characteristic equation is

(λ +dηi+μ +α +δ )(λ +dηi+μ)
(

λ 2+aλ +b+(cλ +d)e−λτ
)
= 0, i= 0,1, . . . , (19)

where
a= 2(ηid+μ)+ γ + βE∗

1+α1S∗ ,

b=
(

ηid+μ + βE∗
1+α1S∗

)
(ηid+μ + γ) ,

c= −βS∗e−μτ

1+α1S∗ ,

d = −βS∗e−μτ

1+α1S∗ (ηid+μ) .

4.1 Stability of Disease-Free Equilibirum P

Using the above analysis, in this subsection, we take (S∗,E∗, I∗,R∗)=P =
(

A
μ ,0,0,0

)
.

Thus, the characteristic Eq. 19 becomes for i= 0,1, . . .

(λ +dηi+μ +α +δ )(λ +dηi+μ)2
(

λ +ηid+μ + γ − βAe−μτ

μ +α1A
e−λτ

)

= 0, (20)
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Theorem 2. If R0 ≤ 1, then the disease-free equilibrium P is locally asymptotically
stable for all τ ≥ 0.

Proof. For τ = 0, the Eq. 20 is equivalent to the following cubic equation

(λ +dηi+μ +α +δ )(λ +dηi+μ)2 [λ +ηid− (μ + γ)(R0 −1)] . (21)

Clearly, 21 has three roots λ1 = −dηi − μ − δ − α < 0, λ1 = −dηi − μ < 0 and
λ2 = −dηi + (μ + γ)(R0 −1). According to the Routh-Hurwitz criteria, if R0 ≤ 1,
all the roots of Eq. 21 have negative real parts. Therefore, when τ = 0, the disease-free
equilibrium point P is locally asymptotically stable.

Next we discuss the effect of the delay τ on the stability of disease-free equilibrium
P . Assume that 20 has a purely imaginary root iω , with ω > 0. Then ω should satisfy
the following equation for ηi.

{
μ + γ +dηi =

βAe−μτ

μ+α1A
cos(ωτ)

ω = −βAe−μτ

μ+α1A
sin(ωτ)

(22)

Taking square on both sides of the Eq. of 22 and summing them up, we obtain

ω2 =
[

(μ + γ +dηi)+
βAe−μτ

μ +α1A

]

[(μ + γ)(R0 −1)−dηi] . (23)

Therefore, For R0 ≤ 1 Eq. 23 has no positive roots and characteristic Eq. 20 does not
admit any purely imaginary root for all τ . Since P is asymptotically stable for τ = 0,
it remains asymptotically stable for all τ ≥ 0.

4.2 Stability of Endemic Equilibirum P∗

In this subsection, we will discuss the local stability of the endemic equilibrium P∗.
First, we take (S∗,E∗, I∗,R∗) = P∗. Thus, the characteristic Eq. 19 becomes for i =
0,1, . . .

(λ +dηi+μ +α +δq)(λ +dηi+μ)
(

λ 2+aλ +b+(λc+d)e−λτ
)
= 0, (24)

where
a= 2(ηid+μ)+ γ + βE∗

1+α1S∗ ,

b=
(

ηid+μ + βE∗
1+α1S∗

)
(ηid+μ + γ) ,

c= −βS∗e−μτ

1+α1S∗ ,

d = −βS∗e−μτ

1+α1S∗ (ηid+μ) .

Theorem 3. If R0 > 1 then the endemic equilibrium P∗ is locally asymptotically sta-
ble for all τ ≥ 0.
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Proof. For τ = 0, the characteristic Eq. 24 is transformed into the following form

(λ +dηi+μ +α +δq)(λ +dηi+μ)
(
λ 2+(a+ c)λ +b+d

)
, (25)

where
a= 2(ηid+μ)+ γ + βE∗

1+α1S∗ ,

b=
(

ηid+μ + βE∗
1+α1S∗

)
(ηid+μ + γ) ,

c= −βS∗e−μτ

1+α1S∗ ,

d = −βS∗e−μτ

1+α1S∗ (ηid+μ) .

AsR0 > 1, and−βS∗e−μτ

1+α1S∗ = −(μ + γ) we deduce that

a+ c= 2(ηid+μ)+ γ + βE∗
1+α1S∗ − βS∗e−μτ

1+α1S∗

= 2ηid+μ + βE∗
1+α1S∗ > 0,

and
b+d =

(
ηid+μ + βE∗

1+α1S∗
)
(ηid+μ + γ)− βS∗e−μτ

1+α1S∗ (ηid+μ)

= ηid (ηid+μ)+(ηid+μ + γ) βE∗
1+α1S∗ > 0,

According to the Routh-Hurwitz criteria, all the roots of Eq. 25 have negative real parts.
Therefore, when τ = 0, the endemic equilibrium point P∗ is locally asymptotically
stable.

Next, Since all the roots of Eq. 25 have negative real parts for τ = 0. it follows that
if instability occurs for a particular value of the delay τ, a characteristic root of 24 must
intersect the imaginary axis. If 24 has a purely imaginary root iω, with ω > 0, then, by
separating real and imaginary parts in 24, we have

{
cω sin(ωτ)+d cos(ωτ) = ω2 −b,
cω cos(ωτ)−d sin(ωτ) = −aω (26)

Taking square on both sides of the Eq. of 26 and summing them up, we obtain

ω4+
(
a2 − c2 −2b

)
ω2+b2 −d2 = 0. (27)

AsR0 > 1, , we obtain

b−d =
(

ηid+μ + βE∗
1+α1S∗

)
(ηid+μ + γ)+ βS∗e−μτ

1+α1S∗ (ηid+μ)> 0,

we deduce that b2 −d2 = (b+d)(b−d)> 0.

Moreover, as −βS∗e−μτ

1+α1S∗ = −(μ + γ), we have

a2 − c2+2b=
(
2(ηid+μ)+ γ + βE∗

1+α1S∗
)2 −2

(
ηid+μ + βE∗

1+α1S∗
)
(ηid+μ + γ)

−
(

βS∗e−μτ

1+α1S∗
)2

= (ηid)2+2ηid (μ + γ)+
(

ηid+μ + βE∗
1+α1S∗

)2
> 0.

Therefore, Eq. 27 has no positive roots and characteristic Eq. 24 does not admit any
purely imaginary root for all ηi. SinceP∗ is asymptotically stable for τ = 0, it remains
asymptotically stable for all τ ≥ 0.
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5 Global Stability of Disease-Free EquilibirumP

In this section, by constructing an appropriate Lyapunov function, we investigate the
global stability of the disease-free equilibrium P of 1 when R0 ≤ 1.

Theorem 4. If R0 ≤ 1, then the disease-free equilibrium P of system 1–3 is globally
asymptotically stable for all τ ≥ 0.

Proof. We consider the following Lyapunov functional

V =
∫

Ω

[

e−μτ
∫ S(x,t−τ)

A
μ

(

1− A(1+α1u)
(μ +α1A)u

)

du+E(x, t)+(μ + γ)
∫ τ

0
E(x, t−u)du

]

dx.

Calculating the time derivative of V along solution of system 1–3,we get

dV (t)
dt =

∫

Ω

{
e−μτ

(
1− A(1+α1S(x,t−τ)

(μ+α1A)S(x,t−τ)

)
(dΔS(x, t− τ)+A− μS(x, t− τ)

−βS(x,t−τ)E(x,t−τ)
1+α1S(x,t−τ)

)
+dΔE(x, t)+ e−μτ βS(x,t−τ)E(t−τ)

1+α1S(x,t−τ)
−(μ + γ)E(x, t) +(μ + γ) [E(x, t)−E(x, t− τ)]}dx.

Then

dV (t)
dt =

∫

Ω

{
e−μτ

(
1− A(1+α1S(x,t−τ))

(μ+α1A)S(x,t−τ)

)
(dΔS(x, t− τ)+A− μS(x, t− τ)) +dΔE(x, t)

+(μ + γ)
(

Aβe−μτ

(μ+γ)(μ+α1A)
−1

)
E(x, t− τ)}dx

=
∫

Ω

{
e−μτ

(
1− A(1+α1S(x,t−τ))

(μ+α1A)S(x,t−τ)

)
(dΔS(x, t− τ))− e−μτ (A−μS(x,t−τ))2

(μ+α1A)S(x,t−τ)
+dΔE(x, t)+(μ + γ)(R0 −1)E(x, t− τ)}dx

Recall that
∫

Ω ΔS(x, t − τ)dx = 0,
∫

Ω ΔE(x, t)dx = 0 and using Green’s formula, we
have

dV (t)
dt =

∫

Ω

{
−e−μτ dA

(μ+α1A)
‖∇S(x,t−τ)‖2
S2(x,t−τ) − e−μτ (A−μS(x,t−τ))2

(μ+α1A)S(x,t−τ)
+(μ + γ)(R0 −1)E(x, t− τ)}dx

Then R0 ≤ 1 ensures dV
dt ≤ 0 for all t ≥ 0. Moreover, it can be shown that the largest

compact invariant set in
{
(S,E, I,R) | dV

dt = 0
}
is the singleton {P}. Therefore, it fol-

lows from LaSalle’s invariant principle [5] that P is globally asymptotically stable
when R0 ≤ 1. This completes the proof.

6 Numerical

In this section, we perform some numerical simulations to illustrate the theoretical
results. For the sake of simplicity, we consider a one-dimensional bounded spatial
domain Ω = [0,1]. Thus, we propose system 1 with Neumann boundary conditions

∂S
∂v

=
∂E
∂v

=
∂ I
∂v

=
∂R
∂v

, t ≥ 0, x= 0,1
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and initial conditions

S(x, t) = |sin(2πx)| ≥ 0, E(x, t) = |sin(3πx)| ≥ 0, I(x, t) = |sin(3πx)| ≥ 0,
R(x, t) = |sin(2πx)| ≥ 0, (x, t) ∈ [0,1]× [−τ,0].

In addition, to solve system 1 using a numerical algorithm, we must discretize each
equation of system 1 as a finite difference equation. The Crank-Nicolson method [3] is
a finite difference method used for numerically solving a partial differential equation.
It is a second-order method in time and space, and is numerically stable. Thereafter, a
brief description of the Crank-Nicolson method applied to our problem will be provided
below.We first start by partitioning the spatial interval [0,1] and temporal interval

[
0, t f

]

into respective finite grids as follows.
{
xi = (i−1)Δx, i= 1,2, . . . ,Nx+1where Δx := 1

Nx
,

t j = ( j−1)Δ t, j = 1,2, . . . ,Nt +1 where Δ t := t f
Nt
.

Therefore, using discretization, we can describe S(x, t) as Si, j (i= 1, . . . ,
Nx+1, j = 1, . . . ,Nt +1), E(x, t) as Ei, j (i= 1, . . . ,Nx+1, j = 1, . . . ,Nt +1), I(x, t) as
Ii, j (i= 1, . . . ,Nx+1, j = 1, . . . ,Nt+ 1) and R(x, t) as Ri, j (i= 1, . . . ,Nx+1, j = 1, . . . ,
Nt +1).

Moreover, we can discretize the system 1 as follows:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Si, j+1−Si, j
Δ t = d

2

{
Si+1, j+1−2Si, j+1+Si−1, j+1

Δx2
+ Si+1, j−2Si, j+Si−1, j

Δx2

}

+ A− μSi, j − βSi, j Ii, j
1+α1Si, j

Ei, j+1−Ei, j
Δ t = d

2

{
Ei+1, j+1−2Ei, j+1+Ei−1, j+1

Δx2
+ Ei+1, j−2Ei, j+Ei−1, j

Δx2

}

+
e−μτ βSi, j−τ/Δ tEi, j−τ/Δ t

1+α1Si, j−τ/Δ t
− (μ + γ)Ei, j,

Ii, j+1−Ii, j
Δ t = d

2

{
Ii+1, j+1−2Ii, j+1+Ii−1, j+1

Δx2
+ Ii+1, j−2Ii, j+Ii−1, j

Δx2

}

+ γEi, j − (μ +α +δ )Ii, j
Ri, j+1−Ri, j

Δ t = d
2

{
Ri+1, j+1−2Ri, j+1+Ri−1, j+1

Δx2
+ Ri+1, j−2Ri, j+Ri−1, j

Δx2

}

+ δ Ii, j − μRi, j.

(28)

Applying the central difference formula to approximate the Neumann boundary condi-
tion 3, we see that 28 yields the following system:

⎧
⎪⎪⎨

⎪⎪⎩

MSj+1 = NSj+Uj,
MEj+1 = NEj+Vj,
MIj+1 = NIj+Wj,
MRj+1 = NRj+Yj,

(29)

where

S j =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

S1, j
S2, j
...

SNx, j

SNx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, Ej =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

E1, j

E2, j
...

ENx, j

ENx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, I j =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

I1, j
I2, j
...

INx, j

INx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, Rj =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

R1, j

R2, j
...

RNx, j

RNx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,
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Uj = 2Δ t ·

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A− μS1, j − βS1, j I1, j
1+α1S1, j

A− μS2, j − βS2, j I2, j
1+α1S2, j

...

A− μSNx, j − βSNx , j INx , j
1+α1SNx , j

A− μSNx+1, j − βSNx+1, j INx+1, j
1+α1SNx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

Vj = 2Δ t ·

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

e−μτ βS1, j−τ/Δ tE1, j−τ/Δ t
1+α1S1, j−τ/Δ t

− (μ + γ)E1, j

e−μτ βS2, j−τ/Δ tE2, j−τ/Δ t
1+α1S2, j−τ/Δ t

− (μ + γ)E2, j

...
e−μτ βSNx , j−τ/Δ tENx , j−τ/Δ t

1+α1SNx , j−τ/Δ t
− (μ + γ)ENx, j

e−μτ βSNx+1, j−τ/Δ tENx+1, j−τ/Δ t
1+α1SNx+1, j−τ/Δ t

− (μ + γ)ENx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Wj = 2Δ t ·

⎡

⎢
⎢
⎢
⎢
⎢
⎣

γE1, j − (μ +α +δ )I1, j
γE2, j − (μ +α +δ )I2, j

...
γENx, j − (μ +α +δ )INx, j

γENx+1, j − (μ +α +δ )INx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎦

and Yj = 2Δ t ·

⎡

⎢
⎢
⎢
⎢
⎢
⎣

δ I1, j − μR1, j
δ I2, j − μR2, j

...
δ INx, j − μRNx, j

δ INx+1, j − μRNx+1, j

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,

and we take r := d Δ t
Δx2

, then the tridiagonal matrices M and N are given by:

M =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

2+2r −2r 0 0 · · · 0

−r 2+2r −r 0
. . .

...

0 −r
. . .

. . .
. . . 0

0
. . .

. . .
. . . −r 0

...
. . . 0 −r 2+2r −r

0 · · · 0 0 −2r 2+2r

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, N =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

2−2r 2r 0 0 · · · 0

r 2−2r r 0
. . .

...

0 r
. . .

. . .
. . . 0

0
. . .

. . .
. . . r 0

...
. . . 0 r 2−2r r

0 · · · 0 0 2r 2−2r

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Consequently, it follows from 29 that
⎧
⎪⎪⎨

⎪⎪⎩

S j+1 =M−1
{
NSj+Uj

}
,

Ej+1 =M−1
{
NEj+Vj

}
,

I j+1 =M−1
{
NIj+Wj

}
,

Rj+1 =M−1
{
NRj+Zj

}
.

Therefore, we get a recursive schema, with is numerically stable. The parameters
employed in the numerical simulations are summarized in Table 1.
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Table 1. List of parameters and their values used in numerical simulations

Parameter Description Value

A Recruitment rate of the population varied

μ Natural death of the population 0.0402

γ Rate of exposed individuals to the infected 0.04

β Transmission rate varied

δ Recovery rate varied

α1 The parameters that measure the inhibitory effect 0.01

d Rate of diffusion 0.00008

τ Time incubation 8

Now, if we choose the values from Table 1 , with A = 0.08,δ = 0.05 and
β = 0.04, then we get R0 = 0.4746. By Theorem 2, the disease-free equilibrium
P(1.005,0,0,0,0) is locally asymptotically stable. This means that the disease dies
out (see Fig. 1).

Fig. 1. Spatiotemporal solution found by numerical integration of system 1 under conditions 2
and 3 when R0 = 0.4746

to better understand Fig. 1 we propose Fig. 2 where we present the curve of S in the
case of x= 1

4 and x= 1
2 .

Next, if we choose A = 0.2, δ = 0.4 and β = 0.07, then we get R0 =
3.1985. It follows from Theorem 3 that the endemic equilibrium P∗(1.5113,1.126667,
0.0874,1.1728) is locally asymptotically stable (see Fig. 3).
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Fig. 2. The curve of S in the case of x= 1
2 and x= 1

4 .

Fig. 3. Spatiotemporal solution found by numerical integration of system 1 under conditions 2
and 3 when R0 = 3.1985

7 Conclusion

By comparing the results in Theorems 2 and 3 with the propositions 1, 2 of [8] and the
proposition 2 of [1], we affirm that we have obtained the same results, but for a more
general class of population models. In reality, we have extended these results to contain
our model of reaction-diffusion epidemic. Firstly, by analyzing the corresponding char-
acteristic equations, we discussed the local stability of the disease-free equilibrium P
and the endemic equilibrium P∗ of system 1 under homogeneous Neumann boundary
conditions. Since R0 has no relation to the diffusion coefficient d, we have shown in
Theorem 2 and Theorem 3 that spatial diffusion has no effect on the local stability of
the steady states of our SEIR model. Which indicates that, whatever the choice of the
diffusion coefficient d, the stability of the equilibrium points remains invariant when
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the system passes from the dynamics governed by the ordinary differential equations
ODE [1] to that governed by the partial differential equations PDE.
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Abstract. In this paper, we are interested to study the non-homogene-
ous wave equation in generalized function algebra, we give a result of
existence and uniqueness of generalized solution with initial data are
distributions (elements of the Colombeau algebra). Then we study the
association concept with the classical solution.

Keywords: Colombeau algebra, non-homogeneous wave equation, Generalized
solution, association.

1 Introduction

The algebras of Colombeau are constructed by J.F. Colombeau [1] and [2], as
factor algebras of infinite powers of the space C∞ modulo a particular class of
ideals. Enjoying a list of optimal properties, These algebras contain the space of
distributions D′ as a subspace with an embedding realized through convolution
with a suitable mollifier. Elements of these algebras are classes of nets of smooth
functions. This theory was been used for solving the linear and nonlinear partial
differential equations with singularities, and in the last few years it was devel-
oped and also applied in different domains.
On the other hand these problems have been studied by some authors [6–8]
in different cases, for example M. Oberguggenberger and Y.G. Wang, studied
the Delta-waves for semi linear hyperbolic Cauchy problems [4], also Nonlinear
stochastic wave equations have been studied by M. Oberguggenberger and F.
Russo [5]. This paper in first part we introduce the Colombeau algebras and we
give some properties and tools, after that in the second part we study the exis-
tence and uniqueness of generalized solution of non homogeneous wave equation
with the initial data are singular, finally we proved the association of generalized
solution with classical solution.

2 Preliminaries

In this section we will introduce basic notations and definitions from Colombeau
theory.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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For q ∈ N0 with N0 = N ∪ 0

Aq = {ϕ ∈ D(Rn)/
∫
Rn

ϕ(x)dx = 1,

∫
Rn

xαϕ(x)dx = 0 for 1 ≤ |α| ≤ q}

q = 1, 2, ...
where D(Rn) is the space of all C∞ functions ϕ : Rn → C with compact support.
The elements of the set Aq are called test functions.
It is simple too see that A1 ⊃ A2 ⊃ A3.... Also, Ai �= ∅; for all i ∈ N

ϕε(x) =
1
εn

ϕ(
x

ε
) for ϕ ∈ D(Rn)

We denote by

E(Rn) = {u : A1 × R
n → C/ with u(ϕ, x) is C∞ to the second variable x}

u(x, ϕε) = uε(x) ∀ϕ ∈ A1

EM (Rn) = {(uε)ε>0 ⊂ E(Rn)/∀K ⊂⊂ R
n,∀α ∈ N

n
0 ,∃N ∈ N such that

sup
x∈K

|Dαuε(x)| = O(ε−N ) as ε → 0}

N (Rn) = {(uε)ε>0 ⊂ E(Rn)/∀K ⊂⊂ R
n,∀α ∈ N

n
0 ,∀p ∈ N such that

sup
x∈K

|Dαuε(x)| = O(εp) as ε → 0}

The Colombeau algebra is defined as a factor set G(Rn) = EM (Rn)/N (Rn) ,
where the elements of the set EM (Rn) are moderate while the elements of the
set N (Rn) are negligible.
The Colombeau algebra G(Rn) contains the distributions space as subspace by
the map :

i : D′(Rn) → G(Rn)
u → [u] = u ∗ ϕε + N (Rn)

where ∗ denotes the convolution product of two distributions and is given by:

u ∗ ϕ =< u(y), ϕ(y − x) >

Definition 1. Let G1, G2 ∈ G(Rn) and G1,ε, G2,ε their representatives respec-
tively.

We say that G1, G2 ∈ G(Rn) are associated and we write G1 ≈ G2, if for
every ϕ ∈ D(Rn)

lim
ε→0

∫
Rn

(G1,ε − G2,ε)ϕ(x)dx = 0
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3 Application

This section is devoted to solving the non-homogeneous wave equation in
Colombeau algebra
G(R+ × R). Recall first that if u is a classical solution of the following problem
we consider the following problem:

⎧⎪⎨
⎪⎩

d2

dt2 u(t, x) − c2 d2

dx2 u(t, x) = F (t, u(t, x)) x ∈ R, t � 0
u(0, x) = a(x)

∂tu(0, x) = b(x)
(1)

With a, b ∈ D′(R).
Then it solves the integral equation

u(x, t) =
1

2
(a(x − ct) + a(x + ct)) +

1

2c

∫ x+ct

x−ct

b(y)dy +
1

2c

∫ t

0

∫ x+c(t−s)

x−c(t+s)
F

(
s, u(s, y)

)
dy ds.

(2)

We define the domains:

Δs = {(s, y) ∈ R × [0, ∞) / 0 ≤ s ≤ t, y ∈ Is}.

Is = {z ∈ R/ x − cs ≤ z ≤ x + cs}

(t, x)

x − ct x + ct

Δt

Using (3.2), the following estimates are easily deduced (0 ≤ t ≤ T )

‖u‖L∞(ΔT ) ≤ ‖a‖L∞(I0) + T‖b‖L∞(I0) + T

∫ T

0

‖F (s, u(s, .))‖L∞(Δs)ds, (3)

‖u(t, .)‖L∞(It) ≤ ‖a‖L∞(I0) + T‖b‖L∞(I0) + T

∫ T

0

‖F (s, u(s, .))‖L∞(Is)ds. (4)
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Definition 2. An element F ∈ G[Rn] is of L∞ logarithmic type if it has a
representative (Fε)ε ∈ EM [R+ × R] such that

‖Fε‖L∞(R+×R) = O(log(
1
ε
)) as ε → 0

Proposition 1. If F ∈ G[Rn] is L∞ log-type then for any representative is
satisfied (Fε)ε ∈ EM [R+ × R] we have

‖Fε‖L∞(R+×R) = O(log(
1
ε
)) as ε → 0

Proof. F ∈ G[Rn] is L∞ log-type then there is a representative (F1,ε)ε ∈
EM [R+ × R] such that

‖F1,ε‖L∞(R+×R) = O(log(
1
ε
)) as ε → 0

let (F2,ε)ε be another representative of F , then (F2,ε − F1,ε)ε ∈ N (Rn)

⇒ ‖F2,ε − F1,ε‖L∞(R+×R) = O(εq) ∀q ∈ N

⇒ ∃c1 � 0 ‖F2,ε − F1,ε‖L∞(R+×R) ≤ c1ε
q ∀q ∈ N

⇒ ∃c1, c2 � 0 ‖F2,ε‖L∞(R+×R) ≤ c1ε
q + c2 log(

1
ε
) ∀q ∈ N

⇒ ∃c1, c2 � 0 ‖F2,ε‖L∞(R+×R) ≤ c1 log(
1
ε
) + c2 log(

1
ε
) ∀q ∈ N

⇒ ∃c
′ � 0 ‖F2,ε‖L∞(R+×R) ≤ c

′
log(

1
ε
) ∀q ∈ N

⇒ ‖F2,ε‖L∞(R+×R) = O(log(
1
ε
))

this completes the proof of the proposition.

Theorem 1. Let a, b ∈ G(R) , ∇F is L∞ log-type, then the problem (3.2) has a
unique solution u ∈ G(R × [0,∞)).

Proof.
existence :
To prove the existence of a solution, we transform the problem in the Colombeau
algebra, then we obtain:

⎧⎪⎨
⎪⎩

d2

dt2 uε(t, x) − c2 d2

dx2 uε(t, x) = Fε(t, uε(t, x)) x ∈ R, t � 0
uε(0, x) = aε(x)

∂tuε(0, x) = bε(x)
(5)
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With aε, bε and Fε are the Representative of a, b, F respectively.
The integral solution is :

uε(t, x) =
1

2
(aε(x − ct) + aε(x + ct)) +

1

2c

∫ x+ct

x−ct

bε(y)dy +
1

2c

∫ t

0

∫ x+c(t−s)

x−c(t+s)
Fε

(
s, uε(s, y)

)
dy ds.

We apply the estimate (3.3) successively to all the derivatives,

‖u‖L∞(ΔT ) ≤ ‖a‖L∞(I0) + T‖b‖L∞(I0) + T

∫ T

0

‖F (s, u(s, .))‖L∞(Δs)ds,

The first approximation of Fε:

Fε(s, uε(s, .)) = Fε(s, 0) + |∇Fε|uε(s, .) + Nε(s, .)

with Nε ∈ N (R+ × R).
Then,

‖uε‖L∞(ΔT ) ≤ ‖aε‖L∞(I0) + T‖bε‖L∞(I0)

+ T

∫ T

0

[
||Fε(., 0)||L∞([0,T ]) + |∇Fε| ||uε(s, .)||L∞(Δs) + ||Nε||L∞(ΔT )

]
ds.

Therefore,

‖uε‖L∞(ΔT ) ≤ ‖aε‖L∞(I0) + T‖bε‖L∞(I0) + T 2||Fε(., 0)||L∞([0,T ]) + T 2||Nε||L∞(ΔT )

+ T

∫ T

0
|∇Fε| ||uε||L∞(Δs)ds.

By the Granwall’s inequality, we have

‖uε‖L∞(ΔT ) ≤
(

‖aε‖L∞(I0) + T‖bε‖L∞(I0) + T 2||Fε(., 0)||L∞([0,T ])

+ T 2||Nε||L∞(ΔT )

)
× exp

(
T 2|∇Fε|

)
.

As a ∈ G(R), b ∈ G(R) and ∇F is L∞ − logtype there exist M ∈ N such that

‖uε‖L∞(ΔT ) = O(ε−M ) as ε → 0

Uniqueness:
To prove uniqueness, we consider representatives uε, vε ∈ E(R+ × R) of two
solutions u and v. Their difference satisfies

(6)

uε(x, t) − vε(t, x) =
1

2
(n1,ε(x − ct) + n1,ε(x+ ct)) +

1

2c

∫ x+ct

x−ct
n2,ε(y)dy

+
1

2c

∫ t

0

∫ x+c(t−s)

x−c(t+s)
Fε

(
t, uε(t, x)

)
− Fε

(
t, vε(t, x)

)
+ nε(s, x) dyds.
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‖uε − vε‖L∞(ΔT ) ≤ ‖n1,ε‖L∞(I0) + T‖n2,ε‖L∞(I0) + T

∫ T

0

‖Fε(s, uε(s, .))

− Fε(s, vε(s, .)) − nε(s, .)‖L∞(Δs)ds,

The first approximation of Fε:

Fε(s, uε(s, .)) = Fε(s, 0) + |∇Fε|uε(s, .) + N1,ε(s, .)

Fε(s, vε(s, .)) = Fε(s, 0) + |∇Fε|vε(s, .) + N2,ε(s, .)

with N1, N2 ∈ N (R × R
+).

Then there exist N3 ∈ N (R × R
+) such that,

‖uε − vε‖L∞(ΔT ) ≤‖n1,ε‖L∞(I0) + T‖n2,ε‖L∞(I0) + T

∫ T

0

‖ |∇Fε|
(
uε(s, .)

− vε(s, .)
)

+ N3,ε(s, .)‖L∞(Δs)ds,

So,

‖uε − vε‖L∞(ΔT ) ≤‖n1,ε‖L∞(I0)

+ T‖n2,ε‖L∞(I0) + T

∫ T

0

‖ |∇Fε|
(
uε(s, .) − vε(s, .)

)‖L∞(Δs)

+ T

∫ T

0

‖N3,ε(s, .)‖L∞(Δs)ds,

Then,

‖uε − vε‖L∞(ΔT ) ≤‖n1,ε‖L∞(I0) + T‖n2,ε‖L∞(I0) + T 2‖N3,ε‖L∞(ΔT )

+ T

∫ T

0

‖ |∇Fε|
(
uε(s, .) − vε(s, .)

)‖L∞(Δs),

we apply Granwall’s inequality on the function s �→ ‖uε − vε‖L∞(Δs) we
obtain:

‖uε − vε‖L∞(ΔT ) ≤
(

‖n1,ε‖L∞(I0) + T‖n2,ε‖L∞(I0) + T
2‖N3,ε‖L∞(ΔT )

)
× exp

(
T

∫ T

0
|∇Fε|ds

)
,

As n1, n2 ∈ N (R), N3 ∈ N (R+ × R) and ∇F is L∞ − logtype

‖uε − vε‖L∞(ΔT ) = O(εq) as ε → 0 ∀q

Then the problem have a unique solution in G(R+ × R).
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4 Association with classical solution

Let v the classical solution to
⎧⎪⎨
⎪⎩

d2

dt2 v(t, x) − c2 d2

dx2 v(t, x) = 0 x ∈ R, t � 0
v(0, x) = a(x)

∂tv(0, x) = b(x)
(7)

And w the classical solution to
⎧⎪⎨
⎪⎩

d2

dt2 w(t, x) − c2 d2

dx2 w(t, x) = F (w + v) x ∈ R, t � 0
w(0, x) = 0

∂tw(0, x) = 0
(8)

Proposition 2. The generalized solution of (3.5) is associated with v + w.

Proof. Let vε the solution to
⎧⎪⎨
⎪⎩

d2

dt2 vε(t, x) − c2 d2

dx2 vε(t, x) = 0 x ∈ R, t � 0
vε(0, x) = aε(x)

∂tvε(0, x) = bε(x)
(9)

wε the solution to
⎧⎪⎨
⎪⎩

d2

dt2 wε(t, x) − c2 d2

dx2 wε(t, x) = Fε(wε + vε) x ∈ R, t � 0
wε(0, x) = 0

∂twε(0, x) = 0
(10)

And uε the solution to
⎧⎪⎨
⎪⎩

d2

dt2 uε(t, x) − c2 d2

dx2 uε(t, x) = Fε(uε(t, x)) x ∈ R, t � 0
uε(0, x) = aε(x)

∂tuε(0, x) = bε(x)
(11)

Then, we have

(12)

With n1, n2 ∈ N (R).
The integral solution is:

uε(x, t) − vε(t, x)wε(t, x) =
1

2
(n1,ε(x − ct) + n1,ε(x+ ct))

+
1

2c

∫ x+ct

x−ct
n2,ε(y)dy +

1

2c

∫ t

0

∫ x+c(t−s)

x−c(t+s)
Fε

(
t, uε(t, x)

)

− Fε

(
t, wε(t, x) + vε(t, x)

)
+ nε(t, x) dyds.
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Using (3.3) we have,

‖uε − vε − wε‖L∞(ΔT ) ≤‖n1,ε‖L∞(I0)

+ T‖n2,ε‖L∞(I0) + T

∫ T

0

‖Fε(s, uε(s, .))

− Fε(s, wε(s, .) + vε(s, .)) − nε(s, .)‖L∞(Δs)ds,

The first approximation of Fε:

Fε(s, uε(s, .)) = Fε(s, 0) + |∇Fε|uε(s, .) + N1,ε(s, .)

Fε(s, vε(s, .) + wε(s, .)) = Fε(s, 0) + |∇Fε|
(
vε(s, .) + wε(s, .)

)
+ N2,ε(s, .)

with N1, N2 ∈ N (R × R
+).

Then there exist N3 ∈ N (R × R
+) such that,

‖uε − vε − wε‖L∞(ΔT ) ≤‖n1,ε‖L∞(I0)

+ T‖n2,ε‖L∞(I0) + T

∫ T

0

‖ |∇Fε|
(
uε(s, .) − vε(s, .)

− wε(s, .)
)

+ N3,ε(s, .)‖L∞(Δs)ds,

So,

‖uε − vε − wε‖L∞(ΔT ) ≤‖n1,ε‖L∞(I0)

+ T‖n2,ε‖L∞(I0) + T

∫ T

0

‖ |∇Fε|
(
uε(s, .) − vε(s, .)

− wε(s, .)
)‖L∞(Δs) + T

∫ T

0

‖N3,ε(s, .)‖L∞(Δs)ds,

Then,

‖uε − vε − wε‖L∞(ΔT ) ≤‖n1,ε‖L∞(I0) + T‖n2,ε‖L∞(I0) + T 2‖N3,ε‖L∞(ΔT )

+ T

∫ T

0

‖ |∇Fε|
(
uε(s, .) − vε(s, .) − wε(s, .)

)‖L∞(Δs),

We apply Granwall’s inequality

‖uε − vε − wε‖L∞(ΔT ) ≤
(

‖n1,ε‖L∞(I0) + T‖n2,ε‖L∞(I0) + T 2‖N3,ε‖L∞(ΔT )

)

× exp
(
T

∫ T

0

|∇Fε|ds
)
,

As n1, n2 ∈ N (R), N3 ∈ N (R+ × R) and ∇F is L∞ − logtype

‖uε − vε − wε‖L∞(ΔT ) = O(εq) as ε → 0 ∀q

Then, u is associated to w + v
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Abstract. In this work, we are going to solve the initial fuzzy frac-
tional problem under the fuzzy derivative of Atangana-Baleanu in sense
of Caputo and via the generalized Hukuhara difference. More precisely,
we will discuss the existence of a mild solution for the fuzzy fractional
equation of Atangana-Baleanu by using the notion of fuzzy semi-group,
and the fixed point theorem.

1 Introduction

The fuzzy set theory was created by L. Zadeh to describe the uncertainties that
exist in many real phenomena in 1965 (see [10]). It is also an extension of classical
theory, in which if we notice E the space of all fuzzy number then, we have
R ⊂ E. In particular, the notions of continuous, convergence, differentiability,
and integrability of fuzzy function are studied by many researchers [4,12–14].
Moreover, the concept of fuzzy metric space was studied by P. Diamond and P.
E. Kloeden [11]. On the other hand in classical theory, the Mankowski difference
doesn’t satisfy A − A = 0, for A be a subset of R unless A is equal a simple
element of A. But in fuzzy set theory and thanks to Hukuhara difference we
have A �H A = 0. Unfortunately, this last difference has again a problems for
that Stefanini generalize the Hukuhara difference to solve the problem facing
searchers using Hukuhara difference (for more details see [8,15]).

Fuzzy fractional calculus is a generalization of differential ordinary calculus, it
is used in many areas to be specified and defined in FFDEs as well. In books [7,16,
17] we find the works that studied accurately the subject of fractional calculus.
The fractional derivative of Atangana-Baleanu was created by Abdon Atangana
and Dermitu Baleanu in 2016 to develop the theory of fractional calculus [3].
Then D. Baleanu, A. Fernandez studied some proprieties of this derivative. Also,
there are many problems and many equations solved by using this derivative
[1]. The concept of fuzzy semi-group generated by linear operators of a fuzzy-
valued function was introduced by Gal and Gal [6]. M. Elomari et all studied the
existence and uniqueness of the mild solution to the problem with strong semi-
group and using the conformable derivative [5]. The notion of semi-group was
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12416-7_18&domain=pdf
https://doi.org/10.1007/978-3-031-12416-7_18


220 F. Zamtain et al.

not limited to fuzzy set but S. Melliani et all proved the existence and uniqueness
of mild solution with strong semi-group and using the fuzzy derivative of Caputo
in a fuzzy intuitionistic set.

The rest of this paper is organized as follows. The next section bears some
notions, definitions of fuzzy set concepts and the fractional theory. The definition
of fuzzy semigroup and its proprieties is presented in Sect. 3. The existence and
the uniqueness of a mild solution are proved in Sect. 4.

2 Preliminaries

In this section, we present some necessary concepts about fuzzy set theory, then
we introduce some definitions from fractional calculus theory, which are used all
around this article.

Definition 1. [1] Let consider E = {u : R −→ [0, 1]} the space of all fuzzy
subsets on R satisfying the following expressions:

1. u is normal, i.e., there exists an x0 ∈ R, such that u (x0) = 1.

2. u is fuzzy convex, i.e., for x, y ∈ R and 0 ≤ λ ≤ 1,

u(λx + (1 − λ)y) ≥ min[u(x), u(y)].

3. u is upper semi-continuous.

4. [u]0 = cl{x ∈ R | u(x) > 0} is compact.

For 0 < α ≤ 1, denote [u]α = {x ∈ R
n/u(x) ≥ α} .

Definition 2. [1] The parametric interval form of a fuzzy number u is shown
as,

u[r] = [u(r), u(r)] , 0 ≤ r ≤ 1.

Where,

• u(r) is a left continuous and non-decreasing function with respect to r.

• u(r) is a left continuous and non-increasing function with respect to r.

• For each r ∈ [0, 1], we have u(r) ≤ u(r).

Definition 3. [2] Let u, v : X −→ [0, 1] be the fuzzy sets. Then, u = v if and
only if [u]α = [v]a for all α ∈ [0, 1]. The following arithmetic operations on fuzzy
numbers are well known and frequently used below. If u, v ∈ E, then

[u + v]α = [uα + va, uα + va]
[u − v]α = [uα − va, uα − va]

[λu]α = λ[u]a =
{

[λuα, λuα] , if λ ≥ 0
[λuα, λuα] , if λ < 0.
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Definition 4. [1] The Hausdorff distance is defined as the following,

d : E × E → R+ ∪ {0}
d(u, v) = sup

r∈[0,1]

max {|ul(r) − vI(r)| , |uu(r) − vu(r)|}

Where E is the set of all fuzzy numbers on real numbers and (E, d) is a complete
metric space and the following properties

1. d(u ⊕ w, v ⊕ w) = d(u, v), ∀u, v, w ∈ E.
2. d(u ⊕ w, 0) = d(u, 0) + d(v, 0), ∀u, v, w ∈ E.
3. d(u ⊕ v, u ⊕ w) = d(v, w), ∀u, v, w ∈ E.
4. d(u ⊕ v, w ⊕ z) ≤ d(u,w) + d(v, z), ∀u, v, w ∈ E.
5. d(u � v, w � z) ≤ d(u,w) + d(v, z), ∀u, v, w ∈ E, u � v, w � z exist.
6. d(λ � u, λ � v) = |λ|d(u, v), ∀u, v ∈ E, λ ∈ E.

Definition 5. [9] For u, v ∈ E, the gH difference of u and v, denoted by u�gH v,
is defined as the element w ∈ E such that

u �gH v = w ⇔
{

i) u = v ⊕ w,
ii) v = u ⊕ (−1)w.

Definition 6. [1] (Generalized derivative) The gH-derivative of function y(τ)
can be defined in the following form,

y′
gH(τ) = lim

h→0+

y(τ + h) �gH y(τ)
h

= lim
h→0+

y(τ) �gH y(τ + h)
h

.

Remark 1. By consideration of gH difference and by using the generalized
derivative we say

case 1: y is i-differentiable if the gH difference exists in the generalized derivative
definition coincide with the case (i) in definition 5.
case 2: y is ii-differentiable if the gH difference exists in the generalized deriva-
tive definition coincide with the case (ii) in definition 5.

Definition 7. [4] Suppose that f : [a, b] → X ⊂ E is a fuzzy-valued function
with parametric form f(t) =

(
f(t), f(t)

)
, t ∈ [a, b], and f, f are measurable and

Lebesgue integrable on [a, b]. Then we define
∫

f(t)dt by the parametric form

∫ b

a

f(t)dt =

(∫ b

a

f(t)dt,

∫ b

a

f(t)dt

)
.

This means[∫ b

a

f(t)dt

]α

=

[∫ b

a

f
α
(t)dt,

∫ b

a

fα(t)dt

]
for all α ∈ [0, 1].

Then we say that f is Lebesgue integrable on [a, b].
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Definition 8. [1] The AB fractional derivative in the sense of Caputo of the
function f(t) is defined as follow,

ABCDαf(t) =
B(α)
1 − α

∫ t

0

f ′(τ)Eα

(
− α

1 − α
(t − τ)α

)
dτ.

With B(α) = 1 − α + α
Γ(α) .

Theorem 1. [1] The AB fractional derivative in the sense of Caputo is defined
in two cases as follow,

[ABC
Dαy(t)

]r =
[ABC

Dαy(t, r),ABC Dαy(t, r)
]
, case(1).

[ABC
Dαy(t)

]r =
[ABC

Dαy(t, r),ABC Dαy(t, r)
]
, case(2).

where

ABCDαy(t, r) =
B(α)
1 − α

∫ t

0

(i−gH
)y′(s)Eα

( − α

1 − α
(t − s)α

)
ds,

ABCDαy(t, r) =
B(α)
1 − α

∫ t

0

(ii−gH
)y′(s)Eα

( − α

1 − α
(t − s)α

)
ds.

Definition 9. [1] The AB fractional integral of the function f(t) is given by

ABIαf(t) =
1 − α

B(α)
f(t) +

α

B(α)Γ(α)

∫ t

0

(t − τ)α−1f(τ)dτ.

Definition 10. [1] The fractional integral operator associated to the ABC frac-
tional derivative operator on fuzzy valued functions in the interval parametric
form is denoted as,

[ABIα(f(t))]r =
[

ABIα
(
f(t, r)

)
, ABIα

(
f(t, r)

) ]
.

Where

ABIαf(t) =
1 − α

B(α)
f(t, r) +

α

B(α)Γ(α)

∫ t

0

(t − τ)α−1f(τ, r)dτ.

ABIαf(t) =
1 − α

B(α)
f(t, r) +

α

B(α)Γ(α)

∫ t

0

(t − τ)α−1f(τ, r)dτ.

Lemma 1. [1] The composition of fractional derivative and fractional integral
of Atangana-Baleanu in Caputo sense of a fuzzy function is given as

ABIα
(
ABDαf(t)

)
= f(t) �gH f(0).
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Definition 11. Let f : [0,∞) → X ⊂ E be a continuous function such that
e−st � f(t) is integrable. Then the fuzzy Laplace transform of f , denoted by
L[f(t)], is

L[f(t)] := F (s) =
∫ ∞

0

e−st � f(t)dt, s > 0.

Theorem 2. [3] The fuzzy Laplace transform of the Atangana-Baleanu deriva-
tive in Caputo sense is given as

L
(

DABCf(t)
)

(s) =
B(α)
1 − α

sαF (s) − sα−1f(0)
sα + α

1−α

.

3 Fuzzy Strongly Continuous Semigroup

Definition 12. By a fuzzy semigroup on E we mean a family {T (t), t ≥ 0} of
operators from E into itself satisfying the following conditions:

1. T (0) = I, the identity mapping on E;

2. T (t + s) = T (t)T (s) for all t, s ≥ 0;

3. the function g : [0,∞ [→ E defined by g(t) = T (t)(x) is continuous at t = 0
for all x ∈ E, that is, limt→0+ T (t)(x) = x

{T (t), t ≥ 0} is also called a fuzzy C0 -semigroup.

Definition 13. Let {T (t)}t≥0 be a strongly continuous semigroup on E. The
infinitesimal generator A : D(A) ⊂ E → E is defined by

Ax = lim
h→0+

1
h

� (T (h)x �gH x) .

On the domain

D(A) :=
{

x ∈ E/ lim
h→0+

1
h

� (T (h)x �gH x) exists in E

}
.

Theorem 3. If (T (t))t ≥ 0 and (S(t))t ≥ 0 are two fuzzy C0−semigroup having
the same infinitesimal generator A. Then

T (t) = S(t), ∀t ≥ 0.
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4 Main Results

In this part, we show the existence of the mild solution to the following problem
in Banach space.{

ABCDαy(t) = Ay(t) + f(t, y(t)), t ∈ [0, T ]
y(0) = y0 ∈ E.

(1)

With A generate a C0 semigroup T (t).

Theorem 4. Let y ∈ C ([0, T ],E) be a mild solution of the problem (1) if y
satisfies the following equation
Case 1

y(t) = Sα(t)y0 ⊕
∫ t

0

Tα(t − s)f(s, y(s))ds. (2)

Case 2

y(t) = Sα(t)y0 � (−1)
∫ t

0

Tα(t − s)f(s, y(s))ds. (3)

Where,

Sα(t) = L−1

[(
B(α)tα

(1 − α)tα + α
Id − A

)−1
B(α)tα−1

(1 − α)tα + α

]
.

Tα(t) = L−1

[(
B(α)tα

(1 − α)tα + α
Id − A

)−1]
.

Proof. We consider the equation of problem (1)

ABCDαy(t) = Ay(t) + f(t, y(t)) (4)

Then we apply the fuzzy fractional integral of Atangana-Baleanu in sense of
Caputo on both sides of the equality (4), we obtain

y(t) �gH y(0) =AB I

(
Ay(t) + f(t, y(t))

)

From the linearity of ABIα, we get

y(t) �gH y(0) = AABIy(t) +AB Iαf(t, y(t))

Then, by using the Remark 1 and by applying the fuzzy Laplace transform, we
get
For case 1

L(y(t))(s) = L(y(0))(S) + L(AABIy(t))(s) + L(ABIαf(t, y(t)))(s)

Then, we obtain

Y (s) =
1
s
y0 + A

(
(1 − α)sα + α

sαB(α)

)
Y (s) +

(
(1 − α)sα + α

sαB(α)

)
F (s).
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So,

Y (s) =
(

sαB(α)
(1 − α)sα + α

Id − A

)−1[
sα−1B(α)

(1 − α)sα + α
y0 + F (s)

]

By applying the fuzzy inverse of Laplace transform we get

y(t) = Sα(t)y0 ⊕
∫ t

0

Tα(t − s)f(s, y(s))ds.

The same for case 2.
This completes the proof.

Theorem 5. Let the following assumption hold

1. (H1) f : [0, T ] ×E → E is continuous and Lipschitz with respect to the second
argument, that is, there exists a constant L > 0 such that

d(f(t, x(t)), f(t, y(t))) ≤ Ld(x(t), y(t)) for all t ∈ [0, T ], x, y ∈ E

2. (H2) There exists M ≥ 1 and ω > 0 such that

d (Tαu(t), Tαv(t)) ≤ Meωtd(u(t), v(t)), t ∈ [0, T ].

3. (H2) MeωT < (LT )−1.

Then the problem (1) has a unique mild solution.

Proof. We first define the following mapping G : C([0, T ],E) −→ C([0, T ],E) as

Gy(t) = Sα(t)y0 ⊕
∫ t

0

Tα(t − s)f(s, y(s))ds.

• The mapping G is well define. In fact

Let x ∈ C([0, T ],E) and t ∈ [0, T ] and ε > 0 sufficiently small,

d∞(Gy(t + ε), Gy(t)) = d∞
(

Sα(t + ε)y0 ⊕
∫ t+ε

0
Tα(t − s + ε)f(s, y(s))ds, Sα(t)y0

⊕
∫ t

0
Tα(t − s)f(s, y(s))ds

)

Then

d∞(Gy(t + ε), Gy(t)) ≤ d∞
(

Sα(t + ε)y0, Sα(t)y0

)

⊕ d∞
( ∫ t+ε

0
Tα(t − s + ε)f(s, y(s))ds,

∫ t

0
Tα(t − s)f(s, y(s))ds

)

≤ d∞
(

Sα(t + ε)y0, Sα(t)y0

)

⊕ d∞
( ∫ t

0
Tα(t − s)f(s − ε, y(s − ε))ds,

∫ t

0
Tα(t − s)f(s, y(s))ds

)

≤ d∞
(

Sα(t + ε)y0, Sα(t)y0

)
⊕ M

∫ t

0
d∞

(
f(s − ε, y(s − ε)),

∫ t

0
f(s, y(s))

)
ds
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By using the limit and the dominated convergence theorem, we obtain

d∞(Gy(t − ε), Gy(t)) → 0 as ε → 0+.

The same we show that d∞(Gy(t − ε), Gy(t)) → 0 as ε → 0+.
Consequently, Gy is continuous at each t ∈ [0, T ].
Hence Gy ∈ C([0, T ],E).

• The mapping G has a unique fixed point. In fact :

Let x(t) and y(t) are in C([0, T ],E), then we have

d(Gx(t), Gy(t)) = d

(
Sα(t)y0 ⊕

∫ t

0
Tα(t − s)f(s, x(s))ds, Sα(t)y0 ⊕

∫ t

0
Tα(t − s)f(s, y(s))ds

)

≤
∫ t

0
d

(
Tα(t − s)f(s, x(s))ds, Tα(t − s)f(s, y(s))ds

)

≤ M

∫ t

0
e

ω(t−s)
d

(
f(s, x(s)), f(s, y(s))

)
ds.

Then, we can deduce that

d∞(Gx,Gy) ≤ MLTeωT d∞(x, y).

Which implies that G is a contraction mapping.
By the fixed point theorem the problem (1) has a unique fixed point which is
the mild solution of (1).

The same for case 2.
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Abstract. The objective of the project, carried out within the middle
office of the Attijariwafa Bank trading room, is to develop a swaption
pricer under vba excel. The establishment of this pricer within the trad-
ing room does not come at random. Indeed, the implementation of such
a pricer meets the needs of the bank. For this purpose, the bank should
have an internal pricer for each product processed by its commercial
catalog, which means that the bank should be independent regarding
the external pricer. For the valuation of swaptions, two models are used,
namely: the Black model founded in 1976, which aims to value options
on rates, this model remains the most used in the financial market and
the Hull model -White which consists first of valuing short rates, and
then to evaluate the options on rates, taking into account the evolution
of volatility over time, this does not appear in Black’s model. Our project
is not just about setting up this pricer. Nonetheless, our work sheds light
on the different hedging strategies that an investor must adopt to deal
with several market risks by using swaptions.

1 Introduction

In the derivatives markets, the investor do not buy a product directly, but there
are possibilities of forward buying or selling with predefined conditions. Therefore,
they allow you to take large buying or selling positions with a limited down pay-
ment. The interest rate derivatives market is one of the largest and liquid deriva-
tive markets. Given that in the financial market, the interest rate is a risk whether
for a loan or a borrowing, hence the birth of derivatives on interest rates, such as
CAP, FLOR, COLLAR, SWAP, SWAPTION.... The swap is defined as a deriva-
tive product that allows the exchange of future cash flows between two parties.
Generally, it is the exchange of a variable rate against a fixed rate. The latter is
considered as a firm-hedging instrument that generates a risk in case of bad antici-
pation, hence the use of the swaption. Thus, a swaption is an option on an interest
rate swap, i.e. the right to set up the interest rate swap whose characteristics are
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 228–239, 2023.
https://doi.org/10.1007/978-3-031-12416-7_19
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fixed in advance by paying a premium if it is a buyer. From this point of view,
our end of studies project will consist in setting up a tool necessary to determine
and verify the premium of the swaption buyer for the account of the Middle Office
entity of the trading room of Attijariwafa Bank, in order to verify the positions
taken by the Front Office Traders. We will first define swaps in this report, and
then we will discuss the different types of swaps. Second, we will present options in
a general way. Then we will discuss swap options, also known as swaptions. What
is a swaption? What are the different types of swaption valuations used in this
report? and we’ll see at the end, when should we use swaption to hedge against
the interest rate risk?

2 Swaps

The swap [1,2] is a derivative that allows future cash flows to be exchanged
between two parties according to an amount called the notional amount and a
fixed schedule. Generally, the exchange is between a fixed rate and a variable
rate, but sometimes any other type of exchange can be considered for example
the variable rate against the variable.

The most widely used type of swap is the standard rate swap, also known as
the “Vanilla” swap rate. In this case, a company undertakes to pay cash flows
at fixed interest rates on a given principal for a certain number of years. And
in return, it receives the product of variable interest rate (Libor, Euribor ...) on
the same principal with the same duration. We talk about [5]:

– payer swap: We pay the fixed rate and receive the variable rate.
– receiver swap: The operation is carried out in the opposite direction, in this

case we pay the variable rate and we receive the fixed rate.

3 Interest Rate Swaps Valuation

3.1 The Swap as a Bond Portfolio

This method consists in valuing the swap in term of bond prices, that is to say,
considering the swap as a structured product composed of two bonds, the first
with a fixed interest rate and the other with a variable interest rate. In this case,
the value of the swap is given as follows [8]:

• In the case of a fixed payer swap:

V = Bvar − Bfix (1)

• In the case of a fixed receiver swap:

V = Bfix − Bvar (2)

where



230 G. Kouaiba et al.

• Bfix: value of the fixed rate bond associated to the swap.
• Bvar: The value of the floating rate bond associated to the swap.
• Bfix is given by:

n∑

i=1

Ke−riti + Le−rntn (3)

With:
• ti : the duration until the i-th payment.
• L: The notional principal.
• ri: The zero LIBOR/Swap rate for each maturity ti.
• K: The payment of the fixed leg at each date ti.

In return, the floating rate bond is considered a bond with a shorter maturity.
Just before the payment, the price of this bond is thereafter worth L+K∗, with
K∗being the payment made on the variable leg of the swap. If we consider t1
the delay until the next payment we will have:

Bvar = (L + K∗)e−r1t1 (4)

3.2 Valuation of Swaps in Terms of FRA (Forward Rate Agreement)

The FRA [8] can be estimated assuming that forward rates [5] will actually be
future spot rates. We then proceed as follows:

• For each LIBOR rate determining the swap chashflows, the correspond-
ing fordward rate is calculated by the following relation RF = (R2T2 −
R1T1)/(T2 − T1) knowing that R2 and R1 are the zero LIBOR/Swap rates
respectively observed in T2 and T1.

• Each cash flow is estimated assuming that the future LIBOR rate will be the
forward rate observed today.

• The value of the swap is the sum of these discounted cash flows with the
LIBOR/swap curve.

3.3 Applications

By using“the swap as a bond portfolio” method:
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Fig. 1. The swap as a bond portfolio

By using the “FRA “method:

Fig. 2. The“FRA “method

The amount of the debt is 4 267 175.85 Euro for the fixed-payer swap and -4
267 175.85 Euro for the opposite case.

P.S
In the case of a speculative swap, the operator is exposed to unlimited risk in
the event of an unfavorable movement of rates. An initially expensive debt will
remain so even once the swap is concluded, because it cannot act on the past.
Hence the resort to swaption.

4 Swaptions

4.1 Concept and Operations

The interest rate swap option, or swaption [1], is a contract between the seller
and the buyer that gives the buyer the right but not the obligation to enter
a swap on a particular date. The interest rate swap characteristics are set in
advance. In return, the buyer pays a premium to the seller [3].
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Fig. 3. The swaption process

5 Valuation of Interest Rate Swaption

5.1 Black 76 Model

Initially, the formula of Black and Scholes (1973) [4,12] was used to value the
options on financial index, shares ... Thus, in 1976 Fischer Black [11] extended
this model to value the options of the interest rate and which will be used mainly
to value the cap, floor, swaption... The diffusion equation of this model is given
by drf = rfσdw knowing that w represents the Brownian motion. Remember
that a payer swaption is a contrast where the holder pays the fixed leg if the
option is exercised, i.e. the forward swap rate is greater than rk, the strike price
or Strike. And we note his payoff as follows [7]:

L

m
max(rf (t) − rk, 0) (5)

With

• L: the notional principal amount
• m: frequency of payments per year
• rf : The forward swap rate
• rk: Strike.

The log-normality assumption swap rate using the Black model gives us the cash
flow value received in time Ti is given by:

L

m
P (0, Ti)[r0fN(d1) − rkN(d2)] (6)

Knowing that:

• r0f : The forward swap rate is expressed as follows r0f ∗ ∑m∗n
i=1 ai ∗ P (0, Ti) =

P (0, T0)−P (0, Tm∗n) and ai is the accrual fraction corresponding to the time
period between Ti and Ti+1.
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• N(d): The distribution function of the normal reduced center law given by:

∫ d

−∞

1
2π

e−x2/2dx. (7)

• d1 =
ln(

r0f
rk

)+σ2T
2

σ
√

T
and d2 = d1 − σ

√
T .

• P (0, Ti): the price of a zero-coupon bond covering the period [0 , Ti] So the total
value of the payout swaption after n years and m frequency of payments is:

m∗n∑

i=1

L

m
P (0, Ti)[r0fN(d1) − rkN(d2)] (8)

5.2 Hull-White (One-Factor) Model

The previous model, namely the Black model used for swaption valuation, is
based on the assumption of log-normality of the underlying which is our swap
rate. However, their interest is limited by the fact that it provides no description
of the evolution of rates over time because it considers the volatility is constant.
Hence the interest of stochastic models those are part of this evolution. The rate
process in this model is written as follows [8]:

dr = a(θ(t)/a − r)dt + σdw (9)

With a and σ are constant.
The bond prices at time t by using the Hull-White model are given by:

P (t, T ) = A(t, T )e−B(t,T )r(t) (10)

where B(t, T ) = 1−ea(T−t)

a

and ln(A(t, T )) = ln(P (0,T )
P (0,t) ) + B(t, T )F (0, T ) − 1

4a3 σ2(e−aT − e−at)2(e−2at − 1)
With: F (0, t) is the instantaneous forward rate for horizon t, seen on date 0.
The price at time zero of a call option that mature at time T on a zero-coupon

bond which maturity at time s is given by

LP (0, s)N(h) − KP (0, T )N(h − σp) (11)

where h = 1
σp

ln( LP (0,s)
KP (0,T ) ) + σp

2 And σp = σ
a [1 − e−a(s−T )]

√
1−e−2aT

2a

To obtain a and σ, we need a calibration, this consists in a first step to look
for parameters that minimize:

n∑

i=1

= (Ui − Vi)2 (12)

where Ui is the market price of instrument i and Vi the price calculated by
the model. It is assumed here that n liquid assets are used for calibration.
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Assets used for calibration should be chosen as close as possible to the assets
that will be valued by the model.

Application. Take an example of a swaption carried out in Attijariwafa bank’s
trading room:

Fig. 4. Bloomberg’s pricer (black 76 model)

Fig. 5. VBA’s pricer (black 76 model)
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This pricer gives a premium of 0.317% or 79 854.86 EUR. This difference
in value with that of Bloomberg is often explained by the interpolation method
used for the yield curve.

Fig. 6. Bloomberg’s pricer (hull-white (one factor) model)

Fig. 7. VBA’s pricer (hull-white (one factor) model)

It is clear that the value obtained by the Hull-White model of our pricer
(0.327%) is very close to that obtained by Bloomberg’s pricer (0.32850%).
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Fig. 8. Greek sensitivity parameters

Note also that for the Greek sensitivity [10] parameters we get the following
values:

Delta (1 bps) = 0.024%, i.e. if the underlying varies by one basis point (0.01%)
then this implies a variation of 0.024% of the price of the swaption, i.e. an increase
of 35 850. 24 EUR whose principal amount is equal to 150 000 000 EUR.

Gamma (1%) = 0.079%, which means that when the Delta varies by 1%then
the price varies by 0.079% or 118 000.86 EUR.

Vega (1%) = 0.027%, that means when the volatility of the swaption varies by
1% implies that the price of the swaption varies 0.027% i.e. 40 629.77 EUR.

6 Implied Volatility

Implied volatility [9] can be defined as the value of σ, such that if we replace it in
the expression of the call deduced from the example of the Black Scholes model,
we will find the numerical value of the call or of the put given by the market.
However, it remains very interesting to know, having the price, what would
have been the volatility that would have been necessary to enter in a theoretical
model to obtain the price as it is on the market. Thus, we can calculate the
volatility. Since the inverse of the expression of a European option defined by
Black Scholes appears difficult, we refer to an iterative search method such as
the Newton-Raphson algorithm. This algorithm allows to have the numerical
value of the implied volatility as follow:

σn+1 = σn +
Pmarket − PBlack

∂P Black

∂σn

(13)
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The algorithm stops at iteration i once |σi+1 − σi| is less than a certain precision
that it is fixed in advance and finally retains the value σi+1. Similarly and at the
level of our swaption price, the option to calculate the implied volatility (Fig. 9) by
knowing the price of the swaption is availabale, for example if the price is 750 000
euros with the precise characteristics then the corresponding volatility is 38,85%.

We will establish a volatility matrix (Fig. 10) according to the maturity of
the option (1MO, 3MO, ... ) and that of the swap “Tenor” (1Yr, 2Yr....), this
matrix will allow us to plot the surface of the volatility according to the maturity
of the option and that of the swap. It should also be noted that for almost all
strikes, implied volatility decreases with the strike, which is called the skew
phenomenon. However, for very large strikes, we sometimes observe a slight rise
in implied volatility, which is called the smile phenomenon.

7 Cover Strategies with Swaption

Generally, swaption is used when holding bonds [3] or eurobonds (bonds denom-
inated in a currency other than that of the issuer’s country). And these bonds
are valued by a zero coupon curve. The latter will depend on the currency with
which the bonds are issued, which can be for example a ZC Euribor curve if it
is the Euro and ZC Libor is the dollar. When constraining rate risks for these
bonds, we can set up a swaption for protection. Thus, the interest rate swaption
contract has a double advantage, which allows the buyer of the option to hedge
against an unfavorable market trend while benefiting from a possible favorable
evolution. So we can summarize the interest of the use of swaption for the case
of a lending and borrowing and with its strategy adopted in the following table:

Fig. 9. The implied volatility calculation
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Table 1. Cover strategies with swaption

Swaption operation Protection sought Strategy of the swaption

Floating Rate borrowing
or Fixed rate lending

Rising interest rates Purchase of a right to
pay a fixed rate

Floating Rate lending
or Fixed rate borrowing

Falling interest rates Purchase of a right to
receive a fixed rate

8 Conclusion

In light of the above, we can say that swaptions are necessary tools to hedge
interest rate risk better than swaps, as these could generate counterparty risk in
the event of poor anticipation.

However, two models were used to value the swap options: the black 76 model
and the Hull-White model. Our two models used converge almost to the same
results as those of Bloomberg. The Hull-White model gives us the best result
compared to that of the Black, even if this Hull-White model is not a reference
pattern of the financial market. So the VBA’s pricer is a tool that could serve
for the Middle Office entity to undoubtedly control the premium given by front
office traders. And also a major utility in the context of mark to market, to
evaluate the swaption during its period of life to see the opportune and risky
moment of swaption.

The Hull-White model, despite being theoretically sound, uses the market
data offered by the black model, as it is the most used model on the market.

Fig. 10. Area of implied volatility as a function of the tenor and maturity of the option
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Abstract. Several models in population dynamics are governed by reaction-
diffusion equations or parabolic equations. In this work, we present a population
model containing both age-structure and spatial diffusion.

Our model is:
⎧
⎪⎨

⎪⎩

∂u
∂ t

+
∂u
∂a

= Δu− μn(a)u(x, t,a)− μe(P(x, t))u(x, t,a).

P(x, t) =
∫ ∞

0
u(x, t,a)da.

where u(x, t,a) is a positive function which represents the density in both age (a)
and space (x). P(x, t) represents the total population at position x.

Existence and uniqueness results are obtained, and also the asymptotic behav-
ior of the solution is studied.

1 Introduction

The simplest model of population dynamics is the Malthusian model [5],

dP
dt

= rP.

where P(t) is the total population at time t and r is the growth rate. This law cannot
be applicable to situations in which population competes for resources like space and
food.

To overecome this problem, Verhulst [6] proposed the following model:

dP
dt

= r(1− P
K
)P.

where r is as before the growth rate and K is a carrying capacity of the environment
related to resources. The disadventage of the Malthus and Verhulst models is that they
are age independent.

Consider a population dispersing in a bounded domain of R
n with n ≤ 3. Let

u(x, t,a) be the density of population having at time t > 0 the age a, and located at
the geographic position x ∈ Ω . We are going to study existence, uniqueness and the
asymptotic behavior of the solution of this equation:

∂u
∂ t

+
∂u
∂a

= Δu− μ(a)u(x, t,a)− μe(P(x, t))u(x, t,a). (1)

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12416-7_20&domain=pdf
https://doi.org/10.1007/978-3-031-12416-7_20


Non-linear Age-Dependent Population Dynamics with Spatial Diffusion 241

where,

P(x, t) =
∫ ∞

0
u(x, t,a)da. (2)

• P = P(x, t) is the total population at time t and at position x.
• μn(a) is the probability of dying of natural causes at age a. μn(a) ≥ 0.
• One defines the function π in the interval [0,∞[, by

π(a) = exp(−
∫ a

0
μ(σ)dσ).

π(a) is the probability of living to age a.One remarks that: π(0) = 1, π is decreasing
and lim

a→+∞
π(a) = 0.

• μe(P) is the probability of death due to environmental factors. μe is a function of the
total population, such that 0 ≤ μe(P) ≤ μ, where μ is a minimum mortality rate.

• The birth low is given by

u(x, t,0) =
∫ ∞

0
β (a)u(x, t,a)da. (3)

• β is called the birth-modulus which represents the fertility of the population. One
assumes that β has a compact support in [0,∞[, so that:

Suppβ ⊂ [0,A].

Where
A = max{a;β (a) > 0} < ∞,

is the minopause age.

We can consider several types of boundary value problems:

• Dirichlet boundary conditions:

u(x, t,a) = 0 for x ∈ ∂ω.

This type of boundary conditions corresponds to uninhabited spatial area.
• Neumann boundary condition:

∂u
∂n

= 0 x ∈ ∂ω, (4)

which corresponds to spatial area without extrenel exchange, around which the pop-
ulation can be dense but through which there is almost no population flow.

Here we analyze a model of the second type.
We give the initial condition:

u(x,0,a) = u0(x,a). (5)

u0(x,a) is the initial distribution of the population at position x ∈ Ω and age a. The
purpose of this work is to study the asymptotic behavior of the solution of the parabolic
problem 1, 2, 3, 4, 5.
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The behavior will be expressed in term of the parameter λ1 which represents the
pure diffusion effect, it is the smallest eigenvalue of the Neumann problem for −Δ in
Ω , (λ1 ≥ 0). And the parameter r� which represents the pure population growth effect,
which is root of the characteristic equation:

∫ ∞

0
β (a)π(a)exp(−r�a)da = 1. (6)

In the following, we will establish some conditions on μn and μe to have the existence
of r�.

2 Assumptions and Notations

2.1 Assumptions

(H1) We assume that
0 ≤ β (a) ≤ β1 < ∞ on [0,∞[.

where β1 is a constant real. And,
∫ ∞

0
β 2(a)da < ∞. (7)

(H2) We assume that,
0 ≤ μn(a) ≤ μ1 < ∞ on [0,∞[.

where μ1 is a constant real.
(H3) μe is a positive, continuous and locally lipschitz function on [0,∞[. We assume
also that it is an increasing function on [0,∞[.
(H4) We assume that,

0 ≤ u0(x,a) ≤ û0(a) with û0 ∈ L2(0,∞),

and u0 ∈ L2(Ω × (0,∞))∩L1(Ω × (0,∞).
(H5) 0 ≤ P0(x) ≤ M < ∞.

2.2 Notations

Let X = L2(Ω ×R),and A = −Δ : D(A) −→ X ,
where

D(A) = {φ ∈ H2(Ω ×R);
∂φ
∂n

= 0 sur ∂Ω ×R}.

Let α be a real number such that 3
4 < α < 1 and Xα the fractional space associated with

A, defined by Xα = D(Aα), and D(Xα) = D(Aα).
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3 Main Results

Proposition 1 [1]. For n ≤ 3 and 3
4 < α < 1, we have,

Xα ⊂ H1(Ω)∩L∞(Ω).

With continuous injection.

Proof. According to Nirenberg-Gagliardo’s inequality [3], for u ∈ H2(Ω) and 1
2 < θ <

1, we have
‖u‖H1 ≤ c‖u‖θ

H2‖u‖1−θ
L2 . (8)

And from ([1] p. 177), for v ∈ D(A), we have

‖v‖H1 ≤ c1‖Av‖θ
L2‖v‖1−θ

L2 . (9)

where c and c1 are positive constants.

Let v ∈ Xα , then there exists w ∈ L2(Ω) such that v = A−α w.
From the definition of A−α , we can write:

v =
1

Γ (α)

∫ ∞

0
tα−1T (t)wdt.

By replacing w with Aα v, we obtain:

A−1v =
1

Γ (α)

∫ ∞

0
tα−1T (t)Aα−1vdt.

From the analiticity of the semigroup (T (t))t≥0, we deduce that, ∃K > 0, such that

‖A−1v‖H1 ≤ K‖Aα−1v‖H1 .

And according to 9, ∃K′ > 0, such that

‖A−1v‖H1 ≤ K′‖Aα v‖θ
L2‖Aα−1v‖1−θ

L2 .

If u ∈ Xα+1, then, Au ∈ Xα , and as a result

‖u‖H1 = ‖A−1Au‖H1 ≤ K′‖Aα Au‖θ
L2‖Aα−1Au‖1−θ

L2 .

Which means,
‖u‖H1 ≤ K′‖Aα+1u‖θ

L2‖Aα u‖1−θ
L2 ,

then,
‖u‖H1 ≤ K′‖u‖θ

Xα+1‖u‖1−θ
Xα ,

however, Xα+1 ↪→ Xα . Then, there exists a constant k > 0, such that

‖u‖Xα ≤ k‖u‖Xα+1 .
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Finally, we have,
‖u‖H1 ≤ C‖u‖Xα .

Where C is a constant, as a result,

Xα ↪→ H1(Ω).

Let us now show that, Xα ↪→ L∞.
Let u ∈ Xα , then, there exists w ∈ L2(Ω) such that u = A−α w.
According to ([1], p. 100), we can write

u =
sinπα

π

∫ ∞

0
t−α(tId +A)−1wdt. (10)

−A is a dissipative operator in L2(Ω), then for every (tI +A)−1w ∈ D(A), we have

‖A(tI +A)−1w‖ ≤ ‖w‖. (11)

And ∀t ≥ 0, ∃M ≥ 0;
‖(tI +A)−1w‖ ≤ (t +M)−1‖w‖. (12)

From Sobolev’s interpolation inequalities in the spaces Lp(Ω), we can write for θ = 1
4 :

‖(tI +A)−1w‖∞ ≤ c‖A(tI +A)−1w‖
3
4
L2 ×‖(tI +A)−1x‖

1
4
L2 . (13)

From 10 and 13, we deduce that

‖A−α w‖∞ ≤ c
∣
∣
∣
sinπα

π

∣
∣
∣

∫ ∞

0
t−α‖w‖

3
4
L2 × (t +M)−

1
4 ‖w‖

1
4
L2 dt,

then,

‖A−α w‖∞ ≤ k
∫ ∞

0
t−α × (t +M)−

1
4 dt ×‖w‖L2 ,

where k is a positive constant, however,

∫ ∞

0
t−α × (t +M)−

1
4 dt ≤

∫ ∞

0
t−(α+ 1

4 )dt =
[ t−(α+ 1

4 )+1

−(α + 1
4 )+1

]∞

0
.

As α > 3
4 , then the integral

∫ ∞

0
t(−α+ 1

4 )dt converges.

So there exists K > 0,
‖A−α w‖∞ ≤ K‖w‖L2 .

i.e.
‖u‖ ≤ K‖Aα u‖L2 .

Finally,
Xα ↪→ L∞(Ω).
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3.1 Separable Solution

We first define the notion of separable solution of the problem 1, 2, 3, 4, 5, which is a
solution that can be written as,

u(x, t,a) = ψ(a)P(x, t). (14)

With the normalisation, ∫ ∞

0
φ(a)da = 1. (15)

3.1.1 Necessary and Sufficient Condition for the Existence of Separable Solution
For the existence of r�, the root of the characteristic equation 6; we assume that the
hypothesis (H1) and (H2) are satisfied. Consider the function

φ(r) =
∫ ∞

0
β (a)π(a)e−rada,

this function is continuous, and satisfies,
lim

r−→−∞
φ(r) = +∞ and lim

r−→+∞
φ(r) = 0.

And according to the intermediate value theorem, there exists a unique real number r�,
such that φ(r�) = 1.

Lemma 1. Let r� be the root of 6. There exists a nontrivial separable solution of the
problem 1–5, if and only if

∫ ∞

0
π(a)e−r�ada < +∞. (16)

Remark 1. π(a) = exp(−
∫ a

0
μn(σ)dσ), thus,

∫ ∞

0
π(a)exp(−r�a)da =

∫ ∞

0
exp

[

−(r�a+
∫ a

0
μn(σ)dσ)

]

da.

If r� ≤ 0, then the condition 16 is satisfied.

Remark 2. If for every a > 0, 0 < μ ≤ μn(a) (μn(a) can represent a minimum natural
mortality rate). Then, if r� > −μ, the condition 16 is satisfied.
Indeed, ∫ ∞

0
π(a)exp(r�a)da ≤

∫ ∞

0
exp [−(r� +μ)]da < +∞.

Proof. Let u(x, t,a) = ψ(a)P(x, t) be a separable solution, then
∫ ∞

0
φ(a)da = 1.

However, ψ(a) = ψ0π(a)exp(−r�a), thus,

ψ0 ×
∫ ∞

0
π(a)exp(−r�a)da = 1.

Terefore,

ψ−1
0 =

∫ ∞

0
π(a)exp(−r�a)da < ∞
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Inversely, if
∫ ∞

0
π(a)exp(−r�a)da < ∞. Let

ψ0 = (
∫ ∞

0
π(a)exp(−r�a)da)−1,

and,
ψ(a) = ψ0π(a)exp(−r�a).

It remains to show the existence of a function P(x, t), such that the function
u(x, t,a) = ψ(a)P(x, t) will be a separable solution. We will define this function in the
following paragraph.

3.1.2 Equations Equivalent to the Problem 1, 2, 3, 4, 5
Let u be a separable solution to the problem 1, 2, 3, 4, 5. By replaciny u with ψ ×P, in
the Eq. 1, we obtain,

− 1
ψ

dψ
da

− μn(a) = − 1
P

ΔP+
1
P

∂ p
∂ t

+μe(P).

In this equality the left term depends only on a, while the right term depends only on
(x, t). Then these two terms are constant and equal to a constant r. This leads to the
following two equations.

− 1
ψ

dψ
da

− μn(a) = r, (17)

and,

− 1
P

ΔP+
1
P

∂ p
∂ t

+μe(P) = r. (18)

The Eq. 17 can be written as:

dψ
da

= −ψ(a)(μn(a)+ r), on [0,∞[.

This equation has the solution,

ψ(a) = ψ0π(a)exp(−ra). (19)

From 15, we deduce that

ψ0 = (
∫ ∞

0
π(a)exp(−ra)da)−1. (20)

The condition 3
u(x, t,0) =

∫ ∞

0
β (a)u(x, t,a)da,

can be written as

ψ(0)P(x, t) = P(x, t)
∫ ∞

0
β (a)ψ(a)da

= P(x, t)
∫ ∞

0
β (a)ψ(a)π(a)exp(−ra)da
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Thus,
∫ ∞

0
β (a)π(a)e−rada = 1, and by uniqueness of the solution of the characteristic

equation 6,
r = r�.

Hence, the solution of the Eq. 17 is:

ψ(a) = ψ0π(a)e−r�a,

where ψ0 is given by 20.

3.1.3 The Study of the Equation 18
We take r = r�. The Eq. 18 can be written as

⎧
⎨

⎩

∂P
∂ t = ΔP+P(r� − μe(P)) in Ω×]0,∞[.
P(x,0) = P0(x) in Ω
∂P
∂ν = 0 for (x, t) ∈ ∂Ω×]0,∞[.

(21)

Theorem 1. Under the assumptions made on r� and μe, the parabolic problem 21 has
a unique solution P.

Proof. Let f be the function defined by

f (P) = P(r� − μe(P)).

As the function μe is locally lipschitz in [0,∞[, then f is also locally lipschitz. A=−Δ is
sectoriel. In addition f is boundning (i.e. it transforms a bounded set to a bounded set).
The conditions of the theorem (3.1.5) [4] are satisfied. Hence, the parabolic equation 21
has a unique solution.

In what follows, we will denote by I = [0, 3
2 μ−1

e (r�)] and by f the function

f (P) = P(r� − μe(P)).

Theorem 2. We assume that P0 ∈ Xα ( 3
4 < α < 1) and for every x ∈ Ω , P0(x) ∈ I.

Then:
There exist two constants k > 0 and C > 0; such that the solution P(., t,P0) of the

Eq. 21 and passing through P0, satisfies the following property:

‖P(., t,P0)−P(t)‖Xα ≤ Ke−Ct , for t ≥ 0. (22)

Where

P(t) =
1

|Ω |
∫

Ω
P(x, t,P0)dx. (23)

The function P satisfies the equation,

dP(t)
dt

= f (P(t))+g(t). (24)

With,
|g(t)| ≤ Ke−Ct , for t ≥ 0. (25)



248 K. Hilal et al.

Remark 3. We have Xα ↪→ H1 ∩ L∞, as 3
4 < α < 1. For this reason we assumed that

∀x ∈ Ω , P0(x) ∈ I.

Proof. We consider the following decomposition of the space Xα ,

Xα = R⊕W.

where R is the set of constant functions (in space), and W is the orthogonal complement
of R in Xα , with respect to the scalar product induced by L2.

If P = v+w ∈ Xα , with v ∈ R and w ∈ W , then,

v =
1

|Ω |
∫

Ω
P(x, t)dx and

∫

Ω
w(x)dx = 0.

Let P(t, .) be the solution of the Eq. 21 passing from P0. We have,

P(., t) = v(t)+w(., t).

where v and w verify the following system of equations,
{

∂v(t)
∂ t = R(v(t),w(., t)) for t ≥ 0

∂w(t,x)
∂ t = Δw+S(v(t);w(x, t)), for t ≥ 0, x ∈ Ω

(26)

where for v ∈ R and w ∈ W ,

R(v,φ) =
1

|Ω |
∫

Ω
f (v+φ(x))dx, (27)

and,
S(v,φ)(x) = f (v+φ(x))−R(v,φ). (28)

we will need the following lemma.

Lemma 2. Under the assumptions of the Theorem 2, the function v defined by the sys-
tem 26 satisfies

v(t) ∈ I = [0,
3b
2
], ∀t ≥ 0.

where b = μ−1
e (r�).

Proof. For α > 3
4 , Xα ↪→ L∞. Thus there exists K > 0, such that

‖φ‖L∞ ≤ K‖φ‖Xα for φ ∈ Xα . (29)

We consider the operator A, defined as,
{

Au = −Δu in Ω ,
∂u
∂ν = 0 in ∂Ω .

Let (T (t))t≥0 be the analytic semigroup generated by A in Xα . From the analiticity of
(T (t))t≥0, there exists a constant K1 > 0 such that,

‖T (t)Z‖Xα ≤ K1e−λ1t‖Z‖Xα . (30)
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We define the constants M and L by,

M = sup
v∈I

| f ′(v)|. (31)

and,

L =
∫ ∞

0
u−α e−(λ1−δ )ydy. (32)

where δ < λ1 is chosen in such away that,

1−2KK1ML|Ω | 1
2 > 0. (33)

Let b = μ−1
e (r�) and K2b =

K1

1−2KK1ML|Ω | 1
2

.

In the assumptions of the lemma, we supposed that ∀x ∈ Ω , P0(x) ∈ I.
Then, v0 < 3b

2 and ‖w‖∞ < b
2K2b

.
Let w be a solution of the equation,

⎧
⎨

⎩

∂w
∂ t = Δw+S(v,w) in Ω × [0,∞[.
∂w
∂ν = 0 in ∂Ω × [0,∞[.
w(x,0) = w0(x) in Ω .

If ‖w(., t)‖∞ ≤ K2b‖w0‖∞ for every t ≥ 0 such that max0≤s≤t v(s) < 2b.
Then ‖w‖∞ ≤ b

2 as long as v(t) < 2b.
Thus

v < 2b ⇒ ‖w‖∞ ≤ b
2
.

Assume that,
3b
2

< max
0≤s≤t

v(s) < 2b, t ≥ 0. (34)

Then, there exists t0 ≥ 0, such that,

3b
2

< v(t0) = max
0≤s≤t

v(s) < 2b, t ≥ 0.

On remarks that t0 > 0 since v(0) < 3b
2 . Hence v(t0)+w(t0) ≥ b, which implies that,

μe(v(t0)+w(t0)) > r� since μe is increasing.
∫

Ω
w = 0, so

∫

Ω

∂w
∂ t

= 0. P = v+w, and
∫

Ω
ΔP = 0. Thus

∫

Ω

∂P
∂ t

=
∫

Ω

∂v
∂ t

=
∫

Ω
P(r� − μe(P))dx,

hence,
dv
dt

=
1

|Ω |
∫

Ω
P(r� − μe(P))dx.

However, μe(v(t0)+w(t0)) > r�. Then,

dv
dt

(t0) < 0.

To conclude, we need the following lemma,
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Lemma 3. (Zygmund’s Lemma [2])
If v is a continuous function in an interval J = [a,b] and there exists M ≥ 0 such that:

lim
h−→0

sup
v(t +h)− v(t)

h
≤ 0,

in every point t, where v(t) ≥ M. And v(a) ≤ M. Then, we have, v(t) ≤ M for every
t ≥ 0.

By applying Zygmund’s Lemma, we obtain v(t) < 3b
2 , for every t ≥ 0, which con-

tradicts the assumption 34. Finally v(t) ∈ I, ∀t ≥ 0.
Let us go back to the proof of the theorem.
Let ψ ∈ w and v ∈ I, then,

(
∂S
∂φ

(v,φ)ψ)(x) = f ′(v+φ(x))ψ(x)− 1
|Ω |

∫

Ω
f ′(v+φ(y))ψ(y)dy.

Thus, for φ ∈ W , such that,
v+φ(x) ∈ I, ∀x ∈ Ω .

From 31 and (29),
∥
∥
∥

∂S
∂φ

(v,φ)
∥
∥
∥

Xα
≤ 2MK|Ω | 1

2 ‖ψ‖Xα .

Hence,
∥
∥
∥

∂S
∂φ

(v,φ)ψ
∥
∥
∥

Xα
≤ 2MK|Ω | 1

2 . (35)

Using the formula of variation of contants, we can write,

w(t) = T (t)w0 +
∫ t

0
T (t − s)[S(v(s),w(s))]ds.

From 30 and 35, we obtain,

‖w(t)‖Xα ≤ K1e−λ1t‖w0‖Xα +2KK1M|Ω | 1
2

∫ t

0
e−λ1(t−s)(t − s)−α‖w(s)‖Xα ds.

We consider the function z(t), defined as,

z(t) = sup
0≤s≤t

eδ s‖w(s)‖Xα .

Thus, from 32, we have

eδ t‖w(t)‖Xα ≤ K1e−(λ1−δ )t‖w0‖Xα +2KK1LM|Ω | 1
2 × z(t). ∀t ≥ 0.

According to 33, we have

z(t) ≤ K1

1−2KK1ML|Ω | 1
2

‖w0‖Xα .
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We deduce that,

‖w(t)‖Xα ≤ K1

1− χ
e−δ t‖w0‖Xα .

where χ = 2KK1ML|Ω | 1
2 .

With the choice made on v0, and w0, we have ‖w(t)‖∞ ≤ K2b‖w0‖Xα , and
lim

t−→∞
‖w(t)‖Xα = 0, exponentially.

In conclusion,

‖P(., t,P0)− v(t)‖Xα = ‖w(t)‖Xα ≤ Ke−δ t , ∀t ≥ 0.

with,

v(t) =
1

|Ω |
∫

Ω
P(., t,P0)dx.

and
dv(t)

dt
= f (v(t))+ [R(v(t),w(t))− f (v(t))].

and:
‖R(v(t),w(t))− f (v(t))‖ = ‖S(v(t),w(t))‖ ≤ 2KM|Ω | 1

2 ‖w(t)‖Xα .

This expression tends to 0 when t −→ ∞. Which ends the proof.

Proposition 2. Let P(t, .) = v(t)+w(t) be a non null solution of the Eq. 20. Then, we
have:

lim
t−→+∞

v(t) = b = μ−1
e (r�).

Proof. According to the Theorem 2, the function w satisfies: lim
t−→+∞

w(t, .) = 0 expo-

nentially.
The function v is bounded in [0,+∞[.
Assume that:

lim
t−→∞

supv(t) > b. (36)

Then, ∃ε > 0, ∃tn −→ ∞, such that, v(tn) ≥ b+ ε.
However, lim

t−→+∞
w(t, .) = 0, then,

∃n0 ∈ N, ∀n ≥ n0, ‖w(tn, .)‖ ≤ ε.

Then, for every x ∈ Ω ,
v(tn)+w(tn,x) ≥ b.

As μe is increasing, these for every x ∈ Ω , μe(v(tn)+w(tn,x)) > r�. However,

dv
dt

=
1

|Ω |
∫

Ω
(v+w(x, .))(r� − μe(v+w))dx.

Thus,

∀n ≥ n0,
dv
dt

(tn) < 0.
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According to Zygmund’s Lemma,

lim
t−→∞

supv(tn) ≤ b.

Which contradicts the assumption 36. Finally,

lim
t−→∞

supv(t) ≤ b.

Let us show that:
lim

t−→∞
infv(t) ≥ b.

Assume that lim
t−→∞

infv(t) < b. Then,

∃ε > 0, ∃tn > 0, tn −→ ∞, v(tn) ≤ b− ε.

Applying the Zygmund’s Lemma leads to a contradiction. Then lim
t−→∞

infv(t) ≥ b.

Hence,
limv(t) = b = μ−1

e (r�).

Proposition 3. If r� < λ1 + μe(0), and if P is a solution of the parabolic problem 21.
Then, P satisfies,

lim
t−→∞

P(., t,P0) = 0,

uniformly in Ω .

Proof. Let P(t, .,P0) be a solution of the problem:
⎧
⎨

⎩

∂P
∂ t = ΔP+P(r� − μe(P)) in Ω×]0,∞[.
P(x,0) = P0(x) in Ω
∂P
∂ν = 0 for (x, t) ∈ ∂Ω×]0,∞[.

This equation can be written as:

∂P
∂ t

= ΔP+P(r� − μe(0))−P(μe(P)− μe(0)) in Ω×]0,∞[.

As μe(P)− μe(0) ≥ 0, then,
0 ≤ P ≤ P̃,

where P̃ is the solution of the equation

{ ∂P
∂ t = ΔP+P(r� − μe(0)),
∂P
∂ν = 0 for (x, t) ∈ ∂Ω×]0,∞[.

(37)

Let φ be an eigenfunction associated to λ1, with the Neumann’s condition. We recall
that λ1 > 0, and that φ has a constant sign, we will chose φ > 0.

We define the function U(t) by,

U(t) =
∫

Ω
P̃(t,x)φ(x)dx.
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Then, we have
dU
dt

(t) =
∫

Ω

∂ P̃
∂ t

(x, t)φ(x)dx.

As P̃ is the solution of the Eq. 37, we deduce that:

dU
dt

(t) =
∫

Ω
Δ P̃(x, t)φ(x)dx+

∫

Ω
(r� − μe(0))P̃φ(x)dx.

Which means
dU
dt

(t) = [λ1 + r� − μe(0)]U(t). (38)

Hence, if r� < λ1 +μe(0), then the solution of the Eq. 38 is the function:

U(t) = cexp(−λ1 + r� − μe(0))t.

This function tends to 0 when t −→ ∞.
As φ > 0, the solution P̃ is such that

lim
t−→∞

P̃(x, t) = 0.

Finally,
lim

t−→∞
P(x, t) = 0.

Proposition 4. The previous proposition is still valid for r� = λ1 +μe(0).

Proof. The Eq. 37 becomes:
∂P
∂ t

= ΔP+λ1P.

Its solution P̃ is then bounded. However, 0 ≤ P ≤ P̃, thus P is bounded.
In addition, as λ1 is the smallest eigenvalue of −Δ , then, the other eigenvalues of

Δ +λ1I are negative. And hence,

lim
t−→∞

P̃(x, t) = 0.

And P tends also to 0 when t −→ ∞.

Corollary 1. For r� > λ1 +μe(0), the solution of the Eq. 20 satisfies:

lim
t−→∞

P(x, t) = b = μ−1
e (r�).

4 Conclusion

In this work, we proved the existence and uniqueness of the solution of the problem 1,
2, 3, 4, 5, and we studied the asymptotic behavior of the solution.
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Abstract. Everyone is talking about coronavirus from last of months due to its
exponential spread throughout the globe. So, in this work we are interested in the
study of an epidemiological model “covid 19 british variant”. More precisely, we
made the Numerical simulation of our model.

1 Introduction

The COVID-19 (coronavirus disease of 2019) pandemic represents a global public
health emergency unprecedented in recent history. Since the release of the first World
Health Organization report describing the COVID-19 outbreak centered in Wuhan,
China, a few months ago, the number of confirmed cases has risen sharply in all regions
of the world. More than that, The emergence of mutations in the disease is much more
serious and so far there are two mutations, the Indian mutation and the English variant
mutation. And in this article, we will study this latter.

A variant much more contagious than the classic covid 19, according to a new
English study published Wednesday, March 10, the English variant, which we already
knew to be more contagious, would also be 64% more deadly. For 1000 cases detected,
the English vary causes 4.1 deaths, against 2.5 for the original virus, conclude the
authors of this work published in the medical journal BMJ.

This work aims to present a model describing a transmissible and infectious disease
in epidemiology called Covid-19 british variant and its transmission factors.

2 Diagram Transmission of Covid-19 British Variant Between
Human

Currently our community is divided into two parts, a category that is already had covid-
19, so it has more immunity than the other class of individuals who did not get it.
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Description of Biological Parameters:

• SC : The susceptible individuals who have already had covid-19
• SN : The susceptible individuals who have not had the covid-19
• ICM : The individuals who have previously infected by covid-19 and are now infected
by the British variant of covid-19.

• IM : The individuals infected by the covid-19 British variant and have not previously
infected with covid-19.

• R : The individuals withdrawn (healed or dead).
• β : the rate of individuals who become infected by the covid-19 British variant and

who had already contacted by the classical covid-19.
• γ : the rate of individuals who become infected by the covid-19 British variant.
• λ : recovery rate (for the people who are already immune by covid-19).
• δ : recovery rate (for the people who are not already infected by the classical
covid-19).

• σ1,σ2 : the re-injury rate (for both compartments ICM and IM respectively).
• hC,hN ,μCM,μM,ψ : Natural mortality rate (for the compartments SC, SN , ICM ,

IM and R respectively).
• ΛN ,ΛC : Birth rate (for the compartments SC, SN respectively).

The dynamics of this model is given by the following system:

(1)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dSC(t)
dt

= ΛC −βSC(t)ICM(t)−hCSC(t)
dSN(t)
dt

= ΛN − γSN(t)IM(t)−hNSN(t)
dICM(t)

dt
= βSC(t)ICM(t)+σ1R(t)−λ ICM(t)− μCMICM(t)

−ψICM
dIM(t)
dt

= γSN(t)IM(t)+δR(t)−σ2IM(t)− μMIM(t)

−ψIM(t)
dR(t)
dt

= λ ICM(t)+δ IM(t)−σ1ICM(t)−σ2IM(t)−ψR(t)
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The system (1) is provided with the initial conditions:

SC(0) = SC0 ≥ 0, SN(0) = SN0 ≥ 0 , , ICM(0) = ICM0 ≥ 0,

IM = IM0 ≥ 0 and R(t) = R0 ≥ 0

3 Numerical Results and Discussion:

In this section, we present the numerical simulation of our model of the dynamics of
“the British variant of covid-19” in a given population. In the following, we set a period
of three months to study the evolution of the disease.

The plots of IM, ICM and R with respect to time t.
In this figure we see the evolution of infected cases of the covid-19 British variant.

We notice that the curve which is in black (which represents IM) is higher than the green
curve (which represents ICM) it comes down to acquired immunity following recovery
from covid-19 disease. Moreover, we know that nowadays and thanks to the vaccination
which plays a very important role in the reduction of the disease. On the other hand, the
curve which is in blue represents the individuals which are retrofitted.

We studied the evolution of infected cases of the British variant of covid-19 using
The parameter estimates are given in the following table:
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!t
The settings Estimate

β 0.004

ΛC 0.01

ΛN 0.01

γ 0.005

μCM 0.09

μM 0.05

σ1 0.02

σ2 0.003

hC 0.3

hN 0.2

ψ 0.0002

λ 1

δ 0.05
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Abstract. Motivated by some papers treating the iterative differential equations,
we disscuss the existence and uniqueness of solution of the sencond-order itera-
tive fractional boundary value problem

{
Dαx(t) = f (t,x(t),x[2](t)), t ∈]0,1[,
x(0) = 0, x(1) = 1.

where, x[2](t) = x(x(t)), 1 < α < 2 and Dα is the conformable derivative. The
main tools employed to establish our results are the Schauder and Banach fixed
point theorems. We give an example in order to illustrate this situation.

1 Introduction

During the past decades, fractional differential equations have attracted many authors
[4–7,11,13]. The differential equations involving fractional derivatives in time, com-
pared with those of integer order in time, are more realistic to describe many phenom-
ena in nature (for instance, to describe the memory and hereditary properties of various
materials and processes), the study of such equations has become an object of extensive
study during recent years.

The notion of the conformable derivative was introduced by Khalil and Al [16].
This new fractional derivatives quickly becomes the subject of many contributions in
sevral areas of science [5–7,11,13].

Iteration is a repeated action of the same operation. It exists extensively in mathe-
matics, in science, in the nature and in the world.

The iterative differential equations are the equations involving derivative and iterate
of unkown function. They can be used to describe infective disease processes and the
motions of charged particles with retarded interactions [1], but since iterative differ-
ential equations are quite different from the usual differential equations, therefore the
standard existence and uniqueness theorems cannot be applied.

The study of this equations can be traced back to papers by Petuhov [18] and Eder
[1].

In 1965, Petuhov [18] considered the existence of solutions of the functional differ-
ential equation

x′′(t) = λx(x(t)),
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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under the condition that x(t)maps the interval [−T,T ] into itself and that x(0) = x(T ) =
α. He obtained conditions on λ and α for existence and uniqueness of solutions.

In 1984, Eder [1] considered the functional differential equation

x′(t) = x(x(t))

and proved that every solutions either vanishes identically or is strictly monotonic.
In 1990 and 1993, Fečkan and Wang [8,12] studied the equation

x′(t) = f (x(x(t))),

and they showed the existence of solutions by using the fixed-point theorems of
Schauder and Banach.

In 2018, Kaufmann [2] established the existence and uniqueness of solutions of the
functional differential equation

x′′(t) = f (t,x(t),x(x(t))),

by using Shauder’s fixed point.
Inspired by the above works and the fact that many dynamical systems are better

characterized by the fractional derivatives, in this paper we consider the existence and
uniqueness of solutions to the second-order iterative fractional boundary value problem

{
Dαx(t) = f (t,x(t),x[2](t)), t ∈]0,1[,
x(0) = 0, x(1) = 1.

(1)

where, x[2](t) = x(x(t)), f : [0,1]×R×R → R is a continuous map and the derivative
is the conformable fractional derivative, with 1< α < 2.

Due to the iterative term x[2](t), in order for solution to be well-defined, we require
that the image of x be in the interval [0,1]; that is, we need 0≤ x(t)≤ 1, for all t ∈ [0,1].

We arrange the rest of the paper as follows. In Sect. 2, we present some definitions
of fractional calculus related to our work. Section 3 contains the main results, while
example illustrating the main results are given in Sect. 4. Some interesting observations
are presented in the concluding section.

2 Preliminary Results and Definitions

This section recalls some fundamental definitions of the conformable fractional deriva-
tives and integrals and investigates their main characteristics as well.

Definition 1. [17] Let α ∈ (1,2], the conformable fractional derivative of a function
f : [0,+∞) → R, where f ′(t) exists, is defined by

f (α)(t) = lim
ε→0

f ′(t+ εt2−α)− f ′(t)
ε

; f (α)(0) = lim
t→0

f (α)(t). (2)
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Remark 1. [17]

1. If the conformable fractional derivative of f of order α exists, then we say that f is
α differentiable.

2. If f is 2-time differentiable, then

f (α)(t) = t2−α f ′′(t). (3)

In [11], we find the following propereties

Proposition 1. [11] Let f et g two α times differentiable function on t > 0, then we
have

1. (a f +bg)(α)(t) = a f (α)(t)+bg(α)(t),
2. ( f g)(α) (t) = f (α)(t)g(t)+ f (t)g(α)(t),
3. (t p)(α) = pt p−α ,

4.

(
f (t)
g(t)

)(α)

=
f (α)(t)g(t)− f (t)g(α)(t)

g2(t)
,

5. If c ∈ R, then c(α) = 0.

Next we give the definition of the fractional integral of any order α > 0.

Definition 2. [17] Let α ∈ (1,2], then the fractional integral of a function f : [0,+∞)→
R of order α is defined by

(Iα f )(t) =
∫ t

0
(t− s)sα−2 f (s)ds. (4)

Lemma 1. [17] Let α ∈ (1,2], and f : (0,+∞] → R be a continuous function. Then we
have

(Iα f (t))(α) = f (t). (5)

Lemma 2. [17] Let α ∈ (1,2], and f : (0,+∞] → R be 2 times differentiable, Then we
have

Iα
(
f (α)(t)

)
= f (t)− f (0)− f ′(0)t. (6)

3 Main Results

We first convert the boundary value problem (1) to a fixed point problem. To do, apply-
ing the conformable fractional integral to the both sides of the first equation of (1), we
get

x(t) = x(0)+ x′(0)t+
∫ t

0
(t− s)sα−2 f (s,x(s),x[2](s))ds. (7)

Using the value conditions, we find that

x′(0) = 1−
∫ 1

0
(1− s)sα−2 f (s,x(s),x[2](s))ds. (8)
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Intersecting (8) in (7), we find

x(t) = t+
∫ t

0
(t−1)sα−2 f (s,x(s),x[2](s))ds

−
∫ 1

t
t(1− s)sα−2 f (s,x(s),x[2](s))ds.

Then, x satisfies the integral solution.

x(t) = t+
∫ 1

0
G(t,s) f (s,x(s),x[2](s))ds, (9)

where,

G(t,s) =
{
sα−1(t−1), 0 ≤ s ≤ t ≤ 1,
−t(1− s)sα−2, 0 ≤ t ≤ s ≤ 1.

(10)

Motivate by the above calculus, we can introduce the following lemma.

Lemma 3. x is a solution of the problem (1) if only and if x is a solution of (9).

Proof. Suppose that x is a solution of the integral solution (9). It’s clear that x(0) = 0
and x(1) = 1. Since f ∈C([0,1]×R×R,R), then by application of Dα , we obtain

Dαx(t) = Dα
(∫ t

0
(t−1)sα−1 f (s,x(s),x[2](s))ds

)
+Dα

(∫ 1

t
t(s−1)sα−2 f (s,x(s),x[2](s))ds

)

= f (t,x(t),x[2](t)).

��
We donote X =C([0,1],R) the Banach space of all continuous functions from [0,1] into
R with the norm

‖y‖ = sup{|y(t)|; t ∈ [0,1]}.
Define the operator T : X → X by

(Tx)(t) = t+
∫ 1

0
G(t,s) f (s,x(s),x[2](s))ds. (11)

We have the following lemma.

Lemma 4. The function x is a solution of the problem (1) if only and if 0 ≤ Tx(t) ≤ 1
and x is a fixed point of T.

Proof. Just use the Lemma 3 and the fact that the solution is well defined.

To establish our existence and uniqueness results, we will need the following results
concerning the Green function.

Lemma 5. The Green’s function G(t,s) given by (10) satisfies the following properties

1. G(t,s) ∈C([0,1]× [0,1]),
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2. |G(t,s)| ≤ |G(s,s)|, for all t,s ∈ [0,1],

3.
∫ 1

0
|G(t,s)| < 1.

Proof. 1. By expression of G, this function is belong toC([0,1]× [0,1]).
2. • If 0 ≤ s ≤ t ≤ 1, we have |G(t,s)| = sα−1(1− t). Then

∂ |G(t,s)|
∂ t

= −sα−1 ≤ 0.

Which implies that
|G(t,s)| ≤ |G(s,s)|.

• Now if 0 ≤ t ≤ s ≤ 1, we have |G(t,s)| = t(1− s)sα−2. Then

∂ |G(t,s)|
∂ t

= (1− s)sα−2 ≥ 0.

Which implies that
|G(t,s)| ≤ |G(s,s)|.

Which complete the proof.
3. We have

∫ 1

0
G(s,s)ds=

∫ 1

0
sα−1(s−1)ds

= B(α,2)< 1.

��
We set the following assumptions

(H1) There exists A> 0 such that

| f (t,u,v)| < A,

for all t ∈ [0,1],u,v ∈ R, and 1−A
(
1
α − 1

α−1

)
> 0.

(H2) There exists M,N > 0 such that

| f (t,u1,v1)− f (t,u2,v2)| < |u1 −u2|+ |v1 − v2|,
for all t ∈ [0,1],u1,u2,v1,v2 ∈ R.

We are now ready to state our first result which will poved by Shauder fixed point.

Theorem 1. Assume that hypothesis (H1) holds. Then there exist a solution of the frac-
tional second-iterative boundary value problem (1).

Proof. We define a subset S by

S= {x ∈ X ;‖x‖ ≤ N}.

where
N

A+1
≥ 1.



264 K. Hilal et al.

Obviously, S is a closed convex subset.
We split the proof in two steep.
Step 1: Let t ∈ [0,1]. Since (H1) holds,

(Tx)′(t) = 1+
∫ t

0
sα−1 f (s,x(s),x[2])ds−

∫ t

0
sα−2 f (s,x(s),x[2])ds.

≥ 1−A[ 1α − 1
α−1 ]> 0.

Consequently Tx is increasing, and since Tx(0) = 0 and Tx(1) = 1, then

0 ≤ Tx(t) ≤ 1, for all t ∈ [0,1].

Step 2: We show that T (S) ⊂ S.
Let t ∈ [0,1] and x ∈ S,

|Tx(t)| ≤ sup{t+
∫ 1

0
G(t,s) f (s,x(s),x[2])ds}

≤ 1+A
∫ 1

0
|G(s,s)|ds

≤ 1+A ≤ N,

which, on taking the taking the norm of t ∈ [0,1], yields

‖Tx‖ ≤ N.

An application of Schauder’s theorem yields a fixed point of the operator T. ��
By lemma (4), the function x is the solution of (1).

Now, we consider uniqueness of solutions of problem (1). To this end, we need the
Banach fixed point to show our second result.

Theorem 2. Suppose that (H1) and (H2) hold. Assume that M+N < 1. Then there
exists a unique solution of the problem (1).

Proof. Since (H1) holds, we have T (S) ⊂ S.
Let consider x,y ∈ X . Then for all t ∈ [0,1], we obtain

|Tx(t)−Ty(t)| ≤
∫ 1

0
|G(t,s)|| f (s,x(s),x[2])− f (s,y(s),y[2])|ds

≤
∫ 1

0
|G(t,s)|[M‖x− y‖+N‖x− y‖]

≤ (M+N)‖x− y‖,
which shows that T is a contraction. Hence we deduce by Banach contraction map-
ping principle that the operator has a unique fixed point which correspond to a unique
solution of problem (1) on [0,1]. this complete the proof. ��
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4 Illustrated Example

Consider the following fractional differential equation

D
3
2 x(t) = f (t,x(t),x[2](t)), t ∈]0,1[, (12)

associated to the boundary value

x(0) = 0, x(1) = 1. (13)

Where

f (t,u,v) =
1√

t2+144

{
sin(v)+ e−tu

}
, t ∈ [0,1]. (14)

which obviously continuous on [0,1]. Hence there exist A> 0 such that

| f (t,u,v)| < A.

Thus f satisfies the hypothesis (H1)

By the mean value theorem, we have

| f (t,u1,v1))− f (t,u2,v2)| ≤ 1
12

[|v1 − v2|+ |u1 −u2|] .

Which implies that the hypothesis (H2) holds. Thus all the asumptions of theorem (1)
and (2) are satisfied. Hence there exist a unique solution for the problem (12)–(13), with
f is given by (14) on [0,1].

5 Conclusion

We have discussed the solvability of a iterative fractional differential equation involving
conformable fractional derivatives with boundary conditions x(0) = 0 and x(1) = 1. The
results obtained in this paper are new and strengthen the literature on iterative fractional
differential equations. Moreover, the results in this paper can be extended to boundary-
value problems of the form

{
Dαx(t) = f (t,x(t),x[2](t), ...,x[n](t)), t ∈]0,1[,
x(0) = 0, x(1) = 1.
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Abstract. In this paper, we discuss the existence and uniqueness of solutions for
the new system of nonlinear mixed type impulsive fuzzy differential equation (1)
in the metric space of normal fuzzy convex sets with distance given by maximum
of the Hausdorff distance between level sets. Our analysis is fundamentally based
on fixed point theory. We obtain some new existence and uniqueness theorems of
solutions for this system of first-order impulsive fuzzy differential equations by
using Banach fixed point theorem.

1 Introduction

There has been a lot of research into the equations of existence and uniqueness of solu-
tions to differential equations boundary value problems in recent years [9]. Meanwhile,
impulsive differential equations [2-6] have received much interest as a useful method
for studying practical problems in biology, engineering, and physics. Many researchers
have studied differential equations with applications in Banach spaces and fuzzy dif-
ferential equations under various initial and boundary conditions. Chang and Zadeh [3]
were the first to present the definition of fuzzy derivative in 1972. Following that, a
framework for studying fuzzy differential equations was developed, as well as the basic
properties of fuzzy differential equation solutions (see, for example, [1,2,4–8,11] and
the references therein).

Recently, Nieto [10] proved a variant of the classical Peano existence theorem for
initial value problems for a fuzzy differential equation in the metric space of normal
fuzzy convex sets with the distance given by the maximum of the Hausdorff distance
between level sets for a fuzzy differential equation in the metric space of normal fuzzy
convex sets with the distance given by the maximum of the Hausdorff distance between
level sets. The effects of Nieto [10] add to Kaleva’s [7] existence and uniqueness result.

We are concerned with the existence and uniqueness of solution to the following
nonlinear implicit impulsive fuzzy differential equations

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

x′(t) = f (t,x(t),y′(t)), t �= ti
y′(t) = g(t,λy(t),γx′(t)), t �= ti
Δx |t=ti= Ii(x(ti)), i= 1,2, · · · ,m
Δy |t=ti= Îi(x(ti)), i= 1,2, · · · ,m
x(t0) = x0, y(t0) = y0,

(1)

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 267–274, 2023.
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where f , g : J×En×En −→ En are continuous, J = [t0, t0+a]⊂R and En is the family
of all fuzzy sets u : Rn −→ [0,1], x0, y0 ∈ En, Ii, Îi ∈C(En, En) for i= 1,2, · · · ,m, and
λ , γ ≥ 0.

The rest of this paper is organized as follows: In the next section we introduce the
functional setting and gather some preliminary facts in connection with the problem.
The existence and uniqueness of the problem (Theorems 1 and 2) by the Banach fixed
point theorem are stated in Sect. 3.

2 Notations and Preliminaries

In this section we shall fix the notations and introduce the functional framework, which
will be used through this paper. Let Pk(Rn) denote the family of non-empty compact,
convex subsets of Rn. If α, β ∈ R and A, B ∈ Pk(Rn)

α(A+B) = αA+αB,

α(βA) = (αβ )A, 1.A= A.

For A, B ∈ Pk(Rn), the Hausdorff metric is defined as

d(A, B) =max{sup
x∈A

inf
y∈B

‖x− y‖, sup
y∈B

inf
x∈A

‖x− y‖}.

A fuzzy set in R
n is a function with domain R

n and values in [0,1], i.e., an element
of [0,1]R

n
.

Let u, v ∈ [0,1]R
n
. Then we have

a) u is contained in v denoted by u ≤ v if and only if u(x) ≤ v(x) for all x ∈ R
n;

b) u∧ v ∈ [0,1]R
n
by (u∧ v)(x) =min{u(x),v(x)} for all x ∈ R

n (intersection);
c) u∨ v ∈ [0,1]R

n
by (u∨ v)(x) =max{u(x),v(x)} for all x ∈ R

n (union);
d) uc ∈ [0,1]R

n
by uc(x) = 1−u(x) for all x ∈ R

n.

Definition 1. Denote by En = {u : R
n −→ [0,1] such that u satisfies (1) to (4)

mentioned below }:
1. u is normal, that is, there exists an x0 ∈ R

n such that u(x0) = 1;
2. u is fuzzy convex, that is, for x, y ∈ R

n and 0 ≤ ν ≤ 1, u(νx+ (1 − ν)y) ≥
min{u(x),u(y)};

3. u is upper semi continuous;
4. [u]0 = {x ∈ Rn : u(x)> 0} is compact.

If u ∈ En , then it follows from (1)-(4) that, for each α ∈ (0,1], the α-level set

[u]α = {x ∈ R
n : u(x) ≥ α}.

is a non empty compact convex subset of Rn, that is, [u]α ∈ Pk(Rn) for all 0 ≤ α ≤ 1.
Moreover, if u,v,w∈En and α > 0, then the addition and (positive) scalar multiplication
in En are defined in terms of the λ -level sets by

[u+ v]α = [u]α +[v]α , [λ .u]α = λ [u]α , ∀α ∈ [0,1].
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We define D : En ×En −→ [0,+∞) as

D(u,v) = sup{d([u]α , [v]α) : α ∈ [0,1]}.
D is a metric in En and (En,D) is a complete metric space. Moreover, D has a linear
structure in the sense that

D(u+w,v+w) = D(u,v) and D(λu,λv) = λD(u,v).

Let J = [t0, t0+a]with a> 0 and x,y∈ En. A mapping F : J −→ En is differentiable
at t ∈ J if there exists a F ′(t) ∈ En such that the limits

lim
h→0+

F(t+h)
F(t)
h

and

lim
h→0−

F(t)
F(t−h)
h

exist and are equal to F ′(t)
The integral of F over J denoted by

∫

J
F(t)dt, is defined levelwise by

[∫

J
F(t)dt

]α
=

∫

J
[F(t)]αdt =

∫

J
Fα(t)dt

=
{∫

J
F(t)dt | F : J −→ R

n is a measurable selection for Fα

}

.

Lemma 1. If F : J −→ En is continuous, then it is integrable and the function

G(t) =
∫ t

t0
F(s)ds, ∀t ∈ J

is differentiable and G′(t) = F(t). Furthermore,

F(t)−F(t0) =
∫ t

t0
F ′(s)ds.

Let J = [t0, t0+a] (a> 0), t0 < t1 < · · ·< tm < t0+a<+∞, J0 = [t0, t1], J1 = (t1, t2],
· · · , Ji = (ti, ti+1], · · · , Jm = (tm, t0+a]. We define

PC1(J,En) = {x : x is a map from J into En such that is is continuously

differential on (ti, ti+1), left continuous at ti,
and x(t+i ), x

′(t−i ), x
′(t+i ) exists , i= 1,2, · · · ,m},

where x(t+i ) represents the right limits of x(t) at t = ti, and x′(t−i ), x
′(t+i ) represent,

respectively, the left and right derivatives of x(t) at t = ti.
We define H(x,y) by

H(x,y) = sup
t∈J

{D(x(t),y(t))+D(x′(t),y′(t))},

for all x,y ∈ PC1(J,En). Moreover (PC1(J,En),H) is a complete metric space.
The following lemma is important in our result.
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Lemma 2. For any p ∈ PC1(J; B), u0 ∈ B and vi ∈ B, i = 1,2, · · · ,n, the following
initial value problem ⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

u′(t)+αu(t) = f (t),

Δu |t=ti= vi, i= 1,2, · · · ,n

u(t0) = u0

(2)

has a unique solution u ∈ PC1(J; B) given by

u(t) = u0e
−α(t−t0) +

∫ t

t0
e−α(t−s) f (s)+ ∑

t0<ti<t
e−α(t−ti)vi,

where α ≥ 0 is a constant.

3 Main Results

Now, we are in a position to prove our main results concerning the solutions of the
nonlinear mixed type impulsive differential equation system (1) in Banach spaces.

Lemma 3. Assume that f ,g : J×En×En −→En is continuous. Then a mapping (x,y) :
J× J −→ En ×En is a solution of the problem (1) in PC1(J,En) if and only if x and y
satisfies the following impulsive integral equation

x(t) = x0e
−M(t−t0) +

∫ t

t0
e−M(t−s)[ f (s,x(s),y′(s))+Mx(s)]ds

+ ∑
t0<ti<t

e−M(t−ti)Ii(x(ti)),

y(t) = y0e
−M(t−t0) +

∫ t

t0
e−M(t−s)[g(s,λy(s),γx′(s))+My(s)]ds

+ ∑
t0<ti<t

e−M(t−ti)Îi(x(ti)),

where M > 0 is a constant.

Now, let us first list the following assumptions:
H1 : f and g are continuous, and there exist non negative constants ρ , μ , ϖ and w

such that
⎧
⎪⎨

⎪⎩

D( f (t,x1,y1), f (t,x2,y2)) ≤ ρD(x1,x2)+μD(y1,y2)

D(g(t,z1,v1),g(t,z2,v2)) ≤ ϖD(z1,z2)+wD(v1,v2), ∀t ∈ J



A System Coupled of Nonlinear Impulsive Differential Equations 271

H2 : there exist non negative constants b1 and b2 such that
⎧
⎪⎨

⎪⎩

D(Ii(x1(t)), Ii(x2(t)) ≤ b1D(x1(t),x2(t))

D(Îi(y1(t)), Îi(y2(t)) ≤ b2D(y1(t),y2(t)), ∀i= 1,2, · · · ,m
H3

σ =max{mb1 + h(ρ +M)+M(1−mb1 −h(ρ +M);h(λϖ +M)
+ mb2+M(1−h(λϖ +M)−mb2)+λϖ);

hwγ + γw(1−hM);hη +η(1−hM)} < 1,

where

h=
eδ −1
M

.

Theorem 1. Suppose that the conditions (H1)− (H3) hold. Then problem (1) has a
unique solution.

Proof. Let (τ1,x(t),y(t)) ∈ J×En ×En be arbitrary and δ > 0 be a constant. We will
first show that the initial value problem

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

x′(t) = f (t,x(t),y′(t)), t �= ti
y′(t) = g(t,λy(t),γx′(t)), t �= ti
Δx |t=ti= Ii(x(ti)), i= 1,2, · · · ,m
Δy |t=ti= Îi(x(ti)), i= 1,2, · · · ,m
x(τ1) = x, y(τ1) = y,

(3)

has a unique solution on J1 = [τ1,τ1+δ ].
For any x,y ∈ PC1(J,En), define F(x,y) = (Ax,Gy) on J1 × J1 by

Ax(t) = xe−M(t−τ1) +
∫ t

τ1
e−M(t−s)[ f (s,x(s),y′(s))+Mx(s)]ds

+ ∑
τ1<ti<t

e−M(t−ti)Ii(x(ti)),

Gy(t) = ye−M(t−τ1) +
∫ t

τ1
e−M(t−s)[g(s,λy(s),γx′(s))+My(s)]ds

+ ∑
τ1<ti<t

e−M(t−ti)Îi(x(ti)),

and for any given(x,y) ∈ PC1(J,En)×PC1(J,En) and t �= ti, i= 1,2, · · · ,m, we have
(Ax)′(t) = −MA(x(t))+Mx(t)+ f (t,x(t),y′(t)),

(Gy)′(t) = −MG(y(t))+My(t)+g(t,λy(t),γx′(t)).
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In the sequel, we prove that F : PC1(J,En) × PC1(J,En) −→ PC1(J,En) ×
PC1(J,En) is a contraction mapping. for any (x1,y1), (x2,y2) ∈ PC1(J,En) ×
PC1(J,En), we have

D(A(x1(t)),A(x2(t))) ≤ [mb1+h(ρ +M)]D(x1(t),x2(t))+hμD(y′
1(t),y

′
2(t)),

D(A(x1(t)),A(x2(t))) ≤
∫ τ1+δ

τ1
e−M(t−s) [D

(
f (s,x1(s),y′

1(s)), f (s,x2(s),y
′
2(s)

)
+MD(x1(s),x2(s)

]
ds

+ ∑
τ1<ti<t

e−M(t−ti)D(Ii(x1(ti), Ii(x2(ti))

≤ [M(1−mb1 −h(ρ +M))]D(x1(t),x2(t))+μ(1−Mh)D(y′
1(t),y

′
2(t)),

and we have

D((Ax1)′(t)),(Ax2)′(t))) ≤ [M(1−mb1 −h(ρ +M))]D(x1(t),x2(t))
+μ(1−Mh)D(y′

1(t),y
′
2(t)).

Using de same calculus, we obtain

D(G(y1(t)),G(y2(t))) ≤
∫ τ1+δ

τ1
e−M(t−s) [D

(
g(s,y1(s),αx′

1(s)),g(s,y2(s),αx′
2(s)

)
+MD(y1(s),y2(s)

]
ds

+ ∑
τ1<ti<t

e−M(t−ti)D(Îi(y1(ti), Îi(y2(ti))

≤ e−Mt
∫ τ1+δ

τ1
eMs [(ϖλ +M)D(y1(s),y2(s))+wαD(x′

1(s),x
′
2(s)

]
ds

+mb2D(y1(t),y2(t))

≤ hwγD(x′
1(t),x

′
2(t))+(h(λϖ +M)+mb2)D(y1(t),y2(t))

Using de same calculus, we obtain

D((Gx1)′(t)),(Gx2)′(t))) ≤ γw(1−Mh)D(x′
1(t),x

′
2(t))

+[M(1−h(λϖ +M)−mb2)+λϖ ]D(y1(t),y2(t))

Therefore, we have

H(F(x1,y1),F(x2,y2)) = sup
t∈J1

{
D(F(x1(t),y1(t)),F(x2(t),y2(t))+D

(
F ′(x1(t),y1(t)),F ′(x2(t),y2(t)

)}

≤ D((Ax1)(t)),(Ax2)(t)))+D((Gx1)(t)),(Gx2)(t)))

+D((Ax1)′(t)),(Ax2)′(t)))+D((Gx1)′(t)),(Gx2)′(t))).

Then
H(F(x1,y1),F(x2,y2)) ≤ σH((x1,y1),(x2,y2)),

where

σ =max{mb1 + h(ρ +M)+M(1−mb1 −h(ρ +M);h(λϖ +M)
+ mb2+M(1−h(λϖ +M)−mb2)+λϖ);

hwγ + γw(1−hM);hη +η(1−hM)}.
Therefore, by Banach fixed point theorem, F has a unique fixed point, which by Lemma
3 is the desired solution to the problem (1). Express J as a union of a finite family of
intervals Ji with the length of each interval less than δ this completes the proof.
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Theorem 2. Let f ,g : J ×En ×En −→ En be continuous mappings. Assume that for
all xk,yk,zk,vk : J −→ En (k = 1,2), there exist non negative constants ρ,ϖ ,b1 and b2
such that, for all t ∈ J, α ∈ [0,1] and i= 1,2, · · · ,m,

{
d([ f (t,x1,y1)]α , [ f (t,x2,y2)]α) ≤ ρd([x1]α , [x2]α)+ρd([y1]α , [y2]α)
d([g(t,z1,v1)]α , [g(t,z2,v2)]α) ≤ ϖd([z1]α , [z2]α)+ϖd([v1]α , [v2]α),

{
d([Ii(x1(t))]α , [Ii(x2(t)]α) ≤ b1d([x1(t)]α , [x2(t)]α)
d([Îi(y1(t))]α , [Îi(y2(t)]α) ≤ b2d([y1(t)]α , [y2(t)]α).

Then the problem ((1) has a unique solution.

Proof. For α ∈ [0,1], We have

D( f (t,x1,y1), f (t,x2,y2)) = sup{d([ f (t,x1,y1)]α , [ f (t,x2,y2)]α)}
≤ ρ sup{d([x1]α , [x2]α)+ρd([y1]α , [y2]α)}
= ρD(x1,x2)+ρD(y1,y2),

D(g(t,z1,v1),g(t,z2,v2)) = sup{d([g(t,z1,v1)]α , [g(t,z2,v2)]α)}
≤ ϖ sup{d([z1]α , [z2]α)+ρd([v1]α , [v2]α)}
= ϖD(z1,z2)+ϖD(v1,v2),

D(Ii(x1(t)), Ii(x2(t)) = sup{d([Ii(x1(t))]α , [Ii(x2(t)]α)}
≤ b1 sup{d([x1(t)]α , [x2(t)]α)}
= b1D(x1(t),x2(t)),

and

D(Îi(y1(t)), Îi(y2(t)) = sup{d([Îi(y1(t))]α , [Îi(y2(t)]α)}
≤ b2 sup{d([y1(t)]α , [y2(t)]α)}
= b2D(y1(t),y2(t)).

By Theorem 1, we know that the problem (1) has a unique solution.

4 Conclusion

In the present work, we studied a system of nonlinear mixed type implicit impulsive
fuzzy differential equation, We obtained some new existence and uniqueness theorems
of solutions for a system of nonlinear first-order impulsive fuzzy differential equations
in Banach spaces under some weaker conditions.
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Abstract. This work is devoted to study the existence and uniqueness
of weak solution for a class of nonlinear degenerate elliptic problems of
the following form

−div
[
ω1A(x, ∇u) + ω2B(x, u, ∇u)

]
+ ω3H(x, u) = φ(x),

where ω1, ω2 and ω3 are Ap-weight functions and the operators A, B
and H are Caratéodory functions that satisfy some conditions and the

right-hand side term φ ∈ Lp′
(Ω, ω1−p′

1 ). Our technical approach is based
on the Browder-Minty Theorem and the weighted Sobolev spaces theory.

Keywords: Nonlinear degenerate elliptic problems · Dirichlet
problem · Browder-Minty Theorem · Weighted Sobolev spaces · Weak
solution

1 Introduction

Our aim in this work is to prove the existence and uniqueness of weak solution
in the weighted Sobolev space W 1,p

0 (Ω,ω1) (p is not necessarily equal 2) for the
Dirichlet problem associated to the nonlinear degenerate elliptic equation of the
form {

−div
[
ω1a(x,∇u) + ω2b(x, u,∇u)

]
+ω3g(x, u) = φ(x) in Ω,

u(x) = 0 on ∂Ω,
(1)

where, Ω is a bounded open set in R
N , ω1, ω2 and ω3 are Ap-weight functions,

and the functions b : Ω×R×R
N −→ R

N , a : Ω×R
N −→ R

N and g : Ω×R −→ R

are Caratéodory functions that satisfy the assumptions of growth, ellipticity and
monotonicity, with φ ∈ Lp′

(Ω,ω1−p′
1 ).

Problems such as (1) have been studied by several authors in the case ω1 ≡
ω2 ≡ ω3 ≡ 1. For ω1 ≡ ω2 ≡ ω3 ≡ 1 (the non weighted case) and the term
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 275–290, 2023.
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a(x,∇u) is equal to zero, existence results for problem (1) have been shown in
[3] (see also [6]). The degenerate case with various conditions conditions have
been studied by many authors, we mention some works in this direction [1,2,15–
17].

In [5] the author proved the existence of solution, when the term g(x, u) is
equal to zero and in [4] when the term a(x,∇u) is equal to zero.

The paper is divided into five sections. In Sect. 2 we present the definitions
and basic results. In Sect. 3, we make precise all the assumptions on a, b, g and
we introduce the notion of weak solution for the problem (1). Our main result
and his proof are collected in Sect. 4. In Sect. 5, we give an example.

2 Mathematical Preliminaries

In what follows, we recall some definitions and basic properties of Lebesgue and
Sobolev spaces with weight. Complete expositions can be found in the mono-
graphs by J. Garcia-Cuerva and J. L. Rubio de Prancia [9] and A. Torchinsky
[18].

Let ω be a weight function in R
N , that is ω measurable and strictly positive

a.e. in R
N . For 0 < p < ∞, we denote by Lp(Ω,ω) the space of measurable

functions f on Ω such that

||f ||Lp(Ω,ω) =
(∫

Ω

|f(x)|pω(x)dx

) 1
p

< ∞,

where ω is a weight, and Ω be open in R
N . It is a well-known fact that the space

Lp(Ω,ω), endowed with this norm is a Banach space. We also have that the dual
space of Lp(Ω,ω) is the space Lp′

(Ω,ω1−p′
).

We now determine conditions on the weight ω that guarantee that functions
in Lp(Ω,ω) are locally integrable on Ω.

Proposition 1 [12,13]. Let 1 ≤ p < ∞. If the weight ω is such that

ω
−1

p−1 ∈ L1
loc(Ω) if p > 1,

ess sup
x∈B

1
ω(x)

< +∞ if p = 1,

for every ball B ⊂ Ω. Then,

Lp(Ω,ω) ⊂ L1
loc(Ω).

A class of weights, which is particularly well understood, is the class of Ap-
weight. These classes have found many useful applications in harmonic analysis
[18].
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Definition 1. Let 1 ≤ p < ∞. A weight ω is said to be an Ap-weight, or ω
belongs to the Muckenhoupt class, if there exists a positive constant θ = θ(p, ω)
such that, for every ball B ⊂ R

n

(
1

|B|
∫

B

ω(x)dx

) (
1

|B|
∫

B

(ω(x))
−1

p−1 dx

)p−1

� θ if p > 1,

(
1

|B|
∫

B

ω(x)dx

)
ess sup

x∈B

1
ω(x)

� θ if p = 1,

where |.| denotes the n-dimensional Lebesgue measure in R
N .

The infimum over all such constants θ is called the Ap constant of ω. We denote
by Ap, 1 ≤ p < ∞, the set of all Ap-weights. We refer to [10,11,19] for more
informations about Ap-weights.

Example 1. (Example of Ap-weights)

(i) If C ≤ ω(y) ≤ D for a.e. y ∈ R
n, such that C and D two positive constants,

then ω ∈ Ap for 1 < p < ∞.
(ii) Suppose that ω(y) = |y|η, y ∈ R

N . Then ω ∈ Ap iff −n < η < N(p − 1) for
1 < p < ∞ (see Corollary 4.4 in [18]).

(iii) ω(x) = eλv(y) ∈ A2, with v ∈ W 1,N (Ω) and λ is sufficiently small (see
Corollary 2.18 in [14]).

The weighted Sobolev space W 1,p(Ω,ω) is defined as follows.

Definition 2. Let Ω ⊂ R
n be open, and let ω be an Ap-weight, 1 < p < ∞.

We define the weighted Sobolev space W 1,p(Ω,ω) as the set of functions u ∈
Lp(Ω,ω) with Dku ∈ Lp(Ω,ω), for k = 1, ..., n. The norm of u in W 1,p(Ω,ω) is

||u||W 1,p(Ω,ω) =

(∫
Ω

|u(x)|pω(x)dx +
N∑

k=1

∫
Ω

|Dku(x)|pω(x)dx

) 1
p

. (2)

We also define W 1,p
0 (Ω,ω) as the closure of C∞

0 (Ω) in W 1,p(Ω,ω) with respect
to the norm ||.||W 1,p(Ω,ω). Note that C∞

0 (Ω) is dense in W 1,p
0 (Ω,ω).

The spaces W 1,p(Ω,ω) and W 1,p
0 (Ω,ω) are separable and reflexive Banach

spaces with respect to the norm (2) (see Proposition 2.1.2. in [12] and see
[11,13] for more informations about the spaces W 1,p(Ω,ω)). The dual of space
W 1,p

0 (Ω,ω) is the space W−1,p′
0 (Ω,ω1−p′

), where

W−1,p′
0 (Ω,ω1−p′

) =

{
f0 −

N∑
k=1

Dkfk :
fk

ω
∈ Lp

′
(Ω,ω), k = 0, ..., n

}
.

In this paper we use the following results.

Theorem 1 [8]. Let ω ∈ Ap, 1 � p < ∞, and let Ω be a bounded open set in R
N .

If uk −→ u in Lp(Ω,ω), then there exist a subsequence (uki
) and ψ ∈ Lp(Ω,ω)

such that
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(i) uki
(x) −→ u(x), ki −→ ∞, ω-a.e. on Ω.

(ii) |uki
(x)| � ψ(x), ω-a.e. on Ω.

Theorem 2 [7]. Let ω ∈ Ap, 1 � p < ∞, and let Ω be a bounded open set in
R

N . There exist constants CΩ and ε positive such that for all v ∈ W 1,p
0 (Ω,ω)

and all κ satisfying 1 � κ � N
N−1 + ε,

||v||Lκp(Ω,ω) � CΩ ||∇v||Lp(Ω,ω),

where CΩ depends only on n, p, the Ap constant of ω and the diameter of Ω.

The Browder-Minty Theorem is stated as follows

Theorem 3 [20]. Let A : W −→ W ∗ be a coercive, hemicontinuous and mono-
tone operator on the real, reflexive and separable Banach space W . Then the
following assertions hold:

(a) For each T ∈ W ∗, the equation Av = T has a solution v ∈ W .
(b) If the operator A is strictly monotone, then equation Av = T has a unique

solution v ∈ W .

3 Basic Assumptions and Notion of Solutions

In the sequel, we make precise all the assumptions on a, b, g and we introduce
the notion of weak solution for the problem (1).

3.1 Basic Assumptions

Let us now give the precise hypotheses on the problem (1), we assume that the
following assumptions: Ω be a bounded open subset of RN (N ≥ 2), 1 < q <
p < ∞, let ω1, ω2 and ω3 are a weights functions, and let aj : Ω × R

N −→ R,

bj : Ω×R×R
N −→ R (j = 1, ..., N), with b(x, η, ξ) =

(
b1(x, η, ξ), ..., bN (x, η, ξ)

)
and a(x, ξ) =

(
a1(x, ξ), ..., aN (x, ξ)

)
and g : Ω×R −→ R satisfying the following

assumptions:

(A1) For j = 1, ..., N , bj , aj and g are Caratéodory functions.
(A2) There are positive functions h1, h2, h3, h4 ∈ L∞(Ω) and f1 ∈

Lp′
(Ω,ω1)

(
with 1

p + 1
p′ = 1

)
, f2 ∈ Lq′

(Ω,ω2)
(
with 1

q + 1
q′ = 1

)
and

f3 ∈ Ls′
(Ω,ω3)

(
with 1

s + 1
s′ = 1

)
such that:

|a(x, ξ)| ≤ f1(x) + h1(x)|ξ|p−1,

|b(x, η, ξ)| ≤ f2(x) + h2(x)|η|q−1 + h3(x)|ξ|q−1,

and
|g(x, η)| ≤ f3(x) + h4(x)|η|s−1.
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(A3) There exists a constant α > 0 such that:

〈a(x, ξ) − a(x, ξ
′
), ξ − ξ

′〉 � α|ξ − ξ
′ |p,

〈b(x, η, ξ) − b(x, η
′
, ξ

′
), ξ − ξ

′〉 � 0,

and (
g(x, η) − g(x, η

′
)
)(

η − η
′) � 0,

whenever (η, ξ), (η′, ξ′) ∈ R × R
N with η �= η

′
and ξ �= ξ

′
.

(A4) There are constants β1, β2, β3 > 0 such that:

〈a(x, ξ), ξ〉 � β1|ξ|p,

〈b(x, η, ξ), ξ〉 � β2|ξ|q + β3|η|q,
and

g(x, η)η � 0.

3.2 Notions of Solutions

The definition of a weak solution for problem (1) can be stated as follows.

Definition 3. A function u ∈ W 1,p
0 (Ω,ω1) is said to be a weak solution to (1)

if ∫
Ω

〈a(x,∇u),∇v〉ω1dx +
∫

Ω

〈b(x, u,∇u),∇v〉ω2dx+
∫

Ω
g(x, u)vω3dx

=
∫

Ω

φvdx,

for all v ∈ W 1,p
0 (Ω,ω1).

Remark 1. For all ω1, ω2, ω3 ∈ Ap we have

(i) If ω2
ω1

∈ Lr1(Ω,ω1) where = p
p−q and 1 < q < p < ∞, then, by Hölder

inequality we obtain

||u||Lq(Ω,ω2) � Cp,q||u||Lp(Ω,ω1),

where Cp,q = ||ω2
ω1

||1/q
Lr1 (Ω,ω1)

.
(ii) Analogously, if ω3

ω1
∈ Lr2(Ω,ω1) where r2 = p

p−s and 1 < s < p < ∞, then

||u||Ls(Ω,ω3) � Cp,s||u||Lp(Ω,ω1),

where Cp,s = ||ω3
ω1

||1/s
Lr2 (Ω,ω1)

.
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4 Main General Result

The main result of this article is given in the next theorem.

Theorem 4. Let ωi ∈ Ap for i = 1, 2, 3, 1 < q, s < p < ∞ and assume that
the conditions (A1)–(A4) holds. Then the problem (1) has exactly one solution
u ∈ W 1,p

0 (Ω,ω1).

Proof. The essential concept of our proof is to abate the (1) to an operator
problem Au = T, in order to apply the Theorem 3.

We define
O : W 1,p

0 (Ω,ω1) × W 1,p
0 (Ω,ω1) −→ R

and
T : W 1,p

0 (Ω,ω1) −→ R,

where O and T are defined below.
Then u ∈ W 1,p

0 (Ω,ω1) is a weak solution of (1) if and only if

O(u, v) = T(v), for all v ∈ W 1,p
0 (Ω,ω1).

The proof of Theorem 4 is divided into several steps.

Step 1: Equivalent Operator Equation

In this step, we use the some tools and the condition (A2) to prove an existence
the operator A such that the problem (1) is equivalent to the operator equation
Au = T.

Using Hölder inequality and Theorem 2, we obtain

|T(v)| ≤
∫

Ω

|φ|
ω1

|v|ω1 dx

≤ ||φ/ω1||Lp′ (Ω,ω1)
||v||Lp(Ω,ω1)

≤ CΩ ||φ/ω1||Lp′ (Ω,ω1)
||v||W 1,p

0 (Ω,ω1)
.

Since φ ∈ Lp′
(Ω,ω1−p′

1 ), then T ∈ W−1,p′
0 (Ω,ω1−p′

1 ).
The operator O is broken down into the from

O(u, v) = O1(u, v) + O2(u, v) + O3(u, v),

where
O1 : W 1,p

0 (Ω,ω1) × W 1,p
0 (Ω,ω1) −→ R

O1(u, v) =
∫

Ω

〈a(x,∇u),∇v〉ω1dx,

O2 : W 1,p
0 (Ω,ω1) × W 1,p

0 (Ω,ω1) −→ R

O2(u, v) =
∫

Ω

〈b(x, u,∇u),∇v〉ω2dx,
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O3 : W 1,p
0 (Ω,ω1) × W 1,p

0 (Ω,ω1) −→ R

O3(u, v) =
∫

Ω

g(x, u)vω3dx.

Then, we have

|O(u, v)| ≤ |O1(u, v)| + |O2(u, v)| + |O3(u, v)|. (3)

On the other hand, we get by using (A2), Hölder inequality, Remark 1 (i) and
Theorem 2,

|O1(u, v)| ≤
∫

Ω

|a(x, ∇u)||∇v|ω1dx

≤
∫

Ω

(
f1 + h1|∇u|p−1

)
|∇v|ω1dx

≤ ||f1||Lp′
(Ω,ω1)

||∇v||Lp(Ω,ω1) + ||h1||L∞(Ω)||∇u||p−1
Lp(Ω,ω1)

||∇v||Lp(Ω,ω1)

≤
(

||f1||Lp′
(Ω,ω1)

+ ||h1||L∞(Ω)||u||p−1

W
1,p
0 (Ω,ω1)

)
||v||

W
1,p
0 (Ω,ω1)

,

and

|O2(u, v)| ≤
∫

Ω

|b(x, u,∇u)||∇v|ω2dx

≤
∫

Ω

(
f2 + h2|u|q−1 + h3|∇u|q−1

)
|∇v|ω2dx

≤ ||f2||Lq′ (Ω,ω2)
||∇v||Lq(Ω,ω2) + ||h2||L∞(Ω)||u||q−1

Lq(Ω,ω2)
||∇v||Lq(Ω,ω2)

+ ||h3||L∞(Ω)||∇u||q−1
Lq(Ω,ω2)

||∇v||Lq(Ω,ω2)

≤
[
Cp,q||f2||Lq′ (Ω,ω2)

+ Cq
p,q

(
Cq−1

Ω ||h2||L∞(Ω)

+ ||h3||L∞(Ω)

)
||u||q−1

W 1,p
0 (Ω,ω1)

]
||v||W 1,p

0 (Ω,ω1)
.

Analogously, using (A2), Hölder inequality, Remark 1 (ii) and Theorem 2, we
obtain

|O3(u, v)| ≤
∫

Ω

|g(x, u)||v|ω3dx

≤
[
CΩCp,s||f3||Ls′

(Ω,ω3)
+ Cs

p,sC
s
Ω ||h4||L∞(Ω)||u||s−1

W
1,p
0 (Ω,ω1)

]
||v||

W
1,p
0 (Ω,ω1)

.

Hence, in (3) we obtain, for all u, v ∈ W 1,p
0 (Ω,ω1)

|O(u, v)| ≤
[
||f1||Lp′

(Ω,ω1)
+ ||h1||L∞(Ω)||u||p−1

W
1,p
0 (Ω,ω1)

+ CΩCp,s||f3||Ls′
(Ω,ω3)

+ Cp,q||f2||Lq′
(Ω,ω2)

+ Cs
p,sC

s
Ω ||h4||L∞(Ω)||u||s−1

W
1,p
0 (Ω,ω1)

+ Cq
p,q

(
Cq−1

Ω ||h2||L∞(Ω) + ||h3||L∞(Ω)

) ||u||q−1

W
1,p
0 (Ω,ω1)

]
‖v‖

W
1,p
0 (Ω,ω1)

.
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Then O(u, .) is linear and continuous, for each u ∈ W 1,p
0 (Ω,ω1). Thus, there

exists a linear and continuous operator on W 1,p
0 (Ω,ω1) denoted by A such that

〈Au, v〉 = O(u, v), for all u, v ∈ W 1,p
0 (Ω,ω1).

Moreover, we have

‖Au‖∗ ≤ ||f1||Lp′ (Ω,ω1)
+ ||h1||L∞(Ω)||u||p−1

W 1,p
0 (Ω,ω1)

+ CΩCp,s||f3||Ls′ (Ω,ω3)

+ Cp,q||f2||Lq′ (Ω,ω2)
+ Cs

p,sC
s
Ω ||h4||L∞(Ω)||u||s−1

W 1,p
0 (Ω,ω1)

+ Cq
p,q

(
Cq−1

Ω ||h2||L∞(Ω) + ||h3||L∞(Ω)

)
||u||q−1

W 1,p
0 (Ω,ω1)

,

where

‖Au‖∗ := sup
{

|〈Au, v〉| = |O(u, v)| : v ∈ W 1,p
0 (Ω,ω1), ‖v‖W 1,p

0 (Ω,ω1)
= 1

}
,

is the norm in W−1,p′
0 (Ω,ω1−p′

1 ). Hence, we obtain the operator

A : W 1,p
0 (Ω,ω1) −→ W−1,p′

0 (Ω,ω1−p′
1 )

u �−→ Au.

However, the problem (1) is equivalent to the equation of the operator

Au = T, u ∈ W 1,p
0 (Ω,ω1).

Step 2: Monotonicity of the Operator A

We will we prove that the operator A is strictly monotone.
Let u1, u2 ∈ W 1,p

0 (Ω,ω1) with u1 �= u2. We have

〈Au1 − Au2, u1 − u2〉
= O(u1, u1 − u2) − O(u2, u1 − u2)

=
∫

Ω

〈a(x,∇u1),∇(u1 − u2)〉ω1dx −
∫

Ω

〈a(x,∇u2),∇(u1 − u2)〉ω1dx

+
∫

Ω

〈b(x, u1,∇u1),∇(u1 − u2)〉ω2dx −
∫

Ω

〈b(x, u2,∇u2),∇(u1 − u2)〉ω2dx

+
∫

Ω

g(x, u1)(u1 − u2)ω3dx −
∫

Ω

g(x, u2)(u1 − u2)ω3dx

=
∫

Ω

〈a(x,∇u1) − a(x,∇u2),∇(u1 − u2)〉ω1dx

+
∫

Ω

(
g(x, u1) − g(x, u2)

)(
u1 − u2

)
ω3dx

+
∫

Ω

〈b(x, u1,∇u1) − b(x, u2,∇u2),∇(u1 − u2)〉ω2dx.
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Thanks to (A3), we obtain

〈Au1 − Au2, u1 − u2〉 ≥
∫

Ω

α|∇(u1 − u2)|pω1dx

≥ α‖∇(u1 − u2)‖p
Lp(Ω,ω1)

,

and by Theorem 2(with κ = 1), we conclude that

〈Au1 − Au2, u1 − u2〉 ≥ α

(Cp
Ω + 1)

‖u1 − u2‖p

W 1,p
0 (Ω,ω1)

.

Therefore, the operator A is strictly monotone.

Step 3: Coercivity of the Operator A

In this step, we prove that the operator A is coercive. To this purpose let u ∈
W 1,p

0 (Ω,ω1), we have

〈Au, u〉 = O(u, u)

=
∫

Ω

〈a(x,∇u),∇u〉ω1dx +
∫

Ω

〈b(x, u,∇u),∇u〉ω2dx +
∫

Ω

g(x, u)u ω3dx.

Moreover, from (A4) and Theorem 2(with κ = 1), we obtain

〈Au, u〉 ≥ β1

∫
Ω

|∇u|pω1dx + β2

∫
Ω

|∇u|qω2dx + β3

∫
Ω

|u|qω2dx

≥ min(β1, λ4)
[∫

Ω

|∇u|pω1dx +
∫

Ω

|u|pω1dx

]

+min(β2, β3)
[∫

Ω

|∇u|qω2dx +
∫

Ω

|u|qω2dx

]
= min(β1, λ4)‖u‖p

W 1,p
0 (Ω,ω1)

+ min(β2, β3)‖u‖q

W 1,q
0 (Ω,ω2)

≥ min(β1, λ4)‖u‖p

W 1,p
0 (Ω,ω1)

.

Hence, we obtain

〈Au, u〉
‖u‖W 1,p

0 (Ω,ω1)

≥ min(β1, λ4)‖u‖p−1

W 1,p
0 (Ω,ω1)

.

Therefore, since p > 1, we have

〈Au, u〉
‖u‖W 1,p

0 (Ω,ω1)

−→ +∞ as ‖u‖W 1,p
0 (Ω,ω1)

−→ +∞,

that is, A is coercive.

Step 4: Continuity of the Operator A

We need to show that the operator A is continuous. To this purpose let uk −→ u
in W 1,p

0 (Ω,ω1) as k −→ ∞. Then uk −→ u in Lp(Ω,ω1) and ∇uk −→ ∇u in
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(Lp(Ω,ω1))
n. Hence, thanks to Theorem 1, there exist a subsequence (uki

),
functions ψ1 ∈ Lp(Ω,ω1) and ψ2 ∈ Lp(Ω,ω1) such that

uki
(x) −→ u(x), a.e. in Ω

|uki
(x)| ≤ ψ1(x), a.e. in Ω

∇uki
(x) −→ ∇u(x), a.e. in Ω

|∇uki
(x)| ≤ ψ2(x), a.e. in Ω.

(4)

We will show that Auk −→ Au in W−1,p′
0 (Ω,ω1−p′

1 ). In order to prove this
convergence we proceed in several steps.

Step 1:

We define the operator

Bj : W 1,p
0 (Ω,ω1) −→ Lp′

(Ω,ω1)
(Bju)(x) = aj(x,∇u(x)).

We now show that
Bjuk −→ Bju in Lp′

(Ω,ω1).

(i) Let u ∈ W 1,p
0 (Ω,ω1). Using (A2) and Theorem 2(with κ = 1), we obtain

‖Bju‖p′

Lp′ (Ω,ω1)
=

∫
Ω

|Bju(x)|p′
ω1dx =

∫
Ω

|aj(x,∇u)|p′
ω1dx

≤
∫

Ω

(
f1 + h1|∇u|p−1

)p′
ω1dx

≤ Cp

∫
Ω

(
fp′
1 + hp′

1 |∇u|p
)

ω1dx

≤ Cp

[
‖f1‖p′

Lp′ (Ω,ω1)
+ ‖h1‖p′

L∞(Ω)‖∇u‖p
Lp(Ω,ω1)

]
≤ Cp

[
‖f1‖p′

Lp′ (Ω,ω1)
+ ‖h1‖p′

L∞(Ω)‖u‖p

W 1,p
0 (Ω,ω1)

]
,

where the constant Cp depends only on p.
(ii) By (A2) and (4), we obtain

‖Bjuki
− Bju‖p′

Lp′
(Ω,ω1)

=

∫
Ω

|Bjuki
(x) − Bju(x)|p′

ω1dx

≤
∫

Ω

(
|aj(x, ∇uki

)| + |aj(x, ∇u)|
)p′

ω1dx

≤ Cp

∫
Ω

(
|aj(x, ∇uki

)|p′
+ |aj(x, ∇u)|p′)

ω1dx

≤ Cp

∫
Ω

[(
f1 + h1|∇uki

|p−1
)p′

+
(
f1 + h1|∇u|p−1

)p′]
ω1dx

≤ Cp

∫
Ω

[(
f1 + h1ψp−1

2

)p′
+

(
f1 + h1ψp−1

2

)p′]
ω1dx

≤ 2CpC
′
p

∫
Ω

(
fp′
1 + hp′

1 ψp
2

)
ω1dx

≤ 2CpC
′
p

[
‖f1‖p′

Lp′
(Ω,ω1)

+ ‖h1‖p′
L∞(Ω)

‖ψ2‖p
Lp(Ω,ω1)

]
.
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Hence, thanks to (A1), we get, as k −→ ∞

Bjuki(x) = aj(x, ∇uki(x)) −→ aj(x, ∇u(x)) = Bju(x), for almost all x ∈ Ω.

Therefore, by Lebesgue’s theorem, we obtain

‖Bjuki
− Bju‖Lp′ (Ω,ω1)

−→ 0,

that is,
Bjuki

−→ Bju in Lp′
(Ω,ω1).

Finally, in view to convergence principle in Banach spaces, we have

Bjuk −→ Bju in Lp′
(Ω,ω1). (5)

Step 2:

We define the operator

Gj : W 1,p
0 (Ω,ω1) −→ Lq′

(Ω,ω2)
(Gju)(x) = bj(x, u(x),∇u(x)).

We also have that
Gjuk −→ Gju in Lq′

(Ω,ω2). (6)

In fact,

(i) Let u ∈ W 1,p
0 (Ω,ω1). Using (A2), Remark 1 (i) and Theorem 2 (with

κ = 1), we obtain

‖Gju‖q′

Lq′ (Ω,ω2)

=
∫

Ω

|bj(x, u,∇u)|q′
ω2dx

≤
∫

Ω

(
f2 + h2|u|q−1 + h3|∇u|q−1

)q′
ω2dx

≤ Cq

∫
Ω

[
fq′
2 + hq′

2 |u|q + hq′
3 |∇u|q

]
ω2dx

≤ Cq

[
‖f2‖q′

Lq′ (Ω,ω2)
+ ‖h2‖q′

L∞(Ω)‖u‖q
Lq(Ω,ω2)

+ ‖h3‖q′

L∞(Ω)‖∇u‖q
Lq(Ω,ω2)

]
≤ Cq

[
‖f2‖q′

Lq′ (Ω,ω2)
+ Cq

p,q

(
Cq

Ω‖h2‖q′

L∞(Ω) + ‖h3‖q′

L∞(Ω)

)
‖u‖q

W 1,p
0 (Ω,ω1)

]
,

where the constant Cq depends only on q.
(ii) According to (A2), Remark 1 (i) and the same arguments used in Step 1

(ii), we obtain analogously,

Gjuk −→ Gju in Lq′
(Ω,ω2). (7)
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Step 3:

We define the operator

H : W 1,p
0 (Ω,ω1) −→ Ls′

(Ω,ω3)
(Hu)(x) = g(x, u(x)).

In this step, we will show that

Huk −→ Hu in Ls′
(Ω,ω3). (8)

(i) Let u ∈ W 1,p
0 (Ω,ω1). Using (A2) and Remark 1 (ii), we obtain

‖Hu‖s′

Ls′ (Ω,ω3)
=

∫
Ω

|g(x, u)|s′
ω3dx

≤
∫

Ω

(
f3 + h4|u|s−1

)s′
ω3dx

≤ Cs

∫
Ω

(
fs′
3 + hs′

4 |u|s
)

ω3dx

≤ Cs

[
‖f3‖s′

Ls′ (Ω,ω3)
+ ‖h4‖p′

L∞(Ω)‖u‖s
Ls(Ω,ω3)

]
≤ Cs

[
‖f3‖s′

Ls′ (Ω,ω3)
+ Cs

p,s‖h4‖p′

L∞(Ω)‖u‖s
Lp(Ω,ω1)

]
≤ Cs

[
‖f3‖Ls′ (Ω,ω1)

+ Cs
p,sC

s
Ω‖h4‖s′

L∞(Ω)‖u‖s
W 1,p

0 (Ω,ω1)

]
,

where the constant Cs depends only on s.
(ii) By using (A2) and Remark 1 (ii), we get

‖Huki − Hu‖s′
Ls′

(Ω,ω3)
=

∫

Ω

|Huki(x) − Hu(x)|p′
ω3dx

≤
∫

Ω

(
|g(x, uki)| + |g(x, u)|

)s′
ω3dx

≤ Cs

∫

Ω

(
|g(x, uki)|s

′
+ |g(x, u)|s′)

ω3dx

≤ Cs

∫

Ω

[(
f3 + h4|uki |s−1

)s′
+

(
f3 + h4|u|s−1

)s′]
ω3dx

≤ Cs

∫

Ω

[(
f3 + h4|ψ1|s−1

)s′
+

(
f3 + h4ψ

s−1
1

)s′]
ω3dx

≤ 2CsC
′
s

[
‖f3‖s′

Ls′
(Ω,ω3)

+ ‖h4‖s′
L∞(Ω)‖ψ1‖s

Ls(Ω,ω3)

]

≤ 2CsC
′
s

[
‖f3‖s′

Ls′
(Ω,ω3)

+ Cs
p,s‖h4‖s′

L∞(Ω)‖ψ1‖s
Lp(Ω,ω1)

]
,

then, using condition (A1), we deduce, as k −→ ∞
Huki

(x) = g(x, uki
(x)) −→ g(x, u(x)) = Hu(x), a.e. x ∈ Ω.

Therefore, by the Lebesgue’s theorem, we obtain

‖Huki
− Hu‖Ls′ (Ω,ω3)

−→ 0,
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that is,
Huki

−→ Hu in Ls′
(Ω,ω3).

We conclude, from the convergence principle in Banach spaces, that

Huk −→ Hu in Ls′
(Ω,ω3). (9)

Finally, let v ∈ W 1,p
0 (Ω,ω1) and using Hölder inequality, Theorem 2(with κ = 1)

and Remark 1, we obtain

|O1(uk, v) − O1(u, v)| = |
∫

Ω

〈a(x,∇uk) − a(x,∇u),∇v〉ω1dx|

≤
n∑

j=1

∫
Ω

|aj(x,∇uk) − aj(x,∇u)||Djv|ω1dx

=
n∑

j=1

∫
Ω

|Bjuk − Bju||Djv|ω1dx

≤
n∑

j=1

‖Bjuk − Bju‖Lp′ (Ω,ω1)
‖Djv‖Lp(Ω,ω1)

≤
⎛
⎝ n∑

j=1

‖Bjuk − Bju‖Lp′ (Ω,ω1)

⎞
⎠ ‖v‖W 1,p

0 (Ω,ω1)
,

|O2(uk, v) − O2(u, v)| = |
∫

Ω

〈b(x, uk,∇uk) − b(x, u,∇u),∇v〉ω2dx|

≤
n∑

j=1

∫
Ω

|bj(x, uk,∇uk) − bj(x, u,∇u)||Djv|ω2dx

=
n∑

j=1

∫
Ω

|Gjuk − Gju||Djv|ω2dx

≤
⎛
⎝ n∑

j=1

‖Gjuk − Gju‖Lq′ (Ω,ω2)

⎞
⎠ ‖∇v‖Lq(Ω,ω2)

≤ Cp,q

⎛
⎝ n∑

j=1

‖Gjuk − Gju‖Lq′ (Ω,ω2)

⎞
⎠ ‖∇v‖Lp(Ω,ω1)

≤ Cp,q

⎛
⎝ n∑

j=1

‖Gjuk − Gju‖Lq′ (Ω,ω2)

⎞
⎠ ‖v‖W 1,p

0 (Ω,ω1)
,

|O3(uk, v) − O3(u, v)| ≤
∫

Ω

|g(x, uk) − g(x, u)||v|ω3dx

=
∫

Ω

|Huk − Hu||v|ω3dx

≤ ‖Huk − Hu‖Ls′ (Ω,ω3)
‖v‖Ls(Ω,ω3)

≤ Cp,s‖Huk − Hu‖Ls′ (Ω,ω3)
‖v‖Lp(Ω,ω1)

≤ Cp,sCΩ‖Huk − Hu‖Ls′ (Ω,ω3)
‖v‖W 1,p

0 (Ω,ω1)
.
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Hence, for all v ∈ W 1,p
0 (Ω,ω1), we have

|O(uk, v) − O(u, v)| ≤ |O1(uk, v) − O1(u, v)| + |O2(uk, v) − O2(u, v)|
+|O3(uk, v) − O3(u, v)|

≤
[ n∑

j=1

(
‖Bjuk − Bju‖Lp′

(Ω,ω1)
+ Cp,q‖Gjuk − Gju‖Lq′

(Ω,ω2)

)

+ Cp,sCΩ‖Huk − Hu‖Ls′
(Ω,ω3)

]
‖v‖

W
1,p
0 (Ω,ω1)

.

Then, we get

‖Auk − Au‖∗ ≤
n∑

j=1

(
‖Bjuk − Bju‖Lp′ (Ω,ω1)

+ Cp,q‖Gjuk − Gju‖Lq′ (Ω,ω2)

)
+Cp,sCΩ‖Huk − Hu‖Ls′ (Ω,ω3)

.

Combining (5), (7) and (9), we deduce that

‖Auk − Au‖∗ −→ 0 as m −→ ∞,

that is, Auk −→ Au in W−1,p′
0 (Ω,ω1−p′

1 ). Which implies A is continuous.
Thus, the operator A is hemicontinuous, coercive and strictly monotone and

T ∈ W−1,p′
0 (Ω,ω1−p′

1 ), so all the conditions of Theorem 3 are satisfied.
Consequently, by Theorem 3, the operator equation Au = T has exactly one

solution u ∈ W 1,p
0 (Ω,ω1) and it follows that u is the unique weak solution of

problem (1). Thus, the proof of Theorem 4 is finished.

5 Example

We get Ω = {(x, y) ∈ R
2 : x2 + y2 < 1}, and consider the weight functions

ω1(x, y) =
(
x2 + y2

)−1/2, ω2(x, y) =
(
x2 + y2

)−1/3 and ω3(x, y) =
(
x2 + y2

)−1(
we have that ω1, ω2, ω3 ∈ A4, p = 4, q = 3 and s = 2

)
, and the functions

b : Ω × R × R
2 −→ R

2, a : Ω × R
2 −→ R

2 and g : Ω × R −→ R defined by

a
(
(x, y), ξ

)
= h1(x, y)|ξ|3sgn(ξ),

where h1(x, y) = 2e(x
2+y2), and

b
(
(x, y), η, ξ

)
= |ξ|2sgn(ξ),

and
g
(
(x, y), η

)
= h4(x, y)|η|sgn(η),

where h4(x, y) = 2 − cos2(xy).



Existence and Uniqueness of Weak Solution 289

Let us consider the problem{
Lu(x, y) = cos(x + y) in Ω,

u(x, y) = 0 on ∂Ω,
(10)

where,

Lu(x, y) = − div
[
ω1a

(
(x, y),∇u(x, y)

)
+ ω2b

(
(x, y), u(x, y),∇u(x, y)

)]
+ ω3g

(
(x, y), u(x, y)

)
.

Hence, by Theorem 4, the problem (10) has exactly one solution u ∈ W 1,4
0 (Ω,ω1).

6 Conclusion

In this work, we use the main theorem on monotone operators and the weighted
Sobolev spaces theory to prove the existence and uniqueness of weak solution of
weak solution in the space W 1,p

0 (Ω,ω1). We hope in a future work to solve other
similar problems in spaces with weight and variable exponents.

References

1. Abbassi, A., Allalou, C., Kassidi, A.: Topological degree methods for a Neumann
problem governed by nonlinear elliptic equation. Moroccan J. Pure Appl. Anal.
6(2), 231–242 (2020)

2. Abbassi, A., Allalou, C., Kassidi, A.: Existence results for some nonlinear elliptic
equations via topological degree methods. J. Elliptic Parabol. Equ. 7(1), 121–136
(2021). https://doi.org/10.1007/s41808-021-00098-w

3. Bensoussan, A., Boccardo, L., Murat, F.: On a non linear partial differential equa-
tion having natural growth terms and unbounded solution. Annales de l’Institut
Henri Poincare (C) Non Linear Anal. 5(4), 347–364 (1988)

4. Cavalheiro, A.C.: Existence results for degenerate quasilinear elliptic equations in
weighted Sobolev spaces. Bull. Belgian Math. Soc. Simon Stevin 17(1), 141–153
(2010)

5. Cavalheiro, A.C.: Existence results for a class of nonlinear degenerate elliptic equa-
tions. Moroccan J. Pure Appl. Anal. 5(2), 164–178 (2019)

6. Chiarenza, F.: Regularity for solutions of quasilinear elliptic equations under mini-
mal assumptions. Potential Theory Degener. Partial Diff. Oper. 4, 325–334 (1995)

7. Drabek, P., Kufner, A., Mustonen, V.: Pseudo-monotonicity and degenerated or
singular elliptic operators. Bull. Aust. Math. Soc. 58(2), 213–221 (1998)

8. Fucik, S., John, O., Kufner, A.: Function Spaces. Noordhoff International Pub-
lishing, Leyden. Academia, Publishing House of the Czechoslovak Academy of Sci-
ences, Prague (1977)

9. Garcia-Cuerva, J., Rubio de Francia, J.L.: Weighted Norm Inequalities and Related
Topics. Elsevier, Amsterdam (2011)

10. Heinonen, J., Kilpelainen, T., Martio, O.: Nonlinear Potential Theory of Degener-
ate Elliptic Equations. Oxford Math. Monographs. Clarendon Press, Oxford (1993)

https://doi.org/10.1007/s41808-021-00098-w


290 M. El Ouaarabi et al.

11. Kufner, A.: Weighted Sobolev Spaces, vol. 31. Wiley, New York (1985)
12. Kufner, A., Opic, B.: How to define reasonably weighted Sobolev spaces. Commen-

tationes Mathematicae Universitatis Carolinae 25(3), 537–554 (1984)
13. Muckenhoupt, B.: Weighted norm inequalities for the Hardy maximal function.

Trans. Am. Math. Soc. 165, 207–226 (1972)
14. Muckenhoupt, B.: The equivalence of two conditions for weight functions. Studia

Math 49(1), 101–106 (1974)
15. Ouaarabi, M.E., Abbassi, A., Allalou, C.: Existence result for a Dirichlet problem

governed by nonlinear degenerate elliptic equation in weighted Sobolev spaces. J.
Elliptic Parabol. Equ. 7(1), 221–242 (2021). https://doi.org/10.1007/s41808-021-
00102-3

16. Ouaarabi, M.E., Allalou, C., Abbassi, A.: On the Dirichlet problem for some non-
linear degenerated elliptic equations with weight. In: 2021 7th International Con-
ference on Optimization and Applications (ICOA), pp. 1–6 (2021)

17. Ouaarabi, M.E., Abbassi, A., Allalou, C.: Existence result for a general nonlinear
degenerate elliptic problems with measure datum in weighted Sobolev spaces. Int.
J. Optim. Appl. 1(2), 1–9 (2021)

18. Torchinsky, A.: Real-Variable Methods in Harmonic Analysis. Academic Press,
Cambridge (1986)

19. Turesson, B.O.: Nonlinear Potential Theory and Weighted Sobolev Spaces, vol.
1736. Springer, Heidelberg (2000). https://doi.org/10.1007/BFb0103908

20. Zeidler, E.: Nonlinear Functional Analysis and its Applications, vol. II/B. Springer,
New York (1990). https://doi.org/10.1007/978-1-4612-0985-0

https://doi.org/10.1007/s41808-021-00102-3
https://doi.org/10.1007/s41808-021-00102-3
https://doi.org/10.1007/BFb0103908
https://doi.org/10.1007/978-1-4612-0985-0


Unbounded Optimal Control of a Class
of Distributed Bilinear Systems

El Hassan Zerrik1, Abderrahman Ait Aadi2(B), and Mohamed Ouhafsa1

1 MACS Team, Department of Mathematics, Moulay Ismail University, Meknes, Morocco
zerrik3@yahoo.fr, mohamed.ouhafsa@edu.umi.ac.ma

2 Department of Sciences, ENS, Moulay Ismail University, Meknes, Morocco
abderrahman.aitaadi@gmail.com

Abstract. In this paper, we consider optimal control of infinite dimensional
bilinear systems evolving in a spatial domain Ω ⊂ R

n, n ≥ 1 using unbounded
control. Then, we minimize a functional cost constituted of the deviation between
the desired state and the final one at time T , the effort term and the energy one.
The purpose of this study is to prove that an optimal control exists, and character-
ized as a solution to an optimality system. Numerical algorithm for the computa-
tion of an optimal control is given and successfully illustrated through simulations
for the heat equation.

1 Introduction

Bilinear systems constitute an important subclass of nonlinear systems. The nonlinear-
ity in mathematical models of bilinear systems appears in the multiplication of state
and control in the dynamical process. The major importance of bilinear systems indeed
lies in their applications to real word systems, and represent many physical processes,
for example: the basic law of mass action [13] and dynamics of heat exchanger with
controlled flow [12].

Controllability of a class of infinite dimensional bilinear systems has been stud-
ied by many authors using different control techniques. In [3], the authors considered
the approximate controllability of the bilinear beam equation in the mono-dimensional
case. In [8], the author proved the multiplicative controllability of various parabolic and
hyperbolic equations of semilinear type using asymptotic qualitative methods. He stud-
ied the controllability of bilinear parabolic equations with the reaction-diffusion term
satisfying Newton law [7].

Optimal control of infinite dimensional bilinear systems has been developed in
many works. In [9], the author proved the existence and gave characterization of an
optimal control of a convective-diffusive fluid bilinear equation. In [6], the author dis-
cussed optimal control of a bilinear heat equation with distributed bounded control. In
[1], the authors discussed unbounded optimal control for a class of bilinear systems. In
[10], the authors studied optimal control problem of a wave equation excited by bound-
ary controls. In [4], the authors considered optimal control of Kirchoff plate equation
using distributed bounded controls. In [11], the author proved optimal control problem

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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of the bilinear wave equation using bounded controls, and in [5], the authors consid-
ered optimal control of the bilinear Kirchoff equation using bounded spatial controls.
In [15], the authors discussed optimal control of a class of infinite dimensional bilinear
systems with distributed bounded and unbounded controls and in [2], the authors stud-
ied constrained optimal control of the bilinear plate equation with distributed bounded
controls and acting on the velocity term. The used approach is based essentially on the
differentiability in the Gateaux sense.

The present work deals with optimal control of a large class of infinite dimensional
bilinear systems where the functional cost is constituted of the deviation between the
desired state and the final one at time T , the effort term and the energy one. Then, we
prove the existence of a solution of such problem and we give characterization of an
optimal control. Moreover, we develop a numerical approach that leads to an algorithm
and simulations. The used approach is mainly based on the Frechet differentiability and
the characterization of the normal vector to the set of admissible controls.

More precisely, let Ω be an open bounded domain of Rn(n ≥ 1), and we consider
the following bilinear system{

ż(t) = Az(t)+u(t)Bz(t) 0 < t < T
z(0) = z0 ∈ L2(Ω) (1)

where A : D(A) ⊂ L2(Ω) −→ L2(Ω) is the infinitesimal generator of strongly contin-
uous semigroup (S(t))t≥0 on state space L2(Ω), whose norm and scalar product are
denoted, respectively, by ‖.‖ and 〈., .〉, u ∈ Uad is the control function, where Uad is
the set of admissible controls, assumed to be a nonempty, closed and convex subset of
L2(0,T ), and B : L2(Ω) −→ L2(Ω) is a linear bounded operator.

For all u ∈ L2(0,T ) and z0 ∈ L2(Ω), the system (1) has a unique weak solution in
the space C(0,T ;L2(Ω)) (see [14]) and z is the solution of

z(t) = S(t)z0+
∫ t

0
S(t− s)u(s)Bz(s)ds. (2)

Consider the following functional

J (u) =
α
2

‖z(T )− zd‖2+ β
2

∫ T

0
‖z(t)− zd‖2dt+ ε

2
‖u‖2L2(0,T ) (3)

where α , β , and ε are nonnegative constants, and zd ∈ L2(Ω) indicates the desired state.
Our problem consists in finding a control u that steers the state close to zd , over

the time interval [0,T ] with a reasonable amount of energy. This may be stated as the
following minimization problem {

minJ (u)
u ∈Uad

(4)

The paper is organized as follows: in Sect. 2, we prove the existence of an optimal con-
trol solution of problem (4). In Sect. 3, we establish a characterization of an optimal
control solution of problem (4). In Sect. 4, we develop a numerical algorithm for the
computation of such optimal control. The approach is successfully illustrated by simu-
lations.
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2 Existence of an Optimal Control

This section is devoted to the existence of an optimal control solution of problem (4).

Theorem 1. There exists an optimal control u ∈Uad, solution of problem (4).

Proof. The set {J (u) ; u ∈ Uad} is non-empty and nonnegative, and thus it has a
nonnegative infimum.

Let (un)n∈N be a minimizing sequence inUad , as ε > 0 we have

‖un‖2L2(0,T ) ≤ 2
ε
J (un), ∀n ∈ N

It follows that (un)n∈N is bounded. Then, there exists a subsequence, still denoted by
(un)n∈N that converges weakly to a limit u∗. SinceUad is closed and convex, it is closed
for the weak topology, which implies that u∗ ∈Uad .

Let zn and z∗ be the unique solutions of systems (1), associated to un and u∗ respec-
tively. From (2), we have

zn(t)− z∗(t) =
∫ t

0
S(t− s)[un(s)Bzn(s)−u∗(s)Bz∗(s)]ds

=
∫ t

0
S(t− s)[(un(s)−u∗(s))Bz∗(s)+un(s)(Bzn(s)−Bz∗(s))]ds

Then

‖zn(t)− z∗(t)‖ ≤
∥∥∥∥
∫ t

0
S(t− s)(un(s)−u∗(s))Bz∗(s)ds

∥∥∥∥
+

∫ t

0
‖S(t− s)‖|un(s)|||B||‖zn(s)− z∗(s)‖ds

Using Gronwall Lemma, the above inequality becomes

‖zn(t)− z∗(t)‖ ≤
∥∥∥∥
∫ t

0
S(t− s)(un(s)−u∗(s))Bz∗(s)ds

∥∥∥∥e
‖B‖

∫ t

0
‖S(t− s)‖|un(s)|ds

There exist constant M ≥ 1 and ρ ∈ R such that ‖S(t)‖ ≤ Me|ρ|t , then

∫ t

0
‖S(t− s)‖|u(s)|ds ≤ Me|ρ|TT

1
2

(∫ T

0
|u(s)|2ds

) 1
2

The above inequality yields

‖zn(t)− z∗(t)‖ ≤ ‖Λt(un −u∗)‖eMe|ρ|T (‖B‖T 1
2 μ), ∀n ∈ N (5)

where μ = sup‖un‖L2(0,T ), and the operator Λt : L2(0,T ) −→ L2(Ω) is defined by

Λtu=
∫ t

0
S(t− s)u(s)Bz∗(s)ds, ∀u ∈ L2(0,T )

Let us prove that for all t ∈ [0,T ], Λt is compact.
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To this end, we prove that for any sequence (ϕn)n in L2(Ω) that weakly converges
to 0 in L2(Ω), (Λ ∗

t ϕn)n converge with norm to 0 in L2(Ω).
Let us calculate the adjoint of the operator Λt .
Let u ∈ L2(0,T ) and y ∈ L2(Ω), we have

< Λt(u),y > =
∫ t

0
< S(t− s)u(s)Bz∗(s),y(s) > ds

=
∫

Ω
< u(s),S∗(t− s)y(s)B∗z∗(s) >L2(0,T ) dx

= < u(.),
∫

Ω
S∗(t− s)y(x, .)B∗z∗(x, .)dx >L2(0,T )

Thus Λ ∗
t : L2(Ω) → L2(0,T ) is given by

[Λ ∗
t z](s) =

{
< S(t− s)Bz∗(.),z > i f 0 ≤ s < t
0 i f t < s ≤ T

Let (φl)l∈N be a sequence in L2(Ω) such that φl ⇀
l→∞

0. Without loss of generality, we

can assume that ‖φl‖L2(Ω) ≤ l, ∀l ∈ N, then

φl ⇀
l→∞

0 =⇒ ‖[Λ ∗
t φl ](s)‖ −→

l→∞
0 a.e on [0,T ]

Thus, for all s ∈ [0,T ], we have

|[Λ ∗
t φl ](s)| ≤ ‖S(t− s)‖||B||‖z∗(s)‖‖φl(s)‖ ≤ Me|ρ|T ||B||‖z∗(s)‖, ∀s ∈ [0,T ]

Applying the dominated convergence theorem allows

‖Λ ∗
t φl(s)‖ −→

l→∞
0, in L2(0,T )

We conclude that Λt is compact.
It follows from the weak convergence (un −u∗) ⇀

n→∞
0 that

lim
n→∞

‖Λt(un −u∗)‖L2(Ω) = 0.

Therefore, by the inequality (5), we obtain

lim
n→∞

‖zn(t)− z∗(t)‖L2(Ω) = 0, a.e on t ∈ [0,T ]

We have ‖z∗(T )− zd‖2L2(Ω) = lim
n→∞

inf‖zn(T )− zd‖2L2(Ω).

Applying Fatou Lemma, gives∫ T

0
‖z∗(T )− zd‖2dt ≤ lim

n→∞
inf

∫ T

0
‖zn(T )− zd‖2dt

Since the norms are lower semi-continuous for the weak topology, it follows that the
weak convergence of (un) → u∗ yields that ‖u∗‖L2(0,T ) ≤ lim

n→∞
inf‖un‖L2(0,T ).

Then
J (u∗) ≤ lim

n→∞
infJ (un) =J ∗.

We conclude that u∗ is solution of problem (4).
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3 Characterization of an Optimal Control

In this section, we give characterization of an optimal control solution of problem (4).
First, we characterize the differential of the functional cost (3).

Proposition 1. The functional (3) is differentiable in the Frechet sense, and its differ-
ential for all u ∈ L2(0,T ) is given by

{
duJ ·h= 〈J ′(u),h〉L2(0,T )
J ′(u)(t) =< ϕ(t),Bz(t) > +εu(t) (6)

where z is the solution of system (1), and ϕ is the solution of the following adjoint
equation {

ϕ̇(t) = −A∗ϕ(t)−u(t)B∗z(t)ϕ(t)−β (z(T )− zd)
ϕ(T ) = α(z(T )− zd)

(7)

Proof. The adjoint operator A∗ generates a C0-semigroup (S∗(t))t>0 on L2(Ω).
For u ∈Uad , the Eq. (7) has a unique weak solution ϕ ∈ C ([0,T ],L2(Ω)), ϕ is also

the solution of the following equation

ϕ(t) = S∗(T − t)α(z(T )− zd)+
∫ T

t
S∗(s− t)[u(t)B∗z(t)(ϕ(t))−β (z(T )− zd)]ds (8)

Let us show that J is Frechet differentiable.
The mapping u �−→ zu is Frechet differentiable in L2(0,T ) and duz(t) its differential

at u. We have zh(t) = duz(t)h is the solution of the integral equation

zh(t) =
∫ t

0
S(t− s)h(s)Bzu(s)+u(s)Bzu(s)zh(s)ds (9)

For all u,u+h ∈Uad , we have

‖zu+h(T )− zd‖2L2(Ω) = < zu+h(T )− zd ,zu+h(T )− zd >L2(Ω)

= < zu(T )+ zh(T )− zd ,zu(T )+ zh(T )− zd >L2(Ω)
= < zu(T )− zd ,zu(T )+ zh(T )− zd >L2(Ω) + < zh(T ),zu(T ) >

+ zh(T )− zd >L2(Ω)
= < zu(T )− zd ,zu(T )− zd >L2(Ω) + < zh(T ),zu(T )− zd >L2(Ω)
+ < zh(T ),zu(T )− zd >L2(Ω) + < zh(T ),zh(T ) >L2(Ω)
= ‖zu(T )− zd‖2L2(Ω) +2 < zh(T ),zu(T )− zd >L2(Ω) +o‖h‖L2(0,T )

Then

‖zu+h(T )− zd‖2L2(Ω) −‖zu(T )− zd‖2L2(Ω) = 2 < zh(T ),zu(T )− zd >L2(Ω) +o‖h‖L2(0,T )
Using similar calculations to those given above, we obtain

∫ T

0
‖zu+h(t)− zd‖2L2(Ω) −‖zu(t)− zd‖2L2(Ω)dt = 2

∫ T

0
< zh(t),zu(t)− zd >L2(Ω) dt+o‖h‖
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and it is easy to see that ‖u+ h‖2
L2(0,T ) −‖u‖2

L2(0,T ) = 2 < u,h >L2(0,T ) +o‖h‖L2(0,T ).
Then, J is Frechet differentiable overUad , and its derivative at u is given by

J ′(u) ·h=< zh(T ),αz(T )−zd >L2(Ω) +
∫ T

0
< zh(t),β (z(T )−zd)>L2(Ω) dt+ε

∫ T

0
u(t)h(t)dt

where zh solution of (9) is the solution of the equation
{
żh(t) = Azh(t)+h(t)Bz(t)+u(t)Bz(t)zh(t)
zh(0) = 0

(10)

For n ∈ ρ(A) (the resolving set of A), let An = nA(nI−A)−1, and A∗
n = nA∗(nI−A∗)−1

be the Yosida’s approximations of A and A∗.
Let ϕn and zn the solutions of Eqs. (7) and (10), with An and A∗

n instead of A and A∗.
Since An and A∗

n are bounded, we have żn ∈ L2(0,T ;L2(Ω)) and ϕ̇n ∈ L2(0,T ;L2(Ω)).
Then

∫ T

0
< β (z(T )− zd),zn(t) > dt = −

∫ T

0
< ϕ̇n(t)+(A∗

n+u(t)[B(z(t))]∗)ϕn(t),zn(t) > dt

= −
∫ T

0
[< ϕ̇n(t),zn(t) > + < ϕn(t),Anzn(t)u(t)B(z(t))zn(t) >]dt

= −
∫ T

0
< ϕ̇n(t),zn(t) > dt−

∫ T

0
< ϕn(t), żn(t)−h(t)Bz(t) > dt

Integrating by part,as żn ∈ L2(0,T ;L2(Ω)), ϕ̇ ∈ L2(0,T ;L2(Ω)), gives

∫ T

0
< ϕ̇n(t),zn(t)> dt+

∫ T

0
< ϕn(t), żn(t)> dt =< ϕn(T ),zn(T )> − < ϕ(0),zn(0)>

Since zn(0) = 0 and ϕn(T ) = α(z(T )− zd), the above equality becomes

∫ T

0
< ϕ̇n(t),zn(t) > dt+

∫ T

0
< ϕn(t), żn(t) > dt =< α(z(T )− zd),zn(T ) >

Thus

∫ T

0
< β (z(t)− zd),zn(t) > dt = − < α(z(t)− zd),zn(T ) > +

∫ T

0
< ϕn(t),h(t)Bz(t) > dt.

Or again

< α(z(T )− zd),zn(T ) > +
∫ T

0
< β (z(t)− zd),zn(t) > dt =

∫ T

0
< ϕn(t),h(t)Bz(t) >L2(Ω) dt.

Let ϕ be the solution of the adjoint equation (7), we have lim
n→+∞

‖zn− zh‖C ([0,T ],L2(Ω)) =

0 and lim
n→+∞

‖ϕn −ϕ‖C ([0,T ],L2(Ω)) = 0.
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The above calculation allows

< α(z(T )− zd),zh(T ) > +
∫ T

0
< β (z(t)− zd),zh(t) > dt =< B∗z(t)ϕ(t),h(t) >L2(0,T )

and

< α(z(T )− zd),zh(T ) > +
∫ T

0
< β (z(t)− zd),zh(t) > dt =

∫ T

0
< ϕn(t),Bz(t) >L2(Ω) dt.

Therefore the derivative of J is given by

J ′(u) ·h=
∫ T

0
[〈ϕ(t),Bz(t)〉L2(Ω) + εu(t)]h(t)dt.

Hence duJ ·h=< J ′(u),h >L2(0,T ) .

Now, we give the necessary optimality conditions.

Proposition 2. Let u∗ be an optimal control solution of problem (4). Then u∗ satisfies

< J ′(u∗),v−u∗ >L2(0,T )≥ 0, ∀ v ∈Uad (11)

where J ′(u∗) is the Frechet derivative ofJ at u∗, given by (6).

Proof. Let u∗ be an optimal control, and v ∈Uad , the convexity ofUad implies that

u∗ +λ (v−u∗) ∈Uad , ∀λ ∈]0,1[.

Then
J (u∗) ≤ J (u∗ +λ (v−u∗)), (12)

So
J (u∗) ≤ J (u∗)+λ < J ′(u∗),v−u∗ > +‖λ (v−u∗)‖θ(λ (v−u∗))

where lim
‖z‖→0

θ(z) = 0.

< J ′(u∗),v−u∗ >≥ −‖v−u∗‖θ(λ (v−u∗)), ∀ λ ∈]0,1[.
Thus

< J ′(u∗),v−u∗ >≥ −‖v−u∗‖ lim
λ→0

θ(λ (v−u∗))

As lim
λ→0

θ(λ (v−u∗)) = 0 we deduce that < J ′(u∗),v−u∗ >≥ 0.

Proposition 3. Let u∗ be an optimal control, solution of problem (4), then
⎧⎨
⎩

J ′(u∗) = 0

or u∗ ∈ ∂Uad and − J ′(u∗)
‖J ′(u∗)‖ is a normal vector to Uad at u∗ (13)
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Proof. Let u∗ be an optimal control. We suppose that J ′(u∗) �= 0, then u∗ ∈ ∂Uad .
Indeed, if u∗ ∈Uad , then there exists r > 0 such that B(u∗,r) ⊂Uad , where B(u∗,r) the
open ball with centre u∗ and radius r.

Applying the inequality (11) to the elements of B(u∗,r), we obtain J ′(u∗) = 0
which is absurd. Then u∗ ∈ ∂Uad .

Using (11), we deduce that − J ′(u∗)
‖J ′(u∗)‖ is the normal vector toUad at u∗.

We apply the optimality condition (13), to characterize the optimal control.

Theorem 2. The optimal control solution of problem (4) is given by the formula

u∗(t) = −1
ε

< ϕ(t),Bz(t) > . (14)

Proof. Let u∗ be an optimal control, then u∗ ∈ Int(Uad) =Uad , so, the condition (13)

becomes J ′(u∗) = 0. We deduce that u∗(t) = −1
ε

< ϕ(t),Bz(t) >.

Remark 1. For α = 0, we retrieve the result established in [15] and in [2] for the plate
equation.

4 Numerical Approach and Simulations

We have seen that an optimal control solution of problem (4) is solution of the Eq. (13)
that gives by the formula (14). The computation of such a control may be achieved
considering the following algorithm.

• Step 1: Initialization: y0 initial state, u0 ∈Uad , κ > 0 the precision.
• Step 2:

Solving the system (1) gives zn.
Solving the adjoint system (7) gives ϕn.

• Step 3:
The control un+1(t) is computed by the formula (14).

• Step 4:
If ‖ un+1 −un ‖≤ κ , stop.
else n = n + 1, go to step 2.

Example: Heat equation
On ]0,1[, we consider the following bilinear heat equation

⎧⎪⎨
⎪⎩

∂
∂ t

z(x, t) = c
∂ 2

∂x2
z(x, t)+u(t)z(x, t) x ∈]0,1[, t ∈]0,T [,

z(0, t) = z(1, t) = 0 t ∈]0,T [
z(x,0) = z0 x ∈]0,1[

(15)

where A= c
∂ 2

∂x2
, c ∈ R with domain D(A) = H2(0,1)∩H1

0 (0,1) and control operator

B= I. The operator A generates a C0 semi-group (S(t))t≥0 on L2(Ω) and is given by

S(t)z=
∞

∑
n=0

e−(nπ)2ct〈φn,z〉φn
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where φ0 = 1, φn(x) =
√
2sin(nπx), ∀n ∈ N

∗.
Consider the problem (4) withUad = L2(0,T ) and

J (u) =
α
2

‖z(.,T )− zd‖2L2(0,1) +
β
2

∫ T

0
‖z(., t)− zd‖2L2(0,1)dt+

ε
2

∫ T

0
|u(t)|2dt (16)

The differential of the functional cost is given by

J ′(u)(t) =< ϕ(t),z(t) >L2(0,1) +εu(t) (17)

where ϕ is the solution of
⎧⎨
⎩ ϕ̇(t) = [−c

∂ 2

∂x2
−u(t)z(t)]ϕ(t)−β (z(T )− zd)

ϕ(T ) = α(z(T )− zd)
(18)

We consider the following data z0(x) = x(1− x3),zd(x) = 0.2x(1− x)(x2+ x+ 1),c =
0.001, T = 1, α = 103, β = 102, ε = 1, κ = 10−3.

The optimal control is given by

u∗(t) = −1
ε

< ϕ(t),z(t) >L2(0,1)

and the simulations give the following figures:

Fig. 1. Final state on ]0,1[

Figure 1 shows that the final state is very close to the desired one with error ‖z(T )−
zd‖L2(Ω) = 4.4133×10−6 and the evolution of control is given by Fig. 2.
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Fig. 2. Evolution of control function

5 Conclusion

Optimal control of a class of infinite dimensional bilinear systems is considered using
unbounded control. The existence of an optimal control is proved and characterized by
optimality conditions. The obtained results are illustrated by examples and successfully
tested through simulations. Questions are still open, for instance the case of optimal
control of linear systems acted by bilinear boundary controls.
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Abstract. This paper is concerned with the Bayesian estimation of the
parameters of an epidemic agent-based model. The proposed model sim-
ulates the classic SEIR epidemiological model at the agent level. The
estimation of parameters of the introduced model is based on Approxi-
mate Bayesian Computation (ABC). Simulated datasets are used to test
the proposed methodology.
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1 Introduction

The modeling of complex systems generates models that are difficult to estimate
by classical inference methods. The likelihood for this kind of models is often
computationally intractable. Free likelihood methods offer a promising way to
deal with this kind of problem. Approximate Bayesian Computation (see Sisson
et al. [16]) is a family of free likelihood algorithms widely applied in disciplines
that rely on genetics, ecology ...etc. This paper aims to propose an approximate
Bayesian computation algorithm to estimate the parameters of an agent-based
model in epidemiology. The paper is structured as follows. Section 2 formalises
the agent-based model; Sect. 3 present an MC simulation study of the dynamics
of the introduced model; Sect. 4 is devoted to the presentation of an approximate
Bayesian estimation proposed to estimate the parameter of the agent based
model introduced; the evaluation of the estimation algorithm is given in Sect. 5;
finally, Sect. 6 conclude the paper.
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2 Agent-Based Model Proposed

Agent-based models date back to the work of modeling complex systems in the
years 1969–1985 (see, Axelrod and Hamilton [1], Langton [14] and Thomas C.
Schelling [15] among others). The literature on the application of agent-based
models in epidemiology shows two main classes of models (see, Hunter et al. [9]).
The first class contains general models whose objective is to show how diseases
spread according to the different parameters of the models. The second class
includes models specific to given disease.

As noted by Hunter et al. in [9], four components are distinguished in agent-
based models applied in epidemiology: the structure of agents, the environment
of agents, the mobility of agents and the transmission dynamics of disease.

Hence, the specification of an agent-based model requires the precision of the
following elements (see, Hunter et al. [9]): the structure of the agents, the space
in which the agents evolve (discrete or continuous), time (discrete or continuous),
the mobility of the agents, the environment and the dynamics of contagion.

The model proposed here is a general type model. The time is assumed to
be discrete and divided into days.

The agents live in households of random size. We assume that the household
size follows a Poisson probability distribution of parameter λ. The choice of
this probability distribution is motivated by [11] and [12], more precisely, the
household size nh is generated as follows:

nh = 1 + εhwhereεh ∼ Poisson(λ).
We modeled the household size by a Poisson probability distribution shifted by 1
to ensure that each household contains at least one agent with probability equal
to 1.

Here we use X ∼ P to indicate that X is a random variable following the
probability distribution P .

From this specification, the number of agents is a random variable with mean
N(1 + λ) and variance Nλ where N is the number of households.

Each agent is characterized by a state with 4 possible values: 0 (susceptible),
1 (exposed), 2 (infected) and 3 (recovered).

Every day, agents make contacts modeled by Erdős-Rényi random network
(see [7] and [5]).

The dynamic of contagion is based on the classic SEIR model (see, [2] and
[13]). SEIR model is a compartmental model used to model infectious diseases
with a latent phase during which the individual is infected but not yet infec-
tious. In this model, the population is affected to 4 compartments: Susceptible,
Exposed, Infectious and Recovered (noted respectively: S, E, I and R). Each
member of the population transits from susceptible to exposed to infectious and
finally to recovered as shown in the Fig. 1 below:

Fig. 1. SEIR model
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The parameter β is the infectious rate, it controls the rate of spread of epi-
demic which is the probability of transmitting disease between a susceptible and
an infectious individual. The rate γ is the incubation rate, it is the rate of latent
individuals becoming infectious. The average duration of incubation is 1

γ . The
parameter μ is the recovery rate, this rate expresses the average duration of
infection.

The model is expressed by the following set of ordinary differential equations:

dSt

dt
= −βStIt

M
dEt

dt
=

βStIt

M
− γEt

dIt

dt
= −γEt − μIt

dRt

dt
= −μIt

where M = St + Et + It + Rt the total population.
Inspired from this model, we assume that a susceptible agent in contact with

an infected agent can be infected with a probability β. The incubation time
is assumed to be random with a Poisson probability distribution of mean 1

γ .
An infected agent recovers after a random period with a Poisson probability
distribution of mean 1

μ .
More formally, the model is expressed as follows:
Let A be a set of agents of size N . For a ∈ A and t ∈ N (time is represented

by natural numbers), let xa(t) the state of agent a on day t.
Let Rt = (A,Et, p) the random network of contacts on day t. The vertices

are the set of agents and the edges are specified by the adjacency matrix Et

defined as follow:

Et(a, a′) =

{
1, if agentsa and a

′
come from the same househould

u ∼ Binomial(1, p), otherwise.

Here, p is the probability that a contact will be established between two agents
who do not come from the same household. We assume that the probability p is
independent of time.

2.1 Mechanism of Disease Spread

In this subsection we present how the epidemic state of an agent evolves over
time.

Initially, only one agent is infected. For an agent a ∈ A, let ηa = inf{t ∈
N, xa(t) = 1} the day on which the agent a is contaminated. Let τa the incubation
period of agent a.

The spread of the disease is as follows:
Let a, a′ ∈ A
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• if xa(t) = 0, xa′(t) = 2 and Et(a, a′) = 1, then a becomes infected with
probability β.

• if xa(t) = 1, let v be a realization of the Poisson distribution of parameter 1
γ ,

if t − τa > v then xa(t + 1) = 2.
• if xa(t) = 2, let v be a realization of the Poisson distribution 1

μ , if t − τa > v

then xa(t + 1) = 3.

Proposition 2.1. The probability that a susceptible agent on day t will become
infected knowing his contacts and the status of his contacts and the epidemic
states of his contacts, is given as follows:

Let Ia,t = {xa(t); (xa′(t))a′ �=a; (Et(a, a′))a′∈N}

P [xa(t + 1) = 1|Ia,t] = 1 − (1 − β)la(t)

where la(t) = card{a′ ∈ N, Et(a, a′) = 1 and xa(t) = 2} the number of infectious
contacts of agent a at t.

Proof. Let a ∈ A susceptible at t, the agent remains susceptible at t + 1 if it
isn’t infected by its infectious contacts.

As every a′ ∈ {a′ ∈ N, Et(a, a′) = 1 and xa(t) = 2}, can infect the agent
with probability β. Then

P [xa(t + 1) = 0 | Ia,t] = (1 − β)la(t)

as the agent is in state 0 (susceptible), at t + 1 it cannot transit to states 2
(infected) and 3 (recovered).
So,

P [xa(t + 1) = 2 | Ia,t] = P [xa(t + 1) = 3 | Ia,t] = 0

and

P [xa(t+1) = 0 | Ia,t]+P [xa(t+1) = 1 | Ia,t]+P [xa(t+1) = 2 | Ia,t]+P [xa(t+1) = 3 | Ia,t] = 1

then
P [xa(t + 1) = 1 | Ia,t] = 1 − (1 − β)la(t)

��
In the following subsection, we propose an algorithm to simulate the evolution

of agents states.

2.2 Simulation Algorithm

To simulate the evolution of agents states over time we propose the following
algorithm.
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Algorithm 1. Simulation algorithm
Input:
N number of households
p, β, γ, μ and λ
T=Simulation duration
(τa)a, (ηa)a: vectors initialized to 0
A: agents set
Output:
(xa(t))a,t

Initialization:
at t = 0,
Generate the agents given the number of households and λ
Choose a0 a random in A, put xa0(0) = 2 and ηa0 = 0
Disease spread:
for t = 0 : T − 1
for a ∈ A
case (xa(t) = 0)
compute la
r = random
if (r < 1 − (1 − β)la(t))
xa(t + 1) = 1
τa = t + 1

end if
case (xa(t) = 1)
draw v ∼ Poisson( 1

γ
)

if ((t + 1) − τa > v)
xa(t + 1) = 2
ηa = t + 1

end if
case (xa(t) = 2)
draw v ∼ Poisson( 1

μ
)

if ((t + 1) − ηa > u), xa(t + 1) = 3
end for

end for

3 Dynamic of the Introduced Model: Simulation Study

We study the model introduced in the cases of the A/H1N1 influenza pandemic
(see [3]) and Covid 19 (see [10]). The behavior of the system is simulated for
several values of β.

The Table 1 shows the parameters γ and μ considered for Poisson distribu-
tions.
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Table 1. The parameters γ and μ

A/H1N1 influenza Covid 19

γ 1/2days−1 [3] 1/6days−1 [10]

μ 1/4days−1 [3] 1/14days−1 [10]

The simulations are conducted for a population of 1000 households with
λ = 2, which gives a household of average size equal to 3, and p = log(N ′)

N ′ where
N ′ is the number of agents.

In the Table 2, we summarize for some beta values, the estimate of the
maximum number of infectious agents reached noted MI and the duration in
days to reach the maximum of active cases (infected cases minus recovered cases)
noted DMA. These results are obtained after 100 simulations.

Table 2. Simulations result

MC mean MC confidence interval

Covid 19 β = 0.01 MI(%) 0.79% [0.02%, 5.13%]

DMA (days) 44.31 [1,172.15]

β = 0.02 MI(%) 90% [89%, 92%]

DMA (days) 94 [92,116]

β = 0.05 MI(%) 99.67% [99.51%, 99.80%]

DMA (days) 65.87 [60,74]

β = 0.1 MI(%) 99.99% [99.98%, 100%]

DMA (days) 48.5 [45.96,52.03]

β = 0.5 MI(%) 100% [100%, 100%]

DMA (days) 29.8 [28.98,31]

A/H1N1 influenza β = 0.01 MI(%) 0.02% [0.02%, 1%]

DMA (days) 1 [1,10]

β = 0.05 MI(%) 45.15% [0.02%, 80.71%]

DMA (days) 36.57 [1.72]

β = 0.06 MI(%) 91.21% [90.7%, 92.76%]

DMA (days) 42.77 [37.4,47.6]

β = 0.1 MI(%) 95.35% [94.97%, 98.07%]

DMA (days) 33.10 [29.28,40]

β = 0.5 MI(%) 100% [100%, 100%]

DMA (days) 17.27 [16.73,18]

These results suggest the existence of a critical value of beta, from which the
infectious disease can spread in population. For Covid 19, the critical value is
about 0.02. Concerning A/H1N1 influenza, it is about 0.05.
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4 Estimation of Model Parameters

Usually, agents level data are not available, only aggregates data are available.
Inference on parameters from theses aggregates is very complicated. It is almost
impossible to compute the probability law governing the model. To overcome this
problem, we propose the use of Approximate Bayesian Computational methods.

Approximate Bayesian Computation methods are a family of algorithms
developed to perform Bayesian inference in the case of computationally
intractable likelihood function. The steps of the basic ABC algorithm (see[17])
are as follows:

Algorithm 2. Basic ABC algorithm
Input: Observed data D0, prior distribution π, threshold error e and discrepancy
measure Δ
Output: a sample of size n from approximate posterior Pa(θ|D0)

1. Draw θ from the prior distribution π(θ).
2. Simulate D from the model p(D|θ), using parameters θ to get data D.
3. If Δ(D, D0) < e accept θ otherwise reject.
4. Repeat 1.,2. and 3. until n values θ are accepted.

To improve the efficiency of the basic algorithm, several algorithms have been
developed such as ABC-MCMC, ABC-SMC (see [3] and [16]).

The simulation of agent-based models is very expensive in terms of compu-
tation. This limits the number of simulations that can be generated. To remedy
this problem, we propose an algorithm inspired by the ABC methods based on
the modeling of the discrepancy measure (see, [8]).

Let Δθ = Δ(D,D0) where D the simulate data under p(D|θ) and D0 the
observed data. We model (log(Δθ))θ as a Gaussian process with mean function
m(θ) and covariance function c(θ, θ′). The standard choice of m and c are (see,
[8]):

m(θ) =
p∑

i=1

aiθ
2
i + biθi + c

and

c(θ, θ′) = σ2exp

(
−

p∑

i=1

(θi − θ
′
i)

2

l2i

)
+ σ2

01{θ=θ′} for θ = {θ1, ..., θp}

The estimation of the parameters of m and c can be done by the maximum
likelihood method. From a sample (θi,Δθi

)i=1,...,K , let m̂ and ĉ the estimates
obtained.
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For new value of θ, the prediction of Δθ is done as follow:

Δ̂θ = m̂(θ) + b̂(θ)
′
V̂ −1ê (
)

where b̂(θ) = (c(θ, θ′), i = 1, ...,K)′, V̂ = (ĉ(θi, θj), i, j = 1, ...,K) and ê =
(Δθi

− m̂(θi), i = 1, ...,K)′.
The estimation algorithm consists of two steps. In the first step (the most

expensive part in terms of computation) we apply the basic ABC algorithm
without rejecting any generated value. We thus obtain a sample of size K of
parameters θ and the associated discrepancies. From this sample we estimate a
Gaussian process modeling the logarithm of the discrepancy depending on θ.

In the second step, we apply Basic algorithm without simulating the model.
Discrepancies are predicted using the Gaussian process estimated in the first
step.

So, the proposed algorithm is as follow:

Algorithm 3
Input: Observed data D0, prior distribution π, threshold error e and discrepancy
measure Δ, K, m
Output: a sample of size n from approximate posterior Pa(θ|D0)

1. Draw a sample (θi)i=1,..,K from the prior distribution π(θ).
2. For each θi, simulate data from the model, using parameters θi to get data Di

and Δi = Δ(Di, D0).
3. From the sample (θi, Δi)i=1,..,K , estimate a Gaussian process to obtain m̂ and

ĉ.
4. Draw θ from the prior distribution π(θ).
5. Compute Δ̂θ according to (*)
6. If Δ̂θ < e accept θ otherwise reject.
7. Repeat 4,5,6 m times.

5 Evaluation of the Estimation Algorithm

We use a Gaussian process with polynomial mean function on θ, m(θ) = P (θ)

and covariance function c(θ, θ′) = σ2exp
(

‖θi−θ
′
i‖

l

)
+ σ2

01{θ=θ′}. The degree of

the polynomial m is chosen so as to minimize the Bayesian information criterion
of the model.

Two discrepancy measures were tested, namely:

Δ∞ = maxt

(| It − I0t |, | Rt − R0
t |)

Δ1 =
∑

t

| It − I0t | +
∑

t

| Rt − R0
t |
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where I0t and R0
t are respectively: observed infected cases, and observed recovered

cases. We perform the approximate Bayesian computation with a noninformative
prior on β: the uniform probability distribution on [0,1]. The error was set to
accept a fraction α of the generated sample of θ. Several values of α have been
tested. We perform the algorithm with K = 100 and m = 10000.

The estimates obtained are close to the true values. Indeed, the average
absolute error compared to the true value of β varies between 1.3% (value reached
for β = 0.9) and 22% (value reached for β = 0.1). By decreasing the alpha
acceptance rate the performance of the estimation algorithm improves. Indeed,
by going from α = 15% to α = 5%, the gain in terms of average absolute error
varies between 55% and 73%.

By comparing the two discrepancy measure adopted, it turns out that Δ∞
perform better.

Tables 3 and 4 summarize the results obtained according to the various values
of α and the discrepancy measures adopted.

Table 3. Results obtained with discrepancy Δ∞

True value of β Estimation Mean absolute
error

Credible interval

Δ∞ and α = 5% β = 0.05 0.045 0.012 [0.023, 0.068]

β = 0.1 0.108 0.014 [0.085, 0.134]

β = 0.3 0.284 0.018 [0.261, 0.308]

β = 0.6 0.602 0.013 [0.579, 0.628]

β = 0.9 0.912 0.012 [0.877, 0.924

Δ∞ and α = 10% β = 0.05 0.072 0.030 [0.024, 0.119]

β = 0.1 0.113 0.027 [0.065, 0.159]

β = 0.3 0.275 0.032 [0.228, 0.324]

β = 0.6 0.564 0.038 [0.517, 0.610]

β = 0.9 0.911 0.026 [0.864, 0.960]

Δ∞ and α = 15% β = 0.05 0.081 0.044 [0.009, 0.153

β = 0.1 0.122 0.040 [0.050, 0.192]

β = 0.3 0.28 0.040 [0.208, 0.349]

β = 0.6 0.564 0.046 [0.492, 0.635]

β = 0.9 0.906 0.036 [0.838, 0.974]
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Table 4. Results obtained with discrepancy Δ1

True value of β Estimation Mean absolute
error

Credible interval

Δ1 and α = 5% β = 0.05 0.051 0.012 [0.027, 0.074]

β = 0.1 0.129 0.029 [0.105, 0.153]

β = 0.3 0.280 0.020 [0.256, 0.305]

β = 0.6 0.717 0.117 [0.692, 0.742]

β = 0.9 0.974 0.074 [0.951, 0.998]

Δ1 and α = 10% β = 0.05 0.055 0.024 [0.010, 0.101]

β = 0.1 0.134 0.036 [0.089, 0.179]

β = 0.3 0.282 0.028 [0.234, 0.329]

β = 0.6 0.717 0.117 [0.666, 0.766]

β = 0.9 0.951 0.051 [0.905, 0.997]

Δ1 and α = 15% β = 0.05 0.074 0.041 [0.005, 0.143

β = 0.1 0.146 0.052 [0.072, 0.216]

β = 0.3 0.287 0.039 [0.214, 0.357]

β = 0.6 0.715 0.115 [0.643, 0.788]

β = 0.9 0.921 0.041 [0.846, 0.996]

Figs. 2, 3, 4, 5 and 6 represent the approximate posterior distributions accord-
ing to the different values of beta. The dashed line refers to the approximate
posterior mean. We note that these probability distributions are concentrated
around the true values of the parameters beta.
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Fig. 2. Case β = 0.05 (acceptancy rate = 5%) and dicrepancy mesure Δ∞
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Fig. 3. Case β = 0.1 (acceptancy rate = 5%) and dicrepancy measure Δ∞
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Fig. 4. Case β = 0.3 (acceptancy rate = 5%) and dicrepancy measure Δ∞
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Fig. 5. Case β = 0.6 (acceptancy rate = 5%) and dicrepancy measure Δ∞
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Fig. 6. Case β = 0.9 (acceptancy rate = 5%) and dicrepancy measure Δ∞



Approximate Bayesian Estimation of Parameters 313

6 Conclusion

This paper aimed to apply Bayesian approximation methods to estimate the
parameters of an agent-based model in epidemiology. First, an agent-based model
was formalized, and its dynamic properties were studied by simulation. Then,
we proposed an estimation algorithm based on Bayesian approximation methods
to infer parameters of the introduced model. The algorithm has been tested on
simulated data and has given very satisfactory results.

For the future studies, a possible extension of the introduced agent based
model is to take into account the heterogeneities of agents, for example: age,
morbidity, etc. These characteristics will influence the contact network and the
parameters of the epidemic model: β, μ, γ.
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Abstract. In this work a GaSe/CdS thin layers structure of a solar cell was digi-
tally processed by the SCAPS-1D simulation programwhereGaSe is the absorbent
material and CdS is the buffer layer; the study of this cell mainly consists in ana-
lyzing the effect of the different parameters of the two GaSe and CdS layers such
as thickness, concentration career, temperature and Rs, Rsh resistances. The P-N
junction is covered by an ITO layer acting as an OTC; the simulation results led to
good values photovoltaic parameters: more than 1 V for the open circuit voltage,
more than 12 mA/cm2 for Jsc, an excellent fill factor which exceeds 90%, with
an efficiency around 16%.

1 Introduction

The production of energy is a challenge of great importance in the future. Today, a large
part of the world’s energy production comes from fossil sources. The sun is a green,
clean, renewable and sustainable source of energy, it has a very high potential to meet
the world’s electricity demand, and the sunlight can be directly converted into electricity
through the solar cell using the principle known as the photovoltaic effect. Researchers
are working on many different solar materials such as: Si, CdTe, CIGS, CGS, CZTS and
organic resources [1–10], with the goal of obtaining low cost and high efficiency solar
cells.

TheGaSe compound (III-VI), is amore promising semiconductor because of its opti-
cal and electrical properties, it has a lot of capacities in the field of optoelectronic devices.
Studies concerning technological applications of crystals have shown that GaSe has
potentials for the use in optoelectronics [11, 12], non-linear optics [13], portable devices,
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energy storage [14, 15], photovoltaics [16, 17] (Has a high absorption coefficient in the
visible range [18]), the objective of this work is the simulation of a GaSe-based solar cell
with the CdS emitter by the SCAPS simulator, and analysis their photovoltaic parameters
as a function of variation of the parameters, thickness, concentration, temperature and
resistance of the GaSe and CdS layers.

2 Methodology

In this work the results were obtained by SCAPS-1D simulator, it is a one dimensional
solar cell simulation software developed at the Department of Electronics and Informa-
tion Systems (EIS), University of Ghent, Belgium, their purpose is the digital analysis
of solar cells [19]. To achieve the desired structure, several physical properties of the
different layers composing the cell can be changed such as band gap, electron affinity,
dielectric permittivity, etc.

The necessary specification of the working point can be indicated in the action
panel. The software supports the classification of all physical parameters and also the
specification of the properties of the front and rear contact. A large number of AC andDC
electrical measurements, including short-circuit current density Jsc, fill factor FF, open-
circuit voltage Voc, conversion efficiency η, quantum efficiency QE, response spectral,
generation and recombination profile [20–22]. Figure 1 shows the structure of the solar
cell used in this study.

The illumination of the light was through the side of the ITO layer with a light output
of 1000W/m2 at room temperature. The values of the physical parameters used in this
study are illustrated in Table 1 [17, 23–28].

The observation of the effect of thickness and concentration of GaSe and CdS layers
on the performance of GaSe-based solar cell was carried out by the following method:
the thickness (concentration) of the buffer layer was modified from 0.05 μm to 0.15 μm
(1017 cm−3 to 1021 cm−3) while keeping the absorbent layer set at 2 μm (1017 cm−3).
In the following, the buffer layer was set at a thickness (concentration) in which PCE is
maximum and the GaSe absorbent layer thickness was changed in the range of 0.2 μm
to 2.0 μm (1013 cm−3 to 1017 cm−3). To observe the temperature effect of this structure,
the simulation was done in a range of temperature going from 280 to 400 K with a step
of 20 K. the effect of resistors Rs and Rsh also was simulated.

Fig. 1. Solar cell structure of ITO/CdS/GaSe/Mo layer
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Table 1. Physical parameters used in the simulation

Parameters p-GaSe n-CdS n-ITO

Thickness(μm) 0.2–2 0.05–0.15 0.1

Eg(eV) 2.1 2.4 3.6

χ(eV) 4.6 4.5 4.1

εr 8 10 10

NC(cm−3) 2.2 × 1018 2.2 × 1018 2.2 × 1018

NV (cm−3) 1.8 × 1019 1.8 × 1019 1.8 × 1019

µn(cm
2/Vs) 250 100 50

µp(cm
2/Vs) 25 25 75

ND(cm−3) – 1017 − 1021 1018

NA(cm−3) 1013 − 1017 - -

Veth(cm/s) 107 107 107

Vpth(cm/s) 107 107 107

Nt(cm−3) 1014 1014 1014

3 Results and Discussions

3.1 Effect of Variation of Buffer Layer Thickness and Carrier Concentration

An N-type buffer layer was used between the absorbent layer and the optical window
layer so that the generated charge carriers would be directed to the electrode before
recombination occurred. Figure 2 shows the influence of the thickness and the concen-
tration of the CdS layer on the photovoltaic characteristics of the simulated solar cell.
The concentration and thickness of the CdS were varied from 1017 cm−3 to 1021 cm−3

and from 0.05 to 0.15 μm, respectively. The increase in the number of donors results
in a slight decrease in Voc, and a slight increase in Jsc. Figure 2 also shows that the
photovoltaic parameters of the simulated structure is independent of the thickness of
CdS.
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Fig. 2. Thickness and carrier concentration variation curve for CdS buffer layer

3.2 Effect of Variation of Absorption Layer Thickness and Carrier Concentration

In thiswork Fig. 3 shows that the increase in the thickness of theGaSe absorber, increased
the parameters PCE, Jsc and Voc and reach up to 15.24%, 12.32 mA/cm2 and 1.37 V
respectively at 2 μm. The FF decreases due to the increase in series resistance with an
increase in the thickness of the absorber [26].We varied the acceptor concentration value
between 1013 cm−3 and 1017 cm−3 in the p-GaSe absorbent layer, here PCE increased
from 15.04% to 16.46%, which reveals that proper doping of the absorbent layer would
produce greater efficiency. Likewise, Voc also increase with increasing values of NA.
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Fig. 3. Thickness and carrier concentration variation curve for GaSe absorption layer

Figure 4 shows the illuminated current density-voltage and quantum efficiency (EQ)
for the simulated solar cell. Figure 4-a presents the current-voltage density curves for
different thicknesses of absorbent layer varying from 0.2 μm to 2 μm. As a result of
the increase in the thickness of the absorbent layer, photons with longer wavelengths
were also absorbed. This effect is associated with improving the collection of photo-
generated carriers. Figure 4-b shows the current-voltage density curves with a variable
GaSe doping concentration varying from 1013 cm−3 and 1017 cm−3. According to this
figure, the higher concentrations produce the best charge transport.
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Fig. 4. J-V characteristics curve of a) Thickness b) carrier concentration variation of GaSe
absorption layer

Quantum efficiency (Fig. 5) is the ratio of the number of charge carriers passing
through the external circuit to the number of incident carriers. For a given wavelength,
the external quantum efficiency is equal to 1 if each photon generates a pair of hole
electron. The effect of the thicknesses of the GaSe layer on the quantum efficiency was
also analyzed. Figure 5-a displays the quantum efficiency (QE) of the structure of the
solar cell (ITO/CdS/GaSe/Mo) with different thicknesses of GaSe layer. Note that the
QE of this structure increases with increasing thickness of the absorbent layer. In fact,
more photons are absorbed when the thickness of the absorbent layer is increased. The
quantum efficiency is also observed to be reduced for higher acceptor densities due to
enhanced recombination process (Fig. 5-b).
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3.3 Effect of Variation of Temperature

We analyzed the device for various working temperatures from 280 K to 400 K, for
a better understanding of their behavior in the environment. Figure 6 shows that with
increasing operating temperature in the range from 280 K to 400 K, deterioration occurs
for Voc from 1.60 V to 1.40 V. This is caused by increasing saturation current and the rate
of recombination with increasing temperature [29, 30]. On the other hand, Jsc increases
from 11.64 mA/cm2 to 12.10 mA/cm2 due to thermal generation of carriers. the FF
goes from 88.93% to 88.19% and therefore PCE decreases from 16.60% to 14.97%.
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Fig. 6. Cell performance of ITO/CdS/GaSe/Mo QE as a function ofworking temperature.

3.4 Effect of Variation of Resistance Rs and Rsh

The performance of the cell was observed by varying the Rs from 2 to 20 � · cm2 as
shown in Fig. 7-a indicates that the Voc and the Jsc are independent of Rs. It can also
be seen from the figure that the FF and the PCE decrease with the increase in Rs due to
the increase in power loss [26]. For the Rsh it was varied from 100 to 1000 � · cm2 to
explore its effect on the performance of the cell as shown in Fig. 7-b. We observe from
the figure that the Voc decreases with the decrease of the Rsh, due to the loss of current
towards Rsh. Figure 7-b shows that low Rsh has a massive impact on cell performance.
We can conclude that good performance of solar cells is obtained for low values of Rs

and high values of Rsh.
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Fig. 7. Cell performance of ITO/CdS/GaSe/Mo as a function of a) series resistance b) shunt
resistance.

4 Conclusion

In the present study, thin films of GaSe, CdS, ITO, were used to simulate the solar
cell. Efficiencies in the order of 15% and more, and fill factors exceeding 90% were
recorded, the study began with the analysis of the effect of thickness and concentration
of the dopants of the first two layers on cell performance which showed that increasing
career concentration positively affects cell function for both layers, however the variation
in thickness did not cause a big change in the case of CdS; then the change in temperature
and resistors Rs and Rsh was also treated.

Acknowledgements. The authors gratefully acknowledge Prof. Marc Burgelman, University of
Gent, Belgium, for providing SCAPS 1-D simulation software.
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Abstract. Let A and B be commutative rings, let J be an ideal of B, let f : A→ B
be a ring homomorphism and we note by J(B) the Jacobson radical of B. The
purpose of this paper is to study the graduation of the amalgamation A �� f J
and A �� I introduced by D’Anna and Fontana in 2007. We investigate also some
homological properties of the amalgamation over a graded ring and we show that
if (A,m) is a Noetherian local ring with dimension d, f : A → B a ring homomor-
phism and 0 �= J ⊆ J(B) an ideal such that J is a finitely generated A-module,
then Hd

m�� f J(A �� f J) is FP− gr-injective if and only if Hd
m(A) and Hd

m(J) are
FP−gr-injective.

Keywords: Amalgamation · Primary ideal · Graded ring · Graded module ·
FP−gr-injective

1 Introduction

The notion of amalgamation of A with B along J with respect to f was introduced by
D’Anna et al. see [12]. Let f : A → B be a ring homomorphism. The subring of A×B:
A �� f J = {(a, f (a)+ j) | a ∈ A, j ∈ J} is called the amalgamation of A with B along
J with respect to f . Certain properties of the rings (resp. ideals) have been transferred
to the amalgamation A �� f J (resp.I �� f J) see [1,12]. This notion of amalgamation of
A with B along J with respect to f is a generalization of the notion of amalgamated
duplication defined by D’Anna and Fontana as follows A �� I = {(a,a+ i) | a ∈ A, i ∈
I} see [11]. Several authors have studied the theory of graded rings and modules see
[5,14,16]. Primary ideal, graded ideal and graded primary ideal have been studied in [2,
19,20]. In this paper we show that the amalgamation preserves the graduation of rings,
modules, ideals and primary ideals. We investigate also some homological properties
of the amalgamation over a graded ring. This paper is organized as follows:

In Sect. 2 we study the graded ideal, grade primary ideal amalgamated and we show
that if I is a graded ideal of A, then I �� f J is a graded ideal of A �� f J. We show also
that I is a graded primary ideal of A if and only if I �� f J is a graded primary ideal of
A �� f J. In Sect. 3 we investigate also some homological properties of the amalgamation
over a graded ring and we show that if (A,m) is a Noetherian local ring with dimension
d, f : A → B a ring homomorphism and 0 �= J ⊆ J(B) an ideal such that J is a finitely
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generated A-module, then Hd
m�� f J

(A �� f J) is FP− gr-injective if and only if Hd
m(A)

and Hd
m(J) are FP−gr-injective. In this section we show also that if (A,m) is a graded

Noetherian local ring with dimension d, f : A → B a ring homomorphism and 0 �= J ⊆
J(B) an ideal such that J is a finitely generated A-module, then Hd

m�� f J
(A �� f J) is flat

(resp. free, resp. projective) if and only if Hd
m(A) and Hd

m(J) are flat (resp. free, resp.
projective).

2 Graded Ideal and Graded Primary Ideal in Amalgamated
Algebra Along an Ideal

Definition 1. A ring A is called graded (or Z-graded) if there exists a family of sub-
groups {An}n∈Z of A such that:

1. A= ⊕n∈ZAn (as abelian groups)
2. An ·Am ⊆ An+m for all n,m ∈ Z.

The elements of An are called homogeneous of degree n. If x ∈ A, then x can be written
uniquely as ∑n∈Z xn, where xn is the component of x in An. We write h(R) = ∪n∈ZAn.

Example 1. Consider K[x] = ⊕n∈ZKxn, where Kxn = 0 if n < 0. Then K[x] = · · ·0⊕
·· ·⊕0⊕ k⊕Kx⊕·· · is a graded ring.

Definition 2. Let A be a graded ring and M an A-module. We say that M is a graded
A-module (or has an A-grading) if there exists a family of subgroups {Mn}n∈Z of M
such that:

1. M = ⊕n∈ZMn (as abelian groups)
2. An ·Mm ⊆ Mn+m for all n,m ∈ Z.

Definition 3. Let I be an ideal of A. Then I is a graded ideal of A if I = ⊕n∈Z(I∩An).
clearly we have ⊕n∈Z(I∩An) ⊆ I and so I is a graded ideal of A if I ⊆ ⊕n∈Z(I∩An).

Definition 4. Let I be a graded ideal of A.

1. The graded radical of I (Gr(I)) is the set of all x ∈ A such that for each n ∈ Z there
exists k> 0 with xkn ∈ I. Note that, if r is a homogeneous element of A, then r ∈Gr(I)
iff rn ∈ for some n ∈ Z.

2. We say that I is a graded primary ideal of A if I �= A, and whenever a,b ∈ h(A), with
ab ∈ I, then a ∈ I or b ∈ Gr(I) so.

Example 2. Let A = Z[i] (The Gaussian integers). Then A is a Z2-graded ring with
A0 = Z, A1 = iZ. Let I = 2A be a graded prime ideal. Then I is agraded primary ideal.
But I is not a primary ideal because 2 is not irreducible element of A= Z[i].

Theorem 1. 1. Let A be a graded ring, I be an ideal of A. Then A �� I is a graded ring,
where

(A �� I)n = An �� I = {(an, i)|an ∈ An and i ∈ I}.
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2. Let f : A→ B be a ring homomorphism and J be an ideal of B. If A is a graded ring,
then A �� f J.

Proof. • It is not difficult to show that (A �� I)n is an additive subgroup for all n ∈ Z.
• Show that (An �� I) · (Am �� I) ⊂ (An+m �� I), ∀ n, m ∈ Z.
Let (an,an+ i) ∈ An �� I and (am,am+ j) ∈ Am �� I.
We have (an,an+ i) · (am,am+ j) = (anam,anam+an j+ iam+ i j),
since An ·Am ⊂ An+m, then anam ∈ An+m and since an j+ iam+ i j ∈ I,
so (an,an+ i) · (am,am+ j) ∈ An+m �� I.
Hence (An �� I) · (Am �� I) ⊂ (An+m �� I).

• Show that A �� I = ⊕n∈Z(An �� I).
Let (a,a+ i) ∈ A �� I ⇒ a ∈ A = ⊕n∈ZAn ⇒ a = ∑n∈Z an and i = ∑n∈Z in, where
an ∈ An, in ∈ I.
So (a,a+ i) = (∑n∈Z an, ∑n∈Z(an+ in)) = ∑n∈Z(an,an+ in) ∈ ⊕n∈Z(An �� I).
So A �� I ⊂ ⊕n∈Z(An �� I).
Let x ∈ ⊕n∈Z(An �� I) ⇒ ∃ an ∈ An and in ∈ I such that x = ∑n∈Z(an,an + i) =
(∑n∈Z an,∑n∈Z an+ i) ∈ A �� I.
So ⊕n∈Z(An �� I) ⊂ A �� I and therefore A �� I = ⊕n∈Z(An �� I).

• Show that (An �� I)∩ (Am �� I) = {(0,0)}.
Let x ∈ (An �� I) ∩ (Am �� I) ⇒

{
x ∈ An �� I ⇒ x= (an,an+ in)

x ∈ Am �� I ⇒ x= (am,am+ im)
⇒{

an = am ∈ An ∩Am ⇒ an = am = 0
in = im ⇒ in = im = 0, since n �= m.

Therefore A �� I is a graded ring.
• The second result is shown in the same way as 1.

Proposition 1. Let I be a graded ideal of A. Then I �� f J is a graded ideal of A �� f J.

Proof. Let (a, f (a)+ j) ∈ I �� f J ⇒ a ∈ I.
Since I is graded we have I ⊆ ⊕n∈Z(I∩An), so a∈ ⊕n∈Z(I∩An) ⇒ a= ∑n∈Z xn, where
xn ∈ I∩An.
We have (a, f (a)+ j) = (∑n∈Z xn,∑n∈Z f (xn)+ j) = ∑n∈Z(xn, f (xn)+ j) ∈ ⊕n∈Z(I ∩
An �� f J).
Therefore I �� f J is a graded ideal of A �� f J.

Proposition 2. Let I an ideal of A, H an ideal of f (A)+ J such that f (I)J ⊆ H ⊆ J. If
I �� f H := {(i, f (i)+ h)|i ∈ I,h ∈ H} is a graded ideal of A �� f J, then I is a graded
ideal of A.

Proof. After [17] I �� f H is an ideal of A �� f J.
Assume that I �� f H is a graded ideal of A �� f J.
Let i ∈ I,
so (i, f (i)) ∈ I �� f H = ⊕n∈Z((I �� f H)∩ (A �� f H)n)

= ⊕n∈Z((I �� f H)∩ (An �� f H))
= ⊕n∈Z((I∩An) �� f H).

So (i, f (i)) = ∑n∈Z(xn, f (xn)+hn), where xn ∈ I∩An and h ∈ H
= (∑n∈Z xn,∑n∈Z( f (xn)+hn)).

So i= ∑n∈Z xn, where xn ∈ I∩An, so i ∈ ⊕n∈Z(I∩An), so I ⊆ ⊕n∈Z(I∩An).
Therefore I is a graded ideal of A.
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Theorem 2. I is a graded primary ideal of A if and only if I �� f J is a graded primary
ideal of A �� f J.

Proof. • Assume that I is a graded primary ideal of A.
Let (a, f (a)+ j1), (b, f (b)+ j2) ∈ h(A �� f J) = h(A) �� f J
such that (a, f (a)+ j1)(b, f (b)+ j2)= (ab, f (ab)+ j2 f (a)+ j1 f (b)+ j1 j2)∈ I �� f J
⇒ ab ∈ I ⇒ a ∈ I or b ∈ Gr(I) since I is a graded primary ideal.
So (a, f (a)+ j1) ∈ I �� f J or (b, f (b)+ j2) ∈ Gr(I) �� f J = Gr(I �� f J).
Hence I �� f J is a graded primary ideal of A �� f J.

• Let a,b ∈ h(A) such that ab ∈ I.
We have (a, f (a))(b, f (b)) = (ab, f (ab)) ∈ I �� f J and since I �� f J is a graded
primary ideal, then we have:
(a, f (a)) ∈ I �� f J or (b, f (b)) ∈ Gr(I) �� f J ⇔ a ∈ I or b ∈ Gr(I), so I is a graded
primary ideal.

3 Homological Properties of Amalgamation over a Graded
Module

Definition 5. A graded A-module M is called FP−gr-injective if Ext1A(N,M) = 0 for
any finitely presented graded A-module N.

Theorem 3. Let (A,m) be a Noetherian local ring with dimension d, f : A → B be
ring homomorphism and 0 �= J ⊆ J(B) an ideal such that J is a finitely generated A-
module. Then Hd

m�� f J
(A �� f J) is FP−gr-injective if and only if Hd

m(A) and Hd
m(J) are

FP−gr-injective.

Proof. • We have dimA = dim(A �� f J) = d. Then we have the following isomor-
phisms

Hd
m�� f J(A �� f J) ∼= Hd

m(A �� f J) ∼= Hd
m(A⊕ J) ∼= Hd

m(A)⊕Hd
m(J).

Since Hd
m�� f J

(A �� f J) is a FP− gr-injective A-module, for any finite presented A-
module M we have,

0= Ext1A(M,Hd
m�� f J(A �� f J)) ∼= Ext1A(M,Hd

m(A))⊕Ext1A(M,Hd
m(J)).

So Ext1A(M,Hd
m(A)) = Ext1A(M,Hd

m(J)) = 0, hence Hd
m(A) and Hd

m(J) are FP− gr-
injective.

• The converse is showed in the same way.

Corollary 1. Let (A,m) be a Noetherian local ring of dimension d and let 0 �= I be an
ideal of A. Then Hd

m��I(A �� I) is FP−gr-injective if and only if Hd
m(A) and Hd

m(I) are
FP−gr-injective.

Proof. If (A,m) is a Noetherian local ring of dimension d, then A �� I is a Noetherian
local ring with maximal ideal m �� I of dimension d.



330 M. Thiaw

Proposition 3. Let (A,m) be a graded Noetherian local ring with dimension d, f : A→
B be ring homomorphism and 0 �= J ⊆ J(B) an ideal such that J is a finitely generated
A-module. Then Hd

m�� f J
(A �� f J) is flat (resp. free, resp. projective) if and only if Hd

m(A)
and Hd

m(J) are flat (resp. free, resp. projective).

Proof. Since Hd
m�� f J

(A �� f J) is flat (resp. free, resp. projective) we have

0= TorA1 (H
d
m�� f J(A �� f J),A/m) ∼= TorA1 (H

d
m(A),A/m)⊕TorA1 (H

d
m(J),A/m).

So TorA1 (H
d
m(A),A/m) = TorA1 (H

d
m(J),A/m) = 0, henceHd

m(A) andH
d
m(J) are flat (resp.

free, resp. projective).
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Abstract. Given B and C two associative unital algebras over A not necessar-
ily commutative which are finitely generated, we show that if f is a generalized
derivation of B⊗C and (βi)i∈I a basis ofC, then for all i ∈ I, there exists a gener-
alized derivation fi of B such that for all x∈ B we have f (x⊗1) = ∑i∈I fi(x)⊗βi.
By denoting byDerG(B) the set of generalized derivations of all B andDer(B) the
set of derivations of all B and considering the left multiplier Lb : B → B defined
by Lb(x) = bx, ∀ b,x ∈ B, the right multiplier Rb : B → B defined by Rb(x) = xb,
∀ b,x ∈ B and adb= Lb −Rb, ∀ b ∈ B.

We show also in this paper that every generalized derivation f of B⊗C can be
written in the form, f = adu+∑p

j=1 Lzj ⊗ d j +∑q
i=1 gi ⊗Lwi , where u ∈ B⊗C,

z j ∈ Z(B),wi ∈ Z(C), d j ∈Der(C), gi ∈DerG(B) and adu :B⊗C→B⊗C defined
by adu(x) = ux− xb, ∀ x ∈ B⊗C.

Keywords: Derivation · Generalized derivation · Algebra · Tensor product

1 Introduction

The notion of generalized derivation was introduced by Bres̆ar in 1991. Given an A-
algebra B, a linear mapping f : B → B is a generalized derivation if there exists a
derivation d of B such that the generalized rule f (xy) = f (x)y+xd(y) is satisfied for all
x,y ∈ B. We denote by DerG(B) the set of generalized derivations of all B and Der(B)
the set of derivations of all B.

Matez Bres̆ar in his article entitled “Derivation of Tensor Product of Nonassociative
Algebra” has shown that any derivation d of B⊗C can be written in the form d = adu+
∑p

j=1Lz j ⊗ f j+∑q
i=1 gi⊗Lwi ,where u∈N(B)⊗N(C), z j ∈ Z(B),wi ∈ Z(C), fi ∈Der(C)

and gi ∈Der(B) (see [2]). By taking inspiration from this result and considering the left
multiplier Lb : B → B defined by Lb(x) = bx, ∀ b,x ∈ B, the right multiplier Rb : B → B
defined by Rb(x) = xb, ∀ b,x ∈ B and adb = Lb −Rb, ∀ b ∈ B, we show that every
generalized derivation f of B⊗C can be written in the form, f = adu+∑p

j=1Lz j ⊗d j+
∑q
i=1 gi ⊗Lwi , where u ∈ B⊗C, z j ∈ Z(B),wi ∈ Z(C), d j ∈ Der(C) and gi ∈ DerG(B).
It should be noted that this result does not exist to our knowledge in the literature,

but we use the same demonstration techniques as in [2]. This paper is structured in two
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parts, in the first part entitled “preliminary results” we recall some basic results of the
generalized derivation. We also recall in this part the results in [2] to use it to establish
our results. In the second part of this paper we present our main results.

2 Preliminaries Results

Definition 1. Let B an A-algebra. A linear mapping f : B → B is a generalized deriva-
tion, if there exists a derivation d of B such that the generalized rule

f (xy) = f (x)y+ xd(y)

is satisfied for all x,y ∈ B.

Notation: We denote by DerG(B) the set of derivations of all B.

Example 1. The maps of the form f (x) = bx+ d(x), where b is a fixed element of B
and d ∈ Der(B), are generalized derivations.

Definition 2. We call left multiplier any map L : B → B defined by

L(xy) = L(x)y,∀x,y ∈ B.

Definition 3. We call right multiplier any map R : B → B defined by

R(xy) = yR(x),∀x,y ∈ B.

Example 2. 1. The map Lb : B→ B defined by Lb(x) = bx, ∀ b,x∈ B is a left multiplier.
2. The map Rb : B → B defined by Rb(x) = xb, ∀ b,x ∈ B is a right multiplier.

We can easily see that adu= Lu −Ru ∈ Der(B).

Proposition 1. Let d a derivation of C. Then the map

dz : B⊗C −→ B⊗C

x⊗ y �−→ zx⊗d(y),∀z ∈ Z(B).

is a derivation of B⊗C.

Proof. See [2].

Proposition 2. Let d a derivation of B. Then the map

dz : B⊗C −→ B⊗C

x⊗ y �−→ d(x)⊗ zy,∀z ∈ Z(C).

is a derivation of B⊗C.

Proof. See [2].
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Lemma 1

Proof. See [2].

Lemma 2. Let e1, · · · ,en ∈U be linearly independent. If v1, · · · ,vn ∈V such that

e1 ⊗ v1+ · · ·+ en ⊗ vn = 0,

then vi = 0, ∀ 1 ≤ i ≤ n.

Proof. Let fi :U −→V the linear map defined by fi(e j) = δi j, ∀ j = 1, · · · ,n.
Consider the map g :U ×V −→V

(x,y) �−→ fi(x)y.

It is not difficult to see that g is bilinear, so according to the universal property of
the tensor product it exists hi :U ⊗V −→V such that

hi(x⊗ y) = fi(x)y.

So on the one hand we have

n

∑
j=1

hi(e j ⊗ v j) =
n

∑
j=1

fi(e j)v j =
n

∑
j=1

δi jv j = vi,

on the other hand we have

n

∑
j=1

hi(e j ⊗ v j) = hi(
n

∑
j=1

e j ⊗ v j) = hi(0) = 0.

Hence vi = 0.

Lemma 3. Let e1, · · · ,en ∈U be linearly independent. If v1, · · · ,vn ∈V such that

e1 ⊗ v1+ · · ·+ en ⊗ vn = ε1 ⊗w1+ · · ·+ εm ⊗wm,

for some ε1, · · · ,εm ∈U and w1, · · · ,wm ∈ V. Then each vi is a linear combination of
w1, · · · ,wm.

Proof. Since the elements e1, · · · ,en ∈ U are linearly independent, then we can com-
plete it in one basis of vect{e1, · · · ,en,ε1, · · · ,εm}.

Let B= {e1, · · · ,en,en+1, · · · ,ep} such basis.
So we have ε j = ∑p

i=1 α j
i ei.

Using the bilinearity of the tensor product we have

e1 ⊗ v1+ · · ·+ en ⊗ vn = ∑p
i=1 α1

i ei ⊗w1+ · · ·+∑p
i=1 αm

i ei ⊗wm

= ∑p
i=1 ei ⊗α1

i w1+ · · ·+∑p
i=1 ei ⊗αm

i wm

= e1 ⊗∑m
j=1 α j

1wj+ · · ·+ ep ⊗∑m
j=1 α j

pw j
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So we have
e1 ⊗ v1 − e1 ⊗ ∑m

j=1 α j
1wj + · · ·+ envn − en ⊗ ∑m

j=1 α j
nw j − en+1 ⊗ ∑m

j=1 α j
n+1wj −·· ·−

ep ⊗∑m
j=1 α j

pw j = 0

e1⊗ (v1−∑m
j=1 α j

1wj)+ · · ·+en⊗ (vn−∑m
j=1 α j

nw j)−en+1⊗∑m
j=1 α j

n+1wj −·· ·−ep⊗
∑m

j=1 α j
pw j = 0.

So after the Lemma 2 we have vi = ∑m
j=1 α j

i w j, hence the result.

3 Results: Generalized Derivation and Tensor Products
of Algebras

3.1 Generalized Derivation and Tensor Products

Theorem 1. Let f a generalized derivation of C. Then the map

fz : B⊗C −→ B⊗C

x⊗ y �−→ zx⊗ f (y),∀z ∈ Z(B).

is a generalized derivation of B⊗C.

Proof. Let x,x′ ∈ B and y,y′ ∈C.
Since f ∈ DerG(C), then it exists d ∈ Der(C) such that f (yy′) = f (y)y′ + yd(y′).
We have

fz((x⊗ y)(x′ ⊗ y′)) = fz(xx′ ⊗ yy′) = z(xx′)⊗ f (yy′) = z(xx′)⊗ ( f (y)y′+ yd(y′))
= z(xx′)⊗ f (y)y′ + z(xx′)⊗ yd(y′)
= (zx)x′ ⊗ f (y)y′ + x(zx′)⊗ yd(y′), because z ∈ Z(B)
= ((zx)⊗ f (y))(x′ ⊗ y′)+(x⊗ y)((zx′)⊗d(y′))
= fz(x⊗ y)(x′ ⊗ y′)+(x⊗ y)dz(x′ ⊗ y′).

Therefore fz ∈ DerG(B⊗C).

Theorem 2. Let g a generalized derivation of B. Then the map

gz : B⊗C −→ B⊗C

x⊗ y �−→ g(x)⊗ zy,∀z ∈ Z(C).

is a generalized derivation of B⊗C.

Proof. The proof is similar to that of the previous theorem.

Proposition 3. Let g ∈ DerG(B) and z ∈ Z(C). Then g⊗Lz ∈ DerG(B⊗C).
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Proof. Let x,x′ ∈ B and y,y′ ∈C.
Since g ∈ DerG(B), then it exists d ∈ Der(B) such that g(xx′) = g(x)x′ + xd(x′).
We have

(g⊗Lz)((x⊗ y)(x′ ⊗ y′)) = (g⊗Lz)(xx′ ⊗ yy′) = g(xx′)⊗Lz(yy′)
= (g(x)x′ + xd(x′))⊗ (z(yy′))
= (g(x)x′)⊗ (z(yy′))+(xd(x′))⊗ (z(yy′))
= (g(x)x′)⊗ (z(yy′))+(x⊗ y)(d(x′)⊗ (zy′)),z ∈ Z(C)
= (g(x)⊗Lz(y))(x′ ⊗ y′)+(x⊗ y)dz(x′ ⊗ y′)
= ((g⊗Lz)(x⊗ y))(x′ ⊗ y′)+(x⊗ y)dz(x′ ⊗ y′)

Therefore g⊗Lz ∈ DerG(B⊗C).

Proposition 4. Let f ∈ DerG(C) and z ∈ Z(B). Then Lz ⊗ f ∈ DerG(B⊗C).

Proof. The proof is similar to that of the previous proposition.

4 Results: Generalized Derivation and Tensor Products
of Algebras

4.1 Generalized Derivation and Tensor Products

Theorem 3. Let f a generalized derivation of C. Then the map

fz : B⊗C −→ B⊗C

x⊗ y �−→ zx⊗ f (y),∀z ∈ Z(B).

is a generalized derivation of B⊗C.

Proof. Let x,x′ ∈ B and y,y′ ∈C.
Since f ∈ DerG(C), then it exists d ∈ Der(C) such that f (yy′) = f (y)y′ + yd(y′).
We have

fz((x⊗ y)(x′ ⊗ y′)) = fz(xx′ ⊗ yy′) = z(xx′)⊗ f (yy′) = z(xx′)⊗ ( f (y)y′ + yd(y′))
= z(xx′)⊗ f (y)y′ + z(xx′)⊗ yd(y′)
= (zx)x′ ⊗ f (y)y′ + x(zx′)⊗ yd(y′), because z ∈ Z(B)
= ((zx)⊗ f (y))(x′ ⊗ y′)+(x⊗ y)((zx′)⊗d(y′))
= fz(x⊗ y)(x′ ⊗ y′)+(x⊗ y)dz(x′ ⊗ y′).

Therfore fz ∈ DerG(B⊗C).
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Theorem 4. Let g a generalized derivation of B. Then the map

gz : B⊗C −→ B⊗C

x⊗ y �−→ g(x)⊗ zy,∀z ∈ Z(C).

is a generalized derivation of B⊗C.

Proof. The proof is similar to that of the previous theorem.

Proposition 5. Let g ∈ DerG(B) and z ∈ Z(C). Then g⊗Lz ∈ DerG(B⊗C).

Proof. Let x,x′ ∈ B and y,y′ ∈C.
Since g ∈ DerG(B), then it exists d ∈ Der(B) such that g(xx′) = g(x)x′ + xd(x′).
We have

(g⊗Lz)((x⊗ y)(x′ ⊗ y′)) = (g⊗Lz)(xx′ ⊗ yy′) = g(xx′)⊗Lz(yy′)
= (g(x)x′ + xd(x′))⊗ (z(yy′))
= (g(x)x′)⊗ (z(yy′))+(xd(x′))⊗ (z(yy′))
= (g(x)x′)⊗ (z(yy′))+(x⊗ y)(d(x′)⊗ (zy′)),z ∈ Z(C)
= (g(x)⊗Lz(y))(x′ ⊗ y′)+(x⊗ y)dz(x′ ⊗ y′)
= ((g⊗Lz)(x⊗ y))(x′ ⊗ y′)+(x⊗ y)dz(x′ ⊗ y′)

Therefore g⊗Lz ∈ DerG(B⊗C).

Proposition 6. Let f ∈ DerG(C) and z ∈ Z(B). Then Lz ⊗ f ∈ DerG(B⊗C).

Proof. The proof is similar to that of the previous proposition.

4.2 Main Results

The following lemma and the following theorem are the main results of this paper.

Lemma 4. Let B and C two associative A-algebras not necessarily commutative, f a
generalized derivation of B⊗C and (βi)i∈I a basis of C. Then for all i ∈ I, there exists
a generalized derivation fi of B such that for all x ∈ B we have

f (x⊗1) = ∑
i∈I

fi(x)⊗βi. (1)

Proof. As in Lemma ?? for every x ∈ B, there exists fi(x) ∈ B such that (1) holds.
The linearity of fi comes from the linearity of f .
Let x,y ∈ B.
On the one hand we have:

f (xy⊗1) = f ((x⊗1)(y⊗1))
= f (x⊗1)(y⊗1)+(x⊗1)d(y⊗1), where d ∈ Der(B⊗C),

= (∑i∈I fi(x)⊗βi)(y⊗1)+(x⊗1)∑i∈I di(y)⊗βi, it’s after (??) and (1)

= ∑i∈I [( fi(x)⊗βi)(y⊗1)]+∑i∈I [(x⊗1)di(y)⊗βi]

= ∑i∈I fi(x)y⊗βi+∑i∈I xdi(y)⊗βi = ∑i∈I( fi(x)y+ xdi(y))⊗βi(∗).
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On the other hand we have:

f (xy⊗1) = ∑i∈I fi(xy)⊗βi, it’s after (1)(∗∗).
So after (∗) and (∗∗) we have

∑i∈I fi(xy)⊗βi = ∑i∈I( fi(x)y+ xdi(y))⊗βi

So ∑i∈I( fi(xy)− fi(x)y− xdi(y))⊗βi = 0.
Since the vectors βi are linearly independent, then we have

fi(xy)− fi(x)y− xdi(y)) = 0.

So we have

fi(xy) = fi(x)y+ xdi(y)), with di ∈ Der(B),∀i ∈ I.

Therefore fi ∈ DerG(B).

Theorem 5. Let B and C two associative A-algebras not necessarily commutative
which are finitely generated. Then every generalized derivation f of B⊗C can be writ-
ten in the form

f = adu+
p

∑
j=1

Lz j ⊗d j+
q

∑
i=1

gi ⊗Lwi ,

where u ∈ B⊗C, z j ∈ Z(B),wi ∈ Z(C), d j ∈ Der(C) and gi ∈ DerG(B).

Proof. Let (wi)1≤i≤q a basis of Z(C). So by completing this one we get a basis
(wi)1≤i≤q ∪ (βi)1≤i≤l of C.

Let f ∈ DerG(B⊗C), x ∈ B and y ∈C.
So it exists d ∈ Der(B⊗C) such that

f (x⊗ y) = f ((x⊗1)(1⊗ y)) = f (x⊗1)(1⊗ y)+(x⊗1)d(1⊗ y).

Since f ∈ DerG(B⊗C), then after the Lemma 4 it exists gi,hi ∈ DerG(B) such that

f (x⊗1) =
q

∑
i=1

gi(x)⊗wi+
l

∑
i=1

hi(x)⊗βi. (2)

Also since d ∈ Der(B⊗C), then after the Lemma ?? it exists d j,d′
j ∈ Der(C) such that

d(1⊗ y) =
p

∑
j=1

z j ⊗d j(y)+
m

∑
j=1

r j ⊗d′
j(y), (3)

where z j ∈ Z(B) and r j ∈ B.
So from (2) and (3) we have:

f (x⊗ y) = [∑q
i=1 gi(x)⊗wi](1⊗ y)+ [∑l

i=1 hi(x)⊗βi](1⊗ y)+(x⊗1)∑p
j=1 z j ⊗d j(y)

+(x⊗1)∑m
j=1 r j ⊗d′

j(y)

= ∑q
i=1 gi(x)⊗wiy+∑l

i=1 hi(x)⊗βiy+∑p
j=1 xz j ⊗d j(y)+∑m

j=1 xr j ⊗d′
j(y).
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So we have:

f (x⊗y)=
q

∑
i=1

gi(x)⊗Lwi(y)+
l

∑
i=1

hi(x)⊗Lβi(y)+
p

∑
j=1

Rzj(x)⊗d j(y)+
m

∑
j=1

Rrj(x)⊗d′
j(y).

Since z j ∈ Z(B), then we have Rzj = Lz j .
So we have

f =
q

∑
i=1

gi ⊗Lwi +
l

∑
i=1

hi ⊗Lβi +
p

∑
j=1

Lz j ⊗d j+
m

∑
j=1

Rrj ⊗d′
j (4)

After the Proposition 3, gi ⊗Lwi ∈ DerG(B⊗C) and Lz j ⊗d j ∈ Der(B⊗C).
We have δ := f −∑p

j=1Lz j ⊗d j −∑q
i=1 gi⊗Lwi is a generalized derivation of B⊗C.

From (4) we have

δ =
l

∑
i=1

hi ⊗Lβi +
m

∑
j=1

Rrj ⊗d′
j.

So it remains to show that δ = adu, for some u ∈ B⊗C to show the theorem.
Suppose it exists 1 ≤ i ≤ l such that hi �= 0.
Let {h1, · · · ,hs} a maximal linearly independent subset of {h1, · · · ,hl}.
We have

∑l
i=1 hi ⊗Lβi

= ∑s
i=1 hi ⊗Lβi

+∑l
i>s hi ⊗Lβi

= ∑s
i=1 hi ⊗Lβi

+∑l
i>s∑

s
j=1 α jh j ⊗Lβi

= ∑s
i=1 hi ⊗Lβi

+∑s
j=1 h j ⊗L∑l

i>s α jβi
.

So ∑l
i=1 hi ⊗ Lβi = ∑s

i=1 hi ⊗ Lni , where ni are linearly independent elements in
vect{β1, · · · ,βl}.

In the same way, we suppose that {d′
1, · · · ,d′

t} is a maximal linearly independent
subset of {d′

1, · · · ,d′
m}.

We have ∑m
j=1Rrj ⊗d′

j =∑t
j=1Rmj ⊗d′

j, wheremj are linearly independent elements
in vect{r1, · · · ,rm}.

Hence we have

δ =
s

∑
i=1

hi ⊗Lni +
t

∑
j=1

Rmj ⊗d′
j, (5)

where h1, · · · ,hs ∈ DerG(B) and are linearly independent, d′
1, · · · ,d′

t ∈ Der(C) and are
linearly independent, n1, · · · ,ns are elements of C which are linearly independent and
m1, · · · ,mt are elements of B which are linearly independent.

furthermore we have

vect{n1, · · · ,ns}∩Z(C) = 0 (6)

vect{m1, · · · ,mt}∩Z(B) = 0. (7)
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Since δ ∈ DerG(B⊗C), then δ ∈ Der(B⊗C), so we have:

δ ((1⊗ y)(x⊗1)) = (1⊗ y)δ (x⊗1)+δ (1⊗ y)(x⊗1)+∑t
j=1Rmj (1)⊗d′

j(y)](x⊗1)

= (1⊗ y)[∑s
i=1 hi(x)⊗Lni (1)]+ [∑t

j=1Rmj (1)⊗d′
j(y)](x⊗1)

= ∑s
i=1 hi(x)⊗ yni+∑t

j=1mjx⊗d′
j(y)(∑s

i=1 hi ⊗Rni )(x⊗ y)+(∑t
j=1 Lmj ⊗d′

j)(x⊗ y).

So we have

δ =
s

∑
i=1

hi ⊗Rni +
t

∑
j=1

Lmj ⊗d′
j (8)

From (5) and (8) we have

∑s
i=1 hi ⊗Lni +∑t

j=1Rmj ⊗d′
j = ∑s

i=1 hi ⊗Rni +∑t
j=1Lmj ⊗d′

j

So we have
s

∑
i=1

hi ⊗Lni −
s

∑
i=1

hi ⊗Rni =
t

∑
j=1

Lmj ⊗d′
j −

t

∑
j=1

Rmj ⊗d′
j

Hence we have
s

∑
i=1

hi ⊗ (Rni −Lni) =
t

∑
j=1

(Rmj −Lmj)⊗d′
j.

So we have
s

∑
i=1

hi ⊗adni =
t

∑
j=1

admj ⊗d′
j.

∗ Let αi ∈ A such that ∑i αiadmi = 0 ⇒ ad(∑i αimi) = 0 ⇒ ∑i αimi ∈ Z(B), so after (7)
we have ∑i αimi = 0 ⇒ αi = 0 because the ni are linearly independent.

So {adm1, · · · ,admt} is a linearly independent set.
So after the Lemma 3 each d′

j is a linear combination of the vectors adni ⇒ ∃ λi j ∈A
such that

d′
j =

s

∑
i=1

λi jadni .

Therefore we have

∑s
i=1 hi ⊗adni = ∑t

j=1 admj ⊗∑s
i=1 λi jadni ⇒ ∑s

i=1 hi ⊗adni − (∑s
i=1(∑

t
j=1 λi jadmj)⊗adni)

⇒ (∑s
i=1 hi −∑s

i=1∑t
j=1 λi jadmj)⊗adni = 0.

So we have
s

∑
i=1

(hi −
t

∑
j=1

λi jadmj)⊗adni = 0.

From (7) {adn1, · · · ,adnm} is a linearly independent set, so we have

hi =
t

∑
j=1

λi jadmj.
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So from 8 we have:

δ = ∑s
i=1(∑

t
j=1 λi jadmj)⊗Rni +∑t

j=1Lmj ⊗∑s
i=1 λi jadni

= ∑s
i=1∑

t
j=1(λi jadmj)⊗Rni)+∑s

i=1∑
t
j=1(Lmj ⊗λi jadni)

= ∑s
i=1∑

t
j=1 λi j(admj ⊗Rni +Lmj ⊗adni)

= ∑s
i=1∑

t
j=1 λi j[(Lmj −Rmj)⊗Rni +Lmj ⊗ (Lni −Rni)]

= ∑s
i=1∑

t
j=1 λi j(Lmj ⊗Lni −Rmj ⊗Rni) = ∑s

i=1∑
t
j=1 λi jad(mj ⊗ni)

= ad(∑s
i=1∑

t
j=1 λi jm j ⊗ni).

Pose

u=
s

∑
i=1

t

∑
j=1

λi jm j ⊗ni

From the above we have δ = f −∑p
j=1Lz j ⊗d j −∑q

i=1 gi ⊗Lwi , so we have

adu= f −
p

∑
j=1

Lz j ⊗d j −
q

∑
i=1

gi ⊗Lwi

Hence we have

f = adu+
p

∑
j=1

Lz j ⊗d j+
q

∑
i=1

gi ⊗Lwi ,

with f ∈ DerG(B⊗C), gi ∈ DerG(B) and d j ∈ Der(C).
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Abstract. In this work we are interested to prove a general fixed point
theorem of multi-valued mappings satisfying a new type relation in
G−metric spaces. The results in this paper generalize the results obtained
in [3]. An example and application integral equation are given to illus-
trate the usability of the main results.
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1 Introduction and Preliminary

In analysis, the fixed point theorems turn out to be very useful tools in math-
ematics, especially in solving differential and functional equations. In 1922,
Banach [2] proved that each contraction map in a complete metric space has
a unique fixed point. Mustafa and Sims [16] introduced a new notion of gen-
eralized metric space called a G-metric space. Mustafa, Sims and others stud-
ied fixed point theorems for mappings satisfying different contractive conditions
[11,14,16,18–21]. Several authors have introduced a new class of generalized
metric space, obtained several results in fixed point theory, (see [1–21]).

As a consequence of our work we obtain some results known in the case of
multi-valued mappings that we will point out, and we give an application for an
integral equation.

Let X be a G-metric space. We shall denote B(X) the set of nonempty closed
bounded subsets of X. Let HG(., ., .) be the Hausdorff G-distance on B(X), in [4]
Kaewcharoen and Kaewkhao defined Hausdorf G-metric as, for A,B,C ∈ B(X)
we have

HG(A,B,C) = max{sup
x∈A

G(x,B,C), sup
x∈B

G(x,A,C), sup
x∈C

G(x,B,A)}
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where

G(x, B, C) = dG(x, B) + dG(B, C) + dG(x, C), dG(x, B) = inf{dG(x, y), y ∈ B},

dG(B, C) = inf{dG(x, y), x ∈ B, y ∈ C}, G(x, y, C) = inf{G(x, y, z), z ∈ C}.

Note that (see [17]) dG(x, y) is given as dG(x, y) = G(x, y, y) + G(x, x, y) which
defines a metric on X. A mapping T : X −→ B(X) is called a multivalued
mapping. A point x ∈ X is called a fixed point of T if x ∈ Tx.

Definition 1 ([12]). Let X be a nonempty set. Suppose that G: X ×X ×X −→
R+ satisfies:

(G1) G(x, y, z) = 0 if x = y = z,
(G2) 0 < G(x, x, y), for all x, y ∈ X,with x �= y,
(G3) G(x, x, y) ≤ G(x, y, z), for all x, y, z ∈ X, with z �= y,
(G4) G(x, y, z) = G(x, z, y) = G(y, x, z) = ... (symmetry in all three variables),

and
(G5) G(x, y, z) ≤ G(x, a, a) + G(a, y, z),∀x, y, z, a ∈ X ( triangle inequality).

Then G is called a generalized metric and the pair (X,G) is called a G-metric
space.

Example 1. [12] Let (X, d) be a metric space, then (X,G) is a G-metric space
with:

G(x, y, z) = max {d(x, y), d(x, z), d(y, z)} , ∀x, y, z ∈ X.

Proposition 1 ([12]). Let (X,G) be a G-metric space, then for each x, y, z, a ∈
X, we have:

(1) If G(x, y, z) = 0 then x = y = z ,
(2) G(x, y, z) ≤ G(x, x, y) + G(x, x, z),
(3) G(x, y, y) ≤ 2G(y, x, x),
(4) G(x, y, z) ≤ G(x, a, z) + G(a, y, z),
(5) G(x, y, z) ≤ 2

3 (G(x, y, a) + G(x, a, z) + G(a, y, z)),

Definition 2 ([12]). Let (X,G) be a G-metric space. A sequence (xn) in X is
said to be

(1) G-Cauchy sequence if, for each ε > 0, there exists a positive integer n0 such
that, for all m,n, l ≥ n0, G(xn, xm, xl) < ε.

(2) G-convergent to a point x ∈ X if, for each ε > 0, there exists a positive
integer n0 such that, for all m,n ≥ n0, G(xn, xm, x) < ε.

Proposition 2 ([12]). Let (X,G) be a G-metric space. Then, the following are
equivalent:

(1) the sequence (xn) is G-Cauchy;
(2) ∀ε > 0, ∃n0 ∈ N such that, ∀m,n ≥ n0, G(xn, xm, xm) < ε.
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Proposition 3 ([17]). Let (X,G) be a G-metric space. Then, the following are
equivalent:

(1) (xn) is G-convergent to x.
(2) lim

n→+∞ G(xn, xn, x) = 0.

(3) lim
n→+∞ G(xn, x, x) = 0.

(4) lim
n,m→+∞ G(xn, xm, x) = 0.

Definition 3 ([12]). A G-metric space X is called G-complete if every G-
Cauchy sequence is G-convergent in X.

Definition 4 ([12]). Let (X,G) and (X
′
, G

′
) be two G-metric spaces. Then a

function T : X −→ X
′

is G-continuous at a point x ∈ X if and only if it is G-
sequentially continuous at x, that is, whenever (xn) is G-convergent to x, (Txn)
is G

′
-convergent to Tx.

Mustafa and Sims proved that each G-metric function G(x, y, z) is jointly con-
tinuous in all three of its variables (see, Proposition 8 [12]).

2 Main Results

Definition 5. Let F be the set of all functions F (t1, t2, ..., t11) : R11
+ −→ R

such that:
(F1) : F is continuous in variables t1, t2, t3, t6, t7, t10, t11 and non increasing
in variables t3, t4,..., t11.
(F2) : ∃h ∈ [0, 1[, such that ∀u, v ≥ 0 :
F (u, v, v, u, u, u + v, 0, u, u, 0, u + v) ≤ 0 or F (u, u, 0, 0, 0, u, v, 0, 0, v, u) ≤ 0 ⇒
u ≤ hv.
(F3) : ∃α, β ≥ 0 such that ∀u, v, w ≥ 0 :
F (u, v, 0, u + w, u + w, u,w, u + w, u + w,w, u) ≤ 0 ⇒ u ≤ αv + βw.

Example 2. F (t1, t2, ..., t11) = t1 − λmax{t3, t4, t5} with 0 ≤ λ < 1.

Example 3. F (t1, t2, ..., t11) = t1 − λt2 with λ ∈ [0, 1).

Example 4. F (t1, t2, ..., t11) = t1 − λmax{t2, t3, t4, t5, t6, t8, t10} with 0 ≤ λ < 1
2 .

Example 5. F (t1, t2, ..., t11) = t1 − λ(t6 + t7) with 0 ≤ λ < 1
2 .

Example 6. F (t1, t2, ..., t11) = t1 − λmax{t4 + t6, t7 + t10} with 0 ≤ λ < 1
3 .

Example 7. F (t1, t2, ..., t11) = t1−λmax{t6+t7, t8+t9, t10+t11} with 0 ≤ λ < 1
2 .

Example 8. F (t1, t2, ..., t11) = t1−λmax{t6+t9, t7+t10, t8+t11} with 0 ≤ λ < 1
3 .
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Theorem 1. Let (X,G) be a G-complete G-metric space, T :X −→ B(X) such
that ∀x, y, z ∈ X:

F

⎛
⎜⎜⎝

HG(T (x), T (y), T (z)), G(x, y, z), G(x, T (x), T (x)),
G(y, T (y), T (y)), G(z, T (z), T (z)), G(x, T (y), T (y)),
G(y, T (x), T (x)), G(y, T (z), T (z)), G(z, T (y), T (y)),

G(z, T (x), T (x)), G(x, T (z), T (z))

⎞
⎟⎟⎠ ≤ 0, (1)

with F ∈ F . Then, T have a fixed point x ∈ X. Moreover, if x is absolutely fixed
for T (which means that T (x) = {x}), then the fixed point is unique.

For the proof of this theorem we need two lemmas.

Lemma 1. Let (X,G) be a G-metric space and A,B ∈ B(X). Then for each
a ∈ A, we have

G(a,B,B) ≤ HG(A,B,B).

Proof.

HG(A,B,B) ≥ sup
x∈A

G(x,B,B) ≥ G(a,B,B).

Lemma 2. Let (X,G) be a G-metric space. If A,B ∈ B(X) and x ∈ A, then
for each ε > 0, there exists y ∈ B such that

G(x, y, y) ≤ HG(A,B,B) + ε.

Proof.
By Lemma 1 and the characterization of inf we have, for each ε > 0, there exists
y ∈ B such that

G(x, y, y) ≤ inf{G(x, z, z), z ∈ B} + ε

≤ 2 inf
z∈B

(G(x, z, z) + G(z, x, x)) + ε

= 2dG(x,B) + ε = G(x,B,B) + ε

≤ HG(A,B,B) + ε.

Proof of Theorem 1.
Existence.
For x0 ∈ X, and x1 ∈ T (x0). According to (1), with x = x0 and y = z = x1 we
have

F

⎛
⎜⎜⎝

HG(T (x0), T (x1), T (x1)), G(x0, x1, x1), G(x0, T (x0), T (x0)),
G(x1, T (x1), T (x1)), G(x1, T (x1), T (x1)), G(x0, T (x1), T (x1)),
G(x1, T (x0), T (x0)), G(x1, T (x1), T (x1)), G(x1, T (x1), T (x1)),

G(x1, T (x0), T (x0)), G(x0, T (x1), T (x1))

⎞
⎟⎟⎠ ≤ 0. (2)
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According to (G5) we have

G(x0, T (x0), T (x0)) ≤ G(x0, x1, x1) + G(x1, T (x0), T (x0))
= G(x0, x1, x1)

by Lemma 1 and (G5) we have

G(x0, T (x1), T (x1)) ≤ G(x0, x1, x1) + G(x1, T (x1), T (x1))
≤ G(x0, x1, x1) + HG(T (x0), T (x1), T (x1)).

By Lemma 1, (F1) and (2) becomes:

F

⎛
⎜⎜⎝

HG(T (x0), T (x1), T (x1)), G(x0, x1, x1), G(x0, x1, x1), HG(T (x0), R(x1), T (x1)),
HG(T (x0), T (x1), T (x1)), G(x0, x1, x1) +HG(T (x0), T (x1), T (x1)),

0, HG(T (x0), T (x1), T (x1)), HG(T (x0), T (x1), T (x1)),
0, G(x0, x1, x1) +HG(T (x0), T (x1), T (x1))

⎞
⎟⎟⎠ ≤ 0.

According to (F2) we have:

HG(T (x0), T (x1), T (x1)) ≤ h G(x0, x1, x1).

By Lemma 2 we have for ε = 1
2 (1 − h)G(x0, x1, x1), there exists x2 ∈ T (x1)

such that:

G(x1, x2, x2) ≤ HG(T (x0), T (x1), T (x1)) + ε

≤ hG(x0, x1, x1) +
1
2
(1 − h)G(x0, x1, x1)

=
1
2
(1 + h)G(x0, x1, x1)

= h1G(x0, x1, x1) with h1 =
1
2
(1 + h) < 1.

According to (1), with x = x1 and y = z = x2 we have

F

⎛
⎜⎜⎝

HG(T (x1), T (x2), T (x2)), G(x1, x2, x2), G(x1, T (x1), T (x1)),
G(x2, T (x2), T (x2)), G(x2, T (x2), T (x2)), G(x1, T (x2), T (x2)),
G(x2, T (x1), T (x1)), G(x2, T (x2), T (x2)), G(x2, T (x2), T (x2)),

G(x2, T (x1), T (x1)), G(x1, T (x2), T (x2))

⎞
⎟⎟⎠ ≤ 0. (3)

by Lemma 1, (Gb5), (F1) and (3) becomes:

F

⎛
⎜⎜⎝

HG(T (x1), T (x2), T (x2)), G(x1, x2, x2), G(x1, x2, x2), HG(T (x1), T (x2), T (x2)),
HG(T (x1), T (x2), T (x2)), G(x1, x2, x2) +HG(T (x1), T (x2), T (x2)),

0, HG(T (x1), T (x2), T (x2)), HG(T (x1), T (x2), T (x2)),
0, G(x1, x2, x2) +HG(T (x1), T (x2), T (x2))

⎞
⎟⎟⎠ ≤ 0.

According to (F2) we get:

HG(T (x1), T (x2), T (x2)) ≤ h G(x1, x2, x2)
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By Lemma 2 we have for ε = 1
2 (1−h)G(x1, x2, x2), there exists x3 ∈ T (x2) such

that:

G(x2, x3, x3) ≤ HG(T (x1), T (x2), T (x2)) + ε

≤ hG(x1, x2, x2) +
1
2
(1 − h)G(x1, x2, x2)

=
1
2
(1 + h)G(x1, x2, x2)

= h1G(x1, x2, x2) with h1 =
1
2
(1 + h) < 1.

By recurrence, we construct a sequence (xn) as xn ∈ Txn−1, for every n ∈ N ∗,
we have

G(xn, xn+1, xn+1) ≤ h1 G(xn−1, xn, xn)

from where
G(xn, xn+1, xn+1) ≤ hn

1 G(x0, x1, x1).
Now we have to show that (xn) is a Cauchy sequence. Let m,n ∈ N ∗, then

G(xn, xn+m, xn+m) ≤ G(xn, xn+1, xn+1) +G(xn+1, xn+2, xn+2) +G(xn+2, xn+3, xn+3) +

...+G(xn+m−2, xn+m−1, xn+m−1) +G(xn+m−1, xn+m, xn+m)

On the other hand, we have :

G(xn, xn+m, xn+m) ≤ hn
1G(x0, x1, x1) + hn+1

1 G(x0, x1, x1) + hn+2
1 G(x0, x1, x1) +

... + hn+m−2
1 G(x0, x1, x1) + hn+m−1

1 G(x0, x1, x1)

≤ hn
1 (1 + h1 + h2

1 + ... + hm−2
1 + hm−1

1 )G(x0, x1, x1)

= hn
1

(
1 − hm

1

1 − h1

)
G(x0, x1, x1)

≤
(

hn
1

1 − h1

)
G(x0, x1, x1).

from where lim
n→∞ G(xn, xn+m, xn+m) = 0 for m ∈ N ∗. By Proposition 2, then

(xn) is a Cauchy sequence. As the G−metric space (X,G) is complete, there
exists x ∈ X such that lim

n→∞ G(xn, xn, x) = 0. Next we show that x ∈ Tx,

indeed, by (1) we have

F

⎛
⎜⎜⎝

HG(T (xn−1), T (x), T (x)), G(xn−1, x, x), G(xn−1, T (xn−1), T (xn−1)),
G(x, T (x), T (x)), G(x, T (x), T (x)), G(xn−1, T (x), T (x)),

G(x, T (xn−1), T (xn−1)), G(x, T (x), T (x)),
G(x, T (x), T (x)), G(x, T (xn−1), T (xn−1)), G(xn−1, T (x), T (x))

⎞
⎟⎟⎠ ≤ 0. (4)

According to (G5) we have

G(xn−1, Tx, Tx) ≤ G(xn−1, x, x) + G(x, Tx, Tx),

G(xn−1, T (xn−1), T (xn−1)) ≤ G(xn−1, xn, xn) + G(xn, T (xn−1), T (xn−1))
= G(xn−1, xn, xn)
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and

G(x, T (xn−1), T (xn−1)) ≤ G(x, xn, xn) + G(xn, T (xn−1), T (xn−1))
= G(x, xn, xn).

So by (F1), (4) becomes:

F

⎛
⎜⎜⎝

HG(T (xn−1), T (x), T (x)), G(xn−1, x, x), G(xn−1, xn, xn),
G(x, T (x), T (x)), G(x, T (x), T (x)), G(xn−1, x, x) + G(x, Tx, Tx),

G(x, xn, xn), G(x, T (x), T (x)),
G(x, T (x), T (x)), G(x, xn, xn), G(xn−1, x, x) + G(x, Tx, Tx)

⎞
⎟⎟⎠ ≤ 0.

letting n → ∞ we obtain

F

(
lim inf

n→∞ HG(T (xn−1), T (x), T (x)), 0, 0, G(x, T (x), T (x)), G(x, T (x), T (x)), G(x, Tx, Tx),

0, G(x, T (x), T (x)), G(x, T (x), T (x)), 0, G(x, Tx, Tx))

)
≤ 0.

because we have HG(T (xn−1), T (xn), T (xn)) ≤ hG(xn−1, xn, xn), xn+1 ∈
T (xn)

HG(T (xn−1), T (x), T (x)) ≤ HG(T (xn−1), {xn+1}, {xn+1}) + HG({xn+1}, T (x), T (x))

≤ HG(T (xn−1), T (xn), T (xn)) + HG({xn+1}, {x}, {x})

+ HG({x}, T (x), T (x))

≤ h G(xn−1, xn, xn) + G(xn+1, x, x) + HG({x}, T (x), T (x)),

so we deduce that the sequence (HG(T (xn−1), T (x), T (x)))n is bounded.
Now, by (F2), ∃h ∈ [0, 1[, such that:

lim inf
n→∞ HG(T (xn−1), T (x), T (x)) ≤ hG(x, Tx, Tx). (5)

On the other hand we show that G(x, Tx, Tx) = 0. Suppose that G(x, Tx, Tx) >
0, then

G(x, Tx, Tx) ≤ G(x, xn, xn) + G(xn, Tx, Tx)
≤ G(x, xn, xn) + HG(T (xn−1), T (x), T (x)).

By (5) we have

G(x, Tx, Tx) ≤ lim inf
n→∞(G(x, xn, xn) + HG(T (xn−1), T (x), T (x)))

≤ hG(x, Tx, Tx) < G(x, Tx, Tx)

which is a contradiction, then G(x, Tx, Tx) = 0 from where x ∈ Tx.

Unicity
Suppose that Tx = {x} and y ∈ X is an other fixed point of T then by (1) we
have

F

⎛
⎜⎜⎝

HG(T (x), T (y), T (y)), G(x, y, y), G(x, T (x), T (x)),
G(y, T (y), T (y)), G(y, T (y), T (y)), G(x, T (y), T (y)),
G(y, T (x), T (x)), G(y, T (y), T (y)), G(y, T (y), T (y)),

G(y, T (x), T (x)), G(x, T (y), T (y))

⎞
⎟⎟⎠ ≤ 0,
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implies

F

(
G(x, y, y), G(x, y, y), 0, 0, 0, G(x, y, y),
G(y, x, x), 0, 0, G(y, x, x), G(x, y, y)

)
≤ 0.

According to (F2) we have G(x, y, y) ≤ hG(y, x, x), in the same way by (1) we
find G(y, x, x) ≤ hG(x, y, y). Then G(x, y, y) ≤ h2 G(x, y, y) then G(x, y, y) = 0
from where x = y.

Example 9. Let X = [0,+∞[. Define a mapping T : X −→ B(X) by Tx = [0, x
4 ].

Define a G-metric on X by

G(x, y, z) =| x − y | + | y − z | + | x − z | .

We prove that T check

HG(Tx, Ty, Tz) ≤ 1
3

max{G(x, Tx, Tx), G(y, Ty, Ty), G(z, Tz, Tz)}

Indeed, we have dG(x, y) = G(x, y, y) + G(y, x, x) = 4|x − y| for all x, y ∈ X.
Let x, y, z ∈ X. If x = y = z = 0 then HG(Tx, Ty, Tz) = 0. Thus we may

assume that x, y and z are not all zero. Without loss of generality we assume
that x ≤ y ≤ z. Then

HG(Tx, Ty, Tz)) = HG

([
0,

x

4

]
,
[
0,

y

4

]
,
[
0,

z

4

])
= max

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

sup
0≤a≤ x

4

G
(
a,

[
0, y

4

]
,
[
0, z

4

])
,

sup
0≤b≤ y

4

G
(
b,

[
0, x

4

]
,
[
0, z

4

])
,

sup
0≤c≤ z

4

G
(
c,

[
0, x

4

]
,
[
0, y

4

])

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

.

Since x ≤ y ≤ z, then
[
0, x

4

] ⊆ [
0, y

4

] ⊆ [
0, z

4

]
which implies that

dG

([
0,

x

4

]
,
[
0,

y

4

])
= dG

([
0,

y

4

]
,
[
0,

z

4

])
= dG

([
0,

x

4

]
,
[
0,

z

4

])
= 0.

For each 0 ≤ a ≤ x
4 we have

G
(
a,

[
0,

y

4

]
,
[
0,

z

4

])
= dG

(
a,

[
0,

y

4

])
+ dG

([
0,

y

4

]
,
[
0,

z

4

])
+ dG

(
a,

[
0,

z

4

])
= 0.

Also for each 0 ≤ b ≤ y
4 we have

G
(
b,

[
0,

x

4

]
,
[
0,

z

4

])
= dG

(
b,

[
0,

x

4

])
+ dG

([
0,

x

4

]
,
[
0,

z

4

])
+ dG

(
b,

[
0,

z

4

])

= dG

(
b,

[
0,

x

4

])
= inf

0≤e≤ x
4

dG(b, e)

=

{
0, if 0 ≤ b ≤ x

4

4
(
b − x

4

)
, if x

4
≤ b ≤ y

4

Implies
sup

0≤b≤ y
4

G
(
b,

[
0,

x

4

]
,
[
0,

z

4

])
= (y − x).
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Moreover, for each 0 ≤ c ≤ z
4 we have

G
(
c,

[
0,

x

4

]
,
[
0,

y

4

])
= dG

(
c,

[
0,

x

4

])
+ dG

([
0,

x

4

]
,
[
0,

y

4

])
+ dG

(
c,

[
0,

y

4

])

= dG

(
c,

[
0,

x

4

])
+ dG

(
c,

[
0,

y

4

])

=

⎧⎨
⎩

0, if 0 ≤ c ≤ x
4

4
(
c − x

4

)
, if x

4 ≤ c ≤ y
4

4
(
c − x

4

)
+ 4

(
c − y

4

)
, if y

4 ≤ c ≤ z
4

Implies
sup

0≤c≤ z
4

G
(
c,

[
0,

x

4

]
,
[
0,

y

4

])
= [(z − x) + (z − y)] .

Thus we deduce that

HG(Tx, Ty, Tz) = max {0, (y − x), [(z − x) + (z − y)]}
= [(z − x) + (z − y)]
≤ [(z − x) + (z − x)]
= 2 (z − x). (∗)

On the other hand, we have

G(x, Tx, Tx) = dG

(
x,

[
0,

x

4

])
+ dG

([
0,

x

4

]
,
[
0,

x

4

])
+ dG

(
x,

[
0,

x

4

])

= 2dG

(
x,

[
0,

x

4

])
= 2 inf

0≤e≤ x
4

dG(x, e) = 8(x − x

4
) = 6x.

From where

max{G(x, Tx, Tx), G(y, Ty, Ty), G(z, Tz, Tz)} = 6z. (∗∗)

By (∗) and (∗∗) we have

HG(Tx, Ty, Tz) = 2(z − x)

≤ 2 z =
1
3

× 6z

=
1
3
max{G(x, Tx, Tx), G(y, Ty, Ty), G(z, Tz, Tz)}

All the conditions of Theorem 1 are satisfied with F as in Example 2, then 0 is
the unique absolutely fixed point of T .

If T single mappings, the we obtain the following :

Corollary 1 (Theorem 27 [3]). Let (X,G) be a complete G-metric space,
T : X −→ X such that ∀x, y, z ∈ X. :

F

⎛
⎜⎜⎝

G(T (x), T (y), T (z)), G(x, y, z), G(x, T (x), T (x)),
G(y, T (y), T (y)), G(z, T (z), T (z)), G(x, T (y), T (y)),
G(y, T (x), T (x)), G(y, T (z), T (z)), G(z, T (y), T (y)),

G(z, T (x), T (x)), G(x, T (z), T (z))

⎞
⎟⎟⎠ ≤ 0, (6)
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with F ∈ F . Then, T have a unique fixed point, and T is G-continuous at this
point.

Proof.
The unique fixed point of T becomes from Theorem 1.

The Continuity
Let (yn) is G-Convergent to x. For all n ∈ N , by (1) we have

F

⎛
⎝

G(T (x), T (yn), T (yn)), G(x, yn, yn), G(x, T (x), T (x)), G(yn, T (yn), T (yn)),
G(yn, T (yn), T (yn)), G(x, T (yn), T (yn)), G(yn, T (x), T (x)), G(yn, T (yn), T (yn)),

, G(yn, T (yn), T (yn)), G(yn, T (x), T (x)), G(x, T (yn), T (yn))

⎞
⎠ ≤ 0.

As G(yn, T (yn), T (yn)) ≤ G(yn, x, x) + G(x, T (yn), T (yn)). We have

F

⎛
⎜⎜⎝

G(x, T (yn), T (yn)), G(x, yn, yn), 0, G(yn, x, x) + G(x, T (yn), T (yn)),
G(yn, x, x) + G(x, T (yn), T (yn)), G(x, T (yn), T (yn)), G(yn, x, x),

G(yn, x, x) + G(x, T (yn), T (yn)), G(yn, x, x) + G(x, T (yn), T (yn)),
G(yn, x, x), G(x, T (yn), T (yn))

⎞
⎟⎟⎠ ≤ 0.

According to (F3) we have G(x, T (yn), T (yn)) ≤ αG(x, yn, yn) + βG(yn, x, x)
from where
lim

n→∞ G(x, T (yn), T (yn)) = 0, then (T (yn)) is G-convergent to x = T (x). Then T

is G-continuous at x.

3 Consequences of the Main Result

From Corollary 1 and Example 4 a we obtain [Theorem 2.1 [14]].
From Corollary 1 and Example 6 a we obtain [Theorem 31 [3]].
From Corollary 1 and Example 6, y = z a we obtain [Theorem 2.6 [14]].
From Corollary 1 and Example 7 a we obtain [Theorem 2.4 [14]].
From Corollary 1 and Example 8 a we obtain [Theorem 2.8 [14]].

4 Applications

Let X = C([a, b],R) be the set of real continuous functions defined on [a, b].
Take the G-metric G: X × X × X −→ R+ given by

G(x, y, z) = sup
t∈[a,b]

| x(t) − y(t) | + sup
t∈[a,b]

| x(t) − z(t) | + sup
t∈[a,b]

| y(t) − z(t) | .(7)

For all x, y, z ∈ X. Then (X,G) is G-metric spaces with.
Consider the following integral equation

x(t) = P (t) +
∫ b

a

M(t, u)f(u, x(u))du, t ∈ [a, b], (8)

where f : [a, b] × R −→ R and P : [a, b] −→ R are two continuous functions
and M : [a, b] × [a, b] −→ R+ is a function such that M(t, .) ∈ L1([a, b]) for all
t ∈ [a, b].
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Consider the operator T : X −→ X defined by

Tx(t) = P (t) +
∫ b

a

M(t, u)f(u, x(u))du, t ∈ [a, b]. (9)

Theorem 2. Suppose that the following conditions are satisfied:
(H1) there exists θ : X × X −→ R+ for all u ∈ [a, b]

| f(u, x(u)) − f(u, y(u)) |≤ θ(x, y) | x(u) − y(u) | ∀x, y ∈ X,

(H2) there exists λ ∈ [0, 1), such that

sup
t∈[a,b]

∫ b

a

M(t, u)θ(x, y)du ≤ λ.

Then the integral Eq. (8) has a unique solution in X.

Proof.
It is clear that any fixed point of (9) is a solution of (8). By conditions (H1) and
(H2), we have

sup
t∈[a,b]

| Tx(t) − Ty(t) | = sup
t∈[a,b]

|
∫ b

a

M(t, u)f(u, x(u))du −
∫ b

a

M(t, u)f(u, y(u))du |

= sup
t∈[a,b]

|
∫ b

a

M(t, u)[f(u, x(u)) − f(u, y(u))]du |

≤ sup
t∈[a,b]

∫ b

a

M(t, u)θ(x, y) | x(u) − y(u) | du

≤ sup
t∈[a,b]

| x(t) − y(t) | × sup
t∈[a,b]

∫ b

a

M(t, u)θ(x, y))du

≤ λ sup
t∈[a,b]

| x(t) − y(t) | .

Similarly we find

sup
t∈[a,b]

|Tx(t) − Tz(t)| ≤ λ sup
t∈[a,b]

|x(t) − z(t)| and sup
t∈[a,b]

|Ty(t) − Tz(t)| ≤ λ sup
t∈[a,b]

|y(t) − z(t)|.

Therefore

G(Tx(t), T y(t), T z(t)) ≤ λG(x(t), y(t), z(t)).

Then all conditions of Theorem 1 are satisfied with F as in Example 3 . Thus the
operator T has a unique fixed point, that is the integral has a unique solution
in X.

Example 10. The following integral equation has a solution in X = (C[1, e],R).

x(t) = cos(t) +
∫ e

1

ln(ut)
e2

x(u)du, t ∈ [1, e]. (10)
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Proof.
Let T : X −→ X defined by

Tx(t) = cos(t) +
∫ e

1

ln(ut)
e2

x(u)du, t ∈ [1, e].

By specifying M(t, u) = ln(ut)
e2 , f(u, x) = x and P (t) = cos(t) in Theorem

2, we get :
(1) For all x(.), y(.) ∈ X, it is clear that the condition (H1) in Theorem 2 is
satisfied with θ = 1.
(2)

sup
t∈[1,e]

∫ e

1

ln(ut)
e2

du =
1
e2

sup
t∈[1,e]

∫ e

1

(ln(u) + ln(t))du

=
1
e2

sup
t∈[1,e]

[u ln(u) − u + u ln(t)]e1

=
1
e2

sup
t∈[1,e]

(ln(t)(e − 1) + 1)

=
1
e

Therefore, all conditions of Theorem 2 are satisfied, hence the mapping T has a
fixed point in X, which is a solution to Eq. (10).
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Abstract. In this paper, we introduce a result for the intuitionistic
fuzzy Sumudu transform. The related theorems and properties are proved
in detail and we propose a procedure for solving first-order intuitionis-
tic fuzzy differential equations by using the intuitionistic fuzzy Sumudu
transform method. Finally, we present an example to illustrate this work.

1 Introduction

In 1965, Zadeh [20] first introduced the fuzzy set theory. Later many researchers
have applied this theory to the well known results in the classical set theory.

The idea of intuitionistic fuzzy set was first published by Atanassov [7,8] as a
generalization of the notion of fuzzy set. The notions of differential and integral
calculus for intuitionistic fuzzy-set-valued are given using Hukuhara difference
in intuitionistic Fuzzy theory [9]. The authors of papers[14,15] are discussed dif-
ferential and partial differential equations under intuitionistic fuzzy environment
respectively. The existence and uniqueness of the solution of intuitionistic fuzzy
differential equations by using successive approximations method have been dis-
cussed in [11], while in [9] the theorem of the existence and uniqueness of the
solution for differential equations with intuitionistic fuzzy data are proved by
using the theorem of fixed point in the complete metric space, also the explicit
formula of the solution are given by using the α-cuts method.

In the literature there are numerous integral transforms and widely used in
physics, astronomy as well as in engineering. The integral transform method
is also an efficient method to solve the differential equations. Watugala intro-
duced in 1993 a new transform and named as Sumudu transform who used it
to solve engineering control problems [18,19]. Sumudu transform based solu-
tions to convolution type integral equations and discrete dynamic systems were
later obtained by Asiru [4–6]. This work has motivated the authors to study the
classical Sumudu transform in the intuitionistic fuzzy set theory.

This paper is organized as follows: in Sect. 2 we give preliminaries which we
will use throughout this work. In Sect. 3 a result for intuitionistic fuzzy Sumudu
transform is presented. In Sect. 4 we construct a procedure for solving first-
order intuitionistic fuzzy differential equations. In the last section, we present
an example for illustrate this work.
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2 Preliminaries

Let us [a, b] ⊂ R be a compact interval.

Definition 1. we denote by

IF1 = IF(R) =
{

〈u, v〉 : R → [0, 1]2 , |∀ x ∈ R|0 ≤ u(x) + v(x) ≤ 1
}

An element 〈u, v〉 of IF1 is said an intuitionistic fuzzy number if it satisfies the
following conditions

(i) 〈u, v〉 is normal i.e. there exists x0, x1 ∈ R such that u(x0) = 1 and v(x1) =
1.

(ii) u is fuzzy convex and v is fuzzy concave.
(iii) u is upper semi-continuous and v is lower semi-continuous
(iv) supp 〈u, v〉 = cl{x ∈ R : | v(x) < 1} is bounded.

so we denote the collection of all intuitionistic fuzzy number by IF1.

Definition 2. [12] An intuitionistic fuzzy number 〈u, v〉 in parametric form
is a pair 〈u, v〉 =

(
(〈u, v〉+, 〈u, v〉+), (〈u, v〉−

, 〈u, v〉−
)
)

of functions 〈u, v〉−(α),

〈u, v〉−
(α), 〈u, v〉+(α) and 〈u, v〉+(α), which satisfies the following requirements:

1. 〈u, v〉+(α) is a bounded monotonic increasing continuous function,

2. 〈u, v〉+(α) is a bounded monotonic decreasing continuous function,
3. 〈u, v〉−(α) is a bounded monotonic increasing continuous function,

4. 〈u, v〉−
(α) is a bounded monotonic decreasing continuous function,

5. 〈u, v〉−(α) ≤ 〈u, v〉−
(α) and 〈u, v〉+(α) ≤ 〈u, v〉+(α), for all 0 ≤ α ≤ 1.

Example
A Triangular Intuitionistic Fuzzy Number (TIFN) 〈u, v〉 is an intuitionistic fuzzy
set in R with the following membership function u and non-membership function
v :

u(x) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

x − a1

a2 − a1
if a1 ≤ x ≤ a2

a3 − x

a3 − a2
if a2 ≤ x ≤ a3,

0 otherwise

v(x) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

a2 − x

a2 − a
′
1

if a
′
1 ≤ x ≤ a2

x − a2

a
′
3 − a2

if a2 ≤ x ≤ a
′
3,

1 otherwise.
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where a
′
1 ≤ a1 ≤ a2 ≤ a3 ≤ a

′
3

This TIFN is denoted by 〈u, v〉 =
〈
a1, a2, a3; a

′
1, a2, a

′
3

〉
.

Its parametric form is

〈u, v〉+(α) = a1 + α(a2 − a1), 〈u, v〉+(α) = a3 − α(a3 − a2)

〈u, v〉−(α) = a′
1 + α(a2 − a′

1), 〈u, v〉−
(α) = a′

3 − α(a′
3 − a2)

For α ∈ [0, 1] and 〈u, v〉 ∈ IF1, the upper and lower α-cuts of 〈u, v〉 are defined
by

[〈u, v〉]α = {x ∈ R : v(x) ≤ 1 − α}
and

[〈u, v〉]α = {x ∈ R : u(x) ≥ α}

Remark 1. If 〈u, v〉 ∈ IF1, so we can see [〈u, v〉]α as [u]α and [〈u, v〉]α as [1 − v]α

in the fuzzy case.

We define 0〈1,0〉 ∈ IF1 as

0〈1,0〉(t) =

{
〈1, 0〉 t = 0
〈0, 1〉 t 
= 0

For 〈u, v〉, 〈z, w〉 ∈ IF1 and λ ∈ R, the addition and scaler-multiplication are
defined as follows

[
〈u, v〉 ⊕ 〈z, w〉

]α

=
[
〈u, v〉

]α

+
[
〈z, w〉

]α

,
[
λ 〈z, w〉

]α

= λ
[
〈z, w〉

]α

[
〈u, v〉 ⊕ 〈z, w〉

]
α

=
[
〈u, v〉

]
α

+
[
〈z, w〉

]
α
,

[
λ 〈z, w〉

]
α

= λ
[
〈z, w〉

]
α

Definition 3. Let 〈u, v〉 an element of IF1 and α ∈ [0, 1], we define the following
sets:

[
〈u, v〉

]+
l
(α) = inf{x ∈ R | u(x) ≥ α},

[
〈u, v〉

]+
r
(α) = sup{x ∈ R | u(x) ≥ α}

[
〈u, v〉

]−
l
(α) = inf{x ∈ R | v(x) ≤ 1 − α},

[
〈u, v〉

]−
r
(α) = sup{x ∈ R | v(x) ≤ 1 − α}

Remark 2.
[
〈u, v〉

]
α

=
[[

〈u, v〉
]+

l
(α),

[
〈u, v〉

]+
r
(α)

]

[
〈u, v〉

]α

=
[[

〈u, v〉
]−

l
(α),

[
〈u, v〉

]−

r
(α)

]



On Intuitionistic Fuzzy Sumudu Transform for Intuitionistic Fuzzy 359

On the space IF1 we will consider the following metric,

d∞
(

〈u, v〉 , 〈z, w〉
)

=
1
4

sup
0<α≤1

∣∣∣
[
〈u, v〉

]+
r
(α) −

[
〈z, w〉

]+
r
(α)

∣∣∣

+
1
4

sup
0<α≤1

∣∣∣
[
〈u, v〉

]+
l

(α) −
[
〈z, w〉

]+
l
(α)

∣∣∣

+
1
4

sup
0<α≤1

∣∣∣
[
〈u, v〉

]−

r
(α) −

[
〈z, w〉

]−

r
(α)

∣∣∣

+
1
4

sup
0<α≤1

∣∣∣
[
〈u, v〉

]−

l
(α) −

[
〈z, w〉

]−

l
(α)

∣∣∣

Theorem 1. ([13])
The metric space (IF1, d∞) is complete.

Proposition 1. For all α, β ∈ [0, 1] and 〈u, v〉 ∈ IF1

(i)
[
〈u, v〉

]
α

⊂
[
〈u, v〉

]α

(ii)
[
〈u, v〉

]
α
and

[
〈u, v〉

]α

are nonempty compact convex sets in R

(iii) if α ≤ β then
[
〈u, v〉

]
β

⊂
[
〈u, v〉

]
α
and

[
〈u, v〉

]β

⊂
[
〈u, v〉

]α

(iv) If αn ↗ α then
[
〈u, v〉

]
α

=
⋂

n

[
〈u, v〉

]
αn

and
[
〈u, v〉

]α

=
⋂

n

[
〈u, v〉

]αn

Let M any set and α ∈ [0, 1] we denote by

Mα = {x ∈ R : u(x) ≥ α} and Mα = {x ∈ R : v(x) ≤ 1 − α}

Lemma 1. [13] let
{

Mα, α ∈ [0, 1]
}

and
{

Mα, α ∈ [0, 1]
}

two families of
subsets of R satisfies (i)–(iv) in Proposition 1, if u and v define by

u(x) =

{
0 if x /∈ M0

sup {α ∈ [0, 1] : x ∈ Mα} if x ∈ M0

v(x) =

{
1 if x /∈ M0

1 − sup {α ∈ [0, 1] : x ∈ Mα} if x ∈ M0

Then 〈u, v〉 ∈ IF1

Definition 4. [9] Let F : [a, b] → IF1 be an intuitionistic fuzzy valued mapping
and t0 ∈ [a, b]. Then F is called intuitionistic fuzzy continuous in t0 iff:

(∀ε > 0)(∃δ > 0)
(
∀t ∈ T such as | t − t0 |< δ

)
⇒ d∞(F (t), F (t0)) < ε.
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Definition 5. [9] A mapping F : [a, b] → IF1 is said to be differentiable at
t0 ∈ (a, b) if there exist F ′(t0) ∈ IF1 such that limits:

lim
Δt→0+

F (t0 + Δt) � F (t0)
Δt

and lim
Δt→0+

F (t0) � F (t0 − Δt)
Δt

exist and they are equal to F ′(t0).

If F : [a, b] → IF1 is differentiable at t0 ∈ [a, b], then we say that F ′(t0) is the
intuitionistic fuzzy derivative of F (t) at the point t0. Here the limit is taken
in the metric space (IF1, d∞). At the end points of [a, b] we consider only the
one-sided derivatives.

Proposition 2. ([17], p. 82, Lebesgue’s Theorem). Let f be a bounded function
on [a, b]. Then f is Riemann-integrable on [a, b] if and only if f is continuous
a.e. on [a, b].

Proposition 3. ([3], p. 276, Theorem 10.33). Assume f is Riemann-integrable
on [a, b] for every b ≥ a, and assume there is a positive constant M such that∫ ∞

a
|f(t)|dt ≤ M for every b ≥ a, Then both f and |f | are improper Riemann

integrable on [a,∞). Also, f is Lebesgue-integrable on [a,∞) and the Lebesgue
integral of f is equal to the improper Riemann integral of f .

Definition 6. Let f(t) be an intuitionistic fuzzy-valued function on [a, b]. Sup-
pose that f+

l (t, α), f+
r (t, α),

f−
l (t, α) and f−

r (t, α) are Riemann-integrable on [a, b] for all α ∈ [0, 1].
Let

Aα =
[ ∫ b

a

f+
l (t, α)dt,

∫ b

a

f+
r (t, α)dt

]

and

Aα =
[ ∫ b

a

f−
l (t, α)dt,

∫ b

a

f−
r (t, α)dt

]

Then we say that f(t) is intuitionistic fuzzy Riemann-integrable on [a, b] denoted
as IFRI on [a, b] and the membership function and the nonmembership function
of

∫ b

a
f(t)dt are defined by,

u∫ b
a

f(t)dt(y) = sup
0≤α≤1

α.χAα
(y)

v∫ b
a

f(t)dt(y) = inf
0≤α≤1

α.χAα(y)

for all y ∈ A0.

Theorem 2. [10] Let f(t) be an intuitionistic fuzzy-valued function on [a,∞)
represented by(

f+
l (t, α), f+

r (t, α), f−
l (t, α), f−

r (t, α)

)
, for any fixed α ∈ [0, 1], assume that

f+
l (t, α), f+

r (t, α), f−
l (t, α) and f−

r (t, α) are Riemann-integrable on [a, b] for



On Intuitionistic Fuzzy Sumudu Transform for Intuitionistic Fuzzy 361

every b ≥ a, and assume there are four positive constants M+
l (α), M+

r (α),
M−

l (α) and M−
r (α) such that

∫ ∞

a

|f+
l (t, α)|dt ≤ M+

l (α),
∫ ∞

a

|f+
r (t, α)|dt ≤ M+

r (α)
∫ ∞

a

|f−
l (t, α)|dt ≤ M−

l (α),
∫ ∞

a

|f−
r (t, α)|dt ≤ M−

r (α)

Then f(t) is an improper intuitionistic fuzzy Riemann integrable on [a,∞) and
the improper intuitionistic fuzzy Riemann-integral is an intuitionistic fuzzy num-
ber.
Furthermore, we have:

∫ ∞

a

f(t, α)dt =

( ∫ ∞

a

f+
l (t, α)dt,

∫ ∞

a

f+
r (t, α)dt,

∫ ∞

a

f−
l (t, α)dt,

∫ ∞

a

f−
r (t, α)dt

)

3 Intuitionistic Fuzzy Sumudu Transform

In order to establish results, some definitions are needed. G(u) and S[f(t)] will
be used as the notation for intuitionistic fuzzy Sumudu transform throughout
this paper.

Definition 7. Let f(t) be continuous intuitionistic fuzzy-value function on
[0,∞).

Suppose that f(ut)e−t is improper intuitionistic fuzzy Riemann-integrable
on [0,∞), then

∫ ∞
0

f(ut)e−tdt is called intuitionistic fuzzy Sumudu transform
and is denoted as

G(u) = S[f(t)] =
∫ ∞

0

f(ut)e−tdt, u ∈ [−τ1, τ1]

where the variable u is used to factor the variable t in the argument of the
intuitionistic fuzzy-valued function.
We have
∫ ∞

0
f(ut, α)e

−t
dt =

( ∫ ∞

0
f
+
l (ut, α)e

−t
dt,

∫ ∞

0
f
+
r (ut, α)e

−t
dt,

∫ ∞

0
f

−
l (ut, α)e

−t
dt,

∫ ∞

0
f

−
r (ut, α)e

−t
dt

)

Also by using the definition of classical Sumudu transform

S(f+
l (ut, α)) =

∫ ∞

0

f+
l (ut, α)e−tdt, S(f+

r (ut, α)) =
∫ ∞

0

f+
r (ut, α)e−tdt

S(f−
l (ut, α)) =

∫ ∞

0

f−
l (ut, α)e−tdt, S(f−

r (ut, α)) =
∫ ∞

0

f−
r (ut, α)e−tdt

Then, we get

S[f(ut, α)] =

(
S(f+

l (ut, α)),S(f+
r (ut, α)),S(f−

l (ut, α)),S(f−
r (ut, α))

)
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3.1 Duality Properties of Intuitionistic Fuzzy Laplace Transform
and Intuitionistic Fuzzy Sumudu Transform

IFLT has a close relationship with IFST. It is necessary for us to be able to link
between the two transforms in order to prove theorems and properties of the
IFST. The definition for IFLT is given as follows.

Definition 8. [10]
Let f(t) be continuous intuitionistic fuzzy-value function on [0,∞).

Suppose that f(t)e−st is improper intuitionistic fuzzy Riemann-integrable on
[0,∞), then

∫ ∞
0

f(t)e−stdt is called intuitionistic fuzzy Laplace transform and
is denoted as

F (s) = L[f(t)] =
∫ ∞

0

f(t)e−stdt, s > 0 (1)

Theorem 3. Let f(t) be continuous intuitionistic fuzzy-value function. If F is
the intuitionistic fuzzy Laplace transform of f(t) and G is the intuitionistic fuzzy
Sumudu transform of f(t), then

G(u) =
F ( 1

u )
u

(2)

Proof. By the definition of the intuitionistic fuzzy Sumudu transform of f(t) we
have

G(u) = S[f(t)] =
∫ ∞

0

f(ut)e−tdt, u ∈ [−τ1, τ1]

We put w = ut or t = w
u , then we have

G(u) =
∫ ∞

0

f(w)e− t
u

dw

u
, u ∈ [−τ1, τ1]

=
1
u

∫ ∞

0

f(w)e− t
u dw, u ∈ [−τ1, τ1].

Thus,

G(u) =
F ( 1

u )
u

In the following corollary, we show that the roles of F and G in Eq. (1) can be
interchanged.

Corollary 1. Let f(t) be continuous intuitionistic fuzzy-value function, hav-
ing F and G for intuitionistic fuzzy Laplace transform and intuitionistic fuzzy
Sumudu transform, respectively. Then

F (s) =
G( 1s )

s
(3)

Proof. The proof of Eq. (3) can be obtained by changing u to 1
u in Eq. (2).
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3.2 Fundamental Theorems and Properties of Intuitionistic Fuzzy
Sumudu Transform

Theorem 4. Let f, g : R → IF1 be two continuous intuitionistic fuzzy valued
functions. Suppose that c1 and c2 are arbitrary constants, then

S
[
c1f(t) ⊕ c2g(t)

]
= c1S(f(t)) ⊕ c2S(g(t))

Proof. By the definition of the intuitionistic fuzzy Sumudu transform of f(t) we
have

S
[
c1f(t) ⊕ c2g(t)

]
=

∫ ∞

0

(c1f(ut) ⊕ c2g(ut))e−tdt, u ∈ [−τ1, τ1]

=
∫ ∞

0

(c1f(ut)e−t ⊕ c2g(ut)e−t)dt

By the Theorem 4.3 in [11], we have the linearity of the integral that allows us
to write

∫ ∞

0

(c1f(ut) ⊕ c2g(ut))e−tdt =

∫ ∞

0

c1f(ut)e−tdt ⊕
∫ ∞

0

c2g(ut)e−tdt, u ∈ [−τ1, τ1]

= c1

∫ ∞

0

f(ut)e−tdt ⊕ c2

∫ ∞

0

g(ut)e−tdt

Then, we get
∫ ∞

0

(c1f(ut) ⊕ c2g(ut))e−tdt = c1S[f(t)] ⊕ c2S[g(t)] (4)

Thus,
S[c1f(t) ⊕ c2g(t)] = c1S[f(t)] ⊕ c2S[g(t)].

Theorem 5. Let f : R → IF1 be continuous intuitionistic fuzzy valued function,
and f is the primitive of f ′ on [0,∞). Then

S(f ′(t)) =
G(u) � f(0)

u

Proof. By the definition of the intuitionistic fuzzy Sumudu transform of f ′(t)
we have

S[f ′(t)] =
∫ ∞

0

f ′(ut)e−tdt, u ∈ [−τ1, τ1]

By using integration by parts formula, we have

S[f ′(t)] =
1
u

∫ ∞

0

f(ut)e−tdt ⊕
[

1
u

f(ut)e−t

]∞

0

, u ∈ [−τ1, τ1]

=
1
u

[ ∫ ∞

0

f(ut)e−tdt � f(0)
]

=
G(u) � f(0)

u
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Thus,

S(f ′(t)) =
G(u) � f(0)

u

4 Procedure for Solving First Order Intuitionistic Fuzzy
Differential Equations

In this section,we consider the following first order intuitionistic fuzzy initial
value problem in general form

⎧
⎨
⎩

y′(t) = f(t, y(t))

y(t0) =
(
y+

l (t0, α), y+
r (t0, α), y−

l (t0, α), y−
r (t0, α)

) (5)

where f : [t0, T ] × IF1 −→ IF1 is a continuous intuitionistic fuzzy mapping.
By using intuitionistic fuzzy Sumudo transform method we have:

S[y′(t)] = S[f(t, y(t))] (6)

By using Theorem 11, Eq. (6) can be written as follows:

S[y(t)] � y(t0)
u

= S[f(t, y(t))]

Thus,
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

S[y+
l (t,α)]−y+

l (t0,α)

u = S[f+
l (t, y(t), α)],

S[y+
r (t,α)]−y+

r (t0,α)
u = S[f+

r (t, y(t), α)],

S[y−
l (t,α)]−y−

l (t0,α)

u = S[f−
l (t, y(t), α)],

S[y−
r (t,α)]−y−

r (t0,α)
u = S[f−

r (t, y(t), α)].

(7)

To solve the linear system (7), for simplicity we assume that:
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

S[y+
l (t, α)] = H1(s, α),

S[y+
r (t, α)] = H2(s, α),

S[y−
l (t, α)] = K1(s, α),

S[y−
r (t, α)] = K2(s, α).

(8)

where H1(s, α),H2(s, α),K1(s, α) and K2(s, α) are solutions of system (7).
By using inverse classical Sumudu transform, y+

l (t, α), y+
r (t, α), y−

l (t, α) and
y−

r (t, α) are computed as follows
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

y+
l (t, α) = S−1[H1(s, α)],

y+
r (t, α) = S−1[H2(s, α)],

y−
l (t, α) = S−1[K1(s, α)],

y−
r (t, α) = S−1[K2(s, α)].

(9)
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5 Example

We consider the following intuitionistic fuzzy initial value problem (IFIVP)

⎧
⎨
⎩

y′(t) = 3y(t)

y(0) =
(
3 + α, 5 − α, 2 + 2α, 6 − 2α

) (10)

the parametric form of the IFIVP is given by the following form:

y′(t, α) = 3y(t, α)

i.e. ⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

y
′+
l (t, α) = 3y+

l (t, α),

y
′+
r (t, α) = 3y+

r (t, α),

y
′−
l (t, α) = 3y−

l (t, α),

y
′−
r (t, α) = 3y−

r (t, α),

(11)

Applying intuitionistic fuzzy Sumudu Transform

S[y′(t)] = 3S[y(t)]

i.e., ⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

S[y
′+
l (t, α)] = 3S[y+

l (t, α)],

S[y
′+
r (t, α)] = 3S[y+

r (t, α)],

S[y
′−
l (t, α)] = 3S[y−

l (t, α)],

S[y
′−
r (t, α)] = 3S[y−

r (t, α)].

(12)

Therefore, ⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

S[y+
l (t,α)]−y+

l (0,α)

u = 3S[y+
l (t, α)],

S[y+
r (t,α)]−y+

r (0,α)
u = 3S[y+

r (t, α)],

S[y−
l (t,α)]−y−

l (0,α)

u = 3S[y−
l (t, α)],

S[y−
r (t,α)]−y−

r (0,α)
u = 3S[y−

r (t, α)].

(13)

Thus,
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

S[y+
l (t, α)] = 1

1−3uy+
l (0, α),

S[y+
r (t, α)] = 1

1−3uy+
r (0, α),

S[y−
l (t, α)] = 1

1−3uy−
l (0, α),

S[y−
r (t, α)] = 1

1−3uy−
r (0, α).

(14)
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After that we replace the value of parametric form of y(0) in the system (14),
we have

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

S[y+
l (t, α)] = 1

1−3u (3 + α),

S[y+
r (t, α)] = 1

1−3u (5 − α),

S[y−
l (t, α)] = 1

1−3u (2 + 2α),

S[y−
r (t, α)] = 1

1−3u (6 − 2α).

(15)

Now, After performing partition of fractions and by using inverse classical
Sumudu transform, y+

l (t, α), y+
r (t, α), y−

l (t, α) and y−
r (t, α) are computed as

follows
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

y+
l (t, α) = (2α+7

4 )S−1[ 1
1−3u ],

y+
r (t, α) = (−2α+11

4 )S−1[ 1
1−3u ],

y−
l (t, α) = (4α+5

4 )S−1[ 1
1−3u ],

y−
r (t, α) = (−4α+13

4 )S−1[ 1
1−3u ].

(16)

Thus, ⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

y+
l (t, α) = (2α+7

4 )e3t,

y+
r (t, α) = (−2α+11

4 )e3t,

y−
l (t, α) = (4α+5

4 )e3t,

y−
r (t, α) = (−4α+13

4 )e3t.

(17)

We remark that y+
l (t, α) ≤ y+

r (t, α); y−
l (t, α) ≤ y−

r (t, α) also the func-
tions y+

l (t, α), y−
l (t, α) are increasing with respect to α and the functions

y+
r (t, α), y−

r (t, α) are decreasing with respect to α.

So, this we shown that
(
y+

l (t, α), y+
r (t, α), y−

l (t, α), y−
r (t, α)

)
is the paramet-

ric form of the solution of the problem (11).
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Abstract. In this paper, we prove the existence of an entropy solution for a class
of nonlinear nonlocal elliptic problem associated to the following equation

{
b(u)−diva(x,u,∇u)−divφ(u) = f in Ω
u= 0 on ∂Ω ,

where the operator −diva(x,u,∇u) is called p(u)-Laplacian.

1 Introduction

Let Ω be a bounded domain of RN ,N ≥ 2, with Lipschitz boundary ∂Ω . In the present
paper, we consider the following nonlinear problem

⎧⎨
⎩

−diva(x,u,∇u)−divφ(u) = f in Ω

u= 0 on ∂Ω ,
(1)

The operator diva(x,u,∇u) is more complicated than the p(x)-Laplacian in the
term of nonlinearity, it is called p(u)-Laplacian. A prototype of this operator is

div
(
|∇u|p(u)−2 ·∇u

)
. The variable exponent p depend both on the space variable x and

on the unknown solution u. We were inspired by the work of Ouaro and Sawadogo (see
[1]), where they considered the following nonlinear Fourier boundary value problem

{
b(u)−diva(x,u,∇u) = f inΩ
a(x,u,∇u) ·η +λu= g on∂Ω ,

it is a generalization of the following nonlinear problem
{
b(u)−diva(x,∇u) = f inΩ
a(x,∇u) ·η +λu= g on∂Ω

studied by Nyanquini and Ouaro in [11], where the authors used an auxiliary result due
to Le in [12] to prove the existence of the weak solution when f ∈ L∞(Ω),g ∈ L∞(∂Ω)
and by approximation methods they obtained the entropy solution when f ∈ L1(Ω),g∈
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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L1(∂Ω). In recent years, the study of partial differential equations and variational prob-
lems with variable exponent involving p(u)-Laplacian has received considerable atten-
tion in many models coming from various branches of mathematical physics, such as
electrorheological fluid dynamicsn elastic mechanics, computer vision and image pro-
cessing (see [15–18]). The p(.)-Laplacian type models with the exponent of nonlinear-
ity p depending on the solution u itself have been used in the image analysis and com-
puter vision (see [13]). By approximation method and convergent sequences in terms
of Young measure. Ouaro and Sawadogo in [14] studied the existence and uniqueness
results of weak solution and the structural stability result of nonlinear p(u)-Laplacian
problem with homogeneous Neumann boundary condition. The notion of entropy solu-
tions was introduced by Ph. Bénilan, L. Boccardo, T. Gallouet, R. Gariepy, M. Pierre,
J.L. Vazquez in [19], it was adapted by many authors to study some nonlinear elliptic
and parabolic problems with a constant or variable exponent and with Dirichlet, Fourier
or Neumann boundary conditions (see [20–24]).

This paper is organized us follow. In Sect. 2 we introduce the basic assumptions and
we recall some definitions, basic properties of generalised Sobolev spaces, also we give
a brief review on Young measures [9,10] that we will used later. The Sect. 3 is devoted
to show the existence results of the entropy solution when the data are in L1.

2 Preliminaries

In order to discuss problem (1), we must work in Lebesgue and Sobolev spaces
with variable exponent, that depend on x and on u(x). We need the Sobolev spaces
W 1,π(·)(Ω) where π(·) = p(., p(·)). Let Ω be a bounded open subset of RN (N ≥ 3)
with the Lipschitz boundary ∂Ω . We define

p− := ess inf
(x,z)∈Ω×R

p(x,z) and p+ := ess sup
(x,z)∈Ω×R

p(x,z).

Definition 1. Lπ(·)(Ω) is the space of all measurable function f : Ω −→ R such that
the modular

ρπ(.)( f ) :=
∫

Ω
| f |π(x)dx < +∞.

If p+ is finite, this space is equipped with the Luxembourg norm

‖ f‖π(.) := inf

{
λ > 0; ρπ(.)

(
f
λ

)
≤ 1

}
.

W 1,π(·)(Ω) is the space of all functions f ∈ Lπ(.)(Ω) such that the gradient of f belongs
to Lπ(·)(Ω). The space W 1,π(·)(Ω) is equipped with the norm

‖u‖1,π(.) := ‖u‖π(.) +‖∇u‖π(.).

When 1 < p− ≤ π(.) ≤ p+ < +∞, all the above spaces are separable and reflexive
Banach spaces.
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Proposition 1. (See [2], Proposition 2.3)
For all measurable function π : Ω → [p−, p+], the following properties hold.

i) Lπ(·)(Ω) and W 1,π(·)(Ω) are separable and reflexive Banach spaces.
ii) Lπ ′(.)(Ω) can be identified with the dual space of Lπ(·)(Ω), and the following Hlder

type inequality holds:

∀ f ∈ Lπ(.)(Ω),g ∈ Lπ ′(·)(Ω),
∣∣∣∣
∫

Ω
f gdx

∣∣∣∣ ≤ 2‖ f‖Lπ(.)(Ω)‖g‖Lπ′(.)(Ω)

iii) One has ρπ(.)( f ) = 1 if and only if ‖ f‖Lπ(.)(Ω) = 1; further,

if ρπ(.)( f ) ≤ 1, then ‖ f‖p+
Lπ(.)(Ω)

≤ ρπ(.)( f ) ≤ ‖ f‖p−
Lπ(.)(Ω)

; if ρπ(.)( f ) ≥ 1, then

‖ f‖p−
Lπ(.)(Ω)

≤ ρπ(.)( f ) ≤ ‖ f‖p+
Lπ(.)(Ω)

. In particular, if ( fn)n∈N is a sequence in

Lπ(.)(Ω), then ‖ fn‖Lπ(.)(Ω) tends to zero (resp., to infinity) if and only if ρπ(.) ( fn)
tends to zero (resp., to infinity), as n → +∞.

Proposition 2. (See [3,4])
If f ∈W 1,π(.)(Ω), the following properties hold:

i) ‖ f‖W 1,π(·)(Ω) > 1 ⇒ ‖ f‖p−
W 1,π(.)(Ω)

< ρ1,π(.)( f ) < ‖ f‖p+
W 1,π(.)(Ω)

;

ii) ‖ f‖W 1,π(.)(Ω) < 1 ⇒ ‖ f‖p+
W 1,π(.)(Ω)

< ρ1,π(.)( f ) < ‖ f‖p−
W 1,π(.)(Ω)

;

iii) ‖ f‖W 1,π(.)(Ω) < 1 (respectively= 1;> 1) ⇔ ρ1,π(.)( f ) < 1 (respectively= 1;> 1).

We give now some embedding results.

Proposition 3. (See [2])
Assume that π : Ω → [p−, p+] satisfying the log-Hlder continuity assumption:

∃L > 0, ∀x,y ∈ Ω̄ ,x �= y, −(log |x− y|)|π(x)−π(y)| ≤ L.

i) Then, D(Ω) is dense in W 1,π(·)(Ω).
ii) W 1,π(·)(Ω) is embedded into Lπ∗(.)(Ω), where π∗(.) is the Sobolev embedding

exponent defined below. If q is a measurable variable exponent such that ess
infx∈Ω (π∗(.)−q(.)) > 0, then the embedding of W 1,π(.)(Ω) into Lq(.)(Ω) is com-
pact. For a given π(.), a function taking values in [p−, p+] ,π∗(.) denotes the opti-
mal Sobolev embedding defined for any x ∈ Ω by

π∗(x) =

⎧⎪⎨
⎪⎩

Nπ(x)
N−π(x) if π(x) < N

any real value if π(x) = N
+∞ if π(x) > N.



Entropy Solution of Nonlinear Elliptic p(u)-Laplacian Problem 371

We will use the so-called truncation function

Tk(s) :=

⎧⎨
⎩

s if |s| ≤ k
k sign0(s) if |s| > k

, where sign0(s) :=

⎧⎨
⎩

1 if s > 0
0 if s= 0
−1 if s < 0.

The truncation function possesses the following properties.

Tk(−s) = −Tk(s), |Tk(s)| = min{|s|,k}.

We also need to truncate vector valued-function with the help of the mapping

hm : RN −→ R
N , hm(λ ) =

{
λ , if |λ | ≤ m
m λ

|λ | if |λ | > m,
where m > 0.

A Brief Review on Young Measures
As stated in the introduction, the tool we use to prove the needed result is the Young
measure. For the reader not familiar with this concept we recall some basic notions and
properties (see [5–7] and references therein).

Theorem 1.

(i) Let Ω ⊂ R
N ,N ∈ N, and a sequence (vn)n∈N of Rd -valued functions, d ∈ N such

that (vn)n∈N is equi-integrable on Ω . Then, there exists a subsequence (nk)k∈N
and a parametrized family (νx)x∈Ω of probability measures on Rd(d ∈ N), weakly
measurable in x with respect to the Lebesgue measure in Ω , such that for all
Carathodory function F : Ω ×R

d → R
t , t ∈ N, we have

lim
k→+∞

∫
Ω
F

(
x,vnk

)
dx=

∫
Ω

∫
Rd

F(x,λ )dνx(λ )dx. (2)

(ii) If |Ω | < ∞ and νx is the Young measure generated by the sequence (vn)n∈N, then
there holds

vn −→ v in measure ⇐⇒ νx = δv(x) for a.e. x ∈ Ω .

(iii) If the sequence (un)n∈N generates the Young measure δu(x), then (un,vn)n∈N gen-
erates the Young measure δu(x) ⊗νx.
the Young measure

(
δu(x) ⊗νx

)
x∈Ω on Rd1+d2 . Whenever a sequence (vn)n∈N gen-

erates a Young measure (νx)x∈Ω , following the terminology of [7] we will say that
(vn)n∈N nonlinear weak-* converges, and (νx)x∈Ω is the nonlinear weak-* limit
of the sequence (vn)n∈N. In the case where (vn)n∈N possesses a nonlinear weak-*
convergent subsequence, we will say that it is nonlinear weak-* compact. It means
that any equi-integrable sequence of measurable functions is nonlinear weak-*
compact on Ω .
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Basic Assumptions
In this paper, we consider the following basic assumptions on the data for the study of
the problem (1).
(A1) f is a function such that f ∈ L1(Ω).
Problem (1) is adapted into a generalized Leray-Lions framework under the assumption
that a : Ω × (

R×R
N
) → R

N is a Carathodory function with:
(A2) b is nondecreasing surjective and continuous function defined on R such that
b(0) = 0.
(A3) a(x,z,0) = 0 for all z ∈ R, and a.e. x ∈ Ω .
(A4) (a(x,z,ξ )−a(x,z,η)) · (ξ −η) > 0 for all ξ ,η ∈ R

N ,ξ �= η .

(A5) |a(x,z,ξ )|p′(x,z) ≤C1

(
|ξ |p(x,z) +M (x)

)
.

(A6) a(x,z,ξ ) ·ξ ≥ 1
C2

|ξ |p(x,z).
Here, C1 and C2 are positive constants and M is a positive function such that

M ∈ L1(Ω). p : Ω ×R → [p−, p+] is a Carathodory function, 1 < p− ≤ p+ < +∞
and p′(x,z) = p(x,z)

p(x,z)−1 is the conjugate exponent of p(x,z).

3 Main Results

In this section we formulate and prove the main result of the paper.
Now, we give a definition of entropy solutions for the elliptic problem (1).
We consider

T 1,π(·)(Ω) =
{
u : Ω → R, meas. such that Tk(u) ∈W 1,π(·)(Ω), for any k > 0

}
.

Definition 2. A measurable function u for π(.) = p(.,u(.)) is said to be an entropy
solution for the problem (1), if

u ∈ T 1,π(.)(Ω), b(u) ∈ L1(Ω)

and for all k > 0,
∫

Ω
b(u)Tk(u− v)dx+

∫
Ω
a(x,u,∇u)∇Tk(u− v)dx+

∫
Ω

φ(u)∇Tk(u− v)dx ≤
∫

Ω
f Tk(u− v)dx,

(3)

∀v ∈W 1,π(.)(Ω)∩L∞(Ω).

Theorem 2. Assume that (H1)− (H3) hold. Then there exists at least one entropy solu-
tion in the sense of the Definition 2 of the problem (1).

The proof of Theorem (2) is divided into three parts.

Part 1: The Approximate Problem
We consider the following approximate problem

(Pn)

⎧⎨
⎩

Tn(b(un))−diva(x,un,∇un)−divφ(Tn(un))− εΔp+ + ε|un|p+−2un = fn in Ω

un = 0 on ∂Ω ,
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where

−εΔp+un := −
N

∑
i=1

∂
∂xi

(∣∣∣∂un
∂xi

∣∣∣p+−2 ∂un
∂xi

)
,

and fn = Tn( f ). Then, fn ∈ L∞(Ω). Moreover, ( fn)n∈N converges strongly to f in L1(Ω)
such that ‖ fn‖ ≤ ‖ f‖.

Theorem 3. There exists at least one weak solution un for the problemPn in the sense
that un ∈W 1,p+(Ω),

∫
Ω
Tn(b(un))vdx+

∫
Ω
a(x,un,∇un)∇vdx+

∫
Ω

φ(Tn(un))∇vdx

+ ε
∫

Ω

(|∇un|p+−2∇un∇v+ |un|p+−2unv
)
dx=

∫
Ω
fnvdx.

(4)

We define the operator An by
Anu= Au+Bu,

where
〈Au,v〉 =

∫
Ω
a(x,u,∇u)∇vdx,

and

〈Bnu,v〉 =
∫

Ω
Tn(b(un))vdx+

∫
Ω

φ(Tn(u))∇vdx+ ε
∫

Ω

(
|∇u|p+−2∇u∇v+ |u|p+−2uv

)
dx,

with u,v ∈W 1,p+(Ω).

Proof of the Theorem 3. The proof is organized in three Steps.

Step 1: An is bounded.
By using Hölder type inequality and (A5) with constant exponent p+, we deduce that A
is bounded.

Let u ∈W 1,p+(Ω)

〈Bnu,v〉 =
∫

Ω
Tn(b(u))vdx+

∫
Ω

φ(Tn(u))∇vdx+ ε
∫

Ω

(|∇u|p+−2∇u∇v+ |u|p+−2uv
)
dx,

≤
∫

Ω
|b(u)||v|dx+

(∫
Ω

|φ(Tn(u))|p′
+dx

) 1
p′+ ‖∇v‖p+ + ε

∫
Ω

(|∇u|p+−1∇v+ |u|p+−1v
)
dx,

≤C‖v‖1 +

(∫
Ω

sup
|s|≤n

|φ(s)|p′
+dx

) 1
p′+ ‖∇v‖p+ + ε

(
‖∇u‖

p+
p′+
p+ ‖∇v‖p+ +‖u‖

p+
p′+
p+ ‖v‖p+

)
,

≤C‖v‖1,p+ +

(∫
Ω
( sup
|s|≤n

|φ(s)|+1)p
′
+dx

) 1
p′+ ‖∇v‖p+ + ε

(
‖∇u‖

p+
p′+
p+ ‖∇v‖p+ +‖u‖

p+
p′+
p+ ‖v‖p+

)
,

≤C‖v‖1,p+ +( sup
|s|≤n

|φ(s)|+1)(meas(Ω)+1)p
′
+‖∇v‖p+ + ε

(
‖∇u‖

p+
p′+
p+ ‖∇v‖p+ +‖u‖

p+
p′+
p+ ‖v‖p+

)
,

≤C(n)‖v‖1,p+ .

We deduce that An is bounded.
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Step 2: An is coercive.
We have

〈Au,u〉 =
∫

Ω
a(x,u,∇u)∇udx,

≥ 1
C2

∫
Ω

|∇u|p+dx,
≥C3‖u‖p+

1,p+
.

Therefore,
〈Anu,u〉
‖u‖1,p+

−→ +∞ as ‖u‖1,p+ −→ +∞.

Step 3: An is pseudo-monotone.
Let (uk)k be a sequence in W 1,p+(Ω) such that

⎧⎪⎨
⎪⎩

uk ⇀ u in W 1,p+(Ω)
Anuk ⇀ χ in W−1,p′

+(Ω)
limsup
k→+∞

〈Luk,uk〉 = 〈χ,u〉.

We will prove that χ = Anu.
As Tn (b(uk))uk ≥ 0, by Fatou’s Lemma, we deduce that

liminf
k→∞

∫
Ω
Tn (b(uk))ukdx ≥

∫
Ω
Tn(b(u))udx.

Using the Lebesgue dominated convergence Theorem, we have

lim
k→+∞

(∫
Ω
Tn (b(uk))vdx+

∫
Ω

φ(Tn(uk))∇vdx+ ε
∫

Ω

(
|∇uk|p+−2∇uk∇v+ |uk|p+−2ukv

)
dx

)

=
∫

Ω
Tn(b(u))vdx+

∫
Ω

φ(Tn(u))∇vdx+ ε
∫

Ω

(
|∇u|p+−2∇u∇v+ |u|p+−2uv

)
dx.

Therefore, for k large enough,

Tn (b(uk))+φ(Tn(uk))+ ε
(|∇uk|p+−2∇uk+ |uk|p+−2uk

)
⇀ Tn(b(u))+φ(Tn(u))+ ε

(|∇u|p+−2∇u+ |u|p+−2u
)

in Lp′
+(Ω).

Thus,

Auk ⇀ χ −
(
Tn(b(u))+φ(Tn(u))+ ε

(
|∇u|p+−2∇u+ |u|p+−2u

))
in Lp′

+(Ω), as k → +∞.

Let us Prove that A is of Type of Calculus of Variation
Let us set

a1(u,v,w) =
∫

Ω
a(x,u,∇u)∇wdx.
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Then, w �→ a1(u,v,w) is continuous on W 1,p+(Ω), Thus

a1(u,v,w) = 〈A(u,v),w〉, A(u,v) ∈W−1,p′
+(Ω),

and verify,

A(u,u) = Au, where Au := −diva(x,u,∇u).

• As A(u, .) is bounded, we prove that v �→ A(u,v) is hemi-continuous from
W 1,p+(Ω) → W−1,p′

+(Ω). Since a(x,u,∇(v1 + tv2)) ⇀ a(x,u,∇v1) in Lp′
+(Ω) as

t → +∞ and u,v1,v2 ∈W 1,p+(Ω) then, a1(u,v1 + tv2,w) → a1(u,v1,w) as t → +∞.
In the same manner we prove that u �→A(u,v) is hemi-continuous fromW 1,p+(Ω)→
W−1,p′

+(Ω).
Moreover, for all u,v ∈W 1,p+(Ω), we have

〈A(u,u)−A(u,v),u− v〉 = 〈A(u,u),u− v〉−〈A(u,v),u− v〉
= a1(u,u,u− v)−a1(u,v,u− v)

=
∫

Ω
a(x,u,∇u)∇(u− v)dx−

∫
Ω
a(x,u,∇v)∇(u− v)dx

=
∫

Ω
(a(x,u,∇u)−a(x,u,∇v))∇(u− v)dx ≥ 0.

• Let us suppose that uk ⇀ u in W 1,p+(Ω) and 〈A(uk,uk)−A(uk,v),uk − v〉 → 0. We
prove that

∀v ∈W 1,p+(Ω), A(uk,v) ⇀ A(u,v) in W−1,p′
+(Ω).

As uk ⇀ u, we have

a(x,uk,∇v) ⇀ a(x,u,∇v) in Lp′
+(Ω).

Thus,
A(uk,v) ⇀ A(u,v) in W−1,p′

+(Ω).

• We suppose that uk ⇀ u in W 1,p+(Ω) and A(uk,v) ⇀ Θ in W−1,p′
+(Ω). We prove

that
〈A(uk,v),uk〉 → 〈Θ ,u〉.

Then a(x,uk,∇v) → a(x,u,∇v) in Lp′
+(Ω), and thus, a1(uk,v,uk) → a1(u,v,u).

Therefore,

〈A(uk,v),uk〉 = a1(uk,v,uk) → 〈A(u,v),u〉 and Θ = A(u,v).

Hence, A is of type Calculus of variation. Therefore, A is of type (M).
So, we have immediately

Au= χ − (
Tn(b(u))+φ(Tn(u))+ ε

(|∇u|p+−2∇u+ |u|p+−2u
))

.

Therefore, we deduce that Anu= χ.
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Thus, Tn( f )⊂W−1,p′
+(Ω), there exist at least one solution un ∈W 1,p+(Ω) of the prob-

lem

〈Anun,v〉 = 〈Tn( f ),v〉 ∀v ∈W 1,p+(Ω).

That’s completes the proof of Theorem 3.

Part 2: A Priori Estimates and Convergence Results
This part is done in three steps, we make a priori estimates, some convergence results
and other based on the Young measure and nonlinear weak-∗ convergence.

Step 1: A priori estimates.

Lemma 1. Suppose that (A3) − (A6) hold with variable exponent πn(.) and fn ∈
L∞(Ω). Let un be a weak solution of (Pn) . Then, for all k > 0,

∫
Ω

|∇Tk(un)|πn(.)dx ≤C(k+1), (5)

∫
Ω

|Tn (b(un))|dx ≤C3. (6)

Proof of Lemma 1.
We take v= Tk(un) as a test function in the weak formulation (4), we get

∫
Ω
Tn (b(un))Tk(un)dx+

∫
Ω
a(x,un,∇un).∇Tk(un)dx+

∫
Ω

φ(Tn(un)).∇Tk(un)dx

+ε
∫

Ω

(|∇un|p+−2∇un∇Tk(un)+ |un|p+−2unTk(un)
)
dx=

∫
Ω
fnTk(un)dx. (7)

Since the first and the last term of the left hand side of (7) are nonnegative, we deduce
that ∫

Ω
a(x,un,∇un).∇Tk(un)dx ≤

∫
Ω

|φ(Tn(un))|.|∇Tk(un)|dx+
∫

Ω
fnTk(un)dx. (8)

Thanks to Young’s inequality, we obtain

∫
Ω
a(x,un,∇un).∇Tk(un)dx ≤C1

∫
Ω

|φ(Tn(un))|(πn(.))′dx+
α
2

∫
Ω

|∇Tk(un)|πn(.)dx+ k‖ f‖L1(Ω).

(9)

By using (A6), we get

∫
Ω

|∇Tk(un)|πn(.)dx ≤C1

(
sup
|s|≤n

|φ(s)|+1

)p′
+

dx+ k‖ f‖L1(Ω). (10)

Hence,
∫

Ω
|∇Tk(un)|πn(.)dx ≤C(k+1). (11)
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From (7), we obtain
∫

Ω
Tn (b(un))Tk (un)dx ≤

∫
Ω
fnTk (un)dx+

∫
Ω

|φ(Tn(un))|.|∇Tk(un)|dx
≤ k‖ f‖L1(Ω) +C(k).

Dividing by k and letting k goes to 0, we obtain
∫

Ω
Tn (b(un))sign0 (un)dx ≤C3.

Hence, ∫
Ω

|Tn (b(un))|dx ≤C3.

Lemma 2. Assume that (A3)−(A6) hold. If un is a weak solution of the problem (Pn)
and fn ∈ L∞(Ω). Then, for all k > 0,

∫
Ω

|∇Tk(un)|p−dx ≤C′(k+1). (12)

Proof of Lemma 2
We have

∫
Ω

|∇Tk(un)|πn(.)dx ≤Ck+C′. (13)

we know that
∫

Ω
|∇Tk(un)|p−dx=

∫
{|∇Tk(un)|>1}

|∇Tk(un)|p−dx+
∫

{|∇Tk(un)|≤1}
|∇Tk(un)|p−dx

≤
∫

{|∇Tk(un)|>1}
|∇Tk(un)|p−dx+meas(Ω)

≤
∫

Ω
|∇Tk(un)|πn(.)dx+meas(Ω)

By using (13), we get
∫

Ω
|∇Tk(un)|p−dx ≤C′(k+1). (14)

Lemma 3. For any k > 0, we have

‖Tk(un)‖1,πn(.) ≤C(k+1), (15)

and for all k ≥ 1,
meas({|un > k|}) ≤C. (16)
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Proof of Lemma 3
By (5), we have ∫

Ω
|∇Tk(un)|πn(.)dx ≤C(k+1). (17)

We also have∫
Ω

|Tk(un)|πn(.)dx=
∫

{|un|≤k}
|Tk(un)|πn(.)dx+

∫
{|un|>k}

|Tk(un)|πn(.)dx

≤
∫

{|un|≤k}
kπn(.)dx+

∫
{|un|>k}

kπn(.)dx

≤ (1+ kp+)meas(Ω)+(1+ kp+)meas(Ω)
≤ 2(1+ kp+)meas(Ω).

We deduce that

ρ1,πn(.)(Tk(un)) ≤C(k+1)+2(1+ kp+)meas(Ω).

For ‖Tk(un)‖1,πn(.) ≥ 1, we have

‖Tk(un)‖p−
1,πn(.) ≤ ρ1,πn(.)(Tk(un)) ≤C(k+1)+2(1+ kp+)meas(Ω),

which implies that

‖Tk(un)‖1,πn(.) ≤ [C(k+1)+2(1+ kp+)meas(Ω)]
1
p−

:=C(k, f , p+, p−,meas(Ω)).

Therefore

‖Tk(un)‖1,πn(.) ≤ 1+C(k, f , p+, p−,meas(Ω)).

From the Lemma 3, we deduce that the sequence (Tk(un))n∈N is uniformly bounded in
W 1,πn(.)(Ω) and also inW 1,p−(Ω). Then there exists a subsequence still denoted Tk(un),
we can assume that for any k > 0, Tk(un) weakly converges to sk in W 1,p−(Ω) and also
Tk(un) strongly conerges to sk in Lp−(Ω). Step 2: The convergence results.

The proof of the following proposition use the Lemma 3.

Proposition 4. We suppose that (A3)− (A6) hold and let un be a weak solution of the
problem (Pn) , then the sequence (un)n∈N is Cauchy in measure. In particular, there
exists a measurable function u and a subsequence still denoted un such that un → u in
measure, as n → ∞.

As (un)n ∈N is a Cauchy sequence in measure, so (up to a subsequence) it converges
almost everywhere to some measurable function u.
As for any k > 0, Tk is continuous, then Tk(un) → Tk(u) a.e x ∈ Ω , so sk = Tk(u).
Therefore,

Tk(un) ⇀ Tk(u) in W 1,p−(Ω).

Hence,
Tk(un) → Tk(u) in Lp−(Ω) and a.e in Ω .
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Step 3: The convergence in term of Young measure.
The following assertions are based on the Young measure and nonlinear weak−∗ con-
vergence results.

Assertion 1.
The sequence (∇Tk(un))n∈N converges to a Young measure νk

x (λ ) on R
N in the sense

of the nonlinear weak−∗ convergence and

∇Tk(u) =
∫
RN

λdνk
x (λ ). (18)

Proof.
Using Lemma 2, ∇Tk(un) is uniformly bounded in Lp−(Ω), so, equi-integrable on Ω .
Moreover, ∇Tk(un) weakly converges to ∇Tk(u) in Lp−(Ω). Therefore, using the repre-
sentation of weakly convergence sequences in L1(Ω) in terms of Young measures, we
can write

∇Tk(u) =
∫
RN

λdνk
x (λ ).

Assertion 2.
|λ |π(.) is integrable with respect to the measure νk

x (λ )dx on R
N × Ω , moreover,

Tk(u) ∈W 1,π(.)(Ω).

Proof.
We know that p(.,un(.)) → p(.,u(.)) in measure on Ω . Using Theorem 1 (ii), (iii)
(p(.,un(.)) ,∇Tk (un))n∈N converges on R×R

N to Young measure μk
x = δπ(x) ⊗νk

x .
Thus, we can apply the weak convergence properties (22) to the Carathodory function
Fm (x,λ0,λ ) ∈ Ω × (

R×R
N
) �→ |hm(λ )|λ0 with m ∈ N. Then, we obtain

∫
Ω×RN

|hm(λ )|π(x) dνk
x (λ )dx=

∫
Ω×(R×RN)

|hm(λ )|λ0 dμk
x (λ0,λ )dx

=
∫

Ω

∫
R×RN

Fm (x,λ0,λ )dμk
x (λ0,λ )dx

= lim
n→+∞

∫
Ω
Fm (x, p(x,un(x)) ,∇Tk (un(x)))dx

= lim
n→+∞

∫
Ω

|hm (∇Tk (un))|p(.,un(·)) dx

≤ lim
n→+∞

∫
Ω

|∇Tk (un)|p(,un(·)) dx
≤C(k+1).

hm(λ ) → λ , as m → +∞ and m �→ hm(λ ) is increasing. Then, using Lebesgue conver-
gence Theorem, we deduce from last inequality that

∫
Ω×RN

|λ |π(x)dνk
x (λ )dx ≤C(k+1).
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Hence, |λ |π(.) is integrable with respect to the measure νk
x (λ )dx on R

N ×Ω . From (18),
the last inequality and Jensen inequality, we get

∫
Ω

|∇Tk(u)|π(x) dx=
∫

Ω

∣∣∣∣
∫
RN

λdνk
x (λ )

∣∣∣∣
π(x)

dx ≤
∫

Ω×RN
|λ |π(x)dνk

x dx < ∞

Thus, ∇Tk(u) ∈ Lπ(·)(Ω). Moreover,
∫

Ω
|Tk(u)|π(·) dx ≤ max(kp+ ,kp−)meas(Ω).

Hence, Tk(u) ∈ Lπ(·)(Ω) and we conclude that Tk(u) ∈W 1,π(·)(Ω).

Assertion 3.

i) The sequence
(
Φk

n

)
n∈N defined by Φk

n := a(x,un,∇Tk (un)) is equi-integrable on
Ω .

ii) The sequence
(
Φk

n

)
n∈N weakly converges to Φk in L1(Ω) and we have

Φk(x) =
∫
RN

a(x,u,λ )dνk
x (λ ). (19)

Proof.

i) Using the growth assumption (A5) with variable exponent p(.,un(.)) and relation
(3.4), we deduce that

(
Φk

n

)
is bounded in Lπ ′

n(·)(Ω), so, Lπ ′
n(·)− equi-integrable on

Ω . Moreover, as π ′
n(.) > 1, we obtain

|a(x,un,∇Tk (un))| ≤ 1+ |a(x,un,∇Tk (un))|π
′
n(·) .

Thus, for all subset E ⊂ Ω , we have
∫

Ω
|a(x,un,∇Tk (un))|dx ≤ meas(E)+

∫
Ω

|a(x,un,∇Tk (un))|π
′
n(·) dx.

Therefore, for meas(E) small enough,
(
Φk

n

)
is equi-integrable on Ω .

ii) We set Φ̃k
n = a(x,u(x),∇vn) with ∇vn = ∇Tk (un) · χSn where

Sn =
{
x ∈ Ω , |π(x)−πn(x)| < 1

2

}
.

Applying (A5) with variable exponent π(.) on a(x,u(x),∇vn), we have for all sub-
set E ⊂ Ω∫

E
|a(x,u(x),∇vn)|dx ≤C

∫
E

(
1+M (x)+ |∇vn|π(·)−1

)
dx

≤C
∫
E
(1+M (x))dx+

∫
E∩Sn

|∇Tk (un)|π(.)−1 dx

The first term of the right hand side of the last inequality is small for meas(E) small
enough. For x ∈ Sn,π(x) < πn(x)+ 1

2 , thus
∫
E∩Sn

|∇Tk (un)|π(·)−1 dx ≤
∫
E∩Sn

(
1+ |∇Tk (un)|πn(·)−

1
2

)
dx
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and ∫
Ω

|∇Tk (un)|(πn(·)− 1
2 )(2πn(·))′ dx=

∫
Ω

|∇Tk (un)|πn(·) dx < ∞,

which is equivalent to saying |∇Tk (un)|πn(·)−
1
2 ∈ L(2πn(·))′(Ω). Now, using Hölder type

inequality,
∫
E∩Sn

|∇Tk (un)|π(·)−1 dx ≤
∫
E

(
1+ |∇Tk (un)|πn(·)−

1
2

)
dx

≤ meas(E)+2‖∇Tk (un)‖Lπn(.)(Ω)‖χE‖L2πn(.)(Ω).
(20)

From Proposition 1

‖χE‖L2πn(.)(Ω) ≤ max

{(
ρ2πn(·) (χE)

) 1
2P− ,

(
ρ2πn(.) (χE)

) 1
2P+

}

= max

{
(meas(E))

1
2p− ,(meas(E))

1
2p+

}

The right-hand side of (20) is uniformly small for meas(E) small, and the equi-
integrability of Φ̃k

n follows. Therefore, (up to a subsequence) Φ̃k
n weakly converges

in L1(Ω) to Φ̃k, as n → +∞.
Now, we prove that Φ̃k = Φk; more precisely, we show that Φ̃k

n −Φk
n strongly con-

verges in L1(Ω) to 0. Let β > 0, by (3.4),
∫

Ω
|∇Tk (un)|πn(·) dx is uniformly bounded,

which implies that
∫

Ω
|∇Tk (un)|dx is finite, since

∫
Ω

|∇Tk (un)|dx ≤
∫

Ω

(
1+ |∇Tk (un)|πn(x)

)
dx.

By Chebyschev Inequality, we have

meas({|∇Tk (un)| > L}) ≤

∫
Ω

|∇Tk (un)|dx
L

.

Therefore, supn∈N meas({|∇Tk (un)| > L}) tends to 0 for L large enough. Since Φ̃k
n −

Φk
n is equiintegrable, there exists δ = δ (β ) such that for all A ⊂ Ω ,meas(A) < δ and∫
A

∣∣Φ̃k
n −Φk

n

∣∣dx < β
4 . Therefore, if we choose L large enough, we get

∫
Ω |∇Tk(un)|dx

L < δ ,
so meas ({|∇Tk (un)| > L}) < δ . Hence,

∫
{|∇Tk(un)|>L}

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx <
β
4

By Lemma 2.21, we also have

meas

({
x ∈ Ω ; sup

λ∈K
|a(x,un(x),λ )−a(x,u(x),λ )| ≥ σ

})
−→ 0
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as n → +∞. Thus, by the above equi-integrability, for all σ > 0, there exists n0 =
n0(σ ,L) ∈ N such that for all n ≥ n0,

∫
{x∈Ω ;sup|λ |≤L|a(x,un(x),λ )−a(x,u(x),λ )|≥σ}

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx <
β
4

Using the definition of Φk
n and Φ̃k

n , we have

Φk
n − Φ̃k

n = a(x,un(x),∇Tk (un))−a(x,u(x),∇Tk (un))onSn

Now, we reason on

Sn,L,σ :=

{
x ∈ Ω ; sup

|λ |≤L
|a(x,un(x),λ )−a(x,u(x),λ )| < σ , |∇Tk (un)| ≤ L

}

∫
Sn,L,σ

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx ≤
∫
Sn,L,σ |λ |≤L

sup
n

|a(x,un(x),λ )−a(x,u(x),λ )|dx

≤ σmeas(Ω).

We observe that
∫
Sn

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx=
∫
Sn∩Sn,L,σ

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx+
∫
Sn\Sn,L,σ

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx
and

Sn\Sn,L,σ ⊂
{
x ∈ Ω ; sup

|λ |≤L
|a(x,un(x),λ )−a(x,u(x),λ )| ≥ σ

}
∪{|∇Tk (un)| > L} .

Consequently, by choosing σ = σ(β ) < β
4meas(Ω) , we get

∫
Sn

∣∣∣Φ̃k
n −Φn

∣∣∣dx <
β
4
+

β
4
+

β
4
=

3β
4

for all n≥ n0(σ ,L). Since meas
({

x ∈ Ω , |π(x)−πn(x)| ≥ 1
2

}) → 0 for n large enough;
which means that meas(Ω\Sn) converges to 0 for n large enough. Thus,

∫
Ω\Sn

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx=
∫

Ω\Sn

∣∣∣Φk
n

∣∣∣dx ≤ β
4

Therefore, for all β > 0 there exists n0 = n0(β ) such that for all n ≥
n0,

∫
Ω

∣∣∣Φ̃k
n −Φk

n

∣∣∣dx ≤ β . Hence, Φ̃k
n −Φk

n strongly converges to 0 in L1(Ω). We prove

that
Φk(x) =

∫
RN

a(x,u(x),λ )dνk
x (λ ) a.e. x ∈ Ω and Φk ∈ Lπ ′(.)(Ω).
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Notice that

lim
n→+∞

∫
Ω

|∇Tk (un)|(1− χSn)dx= lim
n→+∞

∫
Ω\Sn

|∇Tk (un)|dx= 0

since (∇Tk (un))n∈N is equi-integrable and meas(Ω\Sn) converges to 0 for n large
enough. Therefore, (∇Tk (un))n∈N and ∇Tk (un)χSn converge to the same Young
measure νk

x (λ ). Moreover, by applying Theorem 1 i) to the Carathodory function
F (x,(λ0,λ )) := a(x,λ0,λ ), we infer that

Φ̃(x) = Φ(x) =
∫
RN

a(x,u(x),λ )dνk
x (λ )a.e. x ∈ Ω .

Using (A5), it follows that |a(x,u(x),λ )|π ′(.) ≤C
(
M (x)+ |λ |π(·)

)
. Thus, with Jensen

Inequality, it follows that

∫
Ω

∣∣∣Φk(x)
∣∣∣π ′(.)

dx=
∫

Ω

∣∣∣∣
∫
RN

a(x,u(x),λ )dνk
x (λ )

∣∣∣∣
π ′(·)

dx

≤
∫

Ω×RN
|a(x,u(x),λ )|π ′(·)dνk

x (λ )dx

≤C
∫

Ω×RN

(
M (x)+ |λ |π(.)

)
dνk

x (λ )dx < ∞

Hence, Φk ∈ Lπ ′(·)(Ω).

Assertion 4.

(a) For all k′ > k > 0, we have Φk = Φk′ χ{|u|<k}.
(b) For all k > 0,

∫
Ω

Φk ·∇Tk(u)dx ≥
∫

Ω×RN
a(x,u(x),λ ) ·λdνk

x (λ )dx. (21)

(c) The div-curl inequality holds:
∫

Ω×RN

(
a(x,u(x),λ )−a(x,u(x),∇Tk(u(x)))(λ −∇Tk(u(x)))dνk

x (λ )dx ≤ 0.

(22)
(d) For all k > 0,

Φk = a(x,u(x),∇Tk(u)) for a.e. x ∈ Ω

and ∇Tk (un) converges to ∇Tk(u) in measure on Ω , as n → +∞.
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Proof.

(a) Let k′ > k > 0 and gkn := a(x,un,∇Tk′ (un))χ[|u|<k]. By Assertion 3-ii),
(
gkn

)
n∈N

weakly con- verges to Φk′ χ[|u|<k] in L1(Ω). If we prove that
(
gkn

)
n∈N weakly con-

verges to Φk in L1(Ω), then the wished result will come of the uniqueness of the
limit. Let us put

hkn := a(x,un,∇Tk′ (un))χ[|un|<k]

As ∇Tk (un) ≡ ∇Tk′ (un)χ[|un|<k], for all k′ > k > 0, then, we get

hkn := a(x,un,∇Tk′ (un))χ[|un|<k] ≡ a(x,un,∇Tk (un))

so,
(
hkn

)
n∈N weakly converges to Φk in L1(Ω) by Assertion 3-ii). Set

dkn := gkn −hkn = a(x,un,∇Tk′ (un))
(
χ[|u|<k] − χ[|un|<k]

)
On the one hand, thanks to Assertion 3-i),

(
dkn

)
n∈N is equi-integrable. On the other

hand dkn → 0 a.e. on Ω . Indeed, χ[|un|<k] = χ(−k,k) (un) and if |un| �= k a.e. on
Ω ,χ(−k,k)(.) is continuous on R. In other words χ(−k,k)(.) is continuous on the
image of Ω by u a.e. k > 0. Moreover, un → u a.e. on Ω , then χ[|un|<k] → χ[|u|<k]

a.e. in Ω . Now, using Vitali’s Theorem
(
dkn

)
n∈N strongly converges to 0 in L1(Ω),

so it weakly converges in L1(Ω). Hence,
(
gkn

)
n∈N and

(
hkn

)
n∈N weakly converge to

the same limit Φk in L1(Ω).
(b) Let S be a set of W 2,∞ functions S : R → R such that S′(.) has a compact support.

We construct a sequence (SM)M∈N ⊂ S such that
• S′

M and S′′
M are uniformly bounded;

• for all M ∈ N,S′
M = 1 on [−M+1,M−1], suppS′ ⊂ [−M,M];

• the sequence (b(z)S′
M(z))M∈N is non-decreasing for all z ∈ R.

For all ϕ ∈C∞(Ω̄),v= ϕS′
M (un) is an admissible test function in the weak formu-

lation (4). We have∫
Ω
Tn(bn(un))S′

M (un)ϕdx+
∫

Ω
S′
M (un)a(x,un,∇TM (un)) .∇ϕdx

+
∫

Ω
S′′
M (un)a(x,un,∇TM (un)) ·∇TM (un)ϕdx+

∫
Ω
S′
M (un)φ (TM (un)) .∇ϕdx

+
∫

Ω
S′′
M (un)φ (TM (un)) ·∇TM (un)ϕdx

+ ε
∫

Ω

[
|∇un|p+−2 ∇un∇

(
ϕS′

M (un)
)
+ |un|p+−2 unS

′
M (un)ϕ

]
dx

=
∫

Ω
fnS

′
M (un)ϕdx.

(23)

Since un converges to u a.e. in Ω , by continuity of b,S′
M and the compacteness of

suppS′
M , we obtain

∫
Ω
Tn (b(un))S′

M (un)ϕdx →
∫

Ω
b(u)S′

M(u)ϕdx,as n → +∞. (24)
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Moreover, we have | fnS′
M (un)ϕ| ≤ ‖S′

M‖L∞(R | f‖ϕ| ∈ L1(Ω), fnS′
M (un)ϕ → f S′

M(u)ϕ
a.e. in Ω . Thus, by Lebesgue dominated convergence Theorem∫

Ω
fnS

′
M (un)ϕdx →

∫
Ω
f S′

M(u)ϕdx, as n → +∞ (25)

Let us prove now, that∫
Ω
S′
M (un)a(x,un,∇TM (un)) ·∇ϕdx →

∫
Ω
S′
M(u)ΦM ·∇ϕdx,as n → +∞ (26)

For all L > 0, we have∫
Ω
S′
M (un)a(x,un,∇TM (un)) ·∇ϕdx=

∫
{|∇ϕ|≤L}

S′
M (un)ΦM

n ·∇ϕdx

+
∫

{|∇ϕ|>L}
S′
M (un)ΦM

n ·∇ϕdx
(27)

For the first term of the right-hand side of (27), we have∫
{|∇ϕ|≤L}

S′
M (un)ΦM

n ·∇ϕdx →
∫

{|∇ϕ|≤L}
S′
M(u)ΦM ·∇ϕdx,as n → +∞ (28)

Thanks ΦM
n → ΦM in L1(Ω) and ∇ϕS′

M (un)χ{|∇ϕ|≤L} →∗ ∇ϕS′
M(u)χ{|∇ϕ|≤L} in

L∞(Ω). Furthermore, the second term of the right hand-side of (27) converges to zero
for L large enough, uniformly in n. Indeed, using Hlder type inequality and the fact that
Lp+(Ω) ↪→ Lπn(·)(Ω), we get∣∣∣∣

∫
{|∇ϕ|>L}

ΦM
n ∇ϕS′

M (un)dx
∣∣∣∣

≤ C
∥∥S′

M

∥∥
L∞(R)

∥∥ΦM
n

∥∥
Lπ′(·)(Ω)

∥∥∇ϕχ{|∇ϕ|>L}
∥∥
Lπn()(Ω)

≤ C
(
p−,

∥∥S′
M

∥∥
L∞(R) ,meas(Ω)

)∥∥ΦM
n

∥∥
Lπ′

n(.)(Ω) ‖∇ϕ‖Lp+(Ω) meas({|∇ϕ| > L})
From (A5) , (5) we obtain

‖Φn
M‖

Lπ′
n(.)(Ω) <C.

Moreover, ϕ ∈ C∞(Ω̄) and C∞(Ω̄) is dense in the space W 1,p+(Ω). Then, by the fact
that lim

L→+∞
meas({|∇ϕ| > L}) = 0, we get

meas({|∇ϕ| > L})∥∥ΦM
n

∥∥
Lπ′

n (Ω) ‖∇ϕ‖Lp+(Ω) → 0, as L → +∞.

Hence, the second term of the right hand-side of (27) converges to zero, as L tends to
infinity. Thus, as n → +∞ and L → +∞ in (27), we deduce (26). Let us consider the
third term of left hand-side of (23), we obtain

∫
Ω

∣∣S′′
M (un)

∣∣a(x,un,∇TM (un)) ·∇TM (un)ϕdx ≤C
∫
{|un|<M}

∣∣S′′
M (un)

∣∣a(x,un,∇TM (un)) ·∇TM (un)dx

≤C′
∫
{M−1<|un|<M}

a(x,un,∇TM (un))∇TM (un)dx

+C
∫
{|un|≤M−1}

S′′
M (un)︸ ︷︷ ︸
=0

| a(x,un,∇TM (un)) ·∇TM (un)dx,

(29)
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where C = C
(‖ϕ‖L∞(Ω)

)
, C′ = C

(
‖S′′

M‖L∞(R) ,‖ϕ‖L∞(Ω)

)
and a(x,un,∇TM (un)) .

∇TM (un) is finite. Otherwise,
∫

{M−1<|un|<M}
a(x,un,∇TM (un))∇TM (un)dx → 0, as M → +∞

Since, lim
M→+∞

meas({M−1 < |un| < M}) = 0 and a(x,un,∇TM (un))∇TM (un) is equi-

integrable.
In the same way, we show that
∫

Ω
S′
M (un)φ (TM (un)) .∇ϕdx →

∫
Ω
S′
M(u)φ (TM (u)) ·∇ϕdx, as n → +∞, (30)

and ∫
Ω
S′′
M (un)φ (TM (un)) ·∇TM (un)ϕdx → 0,as n → +∞ (31)

Finally, using (24), (25), (26), (29), (30), (31) and passing to the limit in (23), as n tends
to infinty and as ε goes to 0, we obtain

∫
Ω
b(u)S′

M(u)ϕdx+
∫

Ω
S′
M(u)ΦM .∇ϕdx+

∫
Ω
S′
M(u)φ (TM (u)) ·∇ϕdx=

∫
Ω

f S′
M(u)ϕdx.

(32)
For k > 0 fixed, Tk(u) ∈W 1,π(·)(Ω) and the exponent π(.) verify the log-Hlder conti-
nuity assumption. Therefore, C∞(Ω̄) is dense inW 1,π(·)(Ω), so, we replace ϕ by Tk(u).
Now, for M > k, thanks to (a), we replace ΦM.∇Tk(u) by Φk ·∇Tk(u) in (32).

S′
M converges a.e. to 1 on R, as M →+∞, then using the monotone convergence the-

orem in the first term of left hand-side of (32) and the dominated convergence theorem
in the other terms of (32), we get

∫
Ω

[
b(u)Tk(u)+Φk ·∇Tk(u)

]
dx+

∫
Ω

φ(u) ·∇Tk(u)dx=
∫

Ω
f Tk(u)dx (33)

The relation (7) is equivalent to
∫

Ω
Tn(b(un))Tk(un)dx+

∫
Ω
a(x,un,∇un).∇Tk(un)dx+

∫
Ω

φ(Tn(un)).∇Tk(un)dx

+ε
∫

Ω

(|∇un|p+−2∇un∇Tk(un)+ |un|p+−2unTk(un)
)
dx=

∫
Ω
fnTk(un)dx. (34)

By Fatou’s Lemma, we have

liminf
n→+∞

∫
Ω
Tn (b(un))Tk (un)dx ≥

∫
Ω
b(u)Tk(u)dx. (35)

Now, we consider the right hand side of (34). We have | fnTk (un)| ≤ k| f | ∈ L1(Ω),
fnTk (un) → f Tk(u) a.e. in Ω . Thus, by Lebesgue dominated convergence Theorem

∫
Ω
fnTk (un)dx →

∫
Ω
f Tk(u)dx, as n → +∞. (36)
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Using (34), we get
∫

Ω
f Tk(u)dx−

(∫
Ω
b(u)Tk(u)dx+

∫
Ω

φ(u) ·∇Tk(u)dx
)

≥ liminf
n→+∞

∫
Ω
a(x,un,∇Tk (un))∇Tk (un)dx

+ ε
∫

Ω

[
|un|p+−2 unTk (un)+ |∇un|p+−2 ∇un∇Tk (un)

]
dx

≥ liminf
n→+∞

∫
Ω
a(x,un,∇Tk (un))∇Tk (un)dx.

Thus, by using (33), we obtain
∫

Ω
Φk∇Tk(u)dx ≥ liminf

n→+∞

∫
Ω
a(x,un,∇Tk (un))∇Tk (un)dx (37)

(c) We have m �→ a(x,un,hm (∇Tk (un))) · hm (∇Tk (un)) is increasing and converges to
a(x,un,∇Tk (un)) .∇Tk (un) for m large enough. Thus, we deduce that

a(x,un,hm (∇Tk (un))) ·hm (∇Tk (un)) ≤ a(x,un,∇Tk (un)) ·∇Tk (un) = Φk
n ·∇Tk (un)

Therefore, using (b) and Theorem 1, we get
∫

Ω
Φk ·∇Tk(u)dx ≥ liminf

n→+∞

∫
Ω

Φk
n ·∇Tk (un)dx

≥ lim
n→+∞

∫
Ω
a(x,un,hm (∇Tk (un))) ·hm (∇Tk (un))dx

=
∫

Ω×RN
a(x,u,hm(λ )) ·hm(λ )dνk

x (λ )dx

Using Lebesgue convergence Theorem, we get for m large enough
∫

Ω
Φk ·∇Tk(u)dx ≥

∫
Ω×RN

a(x,u,λ ) ·λdνk
x (λ )dx. (38)

We have
∫

Ω×RN

(
a(x,u(x),λ )−a(x,u(x),∇Tk(u(x)))(λ −∇Tk(u(x)))dνk

x (λ )dx

=
∫

Ω×RN
a(x,u(x),λ ) ·λdνk

x (λ )dx−
∫

Ω×RN
a(x,u(x),λ ) ·∇Tk(u(x))dνk

x (λ )dx

−
∫

Ω×RN
a(x,u(x),∇Tk(u(x))) ·λdνk

x (λ )dx+
∫

Ω×RN
a(x,u(x),∇Tk(u(x))) ·∇Tk(u(x))dνk

x (λ )dx

=
∫

Ω×RN
a(x,u(x),λ ) ·λdνk

x (λ )dx−
∫

Ω

(∫
RN

a(x,u(x),λ )dνk
x (λ )

)
∇Tk(u(x))dx

−
∫

Ω
a(x,u(x),∇Tk(u(x))) ·

(∫
RN

λdνk
x

)
dx+

∫
Ω
a(x,u(x),∇Tk(u(x))) ·∇Tk(u(x))

(∫
RN

dνk
x

)
dx

=
∫

Ω×RN
a(x,u(x),λ ) ·λdνk

x (λ )dx−
∫

Ω
Φk ·∇Tk(u(x))dx ≤ 0.

We pass from the first equality to the second equality by using Fubini-Tonelli Theorem
and from the second equality to the third one by using (18), (19) and the fact that νx is
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probability measures on R
N . Finally (38) give us the desired inequality. (d) Using (22)

and the strict monotonicity assumption (A3), we deduce that
(
a(x,u(x),λ )−a(x,u(x),∇Tk(u(x)))(λ −∇Tk(u(x))) = 0 a.e. x ∈ Ω , λ ∈ R

N .

Thus, λ = ∇Tk(u(x)) a.e. x ∈ Ω with respect to the measure νk
x on R

N . Therefore, the
measure νk

x reduces to the Dirac measure δ∇Tk(u(x)). Using (3.20), we obtain

Φk =
∫
RN

a(x,u(x),λ )dνk
x (λ ) = a(x,u(x),∇Tk(u(x)))a.e. x ∈ Ω

Now, by using Theorem 1 – (i) we deduce that ∇Tk(un) converges in measure to ∇Tk(u).

Part 3: Passage to the Limit

Lemma 4. u is an entropy solution of (1).

Proof.
Let un be a weak solution of the problem (3.2). Then, by Assertion 4
−(d),(∇Tk (un))n∈N converges to ∇Tk(u) in measure, thus (up to a subsequence still
denoted (∇Tk (un))n∈N

)
,(∇Tk (un))n∈N converges to ∇Tk(u) a.e. Ω . Moreover, we

deduce from Lemma 3.4 that ∇Tk (un) is uniformly bounded in Lp−(Ω), so, p−− equi-
integrable on Ω . Then, by using Vitali’s Theorem ∇Tk (un)→ ∇Tk(u) in Lp−(Ω), which
implies that ∇Tk (un) → ∇Tk(u) in L1(Ω).

Furthermore, thanks to Assertion 2, u ∈ T 1,π(.)(Ω).
Since Tn (b(un)) → b(u) a.e. in Ω , it follows from Fatou’s Lemma that

∫
Ω

|b(u)| ≤ liminf
n→+∞

∫
Ω

|Tn (b(un))|dx ≤C3.

Hence, b(u) ∈ L1(Ω).
Let ϕ ∈ C ∞(Ω̄), then we can choose Tk (un −ϕ) as a test function in (4) to get

∫
Ω
Tn (b(un))Tk (un −ϕ)dx+

∫
Ω
a(x,un,∇un) .∇Tk (un −ϕ)dx+

∫
Ω

φ(Tn(un))∇Tk (un −ϕ)dx

+ε
∫

Ω

[
|∇un|p+−2 ∇un∇Tk (un −ϕ)+ |un|p+−2 unTk (un −ϕ)

]
dx

=
∫

Ω
fnTk (un −ϕ)dx. (39)

For the first term of the left hand side of (39), we have
∫

Ω
Tn (b(un))Tk (un −ϕ)dx=

∫
Ω
[Tn (b(un))−Tn(b(ϕ))]Tk (un −ϕ)dx

+
∫

Ω
Tn(b(ϕ))Tk (un −ϕ)dx.

Using Fatou’s Lemma, we obtain

liminf
n→+∞

∫
Ω
Tn (b(un))Tk (un −ϕ)dx ≥

∫
Ω
b(u)Tk(u−ϕ)dx. (40)
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For the third term of the left hand side of (39), we prove that

lim
n→+∞

ε
∫

Ω

[
|∇un|p+−2 ∇un∇Tk (un −ϕ)+ |un|p+−2 unTk (un −ϕ)

]
dx ≥ 0as ε → 0.

(41)
Setting l = k+‖ϕ‖L∞(Ω) we have,

ε
∫

Ω
|∇un|p+−2 ∇un∇Tk (un −ϕ)dx= ε

∫
{|un−ϕ|<k}

|∇Tl (un)|p+−2 ∇Tl (un)∇(Tl (un)−ϕ)dx

= ε
∫
{|un−ϕ|<k}

|∇Tl (un)|p+ dx− ε
∫
{|un−ϕ|<k}

|∇Tl (un)|p+−2 ∇Tl (un)∇ϕdx

≥ −ε
∫
{|un−ϕ|<k}

|∇Tl (un)|p+−2 ∇Tl (un)∇ϕdx.

(42)

The sequence ε∇Tl (un) is uniformly bounded in Lp+(Ω). From, Assertion 4
−(d),∇Tl (un) converges a.e. in Ω (up to a subsequence) to ∇Tl(u). So, by Vitali’s
Theorem, ε∇Tl (un) converges to ε∇Tl(u) in Lp+(Ω). Thus, ε |∇Tl (un)|p+−2 ∇Tl
(un)χ{|un−ϕ|<k} converges to ε |∇Tl(u)|p+−2 ∇Tl(u)χ{|u−ϕ|<k} in Lp′

+(Ω). Using (42),
we obtain

lim
n→+∞

ε
∫

Ω
|∇un|p+−2 ∇un∇Tk (un −ϕ)dx ≥ −ε

∫
{|u−ϕ|<k}

|∇Tl(u)|p+−2 ∇Tl(u)∇ϕdx.

Therefore,

lim
n→+∞

ε
∫

Ω
|∇un|p+−2 ∇un∇Tk (un −ϕ)dx ≥ 0,as ε → 0. (43)

Now, we prove that

lim
n→+∞

ε
∫

Ω
|un|p+−2 unTk (un −ϕ)dx ≥ 0,as ε → 0.

We have∫
Ω

|un|p+−2 unTk (un −ϕ)dx=
∫

Ω

(
|un|p+−2 un −|ϕ|p+−2ϕ

)
Tk (un −ϕ)dx

+
∫

Ω
|ϕ|p+−2ϕTk (un −ϕ)dx

≥
∫

Ω
|ϕ|p+−2ϕTk (un −ϕ)dx

(44)

since
(
|un|p+−2 un −|ϕ|p+−2ϕ

)
Tk (un −ϕ) is nonnegative. Furthermore, Tk (un −ϕ)

converges weakly* to Tk(u−ϕ) in L∞(Ω) and |ϕ|p+−2ϕ ∈ Lp′
+(Ω), so

lim
n→+∞

∫
Ω

|ϕ|p+−2ϕTk (un −ϕ)dx=
∫

Ω
|ϕ|p+−2ϕTk(u−ϕ)dx (45)

Combining (44) and (45), we obtain

lim
n→+∞

ε
∫

Ω
|un|p+−2 unTk (un −ϕ)dx ≥ 0,as ε → 0 (46)



390 A. Abbassi et al.

Combining (43) and (46), we get (41).
For the first term of the left hand side of (39), we recall that l = k+ ‖ϕ‖L∞(Ω) and

we get

∫
Ω
a(x,un,∇un) .∇Tk (un −ϕ)dx=

∫
Ω
a(x,un,∇Tl (un)) .∇(Tl (un)−ϕ)χ{|un−ϕ|<k}dx

=
∫

Ω
a(x,un,∇Tl (un)) ·∇Tl (un)χ{|un−ϕ|<k}dx−

∫
Ω
a(x,un,∇Tl (un)) ·∇ϕχ{|un−ϕ|<k}dx.

(47)
Moreover, a(x,un,∇Tl (un)) · ∇Tl (un)χ{|un−ϕ|<k} is nonnegative and converges a.e. in
Ω to a(x,u,∇Tl(u))∇Tl(u)χ{|u−ϕ|<k}. Thanks to Fatou’s Lemma, we get

liminf
n→+∞

∫
Ω
a(x,un,∇Tl (un)) ·∇Tl (un)χ{|un−ϕ|<k}dx ≥

∫
Ω
a(x,u,∇Tl(u)) ·∇Tl(u)χ{|u−ϕ|<k}dx.

(48)
For the last term of (47), first we prove that a(x,un,∇Tl (un)) .∇ϕχ{|un−ϕ|<k} is equi-
integrable. Let E be a subset of Ω .

∫
E
a(x,un,∇Tl (un)) ·∇ϕχ{|un−ϕ|<k}dx ≤

∫
E

|a(x,un,∇Tl (un))| |∇ϕ|dx

≤
∫
E

1
π ′
n(.)

|a(x,un,∇Tl (un))|π
′
n(·) dx+

∫
E

1
πn(.)

|∇ϕ|πn(·)dx

≤C1

∫
E

(
M (x)+ |∇Tl (un)|πn(·)

)
dx+

∫
E

|∇ϕ|πn(·)dx

Moreover,
∫
E

|∇ϕ|πn(·)dx=
∫
E∩{|∇ϕ|≤1}

|∇ϕ|πn(·)dx+
∫
E∩{|∇ϕ|>1}

|∇ϕ|πn(·)dx

≤ meas(E)+
∫
E

|∇ϕ|p+dx,

since |∇ϕ|p+ ,M ∈ L1(Ω) and |∇Tl (un)|πn(·) is equi-integrable. Then, we obtain

lim
meas(E)→0

∫
E
a(x,un,∇Tl (un))∇ϕχ{|un−ϕ|<k}dx= 0.

Furthermore,

a(x,un,∇Tl (un))∇ϕχ{|un−ϕ|<k} → a(x,u,∇Tl(u)) ·∇ϕχ{|u−ϕ|<k} a.e. in Ω .

By applying Vitali’s Theorem, we obtain

lim
n→+∞

∫
Ω
a(x,un,∇Tl (un))∇ϕχ{|un−ϕ|<k}dx=

∫
Ω
a(x,u,∇Tl(u)) .∇ϕχ{|u−ϕ|<k}dx.

(49)
From (47)–(49) we obtain

liminf
n→+∞

∫
Ω
a(x,un,∇un) ·∇Tk (un −ϕ)dx ≥

∫
Ω
a(x,u,∇Tl(u))∇(Tl(u)−ϕ)χ{|u−ϕ|<k}dx

=
∫

Ω
a(x,u,∇u)∇Tk(u−ϕ)dx.

(50)
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For the second term of the left hand side of (39), we have φn(un) = φ(Tk+‖ϕ‖∞(un)),
then

lim
n→+∞

∫
Ω

φ(Tn(un))∇Tk (un −ϕ)dx=
∫

Ω
φ(u)∇Tk (u−ϕ)dx. (51)

For the right hand side of (39), since fn → f in L1(Ω) and Tk (un −ϕ) →∗ Tk(u−ϕ) in
L∞(Ω), we have

lim
n→+∞

∫
Ω
fnTk (un −ϕ)dx=

∫
Ω
f Tk(u−ϕ)dx. (52)

From (39), (40), (41), (50), (51), (52), we obtain
∫

Ω
b(u)Tk(u−ϕ)dx+

∫
Ω
a(x,u,∇u) ·∇Tk(u−ϕ)dx+

∫
Ω

φ(u)∇Tk (u−ϕ)dx

≤ liminf
n→+∞

(∫
Ω
Tn (b(un))Tk(un −ϕ)dx+

∫
Ω
a(x,un,∇un) ·∇Tk (un −ϕ)dx

+
∫

Ω
φ(Tn(un))∇Tk (un −ϕ)dx

+ ε
∫

Ω

[
|∇un|p+−2 ∇un∇Tk (un −ϕ)+ |un|p+−2 unTk (un −ϕ)

]
dx

)

=
∫

Ω
f Tk(u−ϕ)dx,as ε → 0,

then

∫
Ω
b(u)Tk(u−ϕ)dx+

∫
Ω
a(x,u,∇u) ·∇Tk(u−ϕ)dx+

∫
Ω

φ(u)∇Tk (u−ϕ)dx ≤
∫

Ω
f Tk(u−ϕ)dx (53)

for ϕ ∈C∞(Ω̄).
As π(.) verifies the log-Hlder condition, C ∞(Ω̄) is dense in the space W 1,π(·)(Ω).

Moreover, W 1,π(·)(Ω) ↪→ W 1,p−(Ω) ↪→ L∞(Ω). Therefore, the inequality (53) holds
true for ϕ ∈W 1,π(·)(Ω)∩L∞(Ω). Hence, u is an entropy solution of (1).
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Abstract. In the light of the current research, we propose a more gen-
eral and realistic model based on approximative fractional Brownian
motion studies. This framework presents an option pricing model under
the double Heston Jump-Diffusion model, including approximative frac-
tional motion with stochastic interest rate and stochastic intensity. The
stochastic interest rate is determined using a two-factor Vasicek model.
The negative interest rate is allowed for this model. Therefore, we are
constructing a multi-factor model with a stochastic interest rate struc-
ture. We derive a closed-form pricing formula with an analytical solution
for European options. Finally, some numerical results are presented to
illustrate the value of a European call option comparing to other classical
models.

1 Introduction

In 1997 Black & Scholes [4] published a groundbreaking paper in which they pro-
posed an elegant model focused on Brownian motion to explain the complexities
of the underlying asset price and presented a closed-form formula for European
options. According to Duan and Wei [7], the Black-Scholes model cannot explain
the phenomena of the asymmetric leptokurtic and also the volatility smile that
is observed in the real market. Since That point, academic researchers have cre-
ated different models by joining in the Black-Scholes model the non-constant
volatility . The Scott [19] model, Hull and White [13] model, the Stein and Stein
[22] model and the Wiggins [26] model. However, the majority of these stochastic
volatility models are unsuitable for use. In 1993 Heston [11] describe the vari-
ance (the square of volatility) by Cox-Ingersoll-Ross process [5] and deriving a
closed-form formula for European options.

On the other side, a single factor model cannot describe the shapes of the
volatility smile with precision. Multi-factor stochastic volatility models are useful
for expressing return data in various ways, such as using a stylized effect or

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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fitting the implied surface. We choose to investigate option pricing under two-
factor stochastic volatility in this study since it is more appropriate for practical
applications.

Otherwise, the financial market owns long-range persistence and self-
similarity traits, and fractional Brownian motion has these two essential prop-
erties. Moreover, fractional Brownian motion is not a Markov process or semi-
martingale; the classical Ito calculus cannot be used in this case. Wick products
have been created by Hu and Oksendal [12] for analyzing it. In addition, Xiao
and Al [27] used the Wick products to define a fractional stochastic integral.
Björk and Hult [3] demonstrated that the model lacks an economic interpreta-
tion. To solve this problem is appropriate to use the mixed fractional Brown-
ian motion [8,17,23,28]. Approximation Fractional Brownian motion [24] can
also be used instead of fractional Brownian motion. Thao [24] showed that
Approximation Fractional Brownian motion is a semi-martingale. Furthermore,
many researchers (see [6]) adopted Approximation Fractional Brownian motion
in building stochastic volatility models.

Many authors have worked on a hybrid model in recent years by incorporat-
ing the stochastic interest rate into stochastic models [9,10,14,21]. In addition,
empirical studies show that using stochastic interest rates into option pricing
models will contribute to improved model results [18].

Roughly speaking, permitting for changes in volatility and interest rate and
the presence of jumps and the jump intensity changing over time indicate realistic
asset return dynamics. In a parallel development, incorporating jump into models
for pricing option also proposes describing the discontinuous behavior of the
underlying asset (see [1,2,15,16,20]).

The rest of the paper is organized as follows. We adopt the double-Heston
jump-diffusion (DHJD) model with approximative fractional Brownian motion,
stochastic intensity, and interest rate follow a two-factor model in Sect. 2. In
Sect. 3, we derive analytical pricing formula for European call option. In Sect. 4,
we present some numerical illustrations. Finally, we conclude in Sect. 5.

2 The Model

We present some basic information on approximative fractional Brownian
motion. At the first, we present an analysis of fractional Brownian motion
(BH

t )t≥0 with the Hurst index H ∈ (0, 1). It is a Gaussian process with zero
mean and the following covariance:

E[BH
t BH

s ] =
1
2

(
|t|2H + |s|2H − |Tt − s|2H

)
. (1)

The decomposition of a fractional Brownian motion B is as follows:

BH
t =

1
Γ(H + 1

2 )

[
Zt +

∫ t

0

(t − s)H− 1
2 dWs

]
(2)
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where

Zt =
∫ 0

−∞

(
(t − s)H− 1

2 − (−s)H− 1
2

)
dWs, (3)

Wt indicates standard Brownian motion, and Γ indicates the gamma function.
It is sufficient to focus exclusively on the term:

Bt =
∫ t

0

(t − s)H− 1
2 (4)

that has a long-range memory. Note that The approximation of Bt is B̃ε,H
t which

can be expressed as [26]

B̃ε,H
t =

∫ t

0

(t − s + ε)H− 1
2 dWs (5)

where H is a long-memory parameter, ε is non negative approximation factor.
Thao [24] proved that for ε → 0, (Bε,t

t )ε converges uniformly to a non-Markov
process. In addition, if ε > 0 then Bε,t

t is a semi-martingale [24]

dB̃ε,H
t = (H − 1

2
)ψtdt + εH− 1

2 dW v
t (6)

ψt is a stochastic processes expressed as

ψt =
∫ t

0

(t − s + ε)H− 3
2 dWψ

s , (7)

where(Wψ
t )t∈[0,T ] and (W v

t )t∈[0,T ], are independent standard Brownian motions.
Let(Ω,F , (Ft)t∈[0,T ],Q) be a complete probability space with a filtration and

Q presents a risk-neutral measure.The stock price St is expressed by the following
dynamic system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dSt

St
= (r1 + r2 − λtμJ)dt+

√
vtdW s

t +
√

v̂dŴ s
t + (J − 1)dNt

dvt = kv(θ − vt)dt + σv
√

vtdB̃ε,H
t

dv̂t = k̂(θ̂ − v̂)dt + σv̂

√
v̂dW v̂

t

dλt = kλ(θλ − λ1)dt + σλdWλ
t

dr1 = α1(β1 − r1)dt + σ1dW r1
t

dr2 = α2(β2 − r1)dt + σ2dW r2
t

(8)

where W s
1 , Ŵ s

t ,W v
t ,W r1

t ,W r2
t and Wλ

t are the standard Brownian motions. We
assume that W s

t is correlated with W v
t , dW s

t .dW v
t = ρ1dt,Ŵ s

t correlated with
W v̂

t , dŴ s
t dW v̂

t = ρ2dt and W r1
t correlated with W r2

t , dW r1
t .dW r2

t = ρrdt. Any
other Brownian motions are pairwise independent.
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vt, v̂t are variances, and λt is the jump intensity. k, k̂ and kλ are mean rever-
sion rates, θ, θ̂ and θλ are mean reversion levels, σv, σv̂ and σλ are the volatilities
of the variances. and the short rate is follow two-factor Vasicek model where the
short rate is given as a sum of two factors r1 and r2, where β1, β2 are their mean-
reversion , α1, α2 are theire mean-reversion speed, σ1, σ2 are their volatilities, Nt

represents Poisson process with intensity λt and J represents the jump size, and
we suppose that lnJ has an asymmetric double exponential distribution with
density function pdfu(z) :

pdfu(z) = pη1e
η1z1≥0 + qη2e

η2z1z<0, (9)

where η1 > 1, η2 > 0, p, q > 0, and p + q = 1, where q and p represent the
probabilities for positive and negative jumps, respectively. As a result we can
obtain that μJ = E

Q(J − 1) = (pη1/η1 − 1) + (qη2/η2 + 1) − 1.
We set τ = T − t, Xt = lnSt, Y = lnJ, the interest rate r are determined

by the sum of the two factors r1 and r2 (r = r1 + r2) and k = lnK, where T is
the maturity date, and K is the strike price. In the risk-neutral world, the price
of a call option C(S, V 1, V 2, r, λ, t) at time t ∈ [0, T ] with strike price K and
maturity date T is given by

C(S, v, v̂, r1, r2, λ, t) = E
Q

(
e− ∫ t

0 rsdsmax(ST − K, 0)|Ft

)
(10)

we convert measure Q to the measure Q
S and the T forward measure Q

T . By
applying Radon-Nikodym derivatives,

dQ

dQS
=

eX

e− ∫ T
0 rsds+XT

(11)

dQ

dQT
=

P (t, T )

e− ∫ t
0 rsds

(12)

where

S = eX = E
Q

(
e− ∫ T

t
rsds+XT |Ft

)
, (13)

P (t, T ) := E
Q

(
e− ∫ T

t
rsds+|Ft

)
, is the price at time t of a zero-coupon bond

which matures at time T (see appendix). Then, we can have the following
expression:

C(S, v, v̂, r1, r2, λ, t) = SEQ
S

(1{XT >k}|Ft) − KP (t, T )EQ
T

(1{XT >k}|Ft) (14)

we define
ϕS(u) := E

Q
S

(eiuXT |Ft), (15)

ϕT (u) := E
Q

T

(eiuXT |Ft), (16)
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ϕ(u) := E
Q(e

∫ T
t

rsds+iuXT |Ft), (17)

where ϕS(u) denotes the characteristic function under Q
S , ϕT (u) denotes the

characteristic function under QT , and ϕ(u) denotes the discounted characteristic
function under Q. Furthermore, by using Radon-Nikodym derivatives we can
have the following expression:

C(S, v, v̂, r1, r2, λ, t) = S

(
1

2
+

1

π

∫ ∞

0
R

(
e−iukϕ(u − i)

iuϕ(−i)

)

du

)

−KP (t, T )

(
1

2
+

1

π

∫ ∞

0
R

(
e−iukϕ(u)

iuP (t, T )

)

du

)

(18)
all we need to do is to derive the formula of ϕ(u) to have the pricing formula.

Theorem 1. If the asset price is governed by the dynamic system (1), the dis-
counted characteristic function ϕ(u;X, v, v̂, r1, r2, λ, τ) takes the following form:

ϕ(u; X, v, v̂, r1, r2, λ, τ) = eC(u,τ)+Dv(u,τ)v+Dv̂(u,τ)v̂+E(u,τ)r1+F (u,τ)r2+G(u,τ)λ+iuX

(19)
where

C(u, τ) =
2kvθv

σ2
vε2H−1

[
(kv − iuρ1σvε

H− 1
2 − d)τ

2
+ ln

2d

2d + (kv − iuρ1σvε
H− 1

2 − d)(1 − e−dτ )

]

+
2k̂θ̂

σ2
v̂

[
(k̂ − iuρ2σv̂ − d̂)τ

2
+ ln

2d̂

2d + (k̂ − iuρ2σv̂ − d̂)(1 − e−d̂τ )

]

+ (iu − 1)

(

(
θ1

k1
(k1t − 1 − e

−k1t
) +

θ2

k2
(k2t − 1 − e

−k2t
)

)

− σ2
1

4k3
1
(iu − 1)

2
(

e
−2k1t − 4e

−k1t − 2k1t + 3

)

− σ2
2

4k3
2
(iu − 1)

2
(

e
−2k2t − 4e

−k2t − 2k2t + 3

)

+ ρrσ1σ2(iu − 1)
2 1

k1k2

(

t +
1

k2
e

−k2t
+

1

k1
e

−k1t − 1

k2+k1

e
−(k2+k1)t − 1

k1
− 1

k2

+
1

k1 + k2

)

+
2kλθλ

σ2
λ

[
(kλ − iuρ2σλ − ς)τ

2
+ ln

2ς

2ς + (kλ − iuρ2σλ − ς)(1 − e−d̂τ )

]

Dv(u, τ) = ((iu)2 − iu)
1 − e−dτ

2d + (kv − iuρ1σvεH− 1
2 − d)(1 − e−dτ )

Dv̂(u, τ) = ((iu)2 − iu)
1 − e−d̂τ

2dv̂ + (k̂ − iuρ2σv̂ − d̂)(1 − e−d̂τ )
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G(u, τ) = 2ω(u)
1 − e−ςτ

2ς + (kλ − ς)(1 − e−ςτ )

E(u, τ) =
1
k1

(iu − 1)(1 − e−k1τ )

F (u, τ) =
1
k2

(iu − 1)(1 − e−k2τ )

d =
√

(kv − iuρ1σvεH− 1
2 )2 − σ2ε2H−1((iu)2 − iu),

d̂ =
√

(k̂ − iuρ2σv̂)2 − σ2
v̂((iu)2 − iu)

M(u) =
pη1

η1 − iu
+

qη2
η2 + iu

− 1

ω(u) = M(u) − iuμJ , ς =
√

k2
λ − 2σ2

λω(u)

Proof. ϕ(u;X, v, v̂, r1, r2, λ, τ) satisfies a PIDE by applying the Feynman-Kac
theorem:

− ∂ϕ

∂τ
+ (r1 + r2 − λμJ − 1

2
(v + v̂))

∂ϕ

∂x
+

1

2
(v + v̂)

∂2ϕ

∂x2
+ (kv(θv − v) + (H − 1

2
)σv

√
v)

∂ϕ

∂v

+
1

2
σ
2
vε

2H−1
v

∂2ϕ

∂v2
+ k̂(θ̂ − v̂)

∂ϕ

∂v̂
+

1

2
σ
2
v̂ v̂

∂2ϕ

∂v̂2
+ ρ1σvvε

H− 1
2

∂2

∂x∂v
+ ρ2σv̂ v̂

∂2ϕ

∂x∂v̂
+ k1(θ1 − r1)

∂ϕ

∂r1

+
1

2
σ
2
1

∂2ϕ

∂r2
1

+ k2(θ1 − r2)
∂ϕ

∂r2
+

1

2
σ
2
2

∂2ϕ

∂r2
2

+ σ1σ2ρr
∂2ϕ

∂r1∂r2
+ kλ(θλ − λ)

∂ϕ

∂λ
+

1

2
σ
2
λ

∂2ϕ

∂λ2

+ λ

∫ +∞

−∞
(ϕ(x + y) − ϕ(x))f(y)dy − rϕ = 0

(20)

If we assume that ϕ(u;X, v, v̂, r1, r2, λ, τ) takes the form of

ϕ(u; X, v, v̂, r1, r2, λ, τ) = eC(u,τ)+Dv(u,τ)v+Dv̂(u,τ)v̂+E(u,τ)r1+F (u,τ)r2+G(u,τ)λ+iuX

(21)
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and substitute into Eq. (20), we can obtain
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂C
∂τ

= kvθvDv + k̂θ̂Dv̂ + k1θ1E + k2θ2F + 1
2
σ2
1E2 + 1

2
σ2
2F 2 + ρrσ1σ2EF + Gkλθλ

∂Dv
∂τ

= 1
2
σ2

vε2H−1D2
v + (ρ1σvεH− 1

2 iu − kv)Dv + 1
2
iu(iu − 1)

∂Dv̂
∂τ

= 1
2
σ2

v̂D2
v̂ + (ρ2σv̂iu − kv̂)Dv̂ + 1

2
iu(iu − 1)

∂G
∂τ

= 1
2
σ2

λG2 − kλG + M(u)− μJ iu

∂E
∂τ

= −k1E + iu − 1

∂F
∂τ

= −k1F + iu − 1

(22)
with boundary conditions C(u, 0) = Dv(u, 0) = Dv̂(u, 0) = E(u, 0) = F (u, 0) =
G(u, 0) = 0. by applying some algebraic calculations, we will obtain the result.

3 Numerical Discussion

We’ll analyze European option prices under DHJDF with two-factor stochastic
interest rate model parameters in this section. The parameters we use are listed
in Table 1.

Table 1. Values of parameters.

Parameter Value Parameter value

kv 9.9772k1 k̂ 2.3388

θv 0.0189 θ̂ 0.001

σv 0.8379 σv̂ 0.9957

ρ1 −0.9764 ρ2 −0.8178

v 0.0002 v̂ 0.0633

ε 0.00005 ρr 1

α1 0.3322 α2 0.26594

β1 0.1 β2 0.1

σ1 0.02 σ2 0.02

r1 0.001 r2 0.012

kλ 2 σλ 0.1

θλ 0.001 λ 0.001

kr1 0.02 kr2 0.02

η1 1.0333 η2 19.7482

S 100 K 100
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Fig. 1. The impact of kλ and θλ on call option prices for T = 1.

Fig. 2. The impact of the existence of the jump intensity process on call option prices
for T = 1.

)b()a(

Fig. 3. The model price, the Heston price and double Heston price with respect to the
underlying asset price (a) and time to expiry (b).

Figure 1 shows that changes in the mean-reversion level θλ have a significant
effect on call option prices, while changes in the mean-reversion rate kλ have
little effect on call option prices. The obtained results show that an increase in
the value of θλ leads to an increase in the value of the call option price.
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Figure 2 illustrate the effect of the presence of the jump intensity process on
call option prices. It shows that the price of a call option with stochastic jump
intensity is greater than the price of a call option with a constant jump intensity.

On the other hand. By using theoretical results of pricing formula, we can
investigate the impact of incorporating a two-factor stochastic interest rate into
DHJD model with approximative fractional Brownian motion and stochastic
intensity under the chosen set of parameters. It can be distinctly observed that
our price model’s is high that the Heston’s price. Specifically, depicted in Fig. 3 is
the option prices with different time to expiry. Clearly, our price and the price of
Heston are about the same when the time of expiry increases, the gap between
our price and the Heston price increases. The reason that this phenomenon
happens is increasing time to expiry implies a longer period of time for the
interest rate changes which can thus definitely rate that can reflect the widened
divide.

4 Conclusion

This paper introduces the European option under double Heston jump-diffusion
hybrid model based on approximative fractional Brownian motion by adding
interest rate follow two-factor Vasicek model and jump intensity follow a stochas-
tic process. We derived a closed pricing formula for European option under this
model by used the Radon-Nikodym derivative. The numerical results show that
European call option prices under this model are higher than those under the
double Heston model and Heston model.

Appendix

If the risk-free interest rate follows the Two-Vasicek model, then P (r1, r2, t, T )
should satisfy the following PDE problem:

⎧
⎨

⎩

∂P
∂t

+ k1(θ2 − r1)
∂P
∂r1

+ k2(θ2 − r2)
∂P
∂r1

+ 1
2 σ2

1
∂2P
∂r21

+ 1
2 σ2

2
∂2P
∂r22

+ ρrσ1σ2
∂2P

∂r1∂r2
− (r2 + r2)P = 0

P (r1, r2, T, T ) = 1

(23)
If we assume that P (r1, r2, t, T ) takes the form of

P (r1, r2, t, T ) = e[A(τ)−B1(τ)r1−B1(τ)r2] (24)

and substitute it into PDE (23), we can obtain:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂B1
∂t = 1 − k1B1

∂B2
∂t = 1 − k2B2

∂A
∂t = −k1θ1B1 − k2θ2B2 + 1

2σ2
1B

2
1 + 1

2σ2
2B

2
2 + ρrσ1σ2B1B2

(25)
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with the terminal condition B1(0) = B2(0) = A(0) = 0 Then we have :

B1(τ) =
1
k1

(1 − ek1τ ) (26)

B2(τ) =
1
k1

(1 − ek1τ ) (27)

A(τ) = − θ1(τ +
1

k1
e

−k1τ − 1

k1
) − θ2(τ +

2

k2
e

−k2τ − 1

k2
) +

σ2
1

k2
1
(t +

2

k1
e

−k1t − 1

2k1
e

−2k1t − 3

2k1
)

+ prσ2σ2
1

k1k2
(t +

1

k1
e

−k1t
+

1

k2
e

k2t − 1

k1 + k2
e

−(k1+k2)t
+

1

k1 + k2
− 1

k1
− 1

k2
)

+
σ2
2

k2
2
(t +

2

k2
e

−k2t − 1

2k2
e

−2k2t − 3

2k2
).

(28)
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Abstract. The aim of this work is devoted to study the existence of weak solu-
tions for the nonlinear p(x)-elliptic problem,

−diva(x,u,∇u) = b(x)|u|p(x)−2u+λH(x,u,∇u) in Ω ,

in theWeighted Sobolev spacesWeighted-withe Exponent Variable.The existence
is proved by using the topological degree, introduced by Berkovits.

1 Introduction

In this paper we discuss the existence of weak solutions for the following type Neumann
problem given by

⎧
⎨

⎩

−diva(x,u,∇u) = b(x)|u|p(x)−2u+λH(x,u,∇u) in Ω ,

a(x,u,∇u) ·η = 0 on ∂Ω ,

(1)

In the problem Ω is a bounded domain of RN , N ≥ 2, λ is a real parameter and η the
outer unit normal vector on ∂Ω .

We assume also that p(.) is log- Holder continuous function (in a sense to be pre-
cised in section 2 below) and 2< p− < p(x)< p+ < ∞, we mention that the b∈ L∞(Ω),
b(x) > 0 a.e. in Ω . The operator −diva(x,u,∇u) is a Leray-Lions operator defined
from W 1,p(x)(Ω ,ω) to its dual (W 1,p(x)(Ω ,ω))∗, where a : Ω × R × R

N → R, is
a Carathéodory’s function who satisfaid assumptions of growth, ellipticity and strict
monotonicity (see assumption (7), (8) and (9) of section 3), who the nonlinear term H :
Ω ×R×R

N → R is a Carathéodory’s functions has the growth condition (see assump-
tion (10). When a(x,u,∇u) = A(x,∇u) and H(x,u,∇u) = f (x,∇u)+ s(x)|u|p−1u, T. He
et al. have proved in [12] for all large λ . Some important and interesting results can
be found in [1,3,11,16]. In the case a(x,u,∇u) = |∇u|p−2u and H(x,u,∇u) = f (x,∇u)
with Dirichlet boundary conditions, has been established by S. Liu [15]. Furthermore
in [2], A. Abbassi, C. Allalou and A.Kassidi solved problem (1) by topological degree
methods in the case were p is constant (i.e. p(.) = p) within the framework of clas-
sical sobolev space W 1,p(Ω). In recent years, the research of differential aquation
with variable exponent has been a particularly active field, with applications in electro-
rheological fluid (see [17,19]) and image processing (see [8,9].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Our goal in this article is to study the existence of weak solution of problem (1).
The method used to solve the issue (1) is the topological degree, which is frequently
utilized in the study of nonlinear equations, particularly elliptic equations. Brouwer cre-
ated the first topological degree in 1912 for continuous mappings in finite dimensional
Euclidean spaces [7]. then Leray and Schauder generalized it in 1934 for compact oper-
ators in Banach spaces of infinite dimension [14]. Later, the theory was constructed by
Berkovits [5,6]. is organized as follows: in Sect. 2,we state some basic results for the
weighted variable exponent LebesgueSobolev spaces and an outline of Berkovits degree
theory. In Sect. 3, we give our basic assumption and some related lemmas to prepare for
the proof of the main theorem. Finally, in the fourth section, we prove the existence of
weak solutions of (1).

2 Mathematical Preliminaries

2.1 Classes of Mappings and Topological Degree

In this subsection, we recall some results and properties from the theory of topological
degree, Let X be a real separable reflexive Banach space with dual X∗ and with contin-
uous dual pairing 〈 · , · 〉 between X∗ and X in this order, and given a nonempty subset
Ω of X , let Ω and ∂Ω denote the closure and the boundary of Ω in X , respectively. The
symbol → (⇀) stands for strong (weak) convergence.

Definition 1. Let Y be another real Banach space. A operator F : Ω ⊂ X →Y is said to
be

1. bounded, if it takes any bounded set into a bounded set.
2. demicontinuous, if for any sequence (un) ⊂ Ω , un → u implies F(un) ⇀ F(u) .
3. compact, if it is continuous and the image of any bounded set is relatively compact.

Definition 2. A mapping F : Ω ⊂ X → X∗ is said to be

1. of type (S+), if for any sequence (un)⊂ Ω with un ⇀ u and limsup
n→∞

〈Fun,un−u〉 ≤ 0,

we have un → u.
2. quasimonotone, if for any sequence (un) ⊂ Ω with un ⇀ u, we have

limsup
n→∞

〈Fun, un −u〉 ≥ 0.

Definition 3. Let T : Ω1 ⊂ X → X∗ be a bounded operator such that Ω ⊂ Ω1. For any
operator F : Ω ⊂ X → X , we say that

1. F satisfies condition (S+)T , if for any sequence (un)⊂ Ω with un ⇀ u, yn := Tun ⇀
y and limsup

n→∞
〈Fun, yn − y〉 ≤ 0, we have un → u.

2. F has the property (QM)T , if for any sequence (un)⊂ Ω with un ⇀ u, yn := Tun ⇀ y,
we have limsup

n→∞
〈Fun,y− yn〉 ≥ 0.
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Let O be the collection of all bounded open set in X . For any Ω ⊂ X , we consider the
following classes of operators:

F1(Ω) := {F : Ω → X∗\F is bounded, demicontinuous and satifies condition(S+)},

FT,B(Ω) := {F : Ω → X\F is bounded, demicontinuous and satifies condition(S+)T},

FT (Ω) := {F : Ω → X\F is demicontinuous and satifies condition(S+)T},

FB(X) := {F ∈ FT,B(E)\E ∈ O, T ∈ F1(E)}.

Throughout the paper T ∈ F1(E) is called an essential inner map to F .

Lemma 1 ([6], Lemmas 2.2 and 2.4). Lets T ∈ F1(E) be continuous and S : DS ⊂
X∗ → X be demicontinuous such that T (E) ⊂ Ds, where E is a bounded open set in a
real reflexive Banach space X. Then the following statements are true:

1. If S is quasimonotone, then I + SoT ∈ FT (E), where I denotes the identity
operator.

2. If S is of class (S+), then SoT ∈ FT (E).

Definition 4. Suppose that E is bounded open subset of a real reflexive Banach space
X , T ∈ F1(E) be continuous and let F,S ∈ FT (E). The affine homotopy Λ : [0,1]×
E → X defined by

Λ(t, u) := (1− t)Fu+ tSu for (t, u) ∈ [0,1]×E

is called an admissible affine homotopy with the common continuous essential inner
map T .

Remark 1 [6]. The above affine homotopy satisfies condition (S+)T .

Now, we introduce the Berkovits topological degree for the class FB(X) for more
details see [5,6].

Theorem 1. There exists a unique degree function

d :
{
(F,E,h)\E ∈ O, T ∈ F1(E), F ∈ FT,B(E), h 
∈ F(∂E)

} −→ Z

that satisfies the following properties:

1. (Normalization) For any h ∈ E, we have d(I,E,h) = 1.
2. (Additivity) Let F ∈ FT,B(E) . If E1 and E2 are two disjoint open subsets of E

such that h 
∈ F(E\(E1 ∪E2)) then we have

d(F,E,h) = d(F,E1,h)+d(F,E2,h).

3. (Homotopy invariance) If Λ : [0,1]×E → X is a bounded admissible affine homo-
topy with a common continuous essential inner map and h: [0,1] → X is a con-
tinuous path in X such that h(t) 
∈ Λ(t,∂E) for all t ∈ [0,1], then the value of
d(Λ(t, ·),E,h(t)) is constant for all t ∈ [0,1].

4. (Existence) if d(F,E,h) 
= 0, then the equation Fu= h has a solution in E.
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2.2 Weighted Variable Lebesgue and Sobolev Spaces

Now we give some definitions and elementary properties for the spaces of Lebesgue
and Sobolev with Weight and to variable exponents Lp(x)(Ω ,ω),W 1,p(x)(Ω ,ω),

Let Ω be a bounded open subset ofRN(N ≥ 2), we say that a real-valued continuous
function p(.) is log-Hölder continuous in Ω if

|p(x)− p(y)| ≤ C
| log |x− y|| (2)

∀x,y ∈ Ω such that |x− y| < 1
2 , with possible different constant C.

Denote
C+(Ω) = {p ∈C(Ω) : min

x∈Ω
p(x) > 1}.

We define

p+ =max
x∈Ω

p(x), p− =min
x∈Ω

p(x).

For any p ∈C+(Ω), we introduce the variable exponent Lebesgue space by:

Lp(x)(Ω) =
{
u : Ω → R;u is measurable with :

∫

Ω
|u(x)|p(x)dx < ∞

}
,

the space Lp(x)(Ω) under the norm “Luxembourg norm”

||u||Lp(x)(Ω) = ||u||p(x) = inf
{

λ > 0 :
∫

Ω
|u(x)

λ
|p(x)dx ≤ 1

}
,

which is a separable and reflexive Banach space.

Definition 5. A function ω defined on Ω is called a weigh function if it is measurable
and strictly positive a.e. in Ω .

We introduce for any p ∈ C+(Ω), the weighted variable exponent Lebesgue space
Lp(x)(Ω ,ω) that consists of all measurable real-valued functions u such that

Lp(x)(Ω ,ω) = {u : Ω → R,measurable,
∫

Ω
|u(x)|p(x)ω(x)dx < ∞}.

The dual space Lp(x)(Ω ,ω) denoted Lp′(x)(Ω ,ω∗) where ω∗ = ω1−p′(x) with 1
p(x) +

1
p′(x) = 1 The Luxemburg norm of Lp(x)(Ω ,ω) is

‖u‖Lp(x)(Ω ,ω) = inf{λ > 0 :
∫

Ω
|u(x)

λ
|p(x)ω(x)dx ≤ 1}

becomes a normed space. When ω(x) ≡ 1, we have Lp(x)(Ω ,ω) ≡ Lp(x)(Ω).
The weighted variable exponent Sobolev spaceW 1,p(x)(Ω ,ω) is defined by

W 1,p(x)(Ω ,ω) = {u ∈ Lp(x)(Ω); |∇u| ∈ Lp(x)(Ω ,ω)},
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where the norm is

‖u‖ = ‖u‖W 1,p(x)(Ω ,ω) = ‖u‖Lp(x)(Ω) +‖∇u‖Lp(x)(Ω ,ω), (3)

or, equivalently

‖u‖W 1,p(x)(Ω ,ω) = inf{λ > 0 :
∫

Ω
|u(x)

λ
|p(x) +ω(x)|∇u(x)

λ
|p(x)dx ≤ 1}

for all u ∈W 1,p(x)(Ω ,ω).

Lemma 2 (See [10]). (Generalised Hölder inequality)

i) For any functions u ∈ Lp(x)(Ω ,ω) and v ∈ Lp′(x)(Ω ,ω∗) we have
|∫Ω uvdx| ≤ ( 1

p− + 1
p′− )||u||p(x),ω ||v||p′(x),ω∗ ≤ 2||u||p(x),ω ||v||p′(x),ω∗ .

ii) For all p, q ∈C+(Ω̄) such that p(x) ≤ q(x) a.e. in Ω , we have
Lq(x)Ω ,ω) ↪→ Lp(x)Ω ,ω) and the embedding is continuous.

Lemma 3 (See [10]). Denote ρ(u) =
∫

Ω ω(x)|u(x)|p(x)dx for all u ∈ Lp(x)(Ω ,ω).
Then,

|u|Lp(x)(Ω ,ω) < 1(= 1;> 1) if and only if ρ(u) < 1(= 1;> 1), (4)

i f |u|Lp(x)(Ω ,ω) > 1 then |u|p−
Lp(x)(Ω ,ω)

≤ ρ(u) ≤ |u|p+
Lp(x)(Ω ,ω)

, (5)

i f |u|Lp(x)(Ω ,ω) < 1 then |u|p+
Lp(x)(Ω ,ω)

≤ ρ(u) ≤ |u|p−
Lp(x)(Ω ,ω)

. (6)

Let introduce the integrability conditions used on the framework of these spaces

(W1) ω ∈ L1loc(Ω) and ω− 1
(p(x)−1) ∈ L1loc(Ω);

(W2) ω−s(x) ∈ L1(Ω ,ω) with s(x) ∈ ( N
p(x) ,∞)∩ [ 1

p(x)−1 ,∞).

Remark 2 [10].
(i) If ω is a positive measurable and finite function, then Lp(x)(Ω ,ω) is a reflexive
Banach space.
(ii)Moreover, if (W1) holds, thenW 1,p(x)(Ω ,ω) is a reflexive Banach space.

Proposition 1 ([13], Proposition 2.3).W 1,p(x)(Ω ,ω) ↪→↪→ Lp(x)(Ω).

Proposition 2 [10]. Let p∈C+(Ω) satisfy the log–Hölder continuity condition. If (W1)
and (W2) hold, then the estimate

‖u‖Lp(x)(Ω) ≤C‖∇u‖Lp(x)(Ω ,ω)

holds, for every u ∈C∞
0 (Ω) with a positive constant C independent of u.
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3 Basic Assumptions and Technical Lemmas

Throughout the paper, we assume that the following assumption hold true.

ASSUMPTION (H1)
Let Ω is a bounded open set of RN(N ≥ 2), p ∈C+(Ω̄).
a : Ω ×R×R

N → R is a Caratheodory function, i.e., (measurable with respect to x
in Ω for every (s,ξ ) in R×R

N and continuous with respect to (s,ξ ) in R×R
N , for

almost every x in Ω ) which satisfies the following conditions there exist k ∈ Lp′(x)(Ω)
and α > 0, β > 0 such that for almost every (x) ∈ Ω all (s,ξ ) ∈ R×R

N

|a(x,s,ξ )| ≤ βω1/p(x)(x)
[
k(x)+ |s|p(x)−1+ω1/p′(x)(x)|ξ |p(x)−1

]
, (7)

[
a(x,s,ξ )−a(x,s,η)

]
· (ξ −η) > 0 ∀ ξ 
= η ∈ R

N , (8)

a(x,s,ξ ) ·ξ ≥ αω|ξ |p(x). (9)

where α, β are some positive constants and k(x) is a positive function in Lp′(x)(Ω) ,
(p′(x) is the conjugate exponent of p(x)).

ASSUMPTION (H2)
Let H : Ω ×R×R

N → R is a Carathéodory function such that H satisfies the gowth
condition

|H(x, t,s,ξ )| ≤ ρ
(
e(x)+ |s|p(x)−1+ω1/p′(x)(x)|ξ |p(x)−1), (10)

where ρ is a positive constant, e(x) is a positive function in Lp(x)′(Ω).

Definition 6. We say that u ∈W 1,p(x)(Ω ,ω) is is a weak solution of (1), if

∫

Ω
a(x,u,∇u)∇vdx=

∫

Ω
b(x)|u|p(x)−2uvdx+λ

∫

Ω
H(x,u,∇u)vdx, ∀v ∈W 1,p(x)(Ω ,ω).

Lemma 4 [4]. Let g ∈ Lp(x)(Ω ,ω) and let gn ∈ Lp(x(Ω ,ω), with ‖gn‖Lp(x)(Ω ,ω) ≤ c,

1 < r(x) < ∞. If gn(x) → g(x) a.e. in Q, then gn ⇀ g in Lp(x)(Ω ,ω), where ω is a
weight function on Ω .

Let us consider the nonlinear operator T from W 1,p(x)(Ω ,ω) into its dual of the
form

Tu= −diva(x,u,∇u),

then
〈Tu,v〉 =

∫

Ω
a(x,u,∇u)∇vdx,

for all v inW 1,p(x)(Ω ,ω).
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Lemma 5 Assume that (7), (8) and (9) hold. Then

• T is bounded, coercive and continuous.
• T is a mapping of type (S+).

Proof:

• The operator T is bounded. Inded,
Let u,v ∈W 1,p(x)(Ω ,ω), by using the Hölder’s inequality and (7) we have

∣
∣
∣〈Tu,v〉| =

∣
∣
∣

∫

Ω
a(x,u,∇u)∇vdx

∣
∣
∣ =

∣
∣
∣

∫

Ω
a(x,u,∇u)ω(x)

1
p(x) ∇vω(x)

−1
p(x) dx

∣
∣
∣

≤ (
1
p− +

1
p′− )||a(x,u,∇u)ω

−1
p(x) ||p′(x)||∇vω

1
p(x) ||p(x)

≤ (
1
p− +

1
p′− )||a(x,u,∇u)ω

−1
p(x) ||p′(x)||∇v||p(x),Ω

≤ 2
(∫

Ω
|a(x,u,∇u)ω(x)

−1
p(x) |p′(x)dx

)1/γ ||v||

≤ 2
(∫

Ω

∣
∣
∣βω(x)1/p(x)

(
k(x)+ |u|p(x)−1+ω(x)1/p

′(x)|∇u|p(x)−1
)

ω
−1
p(x)

∣
∣p

′(x)
dx

)1/γ ||v||

≤C1.2
2(p′+−1)

(∫

Ω
|(k(x)|p′(x) + |u|p(x) +ω(x)|∇u|p(x)dx

)1/γ ||v||

≤C2

(∫

Ω
|(k(x)|p′(x)dx+

∫

Ω
|u|p(x) +ω(x)|∇u|p(x)dx

)1/γ ||v||
≤C2.

(
C3+ ||u||)||v||

≤CT .||v||,

γ =

{
p− if ‖a(x,u,∇u)ω

−1
p(x) ‖p′(x) ≤ 1

p+ if Verta(x,u,∇u)ω
−1
p(x) ‖p′(x) ≥ 1

Hence the operator T is bounded.
• The operator T is coercive.Inded for all v ∈W 1,p(x)(Ω), we get from 9

〈Tv,v〉
‖v‖ =

∫

Ω a(x,v,∇v)∇vdx
‖v‖

≥ α

∫

Ω
ω(x)|∇v|p(x)dx

‖v‖

≥ α
||v||δ
‖v‖

≥ α‖v‖δ−1 → ∞ if ‖v‖ → ∞

were

δ =
{
p+ if ||v|| ≤ 1
p− if ||v|| ≥ 1,

Hence T is coercive.
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• Now, we show that T is continuous, let un → u inW 1,p(x)(Ω ,ω). Then ∇un → ∇u

in
(
Lp(x)(Ω ,ω)

)N
. Hence there exist a subsequence (uk) of (un) and measurable

functions h in Lp(x)(Ω ,ω) and g in (Lp(x)(Ω ,ω))N such that

uk(x) → u(x) and ∇uk(x) → ∇u(x),

|uk(x)| ≤ h(x) and |∇uk(x)| ≤ |g(x)|,
for a.e.x ∈ Ω and all k ∈ N. Since a satisfies the Carathéodory condition, we obtain

a(x,uk,∇uk) → a(x,u,∇u) a.e. x ∈ Ω . (11)

According to (7), we have

|a(x,uk,∇uk)| ≤ βω
1

p(x)
(
k(x)+ |h(x)|p(x)−1+ω

1
p′(x) |g(x)|p(x)−1),

for a.e. x ∈ Ω . Since
∫

Ω
βω

1
p(x)

∣
∣k(x)+ |h(x)|p(x)−1+ω

1
p′(x) |g(x)|p(x)−1∣∣p

′(x)ω∗dx ≤C
∫

Ω
|k(x)|p′(x) + |h(x)|p(x) +ω|g(x)|p(x)dx < ∞

(because K ∈ Lp′(x)(Ω), h ∈ Lp(x)(Ω ,ω) and g in (Lp(x)(Ω ,ω))N),then

βω
1

p(x)
(
k(x)+ |h(x)|p(x)−1+ω

1
p′(x) |g(x)|p(x)−1) ∈ Lp′(x)(Ω ,ω∗),

and by using (11) we have
∫

Ω
|a(x,uk,∇uk)−a(x,u,∇u)|p′(x)ω∗dx −→ 0.

The dominated convergence theorem imply that

a(x,uk,∇uk) → a(x,u,∇u) in
(
Lp′(x)(Ω ,ω∗)

)N
.

Therefore, for all v ∈W 1,p(x)(Ω ,ω) we have 〈Tun,v〉 → 〈Tu,v〉, which implies that
the operator T is continuous.

• It remains to prove that the operator T is of type (S+).
Let (un)n be a sequence inW 1,p(x)(Ω ,ω) such that

⎧
⎨

⎩

un ⇀ u inW 1,p(x)(Ω ,ω)
limsup
n→∞

〈Tun,un −u〉 ≤ 0. (12)

We will show that un → u in W 1,p(x)(Ω ,ω).

lim
n→∞

〈Tun, un −u〉 = lim
n→∞

〈Tun −Tu, un −u〉 = 0. (13)

Hence
Dn → 0 in L1(Ω) as n → ∞,
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where Dn =
[
a(x,un,∇un)− a(x,un,∇u)

](
∇un − ∇u

)
. thanks to (8), we have Dn is

a positive function. Since un ⇀ u inW 1,p(x)(Ω ,ω) then, un → u a.e. in Ω and since
Dn → 0 a.e. in Ω , there exists a subset B in Ω with measure zero such that for all
x ∈ Ω\B,

|u(x)| < ∞, |∇u| < ∞, K(x) < ∞, un → u, Dn → 0.

Taking ξn = ∇un and ξ = ∇u , we have

Dn(x) =
[
a(x,un,ξn)−a(x,un,ξ )

]
· (ξn −ξ )

= a(x,un,ξn)ξn+a(x,un,ξ )ξ −a(x,un,ξn)ξ −a(x,un,ξ )ξn
≥ αω(x)|ξn|p(x) +αω(x)|ξ |p(x)

− βω1/p(x)(x)
(
k(x)+ |un|p(x)−1+ω1/p′(x)(x)|ξn|p(x)−1

)
|ξ |

− βω1/p(x)(x)
(
k(x)+ |un|p(x)−1+ω1/p′(x)(x)|ξ |p(x)−1

)
|ξn|

≥ αω(x)|ξn|p(x) −Cx[1+ω(x)1/p
′(x)|ξn|p(x)−1+ω(x)1/p(x)|ξn|],

whereCx depending on x, without dependence on n. (since un(x) → u(x), then (un)n
is bounded), we obtain

Dn(x) ≥ |ξn|p(x)
(

αω(x)− Cx

|ξn|p(x)
− Cxω

1
p′(x)

|ξn| − Cxω
1

p(x)

|ξn|p(x)−1

)

by the standard argument (ξn)n is bounded almost everywhere in Ω . Indeed, if
|ξn| → ∞ in a measurable subset E ∈ Ω , then

lim
n→∞

∫

Ω
Dn(x)dx ≥ lim

n→∞

∫

E
|ξn|p(x)

(
αω(x)− Cx

|ξn|p(x)
− Cxω

1
p′(x)

|ξn| − Cxω
1

p(x)

|ξn|p(x)−1

)
= ∞

which is absurd since Dn(x) → 0 in L1(Ω). Let ξ ∗ an accumulation point of (ξn)n,
we have |ξ ∗| < ∞ and by continuity of a, we obtain

[
a(x,u(x),ξn)−a(x,u(x),ξ )

]
· (ξn −ξ ) = 0,

thanks to (8), we have ξ ∗ = ξ , the uniqueness of the accumulation point implies
that ∇un(x) → ∇u(x) a.e. in Ω . Since the sequence a(x,u,∇un) is bounded in
(Lp′(x)(Ω ,ω∗))N and a(x,u,∇un) → a(x,u,∇u) a.e. in Ω , Lemma 4 implies

a(x,un,∇un) → a(x,u,∇u) in (Lp′(x)(Ω ,ω∗))N .

Let us taking ȳn = a(x,u,∇un)∇un and ȳ = a(x,u,∇u)∇u, then ȳn → ȳ in L1(Ω),
according to A3 the condition (9), we have

αw(x)|∇un|p(x) ≤ a(x,un,∇un)∇un.
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Let zn = |∇un|p(x)ω, z = |∇u|p(x)ω and yn =
ȳn
α , y = ȳ

α . Then, by Fatou’s Lemma,
we obtain ∫

Ω
2ydx ≤ liminf

n→∞

∫

Ω
(yn+ y−|zn − z|)dx,

i.e., 0 ≤ limsupn→∞
∫

Ω |zn − z|dx, hence

0 ≤ liminf
n→∞

∫

Ω
|zn − z|dx ≤ limsup

n→∞

∫

Ω
|zn − z|dx ≤ 0,

this implies
∇un → ∇u in (Lp(x)(Ω ,ω))N

we deduce that
un → u inW 1,p(x)(Ω ,ω),

which completes our proof.

Lemma 6. Suppose that the hypothese (10) holds. Then the operator S :
W 1,p(x)(Ω ,ω) → (

W 1,p(x)(Ω ,ω)
)∗

defined by

〈Su, v〉 = −
∫

Ω

(
b(x)|u|p(x)−2u+λH(x,u,∇u)

)
vdx, ∀u, v ∈W 1,p(x)(Ω ,ω)

is compact.

The proof was divided into three steps.

Step 1
Let ϕ :W 1,p(x)(Ω ,ω) → Lp′(x)(Ω) be the operator setting by

ϕ u(x) := −b(x)|u(x)|p(x)−2u(x) for u ∈W 1,p(x)(Ω ,ω) and x ∈ Ω .

It is obvious that ϕ is continuous. Next we show that φ is bounded.
For all u ∈W 1,p(x)(Ω ,ω), we have

‖ϕ u‖γ
p′(x) =

∫

Ω
|−b(x)|u|p(x)−2u|p′(x)dx

≤ ‖bp′+‖∞

∫

Ω
|u|(p(x)−1)p′(x)dx

≤ ‖bp′+‖∞

∫

Ω
|u|p(x)dx

≤C‖u‖γ ′
,

where

γ =
{
p+ if ‖ϕ u‖p′(x) ≤ 1
p− if ‖ϕ u‖p′(x) ≥ 1.

and

γ ′ =
{
p+ if ||u|| ≤ 1
p− if ||u|| ≥ 1.
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This implies that ϕ is bounded onW 1,p(x)(Ω ,ω) .

Step 2. We show that the operator ψ defined fromW 1,p(x)(Ω ,ω) into Lp′(x)(Ω) by

ψu(x) := −λH(x,u,∇u) for u ∈W 1,p(x)(Ω ,ω) and x ∈ Ω

is bounded and continuous.
Let u ∈W 1,p(x)(Ω ,ω), by using the growth condition 10 we obtain,

‖ψ u‖θ
p′(x) ≤

∫

Ω
|λH(x,u,∇u)|p′(x)dx

≤
∫

Ω
λ p′(x)ρ p′(x)

∣
∣
∣e(x)+ |u|p(x)−1+ω

1
p′(x) |∇u|p(x)−1

∣
∣
∣
p′(x)

dx

≤
∫

Ω
(ρλ )p

′+
2p

′+−1(|e(x)|p′(x) +
(|u|p(x)−1+ω

1
p′(x) |∇u|p(x)−1)p′(x))

dx

≤
∫

Ω
(ρλ )p

′+
2p

′+−1(|e(x)|p′(x) +2p
′+−1(|u|(p(x)−1)p′(x) +ω|∇u|(p(x)−1)p′(x))dx

≤
∫

Ω
(ρλ )p

′+
22(p

′+−1)(|e(x)|p′(x) + |u|p(x) +ω|∇u|p(x))dx

≤ C
∫

Ω
|e(x)|p′(x)dx+C

∫

Ω
|u|p(x) +ω|∇u|p(x) dx

≤ C‖e‖θ1
p′(x) +C‖u‖θ2

≤ Cmax
(‖u‖θ2 +1

)
,

where Cmax =max
(
C‖e‖θ1

p′(x),C
)
, and

θ =
{
p′+ if ‖ψ u‖p′(x) ≤ 1
p′− if ‖ψ u‖p′(x) ≥ 1.

θ1 =
{
p′+ if ‖e‖p′(x) ≤ 1
p′− if ‖e‖p′(x) ≥ 1.

and,θ2 =
{
p+ if ‖u‖ ≤ 1
p− if ‖u‖ ≥ 1.

Therefore ψ is bounded onW 1,p(x)(Ω ,ω). Next, we show that ψ is continuous,
let un → u inW 1,p(x)(Ω ,ω),

then un → u in Lp(x)(Ω) and ∇un → ∇u in
(
Lp(x)(Ω ,ω)

)N
. Thus there exist a

subsequence still denoted by (un) and measurable functions ϕ in Lp(x)(Ω) and σ in
(
Lp(x)(Ω ,ω)

)N
such that

un(x) → u(x) and ∇un(x) → ∇u(x),

|un(x)| ≤ ϕ(x) and |∇un(x)| ≤ |σ(x)|,
for a.e. x ∈ Ω and all n ∈ N. Since H satisfies the Carathéodory condition, we obtain

H(x,un(x),∇un(x)) → H(x,u(x),∇u(x)) a.e. x ∈ Ω . (14)

Thanks to (10) we obtain

|H(x,un(x),∇un(x))| ≤ ρ
(
e(x)+ |ϕ(x)|p(x)−1+ω

1
p′(x) σ(x)|p(x)−1)
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for a.e. x ∈ Ω and for all k ∈ N. Since

e(x)+ |ϕ(x)|p(x)−1+ |ω
1

p′(x) σ(x)|p(x)−1 ∈ Lp′(x)(Ω),

and from (14), we get
∫

Ω
|H(x,uk(x),∇uk(x))−H(x,u(x),∇u(x))|p′(x)dx −→ 0,

by using the dominated convergence theorem we have

ψuk → ψu in Lp′(x)(Ω).

Thus the entire sequence (ψun) converges to ψu in Lp′(x)(Ω) and then ψ is continuous.

Step 3
Since the embedding I :W 1,p(x)(Ω ,ω) → Lp(x)(Ω) is compact, it is known that the
adjoint operator I∗ : Lp′(x)(Ω)→ (

W 1,p(x)(Ω ,ω)
)∗

is also compact. Therefore, the com-
positions I∗oϕ and I∗oψ fromW 1,p(x)(Ω) into

(
W 1,p(x)(Ω ,ω)

)∗
are compact.

Finally, the composition
S= I∗oφ + I∗oϕ

is compact. which completes the present proof.

4 Main Results

Theorem 2. Assume that the assumptions (7)–(10) hold. Then, the problem (1) has a
weak solution u in W 1,p(x)(Ω ,ω).

Proof. Let T, S be two operators fromW 1,p(x)(Ω ,ω) into its dual as defined in Lemmas
5 and 6 respectively. Then u ∈W 1,p(x)(Ω ,ω) is a weak solution of the problem (1) if
and only if

Tu= −Su (15)

According to Lemma 6 the operator S is bounded, continuous and quasimonotone. On
the other hand, in light of the properties of the operator T given in Lemma 5 and since
the operator T is strictly monotone. Moreover, note by using the Minty-Browder The-
orem (see [18], Theorem 26A), the inverse operator G := T−1:

(
W 1,p(x)(Ω ,ω)

)∗ →
W 1,p(x)(Ω ,ω) is bounded, continuous and satisfies condition (S+).

Hence, Eq. (15) is equivalent to the abstract Hammerstein equation

u= Gv and v+SoGv= 0 (16)

To solve Eq. (16), we will using the Berkovits topological degree introduced in
Sect. 2. For that, we first proove that the set

B :=
{
v ∈ (

W 1,p(x)(Ω ,ω)
)∗ \ v+ tSoGv= 0 for some t ∈ [0,1]

}

is bounded. Indeed, let v ∈ B and take u := Gv.
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Thanks to (7), (10), the Young’s inequality, we have

‖Gv‖θ ′ ≤
∫

Ω
|u|p(x) dx+

∫

Ω
ω|∇u|p(x) dx

≤
∫

Ω
|u|p(x) dx+ 1

α

∫

Ω
a(x,u,∇u)∇udx

≤
∫

Ω
|u|p(x) dx+ 1

α
〈Tu,u〉 =

∫

Ω
|u|p(x) dx+ 1

α
〈v,Gv〉

≤
∫

Ω
|u|p(x) dx+ t

α
|〈S◦Gv,Gv〉|

≤
∫

Ω
|u|p(x) dx+ t

α

∫

Ω
b(x)|u|p(x)dx+ t

α

∫

Ω
|λH(x,u,∇u)|udx

≤
∫

Ω
|u|p(x) dx+ t‖b‖∞

α

∫

Ω
|u|p(x)dx+ t

α
Cp′

∫

Ω
|H(x,u,∇u)|p′(x)dx+

t
α
Cp

∫

Ω
|u|p(x)dx

≤C1

∫

Ω
|u|p(x)dx+C2(‖u‖θ2 +1)

≤Cst
(‖Gv‖θ ′

+‖Gv‖θ2 +1
)
,

where

θ ′ =
{
p+ if ‖Gv‖ ≤ 1
p− if ‖Gv‖ ≥ 1.

This implies that
{
Gv \ v ∈ B

}
is bounded.

Since the operator S is bounded, it is obvious from (16) that the set B is bounded in(
W 1,p(x)(Ω ,ω)

)∗
. Therefore, we can choose a positive constant R such that

‖v‖(
W 1,p(x)(Ω ,ω)

)∗ < R for all v ∈ B.

It follows that

v+ tSoGv 
= 0 for all v ∈ ∂BR(0) and all t ∈ [0,1].

By Lemma 1 we get

I+SoG ∈ FT (BR(0)) and I = ToG ∈ FT (BR(0)).

Since the operators I, S and G are bounded, I+SoG is also bounded. We conclude that

I+SoG ∈ FT,B(BR(0)) and I ∈ FT,B(BR(0)).

Consider an affine homotopy Λ : [0,1]×BR(0) →W−1,p′(x)(Ω ,ω) given by

Λ(t,v) := v+ tSoGv for (t,v) ∈ [0,1]×BR(0).

Applying Theorem 1, we have

d(I+SoG,BR(0),0) = d(I,BR(0),0) = 1

then, there exists a point v ∈ BR(0) such that

v+SoGv= 0.

which says that u= Gv is a weak solution of (1). This completes the proof.
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Abstract. In this paper, we study the existence and uniqueness result of weak
solution for nonlinear elliptic problems with non-local boundary conditions in
the Weighted variable exponent Sobolev spacesW 1,p(.)(Ω ,ω).

1 Introduction

Let Ω be an open bounded domain in R
N(N ≥ 2) with a Lipschitz boundary ∂Ω such

that ∂Ω = ΓD ∪ΓNe and ΓD ∩ΓNe = /0. We aim to study the following problem

P(β ,ρ, f ,d)

⎧
⎪⎪⎨

⎪⎪⎩

β (u)−∇ ·a(x,∇u) = f in Ω ,
u= 0 on ΓD,
ρ(u)+

∫

ΓNe a(x,∇u) ·η = d on ΓNe,
u ≡ constant on ΓNe,

we denote by η the outward unit normal vector on ∂Ω ,β and ρ two continuous non-
decreasing functions onR satisfying ρ(0) = β (0) = 0, a is a Leray-Lions type operator,
d ∈ R and f ∈ L∞(Ω).

Our understanding of real world phenomena and our technology now are largely
based on boundary values problems involving PDEs which allow us to approach from
a mathematical point of view phenomena observed for example in the fields of physics
and chemistry. These equations model many physical phenomena such as non linear
elasticity, image processing...

In some of these problems, non local boundary conditions are imposed, it is of great
interest in several areas of application by now. In typical non local problem, the PDE for
an unknown function u at any point in domain Ω involves the non local behavior of u
elsewhere inD, add to the local behavior of u in a neighborhood of that point. In addition
to the mathematical interest of non local condition, this type of boundary condition arise
in petroleum engineering model for well modeling example in a stratified petroleum
reservoir of a 3D arbitrary geometry (see [1] and [2]).

In this work, we consider variable exponent, we have many applications to problems
involving variable exponents as elastic mechanics, electrorheological fluids or image
restoration (see [8–11]). Indeed, in our main problem in this paper, non local boundary
conditions act on the average of the flux on the boundary, in contrast to the standard
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 418–432, 2023.
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case where the boundary conditions is given on the local values of the flux to be more
precise, u verify the Dirichlet boundary condition on ΓD

u= 0 on ΓD, (1)

and u should also satisfy this non-local condition

ρ(u)+
∫

ΓNe
a(x,∇u) ·η = d on ΓNe. (2)

It is well-known that under only conditions (1) and (2),our problem P(β ,ρ, f ,d) is ill-
posed (see [4,7]). In order to make this problem well-posed, the unknown function u
should be constant on ΓNe.

This problem was treated by Ouaro and Soma in 2017 in a Sobolev space (see [6]),
and they proved the existence and the uniqueness of the same problem but this time in
a Sobolev space with variable exponent in 2018 (see [5]).

In this article, we study a nonlinear elliptic problem with non local boundary con-
ditions. We prove an existence and uniqueness result of weak solution to this problem
in weighted sobolev space with variable exponent.

We introduce the theorem, which will be essential to establish the existence weak
solutions to this main problem.

2 Preliminaries

In this section, we state some elementary properties of the (weighted) variable exponent
Lebesgue-Sobolev spaces Lp(x)(Ω ,ω)which will be used in the next sections. The basic
properties of the variable exponent Lebesgue-Sobolev spaces W 1,p(x)(Ω ,ω), that is,
when w(x) ≡ 1 can be found in [12]. Let Ω be a bounded open subset of R, (N ≥ 1).
Let

C+(Ω) =
{

p ∈C(Ω) : min
x∈Ω

p(x) > 1

}

.

For any p ∈C+(Ω), we define

p+ =max
x∈Ω

p(x), p− =min
x∈Ω

p(x).

For any p ∈ C+(Ω), we introduce the weighted variable exponent Lebesgue-Sobolev
space Lp(x)(Ω ,ω)with weight ω on Ω , that consists of all measurable real-valued func-
tions u such that

Lp(.)(Ω ,ω) =
{
u= u(x) : uω1/p(x) ∈ Lp(.)(Ω)

}
.

In this space, we define the Luxemburg norm

‖u‖Lp(.)(Ω ,ω) = ||u||p(.),Ω ,ω = in f

{

σ > 0 :
∫

Ω
ω(x)

∣
∣
∣
∣
u(x)

σ

∣
∣
∣
∣

p(x)

dx ≤ 1

}

.
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We denote byW 1,p(.)(Ω ,ω) the space of all real-valued functions u∈ Lp(.)(Ω ,ω0) such
that the derivatives in the sense of distributions satisfy

∂u
∂xi

∈ Lp(.) (Ω ,wi) for all i= 1, . . . ,N

i.e.

W 1,p(.)(Ω ,ω) =
{

u ∈ Lp(.)(Ω ,ω0)/
∂u
∂xi

∈ Lp(.) (Ω ,wi) for all i= 1, . . . ,N

}

.

This set of functions forms a Banach space under the norm

‖u‖1,p(·),Ω ,w = inf

⎧
⎪⎨

⎪⎩
μ > 0 :

∫

Ω

⎛

⎜
⎝w0(x)

∣
∣
∣
∣
u(x)

μ

∣
∣
∣
∣

p(x)

+
N

∑
i=1

wi(x)

∣
∣
∣
∣
∣
∣

∂u(x)
∂xi
μ

∣
∣
∣
∣
∣
∣

p(x)
⎞

⎟
⎠dx ≤ 1

⎫
⎪⎬

⎪⎭

is a norm onW 1,p(·)(Ω ,w) equivalent to ‖ · ‖W 1,p(·)(Ω ,w). The theory of such spaces was
developed in [4–8]. When p(x) is a constant function, some results were proved in [1,3].
If w0(x) = w1(x) = . . . = wN(x) = 1, we writeW 1,p(·)(Ω) instead ofW 1,p(·)(Ω ,w) and
‖u‖W 1,p(·)(Ω) instead of ‖u‖W 1,p(·)(Ω ,w).

Lemma 2.1. 1 Let ρ(u) =
∫

Ω γ(x)|u||p(x)dx for u ∈ Lp(·)(Ω ,γ). We have

(i) ‖u‖Lp()(Ω ,γ) < 1(= 1,> 1) if and only if ρ(u) < 1(= 1,> 1),

(ii) if ‖u‖Lp(·)(Ω ,γ) ≤ 1, then ‖u‖p+

Lp(·)(Ω ,γ)
≤ ρ(u) ≤ ‖u‖p−

Lp(·)(Ω ,γ)′

(iii) if ‖u‖Lp(·)(Ω ,γ) ≥ 1, then ‖u‖p−
Lp(·)(Ω ,γ)

≤ ρ(u) ≤ ‖u‖p+

Lp(·)(Ω ,γ)

Finally, we recall that for k > 0 and s ∈ R, the truncation function Tk(.) given by

Tk(s) =

⎧
⎨

⎩

−k, ifs < −k,
s, if |s| ≤ k,
k, ifs > k.

For r ∈ R: Let r → r+ := max(r,0)

r → sign+0 (r) :=

{
1 i f r > 0

0 i f r ≤ 0.

For k > 0 we define H+
k : R → R by

H+
k :=

⎧
⎪⎨

⎪⎩

0 i f r < 0
r
k i f 0 ≤ r ≤ k

1 i f r > k.
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3 Essential Assumption and Main Result

3.1 Assumptions

Where ever the paper, we suppose that the following assumption hold true.

Assumption (H1)
Further, we assume in all our considerations that for 0 ≤ i ≤ N,

ωi ∈ L1loc(Ω) and ω
−1

p(x)−1 ∈ L1loc(Ω).

Assumption (H2)
We consider Ω a bounded open set of RN(N ≥ 2).

The function a : Ω ×R×R
N →R is a Carathéodory function satisfying the follow-

ing conditions

|ai(x,ξ )| ≤ βω1/p(x)
i (x)

[
k(x)+

N

∑
j=1

ω1/p′(x)
j (x)|ξ j|p(x)−1

]
, (1)

[
a(x,ξ )−a(x,η)

]
· (ξ −η) > 0 ∀ ξ �= η ∈ R

N , (2)

a(x,ξ ) ·ξ ≥ αω|ξ |p(x), (3)

for all (η ,ξ ) ∈ R
N ×R

N and for almost every x ∈ Ω , where k(x) is a positive function
in Lp′(.)(Ω) and α , β are two positive constants.

3.2 Existence Results

In what follows, we consider the following spaces:

W 1,p(.)
D (Ω ,ω) =

{
ϕ ∈W 1,p(.)(Ω ,ω) : ϕ = 0on ΓD

}

and
W 1,p(.)

Ne (Ω ,ω) =
{

ϕ ∈W 1,p(.)
D (Ω ,ω) : ϕ ≡ constant on ΓNe

}
.

For any v ∈W 1,p(.)
Ne (Ω ,ω), let vNe := v|ΓNe .

The concept of a solution for main problem P(β ,ρ, f ,d) is given as follow:

Definition 3.1. A solution of P(β ,ρ, f ,d) is a measurable function u : Ω → R satisfy-
ing

{
u ∈W 1,p(.)

Ne (Ω ,ω),β (u) ∈ L1(Ω)and for everyϕ ∈W 1,p(.)
Ne (Ω ,ω)∩L∞(Ω)

∫

Ω a(x,∇u).∇ϕdx+
∫

Ω β (u)ϕdx=
∫

Ω fϕdx+(d−ρ(u)Ne)ϕNe.
(4)

The next theorem represents the main result in this work.
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Theorem 3.2. Assume that (H1),(H2) hold and let f ∈ L∞(Ω). Then the problem
P(β ,ρ, f ,d) admits a unique solution u.

Proof.
In order to prove Theorem 3.2, let us introduce an auxiliary problem, in order to deduce
useful a priori estimates.

This paper is organized as follow. In Step 1, we study the auxiliary problem, then
in Step 2, we show the existence and uniqueness of solutions to the main problem
P(β ,ρ, f ,d).

STEP 1: Approximate Problem:
We consider a Leray-Lions type operator ã(x,ξ ) : Ω̃ ×R

N →R
N satisfying (1)–(4). Let

us consider the problem

P(β̃ , ρ̃, f̃ , d̃)

⎧
⎨

⎩

β̃ (x,u)−∇ · ã(x,∇u) = f̃ in Ω̃
u= 0 on ΓD
ρ̃(u)+ ã(x,∇u).η = d̃ on Γ̃Ne

where the functions β̃ , ρ̃, f̃ and d̃ are given by the following expressions:

• β̃ (x,s) = β (s)χΩ (x) for all (x,s) ∈ Ω̃ ×R.
• ρ̃(s) = 1

|Γ̃Ne|ρ(s), ∀s ∈ R, where
∣
∣Γ̃Ne

∣
∣ denotes the Hausdorff measure of Γ̃Ne.

• f̃ (x) = ( f χΩ )(x) for all x ∈ Ω̃ .
• d̃ is a function in L∞ (Γ̃Ne

)
such that

∫

Γ̃Ne
d̃dσ = d. (5)

Obviously, we have f̃ ∈ L∞(Ω̃).
The notion of a solution for the problem P(β̃ , ρ̃, f̃ , d̃) is given in the next definition.

Definition 3.3. A measurable function u : Ω̃ → R is a solution for P(β̃ , ρ̃, f̃ , d̃) if
{

u ∈W 1,p(x)
D (Ω̃ ,ω),β (u) ∈ L1(Ω)and for every ϕ̃ ∈W 1,p(x)

D (Ω̃ ,ω)∩L∞(Ω)
∫

Ω ã(x,∇u) ·∇ϕ̃dx+
∫

Ω β (u)ϕ̃dx=
∫

Ω f ϕ̃dx+
∫

Γ̃Ne(d̃− ρ̃(u))ϕ̃dσ .
(6)

The existence result for the problem P(β̃ , ρ̃, f̃ , d̃) are given by the following theorem.

Theorem 3.4. If we assume that the functions β̃ , ρ̃, f̃ and d̃ are given as previous. So,
the problem P(β̃ , ρ̃, f̃ , d̃) admits at least one solution in the sense of Definition 3.3.

Before proving Theorem 3.4, we need to study first an existence result to the following
problem. For any k > 0 we consider

Pk(β̃ , ρ̃, f̃ , d̃)

⎧
⎪⎨

⎪⎩

Tk
(

β̃ (x,uk)
)

−∇ · ã(x,∇uk) = f̃ in Ω̃
uk = 0 on ΓD
Tk (ρ̃ (uk))+ ã(x,∇uk) ·η = d̃ on Γ̃Ne.

Hence, we show the following theorem.
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Theorem 3.5. If we assume that β̃ , ρ̃, f̃ and d̃ are given as previous. Then, for any
k > 0 the problem Pk(β̃ , ρ̃, f̃ , d̃) admits at least one solution uk in the sense
{

uk ∈W 1,p(.)
D (Ω̃ ,ω)and for all ϕ̃ ∈W 1,p(.)

D (Ω̃ ,ω)
∫

Ω̃ ã(x,∇uk) ·∇ϕ̃dx+
∫

Ω Tk (β (uk)) ϕ̃dx=
∫

Ω f ϕ̃dx+
∫

Γ̃Ne

(
d̃−Tk (ρ̃ (uk))

)
ϕ̃dσ .

(7)
Furthermore, for any k large enough, we have some estimates on the solution uk of the
problem Pk(β̃ , ρ̃, f̃ , d̃)

|β (uk)| ≤ θ1 :=max
{‖ f‖∞,

(
β ◦ρ−1

0

)(∣
∣Γ̃Ne

∣
∣‖d̃‖∞

)}
a.e. inΩ

|ρ̃ (uk)| ≤ θ2 :=max
{‖d̃‖∞,

(
ρ̃ ◦β−1

0

)
(‖ f‖∞)

}
a.e. inΓ̃Ne.

(8)

Proof. In (7) we set ϕ̃ =Hε (uk −M) ,ε > 0, whereM > 0 is to be fixed later. We have
∫

Ω̃ ã(x,∇uk) ·∇Hε (uk −M)dx+
∫

Ω Tk (β (uk))Hε (uk −M)dx
=
∫

Ω fHε (uk −M)dx+
∫

Γ̃Ne

(
d̃−Tk (ρ̃ (uk))

)
Hε (uk −M)dσ .

(9)

The first term in (9) is non-negative.
Indeed,

∫

Ω̃
ã(x,∇uk) .∇Hε (uk −M)dx=

1
ε

∫

{0≤uk−M≤ε}
ã(x,∇uk) ·∇uk dx ≥ 0.

From (9), we have,

∫

Ω
Tk (β (uk))Hε (uk −M)dx ≤

∫

Ω
fHε (uk −M)dx+

∫

Γ̃Ne

(
d̃−Tk (ρ̃ (uk))

)
Hε (uk −M)dσ .

Then, we get

∫

Ω (Tk (β (uk))−Tk(β (M)))Hε (uk −M)dx+
∫

Γ̃Ne (Tk (ρ̃ (uk))−Tk(ρ̃(M)))Hε (uk −M)dσ
≤ ∫

Ω ( f −Tk(β (M)))Hε (uk −M)dx+
∫

r̃Nc

(
d̃−Tk(ρ̃(M))

)
Hε (uk −M)dσ .

When ε → 0 in the previous inequality, we obtain
∫

Ω
(Tk (β (uk))−Tk(β (M)))sign+0 (uk −M)dx

+
∫

Γ̃Ne
(Tk (ρ̃ (uk))−Tk(ρ̃(M)))sign+0 (uk −M)dσ

≤
∫

Ω
( f −Tk(β (M)))sign+0 (uk −M)dx

+
∫

Γ̃Ne

(
d̃−Tk(ρ̃(M))

)
sign+0 (uk −M)dσ .

Equivalently we obtain
∫

Ω (Tk (β (uk))−Tk(β (M)))+ dx+
∫

Γ̃Ne (Tk (ρ̃ (uk))−Tk(ρ̃(M)))+ dσ
≤ ∫

Ω ( f −Tk(β (M)))sign+0 (uk −M)dx+
∫

Γ̃Ne

(
d̃−Tk(ρ̃(M))

)
sign+0 (uk −M)dσ
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Since Im(β ) = Im(ρ) =R,we can fixM=M0 =max
{

β−1
0 (‖ f‖∞) ,ρ−1

0

(∣
∣Γ̃Ne

∣
∣‖d̃‖∞

)}

From the previous inequality we have
∫

Ω (Tk (β (uk))−Tk (β (M0)))
+ dx+

∫

Γ̃Ne
(Tk (ρ̃ (uk))−Tk (ρ̃ (M0)))

+ dσ
≤ ∫

Ω ( f −Tk (‖ f‖∞))sign+0 (uk −M0)dx+
∫

Γ̃Ne

(
d̃−Tk

(‖d̃‖∞
))

sign+0 (uk −M0)dσ

For k > k0 :=max
{‖ f‖∞,‖d̃‖∞

}
, it follows that

∫

Ω
(Tk (β (uk))−Tk (β (M0)))

+ dx+
∫

Γ̃Ne
(Tk (ρ̃ (uk))−Tk (ρ̃ (M0)))

+ dσ ≤ 0. (10)

Thus ∫

Ω (Tk (β (uk))−Tk (β (M0)))
+ dx ≤ 0

∫

Γ̃Ne (Tk (ρ̃ (uk))−Tk (ρ̃ (M0)))
+ dσ ≤ 0.

This means that ∫

Ω (Tk (β (uk))−Tk (β (M0)))
+ dx= 0

∫

Γ̃Ne (Tk (ρ̃ (uk))−Tk (ρ̃ (M0)))
+ dσ = 0.

(11)

From (11) we conclude that

(Tk (β (uk))−Tk (β (M0)))
+ = 0a.e. in Ω

(Tk (ρ̃ (uk))−Tk (ρ̃ (M0)))
+ = 0a.e. on Γ̃Ne.

Then, for any k > k0 :=max
{‖ f‖∞,‖d̃‖∞

}
we get

Tk (β (uk)) ≤ Tk (β (M0)) a.e. inΩ
Tk (ρ̃ (uk)) ≤ Tk (ρ̃ (M0)) a.e. onΓ̃Ne.

(12)

From (12) we deduce that for every k > k1 := max
{‖ f‖∞,‖d̃‖∞,β (M0) , ρ̃ (M0)

}
we

get
β (uk) ≤ β (M0) a.e. inΩ

ρ̃ (uk) ≤ ρ̃ (M0) a.e. onΓ̃Ne.

Note that with the choice ofM0 and the fact thatD(β ) =D(ρ) =R, for every k> k1 :=
max

{‖ f‖∞,‖d̃‖∞,β (M0) , ρ̃ (M0)
}
we get

β (uk) ≤ max
{‖ f‖∞,

(
β ◦ρ−1

0

)(∣
∣Γ̃Ne

∣
∣‖d̃‖∞

)}
a.e. in Ω

ρ̃ (uk) ≤ max
{‖d̃‖∞,

(
ρ̃ ◦β−1

0

)
(‖ f‖∞)

}
a.e. on Γ̃Ne.

(13)

We need to prove that for any k large enough

β (uk) ≥ −max
{‖ f‖∞,

(
β ◦ρ−1

0

)(∣
∣Γ̃Ne

∣
∣‖d̃‖∞

)}
a.e. in Ω

ρ̃ (uk) ≥ −max
{‖d̃‖∞,

(
ρ̃ ◦β−1

0

)
(‖ f‖∞)

}
a.e. on Γ̃Ne,

(14)

we can easily see that if uk is a solution of Pk(β̃ , ρ̃, f̃ , d̃), then (−uk) is a solution of

Pk(β̂ , ρ̂, f̂ , d̂)

⎧
⎨

⎩

Tk(β̂ (x,u))−∇ · â(x,∇u) = f̂ inΩ̃
u= 0 onΓD
Tk(ρ̂(u))+ â(x,∇u) ·η = d̂ onΓ̃Ne,
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where

â(x,ξ ) = −ã(x,−ξ ), β̂ (x,s) = −β̃ (x,−s), ρ̂(s) = −ρ̃(−s), f̂ = − f̃ and d̂ = −d̃.

Therefore, for every k > k2 :=max
{‖ f‖∞,‖d̃‖∞,−β (−M0) ,−ρ̃ (−M0)

}
we get

−β (uk) ≤ max
{‖ f‖∞,

(
β ◦ρ−1

0

)(∣
∣Γ̃Ne

∣
∣‖d̃‖∞

)}
a.e. in Ω

−ρ̃ (uk) ≤ max
{‖d̃‖∞,

(
ρ̃ ◦β−1

0

)
(‖ f‖∞)

}
a.e. on Γ̃Ne.

Which implies (14).
Thanks to the relations (13) and (14) we deduce (8).
As uk is a solution of Pk(β̃ , ρ̃, f̃ , d̃), using (8) and the fact that Ω is bounded, we

obtain β (uk) ∈ L1(Ω). For k = 1+max{θ1,θ2} fixed, by (8) we can see that the prob-
lem P(β̃ , ρ̃, f̃ , d̃) admits at least one solution u.

Remark 3.6. From the relations (8) and the fact that the functions β and ρ are non-
decreasing, one sees that for k large enough the solution u of the problem P(β̃ , ρ̃, f̃ , d̃)
belongs to L∞(Ω)∩L∞

(
Γ̃Ne

)
and

|u| ≤C (β ,θ1) a.e. in Ω

and
|u| ≤C (ρ,θ2) a.e. on Γ̃Ne.

Now, we consider

ã(x,ξ ) := a(x,ξ )χΩ (x)+
1

ε p(x) |ξ |p(x)−2ξ χΩ̃\Ω (x) for all(x,ξ ) ∈ Ω̃ ×R
N

and we consider the following problem

Pε (β̃ , ρ̃, f̃ , d̃)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

β̃ (x,uε )−∇ ·
(
a(x,∇uε )+ 1

ε p(x) |∇uε |p(x)−2 ∇uε χΩ̃\Ω (x)
)
= f̃ inΩ̃

uε = 0
ρ̃ (uε )+(a(x,∇uε )) ·η = d̃ onΓD

on Γ̃Ne.

Thanks to Theorem 3.4, Pε(β̃ , ρ̃, f̃ , d̃) has at least one solution. Hence, there exists at
least one measurable function uε : Ω → R such that

⎧
⎪⎨

⎪⎩

uε ∈W 1,p(.)
D (Ω̃ ,ω),β (uε) ∈ L1(Ω)and for every ϕ̃ ∈W 1,p(.)

D (Ω̃ ,ω)∩L∞(Ω)
∫

Ω a(x,∇ue) ·∇ϕ̃dx+
∫

Ω̃\Ω
1

ε p(x) |∇uε |p(x)−2 ∇uε ·∇ϕ̃dx+
∫

Ω β (uε) ϕ̃dx
=
∫

Ω f ϕ̃dx+
∫

Γ̃Ne

(
d̄− ρ̃ (uε)

)
ϕ̃dσ .

(15)

Using Remark 3.6 we get uε ∈ L∞(Ω)∩L∞
(

Γ̃Ne
)
.
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Remark 3.7. If uε is a solution of Pe(β̃ , ρ̃, f̃ , d̃), by using the following test functions

ϕ̃ ∈W 1,p(.)
Ne (Ω ,ω)∩L∞(Ω) such that ϕ̃ ≡ constant on Ω̃\Ω , on sees that in (15)

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x)−2∇uε .∇ϕ̃dx= 0

and the last term is equal to
(
d− ∫

Γ̃Ne ρ̃ (uε)dσ
)

ϕ̃Ne which implies

∫

Ω
a(x,∇uε) .∇ϕ̃dx+

∫

Ω
β (uε) ϕ̃dx=

∫

Ω
f ϕ̃dx+

(

d−
∫

Γ̃Ne
ρ̃ (uε)dσ

)

ϕ̃Ne. (16)

A priori estimates on the solution uε of the problem Pε(β̃ , ρ̃, f̃ , d̃)is given by the next
result.

Proposition 3.8. Let consider uε a solution of Pε(β̃ , ρ̃, f̃ , d̃). Hence, the following
statements hold true:

(i)
∫

Ω
|∇uε |p(x) ω dx +

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x) ω dx ≤ C ×
(
‖d̃‖L1(r̃Ne) +‖ f‖L1(Ω)

)
,

where C is a positive constant independent of ε
(ii)

∫

Ω
|β (uε)|dx+

∫

Γ̃Ne
|ρ̃ (uε)|dσ ≤ ‖d̃‖L1(r̃Ne) +‖ f‖L1(Ω).

Proof. We set ϕ̃ = uε in (15) to get

∫

Ω
a(x,∇uε) .∇uεdx+

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x)−2∇uε .∇uεdx+
∫

Ω
β (uε)uεdx

=
∫

Ω
f uεdx+

∫

Γ̃Ne

(
d̃− ρ̃ (uε)dσ

)
∇uεdσ .

(17)

(i) Clearly, one has

∫

Ω
β (uε)uεdx ≥ 0,

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x)−2 ∇uε ·∇uεdx ≥ 0

and ∫

Ω
f uεdx ≤

∫

Ω
| f ||uε |dx

≤ C (β ,θ1)‖ f‖L1(Ω).
∫

Γ̃Ne
d̃− ρ̃ (uε)dσ =

∫

Γ̃Ne
d̃uεdσ −

∫

Γ̃Ne
ρ̃ (uε)uεdσ

≤
∫

Γ̃Ne
d̃uεdσ

≤
∫

Γ̃Ne
|d̃||uε |dσ

≤ c(ρ,θ2)||d̃||L1(Γ̃Ne).
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In (17) for the last term, knowing the relation a(x,ξ ) ·ξ ≥ αω|ξ |p(x), we get
∫

Ω
a(x,∇uε) ·∇uεdx ≥α

∫

Ω
|∇uε |p(x) ω dx,

we have
∫

Ω
|∇uε |p(x) ω dx ≤ 1

α

∫

Ω
a(x,∇uε) ·∇uεdx

≤ 1
α

(∫

Ω
f uεdx+

∫

Γ̃Ne

(
d̃−ρ(uε)

)
uεdσ

)

≤ c(β ,θ1)
α

|| f ||L1(Ω) +
c(ρ,θ2)

α
||d̃||L1(Γ̃Ne)

≤ C×
(
‖d̃‖L1(Γ̃Ne) +‖ f‖L1(Ω)

)

(18)

withC ≥ max
{

C(β ,θ1)
α , C(ρ,θ2)

α

}
.

The terms
∫

Ω
a(x,∇ue) .∇ue dx and

∫

Ω
β (ue)ue dx in (17), are non-negative so that

we have ∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x) ω dx ≤C×
(
‖d̃‖L1(Γ̃Ne) +‖ f‖L1(Ω)

)
. (19)

Adding (18) and (19), we have (i).
(ii) In (15), we set ϕ̃ = Tk (uε) ,k > 0, to have

∫

Ω
a(x,∇uε ) ·∇Tk(uε )dx+

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x)−2∇uε ·∇Tk(uε )dx+
∫

Ω
β (uε )Tk(uε )dx

+
∫

Γ̃Ne
ρ(uε )Tk(uε )dσ =

∫

Ω
f Tk(uε )dx+

∫

ΓNe
f Tk(uε )dσ . (20)

The first two terms in (20) are non-negative.
For the terms on the right-hand side of (20), we get

∫

Ω
f Tk (uε)dx+

∫

Γ̃Ne
d̃Tk (uε)dσ ≤ k

(∫

Ω
| f |dx+

∫

Γ̃Ne
d̃ dσ

)

= k
(
‖d̃‖L1(Γ̃Ne) +‖ f‖L1(Ω)

)
.

So, thanks to (20), we have
∫

Ω
β (uε)Tk (uε)dx+

∫

Γ̃Ne
ρ̃ (uε)Tk (uε)dσ ≤ k

(
‖d̃‖L1(Γ̃Ne) +‖ f‖L1(Ω)

)
.

We divide the previous inequality by k, as k → 0 we obtain
∫

Ω
β (uε)sign(uε)dx+

∫

Γ̃Ne
ρ̃ (uε)sign(uε)dσ =

∫

Ω
|β (uε)|dx+

∫

N̂Ne

|ρ̃ (uε)|dσ

≤
(
‖d̃‖L1(N̂Ne) +‖ f‖L1(Ω)

)
.

The following result presents useful convergence.
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Proposition 3.9. As ε → 0, we get

(i) uε → u a.e. in Ω and a.e. on Γ̃Ne with u ∈W 1,p−
D (Ω̃ ,ω)

⋂
W 1,p(.)

D (Ω̃ ,ω).
(ii) β (uε) → β (u) in L1(Ω).
(iii) ∇uε ⇀ ∇u in

(
Lp−(Ω̃\Ω ,ω)

)N
and ∇u= 0 in Ω̃\Ω .

(iv) ρ̃ (ue) → ρ̃(u) in L1
(

Γ̃Ne
)
.

(v) a(x,∇ue) ⇀ a(x,∇u) in
(
Lp′(.)(Ω ,ω)

)N
.

Proof. (i) ∀0 < ε < 1 we get

∫

Ω̃
|∇uε |p

−
ω dx=

∫

Ω
|∇uε |p

−
ω dx+

∫

Ω̃\Ω
|∇uε |p

−
ω dx

≤
∫

Ω
|∇uε |p

−
ω dx+

∫

Ω̃\Ω

1

ε p− |∇uε |p
−

ω dx.

≤
∫

Ω
⋂
[|∇uε |>1]

|∇uε |p−
ωdx+

∫

Ω
⋂
[|∇uε |≤1]

|∇uε |p−
ωdx

+
∫

(Ω̃ Ω)
⋂
[|∇uε |>ε]

1

ε p− |∇uε |p−
ωdx+

∫

(Ω̃ Ω)
⋂
[|∇uε |≤ε]

1

ε p− |∇uε |p−
ωdx

≤
∫

Ω
⋂
[|∇uε |>1]

|∇u|p(x)ωdx+ c1+
∫

(Ω̃ Ω)
⋂
[|∇u|>ε]

1

ε p(x) |∇u|p(x)ωdx+ c2

≤c
(
||d̃||L1(Γ̃Ne) + || f ||L1(Ω)

)
+ c1+ c

(
||d̃||L1(Γ̃Ne) + || f ||L1(Ω)

)
+ c2

then, using Proposition 3.8 (i), the sequence (|∇uε |)∈>0 is bounded in L
p−
(Ω̃ ,ω). Since

uε ∈ W 1,p−
D (Ω̃ ,ω) the sequence (ue)e>0 is bounded in W 1,p−

D (Ω̃ ,ω). Up to a subse-
quence, when ε → 0 we get

uε ⇀ u inW 1,p−
D (Ω̃ ,ω),uε → ua.e. inΩ̃ and a.e. onΓ̃Ne.

From Proposition, we can see that the sequence (|∇uε |)ε>0 is bounded in Lp(.)(Ω ,ω)
and then the sequence uε>0 is bounded inW 1,p(.)

D (Ω ,ω).
Then, as ε → 0,

uε ⇀ u in W 1,p(.)
D (Ω ,ω).

Using the fact that Ω ⊂ Ω̃ , we conclude (i).
(ii) As uε → u a.e. in Ω and β is continuous, we deduce that β (uε) → β (u) a.e. in

Ω . By using Fatou’s lemma we get
∫

Ω
β (u)dx=

∫

liminfβ (uε) ≤ liminf
∫

Ω
β (uε),

and thanks to Proposition 3.8 (ii), we obtain
∫

Ω
β (u)dx ≤ ||d̃||L1(Γ̃Ne) + || f ||L1(Ω)

we have β (u) ∈ L1(Ω).
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Knowing that |β (uε)| ≤ θ1 a.e. in Ω , and the fact that β (uε) → β (u) a.e in Ω ,
thanks to Lebesgue dominated convergence theorem (as Ω is bounded), one sees that
β (uε) → β (u) in L1(Ω).

(iii) since uε ⇀ u in W 1,p−
D (Ω̃ ,ω) we have ∇uε ⇀ ∇u in

(
Lp−(Ω̃ ,ω)

)N
and then

∇uε ⇀ ∇u in
(
Lp−(Ω̃\Ω ,ω)

)N
. From Proposition 3.8 (i) we assert that

(
1
ε |∇uε |

)

ε>0

is bounded in Lp− (Ω̃\Ω ,ω
)N

. Which means that, there exists Θ ∈ (
Lp−(Ω̃\Ω),ω

)N

such that
1
ε

∇uε ⇀ Θ in
(
Lp−(Ω̃\Ω ,ω)

)N
asε → 0.

For any v ∈
(
L(p−)′(Ω̃\Ω ,ω)

)N
we have

∫

Ω̃\Ω
∇uε · v dx=

∫

Ω̃\Ω
ε
(
1
ε

∇uε

)

· v dx=
∫

Ω̃\Ω

(
1
ε

∇uε −Θ
)

· (εv)dx+ ε
∫

Ω̃\Ω
Θ .v dx.

As (εv)ε>0 converges strongly to zero in
(
L(p−)′(Ω̃\Ω ,ω)

)N
, passing to the limit, as

ε → 0, in (4.24) it yields

∇uε ⇀ 0in
(
Lp(−)(Ω̃\Ω ,ω)

)N

therefore, we obtain ∇uε ⇀ ∇u= 0 in
(
Lp−(Ω̃\Ω ,ω)

)N
.

(iv) As uε → u a.e. on Γ̃Ne and ρ̃ is continuous, one has ρ̃ (uε) → ρ̃(u) a.e. on Γ̃Ne. By
using Fatou’s lemma and Proposition 3.8 (ii)

∫

Γ̃Ne
ρ̃(u)dσ ≤ liminf

∫

Γ̃Ne
ρ̃(uε)dσ ≤ ||d̃||L1(Γ̃Ne) + || f ||L1(Ω)

we obtain p̃(u) ∈ L1
(

Γ̃Ne
)

. By the estimate |ρ̃ (uε)| ≤ θ2 a.e. in Γ̃Ne and the Lebesgue

dominated convergence theorem, we get (iv).

(v) The sequence (a(x,∇uε))ε>0 is bounded in
(
Lp′(.)(Ω ,ω)

)N
. According to (1.1)we

can extract a subsequence such that a(x,∇uε) → Φ in
(
Lp′

(Ω ,ω)
)N

. We need now to

show that Φ = a(x,∇u) a.e. in Ω . The proof is divided into two steps.

Step 1: We prove that

limsup
ε→0

∫

Ω
a(x,∇uε) .∇(uε −u)dx ≤ 0. (21)

Let us set ϕ̃ = uε −u as a test function in (15), we get
∫

Ω
a(x,∇uε) ·∇(uε −u)dx+

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x)−2 ∇uε ·∇(uε −u)dx

+
∫

Ω
β (uε)(uε −u)dx+

∫

Γ̃Ne
ρ̃ (uε)(uε −u)dσ

=
∫

Ω
f (uε −u)dx+

∫

Γ̃Ne
d̃ (uε −u)dσ . (22)
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We have in mind
∫

Ω
β (uε)(uε −u)dx=

∫

Ω
(β (uε)−β (u))(uε −u)dx+

∫

Ω
β (u)(uε −u)dx.

Since
∫

Ω (β (uε)−β (u))(uε −u)dx ≥ 0, it yields
∫

Ω
β (uε)(uε −u)dx ≥

∫

Ω
β (u)(uε −u)dx.

By using the Lebesgue dominated convergence theorem we deduce that

lim
ε→0

∫

Ω
β (u)(ue −u)dx= 0,

which means that
limsup

ε→0

∫

Ω
β (uε)(uε −u)dx ≥ 0. (23)

As ∇u= 0 in Ω̃\Ω , one has

limsup
ε→0

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x)−2 ∇uε ·∇(uε −u)dx

= limsup
ε→0

∫

Ω̃\Ω

1

ε p(x) |∇uε |p(x)−2 ∇uε ·∇u dx ≥ 0.
(24)

We get also
∫

Γ̃Ne
ρ̃ (uε)(uε −u)dσ =

∫

Γ̃Ne
(ρ̃ (uε)− ρ̃(u))(uε −u)dσ +

∫

Γ̃Ne
ρ̃(u)(uε −u)dσ

≥
∫

Γ̃Ne
ρ̃(u)(uε −u)dσ .

Since uε → u a.e. on Γ̃Ne, we obtain by using the Lebesgue dominated convergence
theorem that

lim
ε→0

∫

Γ̃Ne
ρ̃(u)(uε −u)dσ = 0.

So,

limsup
ε→0

∫

Γ̃Ne
ρ̃ (uε)(uε −u)dσ ≥ 0. (25)

Using once more the Lebesgue dominated convergence theorem, we have

lim
ε→0

∫

Ω
f (uε −u)dx= 0 (26)

and
lim
ε→0

∫

Γ̃Ne
d̃ (uε −u)dσ = 0. (27)

We passe to the limit in (22) when ε goes to zero and from (23)–(27), we have (21).
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Step 2 : By the standard monotonicity arguments we show that Φ = a(x,∇u) a.e. in Ω .
We consider ϕ ∈ D(Ω) and λ ∈ R

∗. From (21) and (2) we get

λ lim
ε→0

∫

Ω
a(x,∇uε) ·∇ϕdx ≥ limsup

ε→0

∫

Ω
a(x,∇uε) ·∇(uε −u+λϕ)dx

≥ lim
ε→0

sup
∫

Ω
a(x,∇(u−λϕ)) ·∇(uε −u+λϕ)dx.

Hence,

λ lim
ε→0

∫

Ω
a(x,∇uε) .∇ϕdx ≥ λ

∫

Ω
a(x,∇(u−λϕ)) ·∇ϕdx. (28)

Let us divide (28) by λ > 0 and by λ < 0 respectively, passing to the limit as λ → 0 we
obtain

lim
ε→0

∫

Ω
a(x,∇uε) .∇ϕdx=

∫

Ω
a(x,∇u) ·∇ϕdx.

Then
∫

Ω
Φ.∇ϕdx=

∫

Ω
a(x,∇u) ·∇ϕdx this means that div(Φ) = diva(x,∇u) inD ′(Ω)

Therefore, Φ = a(x,∇u) a.e. in Ω and we get a(x,∇uε) ⇀ a(x,∇u) in
(
Lp′

(Ω ,ω)
)N

as ε → 0.

STEP 2: Existence and uniqueness of solutions to P(β ,ρ, f ,d)
Now we can show Theorem 3.2.

Proof. We get u ≡ constant on Ω̃\Ω because ∇u = 0 in Lp(.)(Ω̃\Ω ,ω), then u ∈
W 1,p(.)

Ne (Ω ,ω) moreover, we have already prove that β (u) ∈ L1(Ω) in the proof of
Proposition 3.9 (ii). Before proving that u is a solution of P(β ,ρ, f ,d), it suffices to
prove the equality in (4).

∀ϕ ∈ W 1,p(.)
Ne (Ω ,ω) ∩ L∞(Ω), let us consider the function ϕ̃ ∈ W 1,p(.)

D (Ω̃ ,ω) ∩
L∞(Ω) such that ϕ̃ = ϕχΩ +ϕNeχΩ̃\Ω . Thus, ϕ̃ ≡ constant on Ω̃\Ω . Thanks to Remark
3.7, such function ϕ̃ in the equality in (15) gives us

∫

Ω
a(x,∇uε) ·∇ϕdx+

∫

Ω
β (uε)ϕdx=

∫

Ω
fϕdx+

(

d−
∫

Γ̃Ne
ρ̃ (uε)dσ

)

ϕNe. (29)

Letting ε go to zero in (29) and thanks to the convergence in Proposition 3.9, one has
∫

Ω
a(x,∇u) ·∇ϕdx+

∫

Ω
β (u)ϕdx=

∫

Ω
fϕdx+dϕNe −

(

lim
ε→0

∫

ÎNe
ρ̃ (uε)dσ

)

ϕNe

=
∫

Ω
fϕdx+dϕNe −

(∫

Γ̃Ne
ρ̃(u)dσ

)

ϕNe

=
∫

Ω
fϕdx+dϕNe −

(∫

r̃Ne
ρ̃(u)Ne dσ

)

ϕNe

=
∫

Ω
fϕdx+(d−ρ(u)Ne)ϕNe

this means that u is a solution of P(β ,ρ, f ,d).
Now, we prove the uniqueness part of Theorem 3.2. This proof is a straightforward

consequence of the following lemma.
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Lemma 3.10. If we suppose that u1 and u2 are two solutions for the problems
P(β ,ρ, f1,d1) and P(β ,ρ, f2,d2) , respectively. Then

(ρ (u1)Ne −ρ (u2)Ne)
++

∫

Ω
(β (u1)−β (u2))

+ dx ≤ ‖ f1 − f2‖L1(Ω) + |d1 −d2| . (30)

Proof. Thanks to Lemma 2 in [6] the uniqueness has proved.
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Abstract. In this paper we introduce the concept of intuitionistic
fuzzy field, the intuitionistic Fuzzy field extensions and the intuitionistic
fuzzy algebraic field extensions. and we have investigated these notions
and shown some results using the intuitionistic fuzzy points and the
(α, β)−cut.

Keywords: Intuitionistic fuzzy subfield · Intuitionistic fuzzy field
extension and the intuitionistic fuzzy algebraic field extensions

Introduction

The intuitionistic fuzzy sets are being studied extensively and being used in
different fields, like environment, medical science, economics, some branch of
engineering, etc. And it’s thanks to the Bulgarian engineer K.T. Atanassov that
the IFS have been introduced in 1983 [3], like a generalisation of the of Zadeh’s
fuzzy sets [8]. and in 1989 the notion of fuzzy subgroups, anti-fuzzy subgroups,
fuzzy fields and fuzzy linear spaces was introduced by Biswas.R [4,5]. In 2017
B.Anandh and R. Giri introduced the notion of intuitionistic fuzzy subfield of
a field with respect to (T,S)-norm [1]. In this paper, we introduce the notion
of the intuitionistic fuzzy subfield and intuitionistic fuzzy field extension and
intuitionistic algebraic field extensions and gave some of its properties using the
intuitionistic fuzzy point and the (α, β)−cut.

1 Preliminaries

We denote X the universe First we give the concept of intuitionistic fuzzy subset
defined by Atanassov as a generalization of the concept of fuzzy set given by
Zadeh.

Definition 1. [2,3] The intuitionistic fuzzy subsets (in shorts IFSS) defined on
X as objects having the form

A = {< x, μ(x), ν(x) >: x ∈ X}
where the functions μ : X → [0, 1] and ν : X → [0, 1] denote the degree of
membership and the degree of non-membership of each element x ∈ X to the
set A respectively, and 0 ≤ μ(x) + ν(x) ≤ 1 for all x ∈ X.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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For the sake of simplicity, we shall use the symbol < μ, ν > for the intuition-
istic fuzzy subset A = {< x, μ(x), ν(x) >: x ∈ X}.

Definition 2. [3] Let A =< μA, νA > and B =< μB , νB > IFSS of X. Then
A ⊂ B iff μA ≤ μB and νA ≥ νB

A = B iff A ⊂ B and B ⊂ A
Ac =< νA, μA >
A ∩ B =< μA ∧ μB , νA ∨ νB >
A ∪ B =< μA ∨ μB , νA ∧ νB >
�A =< μA, 1 − μA >, <> A =< 1 − νA, νA >

Definition 3. [6] Let α, β ∈ [0, 1] with α+β ≤ 1. An intuitionistic fuzzy point,
written as x(α,β) is defined to be an intuitionistic fuzzy subset of F , given by

x(α,β)(y) =

{
(α, β) if x = y

(0, 1) if x �= y

An intuitionistic fuzzy point x(α,β) is said to belong in IFS < μ, ν > denoted by
x(α,β) ∈< μ, ν > if μ(x) ≤ α and ν(x) ≥ β and we have for every x, y ∈ F

x(t,s) + y(α,β) = (x + y)(t∧α,s∨β),

x(t,s)y(α,β) = (xy)(t∧α,s∨β).

Definition 4. [7] Let A be Intuitionistic fuzzy set of a univers set X. Than
(α, β)−cut of A is a crisp subset A(α,β) of the IFS A is given by:

A(α,β) = {x : x ∈ X such that μA(x) ≥ α, νA(x) ≤ β}

where α, β ∈ [0, 1] with α + β ≤ 1

Definition 5. Let F be a field. An intuitionitic fuzzy set A of F is called an
intuitionistic fuzzy subfield of F if and only if, ∀x, y ∈ F

i) μ(x − y) ≥ μ(x) ∧ μ(y),
ii) ν(xy) ≤ ν(x) ∨ ν(y),
iii) μ(xy) ≥ μ(x) ∧ μ(y),
iv) ν(xy) ≤ ν(x) ∨ ν(y),
v) μ(x−1) ≥ μ(x), x �= 0,
vi) ν(x−1) ≤ ν(x), x �= 0.

• If A and B are intuitionistic fuzzy fields of F such that A ⊇ B, then we write
A/B and call A/B an intuitionistic fuzzy field extension.

• Let A/B be an intuitionistic fuzzy field extension and C an intuitionistic
fuzzy field of F such that A ⊇ C ⊇ B. Then C is called an intuitionistic fuzzy
intermediate field of A/B.
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Definition 6. Suppose that c(α,β) ⊆ A. Then c(α,β) is said to be intuitionistic
fuzzy algebraic over B if and only if there exists n ∈ N, ki ∈ F , and λi ∈ [0, 1]
with (ki)(αi,βi) ⊆ B for i = 1, . . . , n and kn �= 0 such that kn(αn,βn)(c(α,β))n +
· · · + k1(α1,β1)c(α,β) + k0(α0,β0) = 0(α,β).

A/B is said to be Intuitionistic fuzzy algebraic if and only if every c(α,β) ⊆ A is
intuitionistic fuzzy algebraic over B.

Example: Let A =< μA, νA > and B =< μB , νB > defined by:
and

νB : R → [0, 1]

x →
{

0 if x ∈ Q
1
4 if not

μB : R → [0, 1]

x →
{

1 si x ∈ Q
1
3 if not

μA : C → [0, 1]

x →
{

1 si x ∈ R
1
2 if not

νA : C → [0, 1]

x →
{

0 if x ∈ R
1
8 if not

;

A/B is an intuitionistic fuzzy field extension. i( 2
3 ;

1
3 )

is an intuitionistic fuzzy
algebraic over B (because i2

( 2
3 ;

1
3 )

+ 1(1;0) = 0( 2
3 ;

1
3 )

et X2 + 11 ∈ B[x]).

Proposition 1. Suppose that c(α,β) ⊆ A. Then c(α,β) is intuitionistic fuzzy alge-
braic over B if and only if c is algebraic over B(α,β).

Proof Now
kn(αn,βn)(c(α,β))n + · · · + k1(α1,β1)c(α,β) + k0(α0,β0) = 0(α,β)

if and only if
(kncn + · · · + k1c + k0)((α0∧...∧αn∧α),(β0∨...∨βn∨β)) = 0(α,β)

and the latter condition is equivalent to kncn + · · · + k1c + k0 = 0 and
α0 ∧ ... ∧ αn ∧ α = α and β0 ∨ ... ∨ βn ∨ β = β.

⇒) Suppose that c(α,β) is Intuitionistic fuzzy algebraic over B. Then with
the notation in the Definition 1.6, α ≤ αi ≤ μB(ki) and β ≥ βi ≥ νB(ki) so
ki ∈ B(α,β) for i = 0, 1, . . . , n. Hence c is algebraic over B(α,β).

⇐) Conversely suppose that c is algebraic over B(α,β). Then there exists
ki ∈ B(α,β), i = 0, 1, . . . , n, such that kncn + · · ·+k1c+k0 = 0. Thus μB(ki) ≥ α
and νB(ki) ≤ β and the desired result holds with αi = μB(ki) and βi = νB(ki)
for i = 0, 1, . . . , n.
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Proposition 2. Suppose that c(α,β) ⊆ A and lhat 0 ≤ λ ≤ α ≤ 1 and 1 ≥
γ ≥ β ≥ 0. If c(α,β) is an intuitionistic fuzzy algebraic over B, then c(λ,γ) is
intuitionistic fuzzy algebraic over B.

Proof.
kn(λn,γn)(c(α,β))n + · · · + k1(λ1,γ1)c(α,β) + k0 = 0(α,β)

implies
kn(λn,γn)(c(λ,γ))n + · · · + k1(λ1,γ1)c(λ,γ) + k0(λ0,γ0) = 0(λ,γ) since λ ≤ α ≤ λi

and γ ≥ β ≥ γi for i = 0, 1, . . . , n.

Theorem 1. A/B is intuitionistic fuzzy algebraic if and only if A(α,β)/B(α,β)

is algebraic for all α ∈ Im(μ) and β ∈ Im(ν)

Proof
⇒) Suppose that A/B is intuitionistic fuzzy algebraic. Let c ∈ A(α,β). Then

c(α,β) ⊆ A and so c(α,β) is intuitionistic fuzzy algebraic over B. Thus c is algebraic
over B(α,β) by proposition 1.1.

⇐) Suppose that A(α,β)/B(α,β) is algebraic for all α ∈ Im(μ) and β ∈ Im(ν).
Let c(α,β). Let α = μ(c) and β = ν(c). Then α ∈ Im(μ) and β ∈ Im(ν) and
c ∈ A(α,β). Hence c is algebraic over B(α,β). Thus c(α,β) ⊆ A is intuitionis-
tic fuzzy algebraic over B by proposition 1.1. By proposition 1.3, c(α,β) is
intuitionistic fuzzy algebraic over B.
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Abstract. The heat transfer by natural convection in a vertical cylindri-
cal enclosure filled with a porous medium and saturated by a nanofluid
with different nanoparticles shape is studied in the present work. The
enclosure is maintained at a constant heat flux along its axis, the side wall
is maintained at a constant temperature while the base walls are imper-
meables and isolated. The scalar equations system that governing the
problem are solved by the use the finite difference method. The results
obtained, presented in the term of a stream lines, isotherms and heat
transfer expressed by the Nusselt number, showed that the flow patern
of the nanofluid as well as the rate of heat transfer on the active walls are
influenced by the nanoparticles concentration and shape of nanoparticles
added to the base fluid. With cylindrical nanoparticles shape, the heat
transfer is improved compared to with spherical nanoparticles.

1 Introduction

Several studies have focused on improving heat transmission through convec-
tion. Although the ideas for improvement have mostly influenced the geometry
of systems and the physicochemical character of convective media, the study has
only touched on the macroscopic or occasionally microscopic order of the pro-
cess in terms of chronology. However, with the advent and rapid development of
nanosciences and nanotechnologies in the second half of the 20th century, con-
vection has reaped a large share of this new wealth and taken on a new facet
of improvement: recent research has focused on the nanometric level of the con-
vective medium’s matter. Nanofluids are one of the byproducts of such richness.
Nanofluids have unique physicochemical qualities, such as high thermal conduc-
tivity, that make them superior to traditional coolants in terms of heat transfer
coefficient. The research conducted in this new approach has produced a large,
but diverse bibliography:

In 1995 Choi [1] coined the term nanofluid. Heat exchangers, microchan-
nels, cooling of electronic systems, vehicle cooling, nuclear reactors, buildings,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Melliani and O. Castillo (Eds.): ICPAMS 2021, LNNS 476, pp. 437–445, 2023.
https://doi.org/10.1007/978-3-031-12416-7_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12416-7_37&domain=pdf
https://doi.org/10.1007/978-3-031-12416-7_37


438 Y. Foukhari et al.

grain storage, and other examples are used because of their high thermal per-
formance. In recent years, a great number of investigations on mixed convection
using nanofluids have been conducted. Wen and Ding [2] used a similar exper-
imental approach in an evenly heated circular tube, but they used aluminum
trioxide (Al2O3) nanoparticles with diameters ranging from 27 to 56 nm. In the
laminar regime, the use of the nanofluid considerably boosted the heat transfer
coeffici nt. Behzadmehr et al. [3] investigated turbulent forced convection in
a circular tube with 1% copper (Cu) nanoparticles in water.They established
that an increase in the Reynolds number led Nusselt’s number to grow in value.
Khanafer et al. [4]] investigated the heat transmission of nanofluids in an
enclosure using numerical simulations. For varied Grashof numbers, their results
demonstrate that the mean Nusselt number increased with the volume fraction
of the nanoparticles. Xuan et al. [5] investigated convective heat transfer and
nanofluid flow properties experimentally. The convective heat transfer coefficient
of the nanofluid increases with the speed flow rate and the volume fraction of
nanoparticles, and it is greater than that of pure water, according to their results.
There are just a few studies on the effect of particle shape on nanofluid viscos-
ity in the literature. The viscosity of nanofluids, on the other hand, is strongly
influenced by the form of the nanoparticles [6,7]. Timofeeva et al. [7] report
that elongate particles, such as platelets and cylinders, have increased viscosity
at the same volume percentage. Spherical particles or spheroids with a lower
aspect ratio should be employed for lower viscosities. According to Jeong et al.
[8] ], the viscosity and thermal conductivity of the nanofluid with almost rect-
angular shape particles were 7, 7% and 5, 9% higher than that of the nanofluid
with sphere shape particles, respectively.

2 Problem Configuration

Figure 1 shematically shows the problem under investigation. A vertical cylin-
drical enclosure of height H, radius R filled with a porous medium and saturated
by a nanofluid with different nanoparticle shape is studied in the present work.
The enclosure is maintained at a constant heat flux along its axis, the side wall
is maintained at a constant temperature while the base walls are impermeables
and isolated.

Fig. 1. Probleme shematic



Nanoparticles Shape Effect on Heat Transfer by Natural Convection 439

3 Gouverning Equations and Boundary Conditions

A steady, laminar and incompressible flow is considered. Under these conditions
the gouverning equations are expressed in cylindrical coordinate as :

The continuity equation:

1
r

∂ (rU)
∂r

+
∂W

∂z
= 0 (1)

The vorticity equation :

1
ε2

(
∂ (UΩ)

∂r
+

∂ (WΩ)
∂z

)
=

(
−λΣ

Prfl

Da
− λΛΣ

Prfl

r2
− CF√

Da
| −→
V |

)
Ω

− λ
2
ΓRathPrfl

∂T

∂r
− CF√

Da

(
U

∂ | −→
V |

∂z
− W

∂ | −→
V |

∂r

)

+ λΛΣPrfl

(
∂2Ω

∂r2
+

∂2Ω

∂z2
+

1
r

∂Ω

∂r

)
(2)

The energy equation:

∂T

∂t
+

∂ (UT )
∂r

+
∂ (WT )

∂z
+

UT

r
=

∂2T

∂r2
+

∂2T

∂z2
+

1
r

∂T

∂r
(3)

The vorticity function

Ω =
1
r

(
∂2ψ

∂r2
+

∂2ψ

∂z2
− 1

r

∂ψ

∂r

)
(4)

Velocity field:

U =
1
r

∂ψ

∂z
; W = −1

r

∂ψ

∂r
(5)

where CF , α∗
nf , λ∗

nf , Ω, U , W , λ, Λ, Σ and Γ are respectively the inertial
coefficient, the thermal diffusivity effective, the thermal conductivity effective,
the vorticity function, the radial velocity, the axial velocity. Which are difined by:

CF =
1.75√
150ε3

; λ =
λnf

λ∗
nf

; Λ =
μ∗

μnf
(6)

λ∗
nf = ελnf + (1 − ε) λs (7)

Γ =

(
(1 − φ) + φ

(ρβT h)pr

(ρβT h)fl

)
(
(1 − φ) + φ

ρpr

ρfl

)(
λnf
λfl

(1−φ)+φ
(ρC)pr
(ρC)fl

)2 (8)

Σ =
(1 − φ)−2,5

(
(1 − φ) + φ

(ρC)pr

(ρC)fl

)
λnf

λfl

(
(1 − φ) + φ

ρpr

ρfl

) (9)
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In the previous equations, the expressions of dimensionless numbers are given by:

Prfl =
μfl

ρflαTh
; RaTh =

ρflgβThQR4
i

μflαThλfl
; Da =

K

R2
i

(10)

Assuming a uniform dispersion of nanoparticles in the base fluid, the density of
nanofluids are generally calculated using Pak and Cho’s relation:

ρnf = (1 − φ) ρfl + φρpr (11)

The heat capacitance and the thermal expansion coefficient of the nanofluid are
defined as:

(ρβ)nf = (1 − φ) (ρβ)fl + φ (ρβ)pr (12)

(ρCp)nf = (1 − φ) (ρCp)fl + φ (ρCp)pr (13)

Hamilton and Crosser (1962) offered the following relation to calculate the ther-
mal conductivity coefficient of the solid-liquid mixture:

λnf

λfl
=

λpr + (n − 1)λfl + (n − 1) (λpr − λfl) φ

λpr + (n − 1)λfl − (λpr − λfl) φ
(14)

Krieger et Daugherty (1956) offered the following relation to calculate the vis-
cosity coefficient:

μnf = μfl

(
1 − φ

φm

)−2

whither φm =
2

0.321δ + 3.02
(15)

φm is the packing fraction and δ is the aspectration of nanoparticles. Where n
is the empirical shape factor of nanoparticles defined by n = 3

χ where χ is the
nanoparticle sphericity and it is defined as the ration of the surface area of an
equal volume sphere to the actual surface area of the particle.

Boundary Conditions:

For the Stream Lines

ψ =
∂ψ

∂r
=

∂ψ

∂r
= 0 en Z = 0, Z = H, r = R (16)

ψaxe =
∂ψaxe

∂z
= 0 en r = 0 (17)

For the Vorticity: At the Side Wall

Ω |r=R=
2

dr2
ψ |r=R−dr (18)
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For the Vorticity: At the Lower and Upper Wall

Ω |z=0=
1
r

2
dz2

ψ |z=dz (19)

Ω |z=H=
1
r

2
dz2

ψ |z=H−dz (20)

For the Vorticity: On the Axis

Ω |r=0=
2

dr2
ψ |r=dr (21)

The local and global Nusselt numbers are given by

Nulocal = ARr

λ∗
nf

λfl

1
T

|heatflux ; Nuglobal =
1
γ

∫ γ

0

Nulocaldz (22)

4 Numerical Methods

The space discretization of the transport equations of the vorticity and energy
will be done using the precise centered differences. Once discretized, the method
of ADI (Alternation Direction Implicit) is used to solve the equations of energy
and of vorticity. The equation of stream function is solved by the means of the
method of S.O.R (Susccessive over Relaxation) [9], this method directly gives
the value of stream function at the moment n+1 in the considered node. We
consider that the convergence is reached if, with each step of time, the following
test is checked. ∑

i

∑
j | fn+1

i,j − fn
i,j |∑

i

∑
j | fn

i,j | ≤ 10−5 (23)

f refers to vorticity Ω and Temperature T

5 Results and Discussion

The aim of this study is to investigate the effect of nanoparticles shape and
nanoparticles concentration on the improvement of convective heat transfer.

For the cylindrical shape we notice that for a Rayleigh number (Ra = 105)
Fig. 2, the flow intensifies (| ψ |= 0.26) and the isotherms are tighter on the
upper side, and almost vertical. If we further increase the Rayleigh number to
Ra = 106 Fig. 2, the flow becomes more intense (| ψ |= 1.14). Indeed, the
increase in the Rayleigh number can be explained by an increase in the heating
energy, the wire becomes hotter than the vertical walls, the fluid tends to move
away from the hot zone to transfer the energy. from the hot side to the cold
side. On the other hand for the spherical shape Fig. 3, we notice that the flow
intensity becomes a little greater than the cylindrical shape.
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Fig. 2. Isotherms and stream function for a cylindrical shape and for a) Ra = 105,
φ = 0.03, b) Ra = 106, φ = 0.03

The Fig. 4 shows a comparaison between a cylindrical and a spherical shape
effect for the improvement of heat transfer, we remark that the hight values of
Nusselt number come back to cylindrical shape, thus enhanced that the nanopar-
ticles in a cylindrical shape has more influenced the heat transfer.

The Fig. 5 shows that the average Nusselt number increases for the cylindrical
shape with the increase of Rayleigh number, also we remark that the low values
of average Nusselt number for φ = 0.01 and the hight ones for φ = 0.05 that
shows the heat transfer depends the nanoparticles concentration, thus the heat
transfer is more important for the cylindrical shape.
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Fig. 3. Isotherms and stream function for a spherical shape and for a) Ra = 105,
φ = 0.03, b) Ra = 106, φ = 0.03
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Fig. 5. The average Nusselt number for differents value of Rayleigh and concentration
of nanoparticles

6 Conclusion

The numerical investigation was carried out using a numeric code to study the
effect of shape and volume fraction on the flow field and the temperature field
on natural convection in a vertical cylinder. The results obtained show that:

• Increasing the Rayleigh number and the concentration of nanoparticles leads
to an increasement on the thermal conductivityof the nanofluid and that’s
means an improvement of heat transfer.

• The cylindrical shape of nanoparticles enhanced the heat transfer more than
the spherical shape ones.
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Abstract. This paper studies the existence of solutions for a mixed system of
hybrid fractional differential equations, it is a coupled hybrid fractional differ-
ential equations of first and second type. We make use of the standard tools of
the fixed point theory to establish the main results. The existence and uniqueness
result is elaborated with the aid of an example.

1 Introduction

Hybrid differential equations is a rich field of differential equations. It is quadratic per-
turbations of non linear differential equations. It has lately years been an object of
increasing interest because of its vast applicability in several fields. For more details
about hybrid differential equations, we refer to [1,3,5,6,8–11]

Motivated by [3,7]. The propose of this paper is to study the following coupled
system of hybrid fractional differential equations with perturbations of first and second
type.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Dp
c

[
x(t)

f1(t,x(t),y(t))

]

= h1(t,x(t),y(t)), 0< p< 1, t ∈ J = [0,a],

Dq
c [y(t)− f2(t,x(t),y(t))] = h2(t,x(t),y(t)), 0< q< 1, t ∈ J,

x(0) = x0,

y(0) = y0,

(1)

where f1 ∈ C (J×R×R;R\{0}) and f1, h1, h2 ∈ C (J×R×R;R).
We first start by recalling Lery Schauder alternative.

2 Preliminaries

In this section, we introduce some definitions and results which are used throughout
this paper.
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Definition 1. ([10]) Let x ∈ Cn[0,∞) and n− 1 < α < n, where n ∈ N
∗, the Caputo’s

derivative of order α for function x : [0,∞) −→ R can be written as

Dαx(t) =
1

Γ (n−α)

∫ t

0
(t− s)n−α−1x(n)(s)ds. (2)

Definition 2. ([10]) The fractional integral of order α is defined as

Iαx(t) =
1

Γ (α)

∫ t

0
(t− s)α−1x(s)ds, (3)

which is called the Riemann-Liouville integral.

The following Lemmas are useful in what follows.

Lemma 1. ([3]) Assume that hypothesis x −→ x
f1(t,x)

is increasing in R, for each

t ∈ J. Then for any h∈ L1(J,R+) and 0< p< 1, the function x∈C (J,R+) is a solution
of the fractional hybrid differential equation

⎧
⎨

⎩

Dp
c

[
x(t)

f1(t,x(t))

]

= h1(t), t ∈ J,

x(0) = x0,

if and only if x satisfies the hybrid integral equation

x(t) = f1(t,x(t))
[

x0
f1(0,x0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s)ds

]

, t ∈ J.

Lemma 2. ([7]) Assume that hypothesis y −→ y− f2(t,y) is increasing in R for each
t ∈ J. Then for any h : J −→ R+ and 0< q< 1, the function y ∈ C (J,R+) is a solution
of the fractional hybrid Differential Equation

{
Dq
c [y(t)− f2(t,y(t))] = h2(t), t ∈ J,

y(0) = y0 ∈ R.

if and only if y satisfies the hybrid integral equation

y(t) = y0 − f2(0,y0)+ f2(t,y(t))+
1

Γ (q)

∫ t

0
(t− s)q−1h2(s)ds, t ∈ J.

Lemma 3. (Lery Schauder alternative, [4])
Let Λ : X −→ X be a completely continuous operator (i.e., map that is restricted to any
bounded set X is compact). Let PΛ = {x ∈ X : x = δΛx for some 0 < δ < 1}. Then
either the set PΛ is unbounded or Λ has at least one fixed point.
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3 Existence Result

In this section, we prove the existence and uniqueness result for (1) by using Banach
fixed point theorem. Then we discuss the existence of solutions for this problem by
means of Lery Schauder alternative.

To establish our results, we introduce the following assumptions:

(A0) (a)− The map x −→ x
f1(t,x,y)

is increasing in R for each t ∈ J, y ∈ R.

(b)− The map y −→ y− f2(t,x,y) is increasing in R for each t ∈ J, x ∈ R.
(A1) There exists positive numbers μ1, μ2, ν such that

ν ≤ | f1(t,x,y)| ≤ μ1, | f2(t,x,y)| ≤ μ2,

for all (t,x,y) ∈ J×R×R.
(A2) There exists positive numbers λ1, λ2, λ3, λ4 such that

| f1(t,x,y)− f1(t,x′,y′)| ≤ λ1|x− x′|+λ2|y− y′|,
| f2(t,x,y)− f2(t,x′,y′)| ≤ λ3|x− x′|+λ4|y− y′|,

for all t ∈ J and x,y,x′,y′ ∈ R.
(A3) There exists a constants η1, η2, ξ1, ξ2 such that

|h1(t,x,y)−h1(t,x′,y′)| ≤ η1|x− x′|+η2|y− y′|,
|h2(t,x,y)−h2(t,x′,y′)| ≤ ξ1|x− x′|+ξ2|y− y′|,

for all t ∈ J and x, y, x′, y′ ∈ R.

Denote E = C (J,R)×C (J,R), equipped with the norm

‖(x,y)‖ = ‖x‖+‖y‖,

where ‖x‖ = sup
t∈J

|x(t)|.
Notice that the space E with this norm is a Banach space. Seeing that as in lemma 1 and
2 we define on E the operator Λ by

Λ(x,y)(t) =

⎛

⎝
Λ1(x,y)(t)

Λ2(x,y)(t)

⎞

⎠

where

Λ1(x,y)(t) = f1(t,x(t),y(t))
[

x0
f1(0,x0,y0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s),x(s),y(s))ds

]

,

Λ2(x,y)(t) = y0 − f2(0,x0,y0)+ f2(t,x(t),y(t))+
1

Γ (q)

∫ t

0
(t− s)q−1h2(s,x(t),y(t))ds.
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As a results Λ is a solution to our problem under the assumption (A0).
Let us set

ν1 = ap
η1+η2

Γ (p+1)
, ν2 = aq

ξ1+ξ2
Γ (q+1)

α1 =
apμ1η1

Γ (p+1)
+λ1

( |x0|
ν

+ν1r+
apk1

Γ (p+1)

)

,

β1 =
apμ1η2

Γ (p+1)
+λ2

( |x0|
ν

+ν1r+
apk1

Γ (p+1)

)

,

α2 = λ3+
aqξ1

Γ (q+1)
,

β2 = λ4+
aqξ2

Γ (q+1)
,

γ1 = max(α1,β1) and γ2 = max(α2,β2), where k1 = sup
t∈J

|h1(t,0,0)|, k2 =

sup
t∈J

|h2(t,0,0)|,
and

r ≥
μ1

|x0|
ν + |y0|+2μ2+

apμ1k1
Γ (p+1)

+
aqk2

Γ (q+1)
1− (μ1ν1+ν2)

, (4)

Now we are in a position to state our first existence results. This result is based on
Banach fixed point theorem.

Theorem 1. Let assumptions (A0)− (A3) be satisfied. Suppose, in addition that the
following property is verified:

γ1+ γ2 < 1

Then the problem (1) has a unique solution.

Proof. Proof Let us define the closed ball

Br = {(x,y) ∈ E : ‖(x,y)‖ ≤ r} ,

Then we shall check that ΛBr ⊆ Br.
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For (x,y) ∈ Br and t ∈ J, we have

|Λ1(x,y)(t)|
= | f1(t,x(t),y(t))|

∣
∣
∣
∣

x0
f1(0,x0,y0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s,x(s),y(s))ds

∣
∣
∣
∣

≤ μ1

( |x0|
| f1(0,x0,y0)| +

1
Γ (p)

∫ t

0
(t− s)p−1 (|h1(s,x(s),y(s))−h1(s,0,0)|+ |h1(s,0,0)|)ds

)

≤ μ1

( |x0|
ν

+
1

Γ (p)

∫ t

0
(t− s)p−1 (η1|x(s)|+η2|y(s)|+ k1)ds

)

≤ μ1

( |x0|
ν

+
η1‖x‖+η2‖y‖+ k1

Γ (p)

∫ t

0
(t− s)p−1ds

)

≤ μ1

( |x0|
ν

+ap
η1‖x‖+η2‖y‖+ k1

Γ (p+1)

)

.

Hence

|Λ1(x,y)(t)| ≤ μ1

( |x0|
ν

+ap
η1r+η2r+ k1

Γ (p+1)

)

= μ1

( |x0|
ν

+ν1r+
apk1

Γ (p+1)

)

. (5)

On the other hand, we have

|Λ2(x,y)(t)|
=

∣
∣
∣
∣y0 − f2(0,x0,y0)+ f2(t,x(t),y(t))+

1
Γ (q)

∫ t

0
(t− s)q−1h2(s,x(s),y(s))ds

∣
∣
∣
∣

≤ |y0|+ | f2(0,x0,y0)|+ | f2(t,x(t),y(t))|+ 1
Γ (q)

∫ t

0
(t− s)q−1|h2(s,x(s),y(s))|ds

≤ |y0|+2μ2+
1

Γ (q)

∫ t

0
(t− s)q−1 (|h2(s,x(s),y(s))−h2(s,0,0)|+ |h2(s,0,0)|)ds

≤ |y0|+2μ2+
1

Γ (q)

∫ t

0
(t− s)q−1 (ξ1|x(s)|+ξ2|y(s)|+ k2)ds

≤ |y0|+2μ2+
ξ1‖x‖+ξ2‖y‖+ k2

Γ (q)

∫ t

0
(t− s)q−1ds

≤ |y0|+2μ2+aq
ξ1‖x‖+ξ2‖y‖+ k2

Γ (q+1)
.

Hence

|Λ2(x,y)(t)| ≤ |y0|+2μ2+aq
ξ1r+ξ2r+ k2

Γ (q+1)
= |y0|+2μ2+ν2r+

aqk2
Γ (q+1)

. (6)

From (4), (5) and (6), we deduce that

‖Λ(x,y)‖ ≤ r.
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Thus ΛBr ⊆ Br.
For (x,y), (x′,y′) ∈ Br and t ∈ J, we have

|Λ1(x,y)(t)−Λ1(x′,y′)(t)|
=

∣
∣
∣
∣ f1(t,x(t),y(t))

(
x0

f1(0,x0,y0)
+

1
Γ (p)

∫ t

0
(t− s)p−1h1(s,x(s),y(s))ds

)

− f1(t,x(t),y(t))
(

x0
f1(0,x0,y0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s,x′(s),y′(s))ds

)

+ f1(t,x(t),y(t))
(

x0
f1(0,x0,y0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s,x′(s),y′(s))ds

)

− f1(t,x′(t),y′(t))
(

x0
f1(0,x0,y0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s,x′(s),y′(s))ds

)∣
∣
∣
∣

≤ | f1(t,x(t),y(t))|
Γ (p)

∫ t

0
(t− s)p−1|h1(s,x(s),y(s))−h1(s,x′(s),y′(s))|ds

+
∣
∣
∣
∣

x0
f1(0,x0,y0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s,x′(s),y′(s))ds

∣
∣
∣
∣ | f1(t,x(t),y(t))− f1(t,x′(t),y′(t))|

≤ μ1 (η1‖x− x′‖+η2‖y− y′‖)
Γ (p)

∫ t

0
(t− s)p−1ds

+
( |x0|

ν
+ν1r+

apk1
Γ (p+1)

)
(
λ1‖x− x′‖+λ2‖y− y′‖)

≤ ap
μ1 (η1‖x− x′‖+η2‖y− y′‖)

Γ (p+1)
+

( |x0|
ν

+ν1r+
apk1

Γ (p+1)

)
(
λ1‖x− x′‖+λ2‖y− y′‖)

≤
(

apμ1η1

Γ (p+1)
+λ1

( |x0|
ν

+ν1r+
apk1

Γ (p+1)

))

‖x− x′‖

+
(

apμ1η2

Γ (p+1)
+λ2

( |x0|
ν

+ν1r+
apk1

Γ (p+1)

))

‖y− y′‖

= α1‖x− x′‖+β1‖y− y′‖
≤ γ1

(‖x− x′‖+‖y− y′‖)
,

which yields

‖Λ1(x,y)−Λ1(x′,y′)‖ ≤ γ1
(‖x− x′‖+‖y− y′‖)

. (7)

And we have

|Λ2(x,y)(t)−Λ2(x′,y′)(t)|
=

∣
∣
∣
∣y0 − f2(0,x0,y0)+ f2(t,x(t),y(t))+

1
Γ (q)

∫ t

0
(t− s)q−1h2(s,x(s),y(s))ds

− y0+ f2(0,x0,y0)− f2(t,x′(t),y′(t))− 1
Γ (q)

∫ t

0
(t− s)q−1h2(s,x′(s),y′(s))ds

∣
∣
∣
∣

≤ | f2(t,x(t),y(t))− f2(t,x′(t),y′(t))|
+

1
Γ (q)

∫ t

0
(t− s)q−1|h2(s,x(s),y(s))−h2(s,x′(s),y′(s))|ds

≤ λ3‖x− x′‖+λ4‖y− y′‖+ ξ1‖x− x′‖+ξ2‖y− y′‖
Γ (q)

∫ t

0
(t− s)q−1ds
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≤ λ3‖x− x′‖+λ4‖y− y′‖+aq
ξ1‖x− x′‖+ξ2‖y− y′‖

Γ (q+1)

≤
(

λ3+
aqξ1

Γ (q+1)

)

‖x− x′‖+
(

λ4+
aqξ2

Γ (q+1)

)

‖y− y′‖

= α2‖x− x′‖+β2‖y− y′‖
≤ γ2

(‖x− x′‖+‖y− y′‖)
.

Then

‖Λ2(x,y)−Λ2(x′,y′)‖ ≤ γ2
(‖x− x′‖+‖y− y′‖)

. (8)

This implies by (7) and (8) that we have

‖Λ(x,y)−Λ(x′,y′)‖ = ‖Λ1(x,y)−Λ1(x′,y′)‖+‖Λ2(x,y)−Λ2(x′,y′)‖
≤ (γ1+ γ2)

(‖x− x′‖+‖y− y′‖)
.

Finally, we find that Λ is a contraction. This completes the proof.

Example 1. We give an example to illustrate our abstract results.
Consider the following coupled system

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D
1
2
c

⎡

⎢
⎢
⎣

x(t)
1
4
+

1
10

cos |x(t)|+ 1
20

|y(t)|
1+ |y(t)|

⎤

⎥
⎥
⎦ =

1
7
+

1
9
x(t)+

1
10

y(t), t ∈ J = [0,1],

D
1
2
c

[

y(t)−
(
1
4
+

1
10

sin |y(t)|+ 1
20

|x(t)|
1+ |x(t)|

)]

=
1
7
+

1
9
y(t)+

1
10

x(t), t ∈ J,

x(0) = 0,

y(0) = 0.

(9)

This problem can be abstracted into

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

D
1
2
c

[
x(t)

f1(t,x(t),y(t)

]

= h1(t,x(t),y(t)), t ∈ J = [0,1],

D
1
2
c [y(t)− f2(t,x(t),y(t))] = h2(t,x(t),y(t)), t ∈ J,

x(0) = x0,

y(0) = y0,

where

f1(t,x(t),y(t)) =
1
4
+

1
10

cos |x(t)|+ 1
20

|y(t)|
1+ |y(t)| , h1(t,x(t),y(t)) =

1
7
+

1
9
x(t)+

1
10

y(t),

f2(t,x(t),y(t)) =
1
4
+

1
10

sin |y(t)|+ 1
20

|x(t)|
1+ |x(t)| , h2(t,x(t),y(t)) =

1
7
+

1
9
y(t)+

1
10

x(t),

and x0 = 0, y0 = 0.
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It is easy to check that

η1 =
1
9
, η2 =

1
10

, ξ1 =
1
10

, ξ2 =
1
9
, k1 = k2 =

1
7
, μ1 = μ2 =

2
5
, λ1 = λ4 =

1
10

, λ2 = λ3 =
1
20

.

We have

μ1
|x0|
ν + |y0|+2μ2+

apμ1k1
Γ (p+1)

+
aqk2

Γ (q+1)
1− (μ1ν1+ν2)


 1.46.

Then, for r = 1.5, we have

α1 
 0.303, β1 
 0.03, α2 
 0.162, β2 
 0.225.

Consequently

γ = γ1+ γ2 
 0.529< 1.

Thus, all assumptions in Theorem 1 are satisfied and the problem (9) has a unique
solution on J.

By using Lery Schauder alternative we obtain the second existence result.

Theorem 2. Let assumptions (A0) and (A1) be satisfied. Suppose in addition that

|h1(t,x,y)| ≤ ρ0+ρ1‖x‖+ρ2‖y‖, |h2(t,x,y)| ≤ σ0+σ1‖x‖+σ2‖y‖,
for each (t,x,y) ∈ J×R×R.
And

apμ1ρ1

Γ (p+1)
+

aqσ1

Γ (q+1)
< 1,

apμ1ρ2

Γ (p+1)
+

aqσ2

Γ (q+1)
< 1.

Then the problem (1) has at least one solution.

Proof. Proof Let M ⊆ E be bounded.

Then we can find positive constants N1,N2 such that

|h1(t,x(t),y(t))| ≤ N1, |h2(t,x(t),y(t))| ≤ N2

for each (x,y) ∈ M and t ∈ J.
For (x,y) ∈ M , t ∈ J, we have

|Λ1(x,y)(t)|
= | f1(t,x(t),y(t))|

∣
∣
∣
∣

x0
f (0,x0,y0)

+
1

Γ (p)

∫ t

0
(t− s)p−1h1(s,x(s),y(s))ds

∣
∣
∣
∣

≤ μ1

( |x0|
ν

+
N1

Γ (p)

∫ t

0
(t− s)p−1ds

)

≤ μ1

( |x0|
ν

+
apN1

Γ (p+1)

)

.
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Then

‖Λ1(x,y)‖ ≤ μ1

( |x0|
ν

+
apN1

Γ (p+1)

)

. (10)

In a similar manner, we obtain

‖Λ2(x,y)‖ ≤ |y0|+2μ2+
aqN2

Γ (q+1)
. (11)

From (10) and (11), we deduce that Λ is uniformly bounded.
We will show that the operator Λ is equicontinuous.
Let t1, t2 ∈ J with t1 < t2. For (x,y) ∈ E, we have

|Λ1(x,y)(t2)−Λ1(x,y)(t1)|
=

∣
∣
∣
∣ f1(t2,x(t2),y(t2))

(
x0

f (0,x0,y0)
+

1
Γ (p)

∫ t2

0
(t2 − s)p−1h1(s,x(s),y(s))ds

)

− f1(t2,x(t2),y(t2))
(

x0
f (0,x0,y0)

+
1

Γ (p)

∫ t1

0
(t1 − s)p−1h1(s,x(s),y(s))ds

)

+ f1(t2,x(t2),y(t2))
(

x0
f (0,x0,y0)

+
1

Γ (p)

∫ t1

0
(t1 − s)p−1h1(s,x(s),y(s))ds

)

− f1(t1,x(t1),y(t1))
(

x0
f (0,x0,y0)

+
1

Γ (p)

∫ t1

0
(t1 − s)p−1h1(s,x(s),y(s))ds

)∣
∣
∣
∣

≤ | f1(t2,x(t2),y(t2))|
Γ (p)

∫ t1

0

(
(t1 − s)p−1 − (t2 − s)p−1) |h1(s,x(s),y(s))|ds

+
| f1(t2,x(t2),y(t2))|

Γ (p)

∫ t2

t1
(t2 − s)p−1 |h1(s,x(s),y(s))|ds

+
( |x0|

| f (0,x0,y0)| +
1

Γ (p)

∫ t1

0
(t1 − s)p−1|h1(s,x(s),y(s))|ds

)

× | f1(t2,x(t2),y(t2))− f1(t1,x(t1),y(t1))|
≤ μ1N1

Γ (p)

∫ t1

0

(
(t1 − s)p−1 − (t2 − s)p−1)ds+

μ1N1

Γ (p)

∫ t2

t1
(t2 − s)p−1ds

+
( |x0|

ν
+

apN1

Γ (p+1)

)

| f1(t2,x(t2),y(t2))− f1(t1,x(t1),y(t1))|

≤ μ1N1

Γ (p+1)
(
(t2 − t1)

p+ t p1 − t p2
)
+

μ1N1

Γ (p+1)
(t2 − t1)

p

+
( |x0|

ν
+

apN1

Γ (p+1)

)

| f1(t2,x(t2),y(t2))− f1(t1,x(t1),y(t1))| → 0

as t2 → t1.
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Similarly, we have

|Λ2(x,y)(t2)−Λ2(x,y)(t1)|
=

∣
∣
∣
∣y0 − f2(0,x0,y0)+ f2(t2,x(t2),y(t2))+

1
Γ (q)

∫ t2

0
(t2 − s)q−1h2(s,x(s),y(s))ds

− y0+ f2(0,x0,y0)− f2(t1,x(t1),y(t1))− 1
Γ (q)

∫ t1

0
(t1 − s)q−1h2(s,x(s),y(s))ds

∣
∣
∣
∣

≤ | f2(t2,x(t2),y(t2))− f2(t1,x(t1),y(t1))|
+

1
Γ (q)

∫ t1

0

(
(t1 − s)q−1 − (t2 − s)q−1) |h2(s,x(s),y(s))|ds

+
1

Γ (q)

∫ t2

t1
(t2 − s)q−1|h2(s,x(s),y(s))|ds

≤ | f2(t2,x(t2),y(t2))− f2(t1,x(t1),y(t1))|+ N2

Γ (q+1)
(
(t2 − t1)

q+ tq1 − tq2
)

+
N2

Γ (q+1)
(t2 − t1)

q → 0 as t2 → t1.

Finally, we find that Λ is equicontinuous.
In the next step. Denote

PΛ = {(x,y) ∈ E : (x,y) = δΛ(x,y), 0 ≤ δ ≤ 1} .

And

ρ =min

(

1− apμ1ρ1

Γ (p+1)
− aqσ1

Γ (q+1)
,1− apμ1ρ2

Γ (p+1)
− aqσ2

Γ (q+1)

)

.

Pr is bounded. Indeed
Let (x,y) ∈ PΛ . Thus for any t ∈ J

{
x(t) = δΛ1(x,y)
y(t) = δΛ2(x,y).

Then

|x(t)| ≤ μ1

( |x0|
ν

+ap
ρ0+ρ1‖x‖+ρ2‖y‖)

Γ (p+1)

)

.

Also

|y(t)| ≤ |y0|+2μ2+aq
σ0+σ1‖x‖+σ2‖y‖

Γ (q+1)
.

Which imply that

‖x‖ ≤ μ1

( |x0|
ν

+ap
ρ0+ρ1‖x‖+ρ2‖y‖)

Γ (p+1)

)

.
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And

‖y‖ ≤ |y0|+2μ2+aq
σ0+σ1‖x‖+σ2‖y‖

Γ (q+1)
.

As a consequence, we have

‖x‖+‖y‖ ≤
(

apμ1ρ1

Γ (p+1)
+

aqσ1

Γ (q+1)

)

‖x‖+
(

apμ1ρ2

Γ (p+1)
+

aqσ2

Γ (q+1)

)

‖y‖

+ μ1

( |x0|
ν

+
apρ0

Γ (p+1)

)

+ |y0|+2μ2+
aqσ0

Γ (q+1)
.

Thus we obtain
(

1− apμ1ρ1

Γ (p+1)
− aqσ1

Γ (q+1)

)

‖x‖+
(

1− apμ1ρ2

Γ (p+1)
− aqσ2

Γ (q+1)

)

‖y‖

≤ μ1

( |x0|
ν

+
apρ0

Γ (p+1)

)

+ |y0|+2μ2+
aqσ0

Γ (q+1)
.

It follows that

‖(x,y)‖ = ‖x‖+‖y‖ ≤
μ1

( |x0|
ν

+
apρ0

Γ (p+1)

)

+ |y0|+2μ2+
aqσ0

Γ (q+1)
ρ

Thus, all assumptions of Lemma (3) are satisfied and this permits us to conclude that Λ
has at least one fixed point. Which is a solution of the problem (1).

Conclusion

In this paper, extending the models given by [2] and [11],it has suggested a model which
brings together the two situations. It is a coupled system of mixed Hybrid fractional
differential equations: Linear perturbations of first and second type. we proved the exis-
tence of a solution for this problem using two fixed point theorems namely Banach fixed
point theorem and Lery Schauder alternative. The main result is well illustrated by two
examples.
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Abstract. The purpose of this paper is to investigate the vector-matrix
functional equation

g(xy) + g(σ(y)x)

2
= Φ(y)g(x), x, y ∈ G,

where G is a group, g is a vector-valued function, Φ is a matrix-valued
function, and σ : G → G is an involutive automorphism.
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1 Set Up, Notation and Terminology

To formulate our results we work with the following set up, notation and termi-
nology that will be used throughout the paper: G is a group and M is a monoid
(a set with an associative composition rule with an identity element denoted by
e). The map σ : G → G is an involutive automorphism of G. That σ is involu-
tive means that σ(σ(x)) = x for all x ∈ G. We denote by Mn(C) the algebra
of all complex n × n matrices and In its identity matrix, and we will view the
elements of C

n as column vectors. By M(G) we denote the set of all characters
χ : G → C

∗, by A(G) the vector space of all additive maps from G to C and we
put A±(G) := {a ∈ A(G) : a ◦ σ = a}.

For any complex-valued function f on G we use the notation

fe :=
f + f ◦ σ

2
and fo :=

f − f ◦ σ

2
.

We say that f is σ-even (resp. σ-odd) if f ◦ σ = f (resp. f ◦ σ = −f). The
function f is central means f(xy) = f(yx). Finally we denote by F the set

of all vector-valued functions g =

⎛
⎜⎝

g1
...

gn

⎞
⎟⎠ : G → C

n with linearly independent

components.
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https://doi.org/10.1007/978-3-031-12416-7_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12416-7_39&domain=pdf
https://doi.org/10.1007/978-3-031-12416-7_39


Vector-Matrix Functional Equation 459

2 Introduction

The purpose of the present paper is to study the following functional equation

g(xy) + g(σ(y)x)
2

= Φ(y)g(x), (2.1)

where the vector-valued function g : G → C
2 and the matrix-valued function

Φ : G → M2(C) are the unknown functions to be determined.
The Eq. (2.1), that can be viewed as a 2-dimensional version of the scalar

Wilson functional equation introduced in [12], has been treated, when σ is the
group inversion, by Sinopoulos [7] under the assumption that G is a 2-divisible
abelian group. It has been studied by Stetkaer [8] on an abelian group that need
not be divisible by 2 and with a general involutive automorphism.

Recently, Aissi et al. [2] determined on groups the 2 × 2 matrix-valued solu-
tions of the equation

Φ(xy) + Φ(σ(y)x)
2

= Φ(x)Φ(y). (2.2)

As continuation of [7,8], we will extend the setting of the solutions (g,Φ) of (2.1)
from an abelian group to a group that need not be abelian.

Let g : M → C
n and Φ : M → Mn(C). We ask in Lemma 3.4 when Φ satisfies

Φ(x)Φ(y) = Φ(x)Φ(y) for all x, y ∈ M. (2.3)

This is a crucial key for solving (2.1).
Assume now that the pair g : G → C

2 and Φ : G → M2(C) with g ∈ F is
a solution of (2.1). We will prove that Φ is σ-even, that both ge and go satisfy
(2.1) with the same Φ as for g and we derive the connection between (2.1) and
(2.2) that if g is odd or in particular central (see Lemma 3.4) then Φ satisfies
(2.2). With these results we express, in terms of characters of G and additive and
bi-additive functions on G, all solutions of (2.1) under one of the two conditions:
Φ : G → M2(C) satifies (2.3) or g : G → C

2 is central.
Note that results about the complex-valued functional equations

f(xy) + f(σ(y)x) = 2f(x)f(y), x, y ∈ G, (2.4)
f(xy) + f(σ(y)x) = 2f(x)g(y), x, y ∈ G, (2.5)
f(xy) + f(σ(y)x) = 2f(x) + 2f(y), x, y ∈ G, (2.6)
f(xy) + f(σ(y)x) = 2f(x), x, y ∈ G, (2.7)

the sine addition law

f(xy) = f(x)g(y) + f(y)g(x), x, y ∈ G, (2.8)

and the symmetrized additive Cauchy equation

f(xy) + f(yx) = 2f(x) + 2f(y), x, y ∈ G, (2.9)

that were treated in [3–5,10], [9, Chap. 4], and [9, Chapter 2], respectively, are
essential in finding the solutions of the functional Eq. (2.1). General results about
similar scalar functional equations on groups are summarized in the monographs
[1,9,11] that contains many references.
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3 Basic Results

In this section we derive some properties of solutions of (2.1) on a monoid, which
enable us to provide a connection between the Eqs. (2.1) and (2.2).

To deal with, let us recall some new tools, which will be used further on.

Lemma 3.1. Let Φ : M → M2(C) be a function and let φ1, φ2, ψ1 : M → C be

such that Φ =
(

φ1 ψ1

0 φ2

)
. Then, Φ is a solution of (2.2) if and only if

⎧⎨
⎩

φ1(xy) + φ1(σ(y)x) = 2φ1(x)φ1(y)
φ2(xy) + φ2(σ(y)x) = 2φ2(x)φ2(y)
ψ1(xy) + ψ1(σ(y)x) = 2φ1(x)ψ1(y) + 2ψ1(x)φ2(y)

, x, y ∈ M. (3.1)

Proof. Can be trivially shown. ��
Lemma 3.2. If Φ : M → Mn(C), g : M → C

n with g ∈ F is a solution of
(2.1), then

(1) Φ(e) = In.
(2) go(xy) = Φ(y)g(x) − Φ(x)g(σ(y)), x, y ∈ M.

(3)
{

Φo(x)go(y) = −Φo(y)go(x)
Φe(x)ge(y) = Φe(y)ge(x) , x, y ∈ M.

(4) If g : M → C
n is central, then Φ : M → Mn(C) satisfies

Φ(x)Φ(y) = Φ(y)Φ(x), x, y ∈ M.

(5) If g : M → C
n is odd, then g : M → C

n is central.

Proof. Let Φ : M → Mn(C), g : M → C
n with g ∈ F be a solution of (2.1).

(1) Putting y = e in (2.1) we get (Φ(e)− In)g = 0. Since g ∈ F then Φ(e) = In.
(2) Making the substitution (σ(y), x) in (2.1), we obtain

g(σ(y)x) + g(σ(x)σ(y)) = 2Φ(x)g(σ(y)), x, y ∈ M. (3.2)

If we subtract (2.1) from (3.2) we deduce easily the claimed result.
(3) We have

ge(xy) + ge(σ(y)x) = g(xy) + g(σ(y)x) − go(xy) − go(σ(y)x),

for all x, y ∈ M . So, from (2.1) and Lemma 3.2 (2) we get that

ge(xy) + ge(σ(y)x) = Φ(y)g(x) + Φ(σ(y))g(σ(x)), x, y ∈ M.

This is equivalent to

ge(xy) + ge(σ(y)x) = [Φe(y) + Φo(y)][ge(x) + go(x)]
+ [Φe(y) − Φo(y)][ge(x) − go(x)], x, y ∈ M.
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With simple computation we get

ge(xy) + ge(σ(y)x)
2

= Φe(y)ge(x) + Φo(y)go(x), x, y ∈ M. (3.3)

Changing x and y by σ(y) and x, respectively, in (3.3) we get

ge(xy) + ge(σ(y)x)
2

= Φe(x)ge(y) − Φo(x)go(y), x, y ∈ M. (3.4)

From (3.3) and (3.4) we infer that

Φe(y)ge(x) + Φo(y)go(x) = Φe(x)ge(y) − Φo(x)go(y), x, y ∈ M.

This means that

Φo(x)go(y) + Φo(y)go(x) = Φe(x)ge(y) − Φe(y)ge(x), x, y ∈ M.

Hence, {
Φo(x)go(y) = −Φo(y)go(x)
Φe(x)ge(y) = Φe(y)ge(x) , x, y ∈ M.

(4) Assume that g : M → C
n is central. Replacing x by xz and xσ(z) separately

in (2.1), we get

g(xzy) + g(σ(y)xz) = 2Φ(y)g(xz), x, y ∈ M, (3.5)

and
g(xσ(z)y) + g(σ(y)xσ(z)) = 2Φ(y)g(xσ(z)), x, y ∈ M. (3.6)

Since g : M → C
n is central, then (3.5) and (3.6) are equivalent to

g(yxz) + g(σ(y)xz) = 2Φ(y)g(xz), x, y ∈ M, (3.7)

and
g(σ(z)yx) + g(σ(z)σ(y)x) = 2Φ(y)g(σ(z)x), x, y ∈ M, (3.8)

respectively. Adding the last two equations, we obtain

[g(yxz) + g(σ(z)yx)] + [g(σ(y)xz) + g(σ(z)σ(y)x)] (3.9)
= 2Φ(y)[g(xz) + g(σ(z)x)],

for all x, y, z ∈ M . So, by using (2.1) and the fact that g is central in (3.9)
we obtain

Φ(z)Φ(y)g(x) = Φ(y)Φ(z)g(x).

As g ∈ F then Φ(x), x ∈ M commute pairwise.
(5) Suppose that g : M → C

n is odd. From Lemma 3.2 (2) we get

g(xy) = Φ(x)g(y) + Φ(y)g(x), x, y ∈ M. (3.10)

Hence, g : M → C
n is central. This completes the proof.

��
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We shall recall the definition of the triangularizability of a collection of linear
transformations and prove an auxiliary lemma concerning a connection between
Eqs. (2.1) and (2.2).

Definition 3.3. ([6]) A collection of linear transformations is triangularizable if
there is a basis for the vector space such that all transformations in the collection
have upper triangular matrix representations with respect to that basis.

Lemma 3.4. Assume that Φ : M → M2(C) (i.e. the collection {Φ(x) | x ∈ M})
is triangularizable. If the pair g : M → C

2 with g ∈ F and Φ is a solution of
(2.1) then

(1) Φ is σ-even.
(2) Both ge and go satisfy (2.1) with the same Φ as for g.
(3) Φ is a solution of (2.2).

Proof. Let Φ : M → M2(C), g =:
(

g1
g2

)
: M → C

2 with g ∈ F be a solution of

(2.1). Since Φ is triangularizable then we may assume that Φ =
(

φ1 ψ1

0 φ2

)
.

(1) To prove (1) we distinguish between two cases:
Case 1: If φ1 �= φ2, then we may assume that ψ1 = 0. Since (g1, φ1) and
(g2, φ2) are solutions of (2.5) and g1, g2 are non-zero, then from [3, Lemma
3.2 ] we derive that φ1 and φ2 are σ-even, which imply that Φ is σ-even.
Case 2: If φ1 = φ2 =: φ, we have from [3, Lemma 3.2] that φ is σ-even,
because the pair (g2, φ) is a solution of (2.5) and g2 �= 0. From Lemma 3.2
(3) we see that ψo

1(x)go2(y) = −ψo
1(y)go2(x) for all x, y ∈ M . This implies

from [9, Exercise 1.1] that ψo
1 = 0 or go2 = 0. If ψo

1 = 0 then it is clear that
Φ is σ-even. It remains to discuss the other case. Suppose that go2 = 0 i.e.
g2 is σ -even. From Lemma 3.2 (2) we get

go1(xy) = φ(y)g1(x) + ψ1(y)g2(x) − φ(x)g1(σ(y)) − ψ1(x)g2(y), x, y ∈ M.
(3.11)

Since (g2, φ) is a solution of (2.5) and g2 is σ -even, then from [3, Lemma
3.2] we have g2 = g2(e)φ with g2(e) �= 0, because otherwise g2 ≡ 0 which is
in contradiction with g ∈ F . Thus, (3.11) becomes

go1(xy) = φ(y)[g1(x) − g2(e)ψ1(x)] + φ(x)[g2(e)ψ1(y) − g1(σ(y))], x, y ∈ M.
(3.12)

Putting y = e in (3.12) we get by using Lemma 3.2 (1) that

go1(x) = g1(x) − g2(e)ψ1(x) − g1(e)φ(x), x ∈ M. (3.13)

Replacing x by σ(x) in (3.13) we get

− go1(x) = g1(σ(x)) − g2(e)ψ1(σ(x)) − g1(e)φ(x), x ∈ M. (3.14)
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If we subtract (3.13) from (3.14) we obtain

go1(x) = go1(x) − g2(e)ψo
1(x), x ∈ M,

which implies that ψo
1 ≡ 0, because g2(e) �= 0. Hence, Φ is σ-even.

(2) From Lemma 3.4 (1) and (3.3) we infer that

ge(xy) + ge(σ(y)x)
2

= Φ(y)ge(x), x, y ∈ M. (3.15)

Since

go(xy) + go(σ(y)x) = g(xy) + g(σ(y)x) − ge(xy) − ge(σ(y)x), x, y ∈ M.

Then, from (2.1) and (3.15) we get easily that

go(xy) + go(σ(y)x)
2

= Φ(y)go(x), x, y ∈ M,

which implies the claimed result.
(3) In order to show (3) we will distinguish between two cases:

Case 1: If φ1 �= φ2, then we may assume that ψ1 = 0, hence the Eq. (2.1)
is equivalent to

{
g1(xy) + g1(σ(y)x) = 2φ1(y)g1(x)
g2(xy) + g2(σ(y)x) = 2φ2(y)g2(x) , x, y ∈ M. (3.16)

Thus from [3, Proposition 3.4] we get that φ1 and φ2 are solutions of (2.4).
By using Lemma 3.1 we deduce that Φ is a solution of (2.2).
Case 2: Here φ1 = φ2 =: φ. Then, the Eq. (2.1) is equivalent to

{
g1(xy) + g1(σ(y)x) = 2φ(y)g1(x) + 2ψ1(y)g2(x)
g2(xy) + g2(σ(y)x) = 2φ(y)g2(x) , x, y ∈ M. (3.17)

Since (g2, φ) is a solution of (2.5), then from [3, Proposition 3.4] φ is a
solution of (3.18). So, to conclude the claimed result it suffices, from Lemma
3.1, to show that the pair of functions (ψ1, φ) satisfies the symmetrized sine
addition formula, i.e.,

f(xy) + f(σ(y)x) = 2f(x)g(y) + 2f(y)g(x), x, y ∈ M, (3.18)

where f, g : M → C are complex valued functions. From Lemma 3.2 (3)
and Lemma 3.4 (1) we have Φ(x)ge(y) = Φ(y)ge(x) for all x, y ∈ M . This
implies with simple computations that

φ(x)ge1(y) + ψ1(x)ge2(y) = φ(y)ge1(x) + ψ1(y)ge2(x), x, y ∈ M. (3.19)

From Lemma 3.4 (2) we have (ge,Φ) is a solution of (2.1). Since ge2(e) =
g2(e) �= 0, then we deduce from [3, Lemma 3.2] that ge2 = ge2(e)φ. Replacing
ge2 by its expression in (3.19) we obtain

φ(x)ge1(y) + ge2(e)ψ1(x)φ(y) = φ(y)ge1(x) + ge2(e)ψ1(y)φ(x), x, y ∈ M. (3.20)
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This is equivalent to

φ(x)[ge1(y) − ge2(e)ψ1(y)] = φ(y)[ge1(x) − ge2(e)ψ1(x)], x, y ∈ M.

Since φ �= 0, then there exists λ ∈ C such that

ge2(e)ψ1 = ge1 − λφ.

So we have

ge2(e)[ψ1(xy) + ψ1(σ(y)x)]
= ge1(xy) − λφ(xy) + ge1(σ(y)x) − λφ(σ(y)x)
= 2φ(y)ge1(x) + 2ψ1(y)ge2(x) − 2λφ(x)φ(y)
= 2φ(y)[ge2(e)ψ1(x) + λφ(x)] + 2ge2(e)φ(x)ψ1(y) − 2λφ(x)φ(y)
= ge2(e)[2φ(y)ψ1(x) + 2φ(x)ψ1(y)], x, y ∈ M.

Since ge2(e) = g2(e) �= 0 then we get easily the claimed result.

��
Remark 3.5. Let Φ : M → Mn(C) and g : M → C

n be functions.

(1) If (g,Φ) is a solution of (2.1) such that g ∈ F and is central then Φ is σ-even.
(2) If Φ is a solution of (2.2), then the collection {Φ(x) | x ∈ M} is triangular-

izable.

4 Main Results

To determine the solutions (g,Φ) of (2.1) on a group with g : G → C
2 is a central

function such that g ∈ F , we need to know the solutions Φ of the functional Eq.
(2.2) satisfying Φ(e) = I2. They are listed in [2, Theorem 5.1] that we cite here:

Theorem 4.1. [2] The solutions Φ : G → M2(C) of the matrix functional Eq.
(2.2) satisfying Φ(e) = I2 are the functions of the three forms below in which P
ranges over GL2(C):

(1)

Φ = P

⎛
⎝

χ1 + χ1 ◦ σ

2
0

0
χ2 + χ2 ◦ σ

2

⎞
⎠ P−1, (4.1)

where χ1 and χ2 are characters of G.
(2)

Φ = P

⎛
⎝

χ + χ ◦ σ

2
χ + χ ◦ σ

2
a+ +

χ − χ ◦ σ

2
a−

0
χ + χ ◦ σ

2

⎞
⎠ P−1, (4.2)

where χ is a character of G such that χ �= χ ◦ σ and a± ∈ A±(G).
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(3)

Φ = χP

(
1 S + ψ
0 1

)
P−1, (4.3)

where χ is a character of G such that χ = χ ◦ σ, ψ is a solution of the
symmetrized additive Cauchy Eq. (2.9 ) such that ψ ∈ N (G, σ) and S : G →
C is a map of the form S(x) = B(x, x), x ∈ G, where B : G × G → C is a
bi-additive function of G such that B(x, σ(y)) = −B(y, x).

The main result of the present paper reads as follows.

Theorem 4.2. The functions Φ : G → M2(C) and g : G → C
2, with g ∈ F

and is central, satisfy (2.1) if, and only if there exist u, v ∈ C
2 and P ∈ GL2(C)

such that {
Φ = P

E + E ◦ σ

2
P−1

g = P (Eu + E ◦ σv)
, (4.4)

where E : G → M2(C) has one of the following six forms:

(1)

E =
(

χ1 0
0 χ2

)
,

where χ1 and χ2 are characters of G such that χ1 ◦σ �= χ1 and χ2 ◦σ �= χ2.
(2)

E =
(

(1 + a−
1 )χ1 0

0 χ2

)
,

where χ1 and χ2 are characters of G such that χ1 ◦σ = χ1 and χ2 ◦σ �= χ2,
and a−

1 ∈ A−(G).
(3)

E =
(

(1 + a−
1 )χ1 0

0 (1 + a−
2 )χ2

)
,

where χ1 and χ2 are characters of G such that χ1 ◦σ = χ1 and χ2 ◦σ = χ2,
and a−

1 , a−
2 ∈ A−(G).

(4)

E = χ

(
1 a+ + a−

0 1

)
,

where a± ∈ A±(G), and χ is a character of G such that χ ◦ σ �= χ.
(5)

E = χ

(
1 S + ψ + a−

3

0 1

)
,

where χ is a character of G such that χ ◦ σ = χ, a−
3 ∈ A−(G), ψ ∈ A+(G)

and S : G → C is a map of the form S(x) = B(x, x), x ∈ G, where
B : G×G → C is a bi-additive function of G such that B(x, σ(y)) = −B(y, x)
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(6)

E = χ

(
1 + a−

2 β(a−
2 )3 + 3β(a−

2 )2 + ψ + a−
2 ψ + a−

4

0 1 + a−
2

)
,

where χ is a character of G such that χ◦σ = χ, ψ ∈ A+(G), a−
2 , a−

4 ∈ A−(G)
and β ∈ C.

Proof. Let Φ : G → M2(C), g : G → C
2 be a solution of (2.1) such that g is a

central function satisfying g ∈ F . Since g : G → C
2 is central, then from Lemma

3.2 (4) and [6, Theorem 1.1.5] we infer that Φ : G → M2(C) is triangularizable,
i.e., there exists an invertible matrix P such that

Ψ := PΦP−1 =:
(

φ1 ψ1

0 φ2

)
,

where φ1, φ2, ψ1,G1,G2 : G → C. Using the notation G := Pg =:
(G1

G2

)
, (2.1)

becomes G(xy) + G(σ(y)x)
2

= Ψ(y)G(x), x, y ∈ G, (4.5)

which is equivalent to
{G1(xy) + G1(σ(y)x) = 2φ1(y)G1(x) + 2ψ1(y)G2(x)

G2(xy) + G2(σ(y)x) = 2φ2(y)G2(x) , x, y ∈ G. (4.6)

From Lemma 3.2 (1) and Lemma 3.4 (3) we deduce that Ψ is a solution of (2.2)
satisfying Ψ(e) = I2. So, according to Theorem 4.1 we will break the job into
three cases:

Case 1: If Ψ =

⎛
⎝

χ1 + χ1 ◦ σ

2
0

0
χ2 + χ2 ◦ σ

2

⎞
⎠, where χ1, χ2 ∈ M(G), then (4.6)

becomes
⎧⎨
⎩

G1(xy) + G1(σ(y)x) = 2
χ1 + χ1 ◦ σ

2
(y)G1(x)

G2(xy) + G2(σ(y)x) = 2
χ2 + χ2 ◦ σ

2
(y)G2(x)

, x, y ∈ G. (4.7)

Based on [3, Theorem 3.6] there exist (αi, βi) ∈ C
2

� (0, 0) and a−
i ∈ A−(G),

i ∈ {1, 2} such that
{

Gi = αi
χi + χi ◦ σ

2
+ βi

χi − χi ◦ σ

2
if χi ◦ σ �= χi

Gi = (αi + a−
i )χi if χi ◦ σ = χi

, i ∈ {1, 2}.

Subcase 1.1: If χ1 ◦ σ �= χ1 and χ2 ◦ σ �= χ2, then we obtain
⎧⎨
⎩

G1 = α1
χ1 + χ1 ◦ σ

2
+ β1

χ1 − χ1 ◦ σ

2
G2 = α2

χ2 + χ2 ◦ σ

2
+ β2

χ2 − χ2 ◦ σ

2

.
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Hence, we have the desired result with

E =
(

χ1 0
0 χ2

)
, u =

1
2

(
α1 + β1

α2 + β2

)
and v =

1
2

(
α1 − β1

α2 − β2

)
.

Subcase 1.2: If χ1 ◦ σ = χ1 and χ2 ◦ σ �= χ2, then we have
{G1 = (α1 + a−

1 )χ1

G2 = α2
χ2 + χ2 ◦ σ

2
+ β2

χ2 − χ2 ◦ σ

2
.

So, we get the claimed result with

E =
(

(1 + a−
1 )χ1 0

0 χ2

)
, u =

1
2

(
α1 + 1
α2 + β2

)
and v =

1
2

(
α1 − 1
α2 − β2

)
.

Subcase 1.3: If χ1 ◦ σ �= χ1 and χ2 ◦ σ = χ2, then as in Subcase 1.2 we can
easily show that we have the desired result with

E =
(

(1 + a−
2 )χ2 0

0 χ1

)
, u =

1
2

(
α2 + 1
α1 + β1

)
and v =

1
2

(
α2 − 1
α1 − β1

)
.

Subcase 1.4: If χ1 ◦ σ = χ1 and χ2 ◦ σ = χ2, then we have
{G1 = (α1 + a−

1 )χ1

G2 = (α2 + a−
2 )χ2

.

So, we obtain the desired result with

E =
(

(1 + a−
1 )χ1 0

0 (1 + a−
2 )χ2

)
, u =

1
2

(
α1 + 1
α2 + 1

)
and v =

1
2

(
α1 − 1
α2 − 1

)
.

Case 2: If Ψ =

⎛
⎝

χ + χ ◦ σ

2
χ + χ ◦ σ

2
a+ +

χ − χ ◦ σ

2
a−

0
χ + χ ◦ σ

2

⎞
⎠, where χ is a charac-

ter of G such that χ �= χ ◦ σ and a± ∈ A±(G), then we obtain

G1(xy) + G1(σ(y)x) = 2[
χ + χ ◦ σ

2
a+ +

χ − χ ◦ σ

2
a−](y)G2(x)

+ 2
χ + χ ◦ σ

2
(y)G1(x), (4.8)

and
G2(xy) + G2(σ(y)x) = 2

χ + χ ◦ σ

2
(y)G2(x), x, y ∈ G.

Since χ ◦ σ �= χ we deduce from [3, Theorem 3.6] that there exists (α2, β2) ∈
C

2
� (0, 0) such that

G2 = α2
χ + χ ◦ σ

2
+ β2

χ − χ ◦ σ

2
.
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As a particular solution of (4.8) we have

H := α2
χ + χ ◦ σ

2
a+ + β2

χ − χ ◦ σ

2
a+ + α2

χ − χ ◦ σ

2
a− + β2

χ + χ ◦ σ

2
a−.

i.e.,

H(xy) + H(σ(y)x) = 2[
χ + χ ◦ σ

2
a+ +

χ − χ ◦ σ

2
a−](y)G2(x)

+ 2
χ + χ ◦ σ

2
(y)H(x). (4.9)

Subtracting (4.8) from (4.9) then we get with Γ := G1 − H that Γ is a solution
of the equation

Γ(xy) + Γ(σ(y)x) = 2
χ + χ ◦ σ

2
(y)Γ(x), x, y ∈ G. (4.10)

Then, from [3, Theorem 3.6] there exists (d1, d2) ∈ C
2

� (0, 0) such that

Γ = d1
χ + χ ◦ σ

2
+ d2

χ − χ ◦ σ

2
.

Hence,

G1 = α2
χ + χ ◦ σ

2
a+ + β2

χ − χ ◦ σ

2
a+ + α2

χ − χ ◦ σ

2
a− + β2

χ + χ ◦ σ

2
a−

+ d1
χ + χ ◦ σ

2
+ d2

χ − χ ◦ σ

2
.

So, in this case we get the claimed result with

E = χ

(
1 a+ + a−

0 1

)
, u =

1
2

(
d1 + d2
α2 + β2

)
and v =

1
2

(
d1 − d2
α2 − β2

)
.

Case 3: If Ψ = χ

(
1 S + ψ
0 1

)
, where χ is a character of G such that χ = χ◦σ, ψ is

a solution of the symmetrized additive Cauchy Eq. (2.9 ) such that ψ ∈ N (G, σ)
and S : G → C is a map of the form S(x) = B(x, x), x ∈ G, where B : G×G → C

is a bi-additive function of G such that B(x, σ(y)) = −B(y, x), then G1 and G2

satisfy the following equations:

G1(xy) + G1(σ(y)x) = 2G1(x)χ(y) + 2G2(x)χ(y)(S(y) + ψ(y)), x, y ∈ G, (4.11)

and
G2(xy) + G2(σ(y)x) = 2G2(x)χ(y), x, y ∈ G.

Since (G2, χ) is a solution of (2.5) and χ ◦ σ = χ, then from [3, Theorem 3.6]
there exist α2 ∈ C and a−

2 ∈ A−(G) such that

G2 = (α2 + a−
2 )χ.
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Dividing the Eq. (4.11) by χ(x)χ(y) we get

H(xy) + H(σ(y)x) = 2H(x) + 2(α2 + a−
2 (x))(S(y) + ψ(y)), x, y ∈ G, (4.12)

where H :=
G1

χ
. Putting x = e in (4.12) we get

He(y) = H(e) + α2(S(y) + ψ(y)), y ∈ G. (4.13)

Since g is central, we deduce from (4.13) that ψ : G → C is a σ-even additive
function. Replacing x and y by σ(x) and σ(y) respectively in (4.12) we obtain

H(σ(xy)) + H(σ(σ(y)x)) = 2H(σ(x)) + 2(α2 − a−
2 (x))(S(y) + ψ(y)), (4.14)

for all x, y ∈ G. Subtracting (4.12) from (4.14) we get

Ho(xy) + Ho(σ(y)x) = 2Ho(x) + 2a−
2 (x)(S(y) + ψ(y)), x, y ∈ G. (4.15)

Replacing x and y by σ(y) and x respectively in (4.15), we see that

Ho(σ(y)x) − Ho(xy) = −2Ho(y) − 2a−
2 (y)(S(x) + ψ(x)), x, y ∈ G. (4.16)

Subtracting (4.15) from (4.16) we obtain that

Ho(xy) = Ho(x) + Ho(y) + a−
2 (x)(S(y) + ψ(y)) + a−

2 (y)(S(x) + ψ(x)), (4.17)

for all x, y ∈ G.

Subcase 3.1: If a−
2 ≡ 0, then the equality (4.17) becomes

Ho(xy) = Ho(x) + Ho(y), x, y ∈ G. (4.18)

Thus,
H = He + Ho = H(e) + α2(S + ψ) + a−

3 , (4.19)

where a−
3 ∈ A−(G). Hence,

G1 = [H(e) + α2(S + ψ) + a−
3 ]χ. (4.20)

Then we get with

E = χ

(
1 S + ψ + a−

3

0 1

)
, u =

1
2

( H(e)
α2 + 1

)
and v =

1
2

( H(e)
α2 − 1

)
.

that the solution of (2.1) has the form (4.4).

Subcase 3.2: If a−
2 �≡ 0, so, according to the associativity of the addition rule

and (4.17) we have

Ho((xy)z)

= Ho(xy) + Ho(z) + a−
2 (xy)[S(z) + ψ(z)] + a−

2 (z)[S(xy) + ψ(xy)]

= Ho(x) + Ho(y) + Ho(z) + a−
2 (x)[S(y) + ψ(y) + S(z) + ψ(z)]

+ a−
2 (y)[S(x) + ψ(x) + S(z) + ψ(z)] + a−

2 (z)[S(x) + S(y)
+ B(x, y) + B(y, x) + ψ(xy)], x, y ∈ G,
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and

Ho(x(yz))

= Ho(x) + Ho(yz) + a−
2 (x)[S(yz) + ψ(yz)] + a−

2 (yz)[S(x) + ψ(x)]

= Ho(x) + Ho(y) + Ho(z) + a−
2 (y)[S(z) + ψ(z) + S(x) + ψ(x)]

+ a−
2 (z)[S(y) + ψ(y) + S(x) + ψ(x)] + a−

2 (x)[S(y) + S(z)
+ B(y, z) + B(z, y) + ψ(yz)], x, y ∈ G.

Hence,

0 = Ho((xy)z) − Ho(x(yz))

= a−
2 (x)[ψ(y) + ψ(z)] + a−

2 (z)[B(x, y) + B(y, x) + ψ(xy)]

− a−
2 (x)[B(y, z) + B(z, y) + ψ(yz)] − a−

2 (z)[ψ(y) + ψ(x)].

Since ψ is additive we infer that

a−
2 (z)[B(x, y) + B(y, x)] = a−

2 (x)[B(y, z) + B(z, y)], x, y, z ∈ G.

Choosing z0 ∈ G such that a−
2 (z0) �= 0 we get

B(x, y) + B(y, x) = a−
2 (x)Q(y), x, y ∈ G, (4.21)

where Q(y) = (a−
2 (z0))−1[B(y, z0) + B(z0, y)] for all y ∈ G. From (4.21) we

deduce that a−
2 (x)Q(y) = a−

2 (y)Q(x) for all x, y ∈ G, which yields that there
exists β ∈ C such that Q = 6βa−

2 . Substituting this into (4.21) we get S =
3β(a−

2 )2. Replacing S by its expression in (4.12) we get

H(xy)+H(σ(y)x) = 2H(x)+2(α2+a−
2 (x))(3β(a−

2 (y))2+ψ(y)), x, y ∈ G. (4.22)

Simple computations show that

F := a−
2 ψ + β(a−

2 )3 + α2(ψ + 3β(a−
2 )2)

is a particular solution of (4.22), which means that

F (xy)+F (σ(y)x) = 2F (x)+2(α2+a−
2 (x))(3β(a−

2 (y))2+ψ(y)), x, y ∈ G. (4.23)

Subtracting (4.22) from (4.23) and putting Y := H − F , we see that Y is a
solution of (2.7), then from [4, Theorem 3.2] there exist a−

4 ∈ A−(G) and ξ ∈ C

such that
H = a−

2 ψ + β(a−
2 )3 + α2(ψ + 3β(a−

2 )2) + a−
4 + ξ.

Hence,
G1 = [a−

2 ψ + β(a−
2 )3 + α2(ψ + 3β(a−

2 )2) + a−
4 + ξ]χ.

So the solution of (2.1) has the form (4.4) with

E = χ

(
1 + a−

2 β(a−
2 )3 + 3β(a−

2 )2 + ψ + a−
2 ψ + a−

4

0 1 + a−
2

)
,

u =
1
2

(
ξ

α2 + 1

)
and v =

1
2

(
ξ

α2 − 1

)
.
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Conversely, simple computations prove that the formulas above for (g,Φ)
define solutions of (2.1) with g : G → C

2 is a central function such that g ∈ F .
��

As consequences of Theorem 4.2 we have the following corollaries.

Corollary 4.3. Let G be a compact group. The continuous solutions Φ : G →
M2(C) and g : G → C

2 of (2.1) such that g ∈ F and is central are the functions
of the following forms

⎧⎪⎪⎨
⎪⎪⎩

Φ =
1
2
P

(
χ1 + χ1 ◦ σ 0

0 χ2 + χ2 ◦ σ

)
P−1

g = P (
(

χ1 0
0 χ2

)
u +

(
χ1 ◦ σ 0

0 χ2 ◦ σ

)
v)

,

where u, v ∈ C
2, P ∈ GL2(C) and χ1, χ2 are continuous characters of G.

Proof. The proof deduces easily from Lemmas 3.2 (1), 3.4 (3), [2, Corollary 6.3]
and the proof of Theorem 4.1. ��
Corollary 4.4. The functions Φ : G → M2(C) and g : G → C

2 such that g ∈ F
and is central satisfy the functional equation

g(xy) = Φ(y)g(x), x, y ∈ G, (4.24)

if and only if, there exist u ∈ C
2 and P ∈ GL2(C) such that
{

Φ = PEP−1

g = PEu
,

where E : G → M2(C) has, with χ, χ1, χ2 characters of G, and ψ ∈ A+(G) ,
one of the following two forms:

E =
(

χ1 0
0 χ2

)
or E = χ

(
1 ψ
0 1

)
, x ∈ G.

Proof. The proof follows easily from Theorem 4.2 by taking σ = id. ��
Remark 4.5. If the pair of functions Φ : M → Mn(C) and g : M → C

n with
g ∈ F satisfies (4.24), then Φ is a solution of the equation

Φ(xy) = Φ(y)Φ(x), x, y ∈ M. (4.25)

Indeed, for all x, y, z ∈ M we have g(x(yz)) = Φ(yz)g(x) and g((xy)z) =
Φ(z)g(xy) = Φ(z)Φ(y)g(x). These give (4.25) because g ∈ F .
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Existence of Solution of Intuitionistic Fuzzy
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Abstract. In this work, we study the existence of solution of transport equation
with intuitionistic fuzzy data in cases of homogeneous and non-homogeneous
approach, besides in the case of velocity parameter is fuzzy Intuitionistic, based
on concept of generalized differentiability, and Zadeh’s extension principle.

Keywords: Intuitionistic fuzzy differential equations · Generalized hukuhara
difference · Intuitionistic fuzzy solution · Transport equation

1 Introduction

The concept of Intuitionistic Fuzzy Sets (IFS) are a significant part of the Fuzzy Set
Theory [10], in 1983s Atanassov generalized the fuzzy set theory by presenting the
basic elements of Intuitionistic Fuzzy Sets [1–3]. The Intuitionistic Fuzzy Differential
Equations (IFDE) have drawn much attention from scientists and engineers at the end of
its applicability in various fields, as artificial intelligence, robotics, fluid mechanics, heat
and mass transfer, economics and social sciences for modeling and solving their respec-
tive problems. In [6] S. Melliani and L. S. Chadli introduce the concept of intuitionistic
fuzzy differential equations, the sense of Hukuhara’s difference in Intuitionistic Fuzzy
Theory is giving in [9], the authors in [5] discussed the global existence of solutions to
fuzzy hyperbolic function differential equation with generalized hukuhara derivatives.
From this idea we investigate to study the existence of solution for particular case of
hyperbolic equation such as Transport Equation under generalized differentiability in
different cases.

The structure of this manuscript is organized as follows: In Sect. 2, a few basic
results on intuitionistic fuzzy sets and the metric space, which have been examined
in [7,8]. In Sect. 3 we study the transport equation with intuitionistic fuzzy data in
homogeneous case. The transport equation in non-homogeneous case and with non-
precise speed are studied in Sect. 4 and 5, respectively, and finally conclusion in Sect. 6.

2 Preliminaries

2.1 Intuitionistic Fuzzy Sets

An intuitionistic fuzzy set A ∈ X is given by

A= {(x,uA(x),vA(x))|x ∈ X}
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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where the function uA(x),vA(x) : X → [0,1] define respectively the degree of member-
ship and degree of non-membership of the element x ∈ X to the set A, which is a subset
of X , and for every x ∈ X , 0 ≤ u(x)+ v(x) ≤ 1.

Obviously, every fuzzy set has the form

{(x,uA(x),uAc(x))|x ∈ X}
For each intuitionistic fuzzy set A ∈ X , we will call

πA(x) = 1−uA(x)− vA(x)

The intuitionistic fuzzy index of x ∈ A. It is obviously that 0 ≤ πA(x) ≤ 1.

2.2 Intuitionistic Fuzzy Numbers

An element 〈u,v〉 of IF1 is said an intuitionistic fuzzy number if it satisfies the following
conditions:

(i) 〈u,v〉 is normal i.e. there exists x0, x1 ∈ R such that u(x0) = 1 and v(x1) = 1.
(ii) The membership function u is fuzzy convex i.e. u(λx1 + (1 − λ )x2) ≥

min(u(x1),u(x2)).
(iii) The non-membership function v is fuzzy concave

i.e. v(λx1 +(1−λ )x2) ≤ max(v(x1),v(x2)).
(iv) u is upper semi-continuous and v is lower semi-continuous.
(v) Supp〈u,v〉 = cl{x ∈ R : |v(x)< 1} is bounded.

We denote the collection of all intuitionistic fuzzy number by IF1.
For α ∈ [0,1] and 〈u,v〉 ∈ IF

1, the upper and lower α-cuts of 〈u,v〉 are defined by

[〈u,v〉]α = {x ∈ R : v(x) ≤ 1−α}
and

[〈u,v〉]α = {x ∈ R : u(x) ≥ α}
Remark 1. If 〈u,v〉 ∈ IF1, so we can see [〈u,v〉]α as [u]α and [〈u,v〉]α as [1− v]α in the
fuzzy case.

We define 0(1,0) ∈ IF1 as

0(1,0)(t) =

{
(1,0) t = 0

(0,1) t �= 0

Let 〈u,v〉, 〈u′,v′〉 ∈ IF1 and λ ∈ R, we define the following operations by:

(〈u,v〉⊕〈u′,v′〉)(z) = (supz=x+ymin(u(x),u′(y)), in fz=x+ymax(v(x),v′(y)))

λ 〈u,v〉 =
{

〈λu,λv〉 i f λ �= 0

0(1,0) i f λ = 0
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For 〈u,v〉, 〈z,w〉 ∈ IF1 and λ ∈R, the addition and scalar-multiplication are defined
as follows:

[〈u,v〉⊕〈z,w〉]α = [〈u,v〉]α +[〈z,w〉]α , [λ 〈z,w〉]α = λ [〈z,w〉]α
[〈u,v〉⊕〈z,w〉]α = [〈u,v〉]α +[〈z,w〉]α , [λ 〈z,w〉]α = λ [〈z,w〉]α

Definition 1. Let 〈u,v〉 an element of IF1 and α ∈ [0.1], we define the following sets:

[〈u,v〉]+l (α) = in f{x ∈ R|u(x) ≥ α}, [〈u,v〉]+r (α) = sup{x ∈ R|u(x) ≥ α}
[〈u,v〉]−l (α) = in f{x ∈ R|v(x) ≤ 1−α}, [〈u,v〉]−r (α) = sup{x ∈ R|v(x) ≤ 1−α}

Remark 2. [〈u,v〉]α = [[〈u,v〉]+l (α), [〈u,v〉]+r (α)], [〈u,v〉]α = [[〈u,v〉]−l (α),
[〈u,v〉]−r (α)].

Proposition 1. For all α,β ∈ [0,1] and 〈u,v〉 ∈ IF1

(i) [〈u,v〉]α ⊂ [〈u,v〉]α
(ii) [〈u,v〉]α and [〈u,v〉]α are nonempty compact convex sets in R
(iii) If α ≤ β then [〈u,v〉]β ⊂ [〈u,v〉]α and [〈u,v〉]β ⊂ [〈u,v〉]α
(iv) If αn ↗ α then [〈u,v〉]α = ∩n[〈u,v〉]αn and [〈u,v〉]α = ∩n[〈u,v〉]αn

Let M any set and α ∈ [0,1] we denote by

Mα = {x ∈ R : u(x) ≥ α} and Mα = {x ∈ R : v(x) ≤ 1−α}
Lemma 1. Let {Mα ,α ∈ [0,1]} and {Mα ,α ∈ [0,1]} two families of R satisfies (i)–(iv)
in Proposition 3.1, if u and v define by

u(x) =

{
0 i f x /∈ M0

sup{α ∈ [0,1] : x ∈ Mα} i f x ∈ M0

v(x) =

{
1 i f x /∈ M0

1− sup{α ∈ [0,1] : x ∈ Mα} i f x ∈ M0

then 〈u,v〉 ∈ IF1.

Lemma 2. A mapping d : IF1 ×F1 → R is said to be an intuitionistic fuzzy metric on
IF1 if it satisfies the following conditions

1. d(〈u1,v1〉,〈u2,v2〉) ≥ 0, ∀〈u1,v1〉,〈u2,v2〉 ∈ F1.
2. d(〈u1,v1〉,〈u2,v2〉) = 0 iff 〈u1,v1〉 = 〈u2,v2〉.
3. d(〈u1,v1〉,〈u2,v2〉) = d(〈u2,v2〉,〈u1,v1〉) ∀〈u1,v1〉,〈u2,v2〉 ∈ F1.
4. d(〈u1,v1〉,〈u3,v3〉) ≤ d(〈u1,v1〉,〈u2,v2〉) + d(〈u2,v2〉,〈u3,v3〉). ∀〈u1,v1〉,

〈u2,v2〉,〈u3,v3〉.
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On the space IF1 we will consider the following metric.

d∞(〈u,v〉,〈z,w〉) = 1
4
sup0<α≤1 ‖ 〈u,v〉+r (α)−〈z,w〉+r (α) ‖

+
1
4
sup0<α≤1 ‖ 〈u,v〉+l (α)−〈z,w〉+l (α) ‖

+
1
4
sup0<α≤1 ‖ 〈u,v〉−r (α)−〈z,w〉−r (α) ‖

+
1
4
sup0<α≤1 ‖ 〈u,v〉−l (α)−〈z,w〉−l (α) ‖

where ‖ . ‖ denotes the usual Euclidean norm in Rn.

Proposition 2 [4]. (IF1,dp) is a metric space.

Definition 2. The generalized Hukuhara difference of two fuzzy numbers 〈u,v〉,
〈u′,v′〉 ∈ IF1 is defined as follows

〈u,v〉�gH 〈u′,v′〉 = 〈w,z〉

⇔
{

〈u,v〉 = 〈u′,v′〉+ 〈w,z〉
or 〈u′,v′〉 = 〈u,v〉+(−1)〈w,z〉

Definition 3. Let be G : (a,b) →W 1 and x0 ∈ (a,b). It is said that F is strongly gener-
alized differentiable on x0, if ∃ G

′+(x0), ∃ G
′−(x0) ∈ E1, such that

(i) for all h> 0 sufficiently small, ∃ G+(x0 +h)−G+(x0), G+(x0)−G+(x0 −h)
and the limits (in the metric D)

limh→0
G+(x0 +h)−G+(x0)

h
= limh→0

G+(x0)−G+(x0 −h)
h

= G
′+(x0)

Or
(ii) for all h> 0 sufficiently small, ∃ G+(x0)−G+(x0 +h), G+(x0 −h)−G+(x0)

and the limits

limh→0
G+(x0)−G+(x0 +h)

−h
= limh→0

G+(x0 −h)−G+(x0)
−h

= G
′+(x0)

Or
(iii) for all h> 0 sufficiently small, ∃ G+(x0 +h)−G+(x0), G+(x0 −h)−G+(x0)

and the limits

limh→0
G+(x0)−G+(x0 −h)

h
= limh→0

G+(x0 −h)−G+(x0)
−h

= G
′+(x0)

(iv) for all h> 0 sufficiently small, ∃ G+(x0)−G+(x0 +h), G+(x0)−G+(x0 −h)
and the limits

limh→0
G+(x0)−G+(x0 +h)

−h
=

G+(x0)−G+(x0 −h)
−h

= G
′+(x0)
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Lemma 3. Let g : R × (0,∞) → IF
1 be strongly generalized differentiable w.r.t

x. Suppose there exists a continuous real-valued function Ψ(x, t) such that
D( ∂g

∂ x(x, t),χ{0}) ≤ Ψ(x, t) for x ∈ R, t ≥ 0. Then G(x, t) =
∫ t

0 g(x,s)ds is strongly

generalized differentiable w.r.t x and we have ∂G
∂x (x, t) =

∫ t
0

∂g
∂x (x,s)ds.

Proof. Let g :R×(0,∞)→ IF1 with [g(x, t)]α = [g−
l (α)(x, t),g−

r (α)(x, t)] and [g(x, t)]α
= [g+l (α)(x, t),g+r (α)(x, t)] be (i)-differentiable. We first observe that because of our
hypothesis, we have uniformly the next derivatives w.r.t α.

∂
∂x

∫ t

0
g−
l (α)(x,s)ds=

∫ t

0

∂g−
l (α)
∂x

(x,s)ds,
∂
∂x

∫ t

0
g−
r (α)(x,s)ds=

∫ t

0

∂g−
r (α)
∂x

(x,s)ds

∂
∂x

∫ t

0
g+l (α)(x,s)ds=

∫ t

0

∂g+l (α)
∂x

(x,s)ds,
∂
∂x

∫ t

0
g+r (α)(x,s)ds=

∫ t

0

∂g+r (α)
∂x

(x,s)ds

where we have

limh→0
G(x+h, t)�G(x, t)

h
= limh→0

∫ t
0 g(x+h,s)ds�

∫ t
0 g(x,s)ds

h

= limh→0

∫ t
0(g(x+h,s)�g(x,s))ds

h

=
∫ t

0
limh→0

g(x+h,s)�g(x,s)
h

ds

=
∫ t

0

∂g
∂x

(x,s)ds.

in the same sense we can show easily for G(x, t)�G(x−h, t), and we can demonstrate
the assertion for the (ii)-differentiability.

Lemma 4. Consider g : R× (0,∞) → IF1 be a continuous intuitionistic fuzzy-valued
function and b ∈ (0,∞). Then

limh→0
1
h

∫ t+h

t
g̃(x+(t− s)b+bh,s)ds= g̃(x, t)

Proof. Let (x, t) ∈ R× (0,∞), for given ε > 0 there exists ρ1 > 0 such that for all
0 ≤ α ≤ 1 and | x− y |< ρ1, | t− s |< ρ1, we have | g̃(α)(y, t)− g̃(α)(x,s) |< ε .

Let ρ = min{ρ1
2b ,ρ1}. For | h |≤ ρ , we have

1
h

∫ t+h

t
| g̃(α)(x+(t− s)b+hb,s)− g̃(α)(x, t) | ds ≤ ε,

It illustrates that

limh→0D(
1
h

∫ t+h

t
g̃(x+(t− s)b+bh,s)ds, g̃(x, t)) = 0.

This completes the proof.
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It is widely established that a intuitionistic function g : (a,b) → IF1.
g is (i)-differentiable if and only if the functions [g]α , [g]α are continuously

differentiable with respect to x, uniformly with respect to α ∈ [0,1], as long as
[(g−

l (α))′(x),(g−
r (α))′(x)] and [(g+l (α))′(x),(g+r (α))′(x)] defines a intuitionistic fuzzy

number g′(x) ∈ IF1.
Likewise, g is (ii)-differentiable if and only if the functions [g]α , [g]α are continu-

ously differentiable with respect to x, uniformly with respect to α ∈ [0,1], as long as
[(g−

r (α))′(x), (g−
l (α))′(x)] and [(g+r (α))′(x),(g+l (α))′(x)] defines a intuitionistic fuzzy

number g′(x) ∈ IF1.
In the next sections, we submit a result only for existence of Hukuhara differences

related to strongly generalized differentiability.

Theorem 1 [3]. Assume that g : (a,b) → IF1 be such that [g]α = [g−
l (α),g−

r (α)] and
[g]α = [g+l (α),g+r (α)].

Suppose that real valued functions g−
l (α), g−

r (α), g+l (α) and g+r (α) are differen-
tiable w.r.t x.

1. If the intervals [(g−
l (α))′(x),(g−

r (α))′(x)] and [(g+l (α))′(x),(g+r (α))′(x)] for all
α ∈ [0,1] and x ∈ (a,b), determine valid α-cuts of a fuzzy number, then the H-
differences g(x+h)�g(x) and g(x)�g(x−h) exist for all h> 0 sufficiently small.

2. If the intervals [(g−
r (α))′(x),(g−

l (α))′(x)] and [(g+r (α))′(x),(g+l (α))′(x)] for all
α ∈ [0,1] and x ∈ (a,b), determine valid α-cuts of a fuzzy number, then the H-
differences g(x)�g(x+h) and g(x−h)�g(x) exist for all h> 0 sufficiently small.

3 Homogenous Transport Equation

In this chapter our focus is to investigate the transport equation of a mass with no
sources with a intuitionistic fuzzy initial value and a positive/negative speed (it can be
negative too): {

Ut = kUx in R× (0,∞)
U(x,0) = P(x)

(1)

where P is intuitionistic fuzzy valued function, and k is a constant real number.
We say that U(x,t) is a solution of (1) on R× (0,∞) if U is strongly differentiable

w.r to x, t and it verifies (1).
Our method is based on the constructive method in which we introduce the solution

and examine that if checks the problem.

Theorem 2. Suppose P is strongly generalized differentiable function on R.
Then U(x, t) = P(x+ kt) is a solution of (1), where be is a constant positive real

number.
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Proof. First, let P be (i)-differentiable, then P(x+ tk+ th)�P(x+ tk) and P(x+ tk)�
P(x+ tk−bh) for h sufficiently small exist and we have:

Ut = limh→0
U(x, t+h)�U(x, t)

h

= limh→0
P(x+ tk+ kh)�P(x+ tk)

h

= limh→0 k
P(x+ tk+ kh)�P(x+ tk)

kh

= kP
′
(x+ tk)

As well as:

Ut = limh→0
U(x, t)�U(x, t−h)

h

= limh→0
P(x+ tk)�P(x+ tk− kh)

h

= limh→0 k
P(x+ tk)�P(x+ tk− kh)

kh

= kP
′
(x+ tk)

In addition, we have:

Ux = limh→0
U(x+h, t)�U(x, t)

h

= limh→0
P(x+ tk+h)�P(x+ tk)

h

= P
′
(x+ tk)

Likewise we give limh→0
U(x,t)�U(x−h,t)

h .
These conclude the (i)-differentiability of U with respect to x and t.
It is clear that U verifies the equation and initial condition, when P is (ii)-

differentiable in the same way, we can prove that it is a solution.

4 Nonhomogeneous Transport Equation

In this chapter we concentrate on the following non homogeneous intuitionistic fuzzy
transport equation for which the second member and initial value may be intuitionistic
fuzzy. {

Ut = kUx+ cU in R× (0,∞)
U(x,0) = P(x)

(2)

where P is intuitionistic fuzzy valued function.

Theorem 3. Let U : R× (0,∞) → IF1 be (i)-differentiable w.r.t x,t and let P : R → IF1

and let k and c are a positive real number.
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1. If g is (i)-differentiable, then: U1(x, t) = P(x+ tk)+
∫ t

0 cU(x+(t − s)k,s)ds is a
(i)-differentiable solution of (2).

2. If g is (ii)-differentiable, then: U2(x, t) = P(x+ tk)� (−1)
∫ t

0 cP(x+(t− s)k,s)ds
is a (ii)-differentiable solution of (2) provided the H-difference exists.

Proof. • First we suppose g is (i)-differentiable. We show that U1(x, t) is (i)-
differentiable and verifies the problem
∂U1
∂x = limh→0

U1(x+h,t)�U1(x,t)
h

= limh→0
(P(x+ tk+h)+

∫ t
0 cU(x+h+(t− s)k,s)ds)

h
� (P(x+ tk)+

∫ t
0 cU(x+(t− s)k,s)ds))

h

= limh→0
(P(x+ tk+h)�P(x+ tk))

h
+ limh→0

∫ t
0 c(U(x+h+(t− s)k,s)�U(x+(t− s)k,s))ds

h

= P
′
(x+ tk)+ limh→0

c
h

∫ t

0
((U(x+h+(t− s)k,s)�U(x+(t− s)k,s))ds

∂U1
∂x = P

′
(x+ tk)+

∫ t
0 c

∂
∂xU(x+(t− s)k,s))ds.

For derivative w.r.t t, from Lemma 4, we have
∂U1
∂ t = limh→0

U1(x,t+h)�U1(x,t)
h

= limh→0
(P(x+(t+h)k)+

∫ t
0 cU(x+(t+h− s)k,s)ds)

h
� (P(x+ tk)+

∫ t
0 cU(x+(t− s)k,s)ds))

h

= kP
′
(x+ tb)+ limh→0

∫ t

0

c(U(x+(t− s)k+hk,s)�U(x+(t− s)k,s))ds
h

+

limh→0

∫ t+h

t

cU(x+(t− s)k+hk,s)ds
h

∂U1
∂ t = kP

′
(x+ tk) + c.k

∫ t
0

∂U
∂x (x+(t− s)k,s)ds + cU(x, t).

As a result, U1 is a (i)-differentiable solution of (2).
• Now let P is (ii)-differentiable, from Lemma 3, U2 is (ii)-differentiable w.r.t x and

we have
∂U2
∂x = P

′
(x+ tk)+(−1)

∫ t
0 −c ∂U

∂x (x+(t− s)k,s)ds.
We now calculate (ii)-derivative of U2 w.r.t t, first we have

U2(x, t)�U2(x, t+h)

= [P(x+ tk)�
∫ t

0
−cU(x+(t− s)k,s)ds]� [P(x+ tk+ kh)�

∫ t+h

0
−cU(x+(t− s)k+ kh,s)ds]

= [P(x+ tb)�P(x+ tk+ kh)]+ [
∫ t+h

0
−cU(x+(t− s)k+ kh,s)ds�

∫ t

0
−cU(x+(t− s)k,s)ds]

= [P(x+ tk)�P(x+ tk+ kh)]+
∫ t

0
−cU(x+(t− s)k+ kh,s)ds�

∫ t

0
−cU(x+(t− s)k,s)ds+

∫ t+h

t

−cU(x+(t− s)k+ kh,s)ds.

The multiplying with − 1
h and passing to limit with h → 0+, we obtain:

∂U2

∂ t
(x, t) = limh→0

U2(x, t)�U2(x, t+h)
−h

∂U2

∂ t
(x, t) = kP

′
(x+ tk)+ c.k

∫ t

0

∂U
∂x

(x+(t− s)k,s)ds+ c.U(x, t).
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5 Equation by Non-precise Speed

In this part, we investigate the following homogeneous intuitionistic fuzzy transport
equation for which the speed and initial value can be intuitionistic fuzzy.{

Ut = kUx in R× (0,∞)
U(x,0) = qP(x)

(3)

where k, q ∈ IF1 and P is a real valued function.
In the following theorem, using Zadeh’s extension principle, we intuitionistic

fuzzify the real function P : R → R to intuitionistic fuzzify function P̃ : IF1 → IF1.
Since P is a continuous function. We have [P̃(X)]α = P([X ]α) and [P̃(X)]α = P([X ]α).

For instance, let X = x+ tk and P, k creasing function.
Then we have: ∀α ∈ [0,1]

[P̃(x+ tk)]α = P([x+ tk]α), [P̃(x+ tk)]α = P([x+ tk]α).

So
[P̃(x+ tk)]α = P([x+ tk]α) = [P(x+ tk−

l (α)),P(x+ tk−
r (α))]

and
[P̃(x+ tk)]α = P([x+ tk]α) = [P(x+ tk+l (α)),P(x+ tk+r (α))]

Theorem 4. Suppose P ∈C2(R) is an integrable nonnegative monotone function and
k, q ∈ IF1 let P̃ : IF1 → IF1 be the Zadeh’s extension of P, consider:

U : R× (0,∞) → IF1

U(x, t) = qP̃(x+ tk)

1. If k, q ∈ IF
+
1 and P, P’ are nondecreasing functions, then U is (i)-differentiable

w.r.t both t, x and it is a solution of (3)
2. If k ∈ IF

−
1 , q ∈ IF

+
1 and P nonincreasing and P’ is nondecreasing function, then

u is(i)-differentiable w.r.t t and (ii)-differentiable w.r.t x and satisfies (3).
3. If k ∈ IF

+
n , q ∈ IF

−
n and P, P’ are nondecreasing functions, then U is (i)-

differentiable w.r.t both t, x and satisfies (3).
4. If k, q ∈ IF

−
n and P is nonincreasing and P’ is decreasing function, then U is

(i)-differentiable w.r.t t and (ii)-differentiable w.r.t x and satisfies (3).

Proof. Case (i): It is easy to check that α-cuts:

[U ]α = [q−
l (α)P(x+ tk−

l (α)),q−
r (α)P(x+ tk−

r (α))]
[U ]α = [q+l (α)P(x+ tk+l (α)),q+r (α)P(x+ tk+r (α))]

Satisfy conditions is case (i) Theorem 1.
In fact, [q−

l (α)k−
l (α)P′(x + tk−

l (α)),q−
r (α)k−

r (α)P′(x + tk−
r (α))] and

[q+l (α)k+l (α)
P′(x+ tk+l (α)),q+r (α)k+r (α)P′(x+ tk+r (α))] are valid α-cuts of intuitionistic
fuzzy number.
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Then H-differences U(x, t+h)�U(x, t) and U(x, t)�U(x, t−h) exist.
In the same manner, since [q−

l (α)P′(x + tk−
l (α)), q−

r (α)P′(x + tk−
r (α))] and

[q+l (α)P′(x+ tk+l (α)),q+r (α) P′(x+ tk+r (α))] forms a intuitionistic fuzzy number, H-
differences U(x+h, t)�U(x, t) and U(x, t)�U(x−h, t) exist.

Now we illustrate that limits are uniformly with respect to α ∈ [0,1]:

lim
h→0

q−
l (α)P(x+(t+h)k−

l (α))−q−
l (α)P(x+ tk−

l (α))
h

= q−
l (α)k−

l (α)P′(x+ tk−
l (α))

(4)

lim
h→0

q−
r (α)P(x+(t+h)k−

r (α))−q−
r (α)P(x+ tk−

r (α))
h

= q−
r (α)k−

r (α)P′(x+ tk−
r (α))

(5)

lim
h→0

q+l (α)P(x+(t+h)k+l (α))−q+l (α)P(x+ tk+l (α))
h

= q+l (α)k+l (α)P′(x+ tk+l (α))

(6)

lim
h→0

q+r (α)P(x+(t+h)k+r (α))−q+r (α)P(x+ tk+r (α))
h

= q+r (α)k+r (α)P′(x+ tk+r (α))

(7)

lim
h→0

q−
l (α)P(x+ tk−

l (α))−q−
l (α)P(x+(t−h)k−

l (α))
h

= q−
l (α)k−

l (α)P′(x+ tk−
l (α))

(8)

lim
h→0

q−
r (α)P(x+ tk−

r (α))−q−
r (α)P(x+(t−h)k−

r (α))
h

= q−
r (α)k−

r (α)P′(x+ tk−
r (α))

(9)

lim
h→0

q+l (α)P(x+ tk+l (α))−q+l (α)P(x+(t−h)k+l (α))
h

= q+l (α)k+l (α)P′(x+ tk+l (α))

(10)

lim
h→0

q+r (α)P(x+ tk+r (α))−q+r (α)P(x+(t−h)k+r (α))
h

= q+r (α)k+r (α)P′(x+ tk+r (α))

(11)
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For (4) we have

limh→0 supα∈[0,1] |
q−
l (α)P(x+(t+h)k−

l (α))−q−
l (α)P(x+ tk−

l (α))
h

−q−
l (α)k−

l (α)P′(x+ tk−
l (α)) |

= limh→0 supα∈[0,1] | q−
l (α)k−

l (α) || P(x+(t+h)k−
l (α))−P(x+ tk−

l (α))
hk−

l (α)
−P′(x+ tk−

l (α)) |

= limh→0 supα∈[0,1] | q−
l (α)k−

l (α) || P′(x+ tk−
l (α)+ζ (h,α))−P′(x+ tk−

l (α)) |
= limh→0 supα∈[0,1] | q−

l (α)k−
l (α) || P”(x+ tk−

l (α)+η(h,α))ζ (h,α) |
≤ limh→0 q0k

2
0Q(x, t)h= 0,

where ζ (h,α) is a point on the line segment between 0, hk−
l (α) and η(h,α) is a point

on the line segment between 0 and ζ (h,α). An also, | k−
l (α) |≤ max{k−

l (0),k
−
r (0)} =

k0 and | q−
l (α) |≤ max{q−

l (0),q
−
r (0)} = q0, for all α ∈ [0,1]. Then x+ (t + h)k0 ≤

x+ tk−
l (α)+η(h,α)) ≤ x+(t+h)k0, | P”(x+ tk−

l (α)+η(h,α)) |≤ Q(x, t).
This concludes that

[Ut(x, t)]α = [q−
l (α)k−

l (α)P′(x+ tk−
l (α)),q−

r (α)k−
r (α)P′(x+ tk−

r (α))]

and

[Ut(x, t)]α = [q+l (α)k+l (α)P′(x+ tk+l (α)),q+r (α)k+r (α)P′(x+ tk+r (α))].

Case (ii): As per Zadeh’s extension principle, α level sets U is defined as:

[U ]α = [q−
l (α)P(x+ tk+l (α)),q−

r (α)P(x+ tk+r (α))]

[U ]α = [q+l (α)P(x+ tk−
l (α)),q+r (α)P(x+ tk−

r (α))]

Also since g’ is non positive function, then:

[q−
l (α)k+l (α)P′(x+ tk+l (α)),q−

r (α)k+r (α)P′(x+ tk+r (α))]

and
[q+l (α)k−

l (α)P′(x+ tk−
l (α)),q+r (α)k−

r (α)P′(x+ tk−
r (α))]

forms a intuitionistic fuzzy number, by Theorem 1, H-differences U(x, t + h) �
U(x, t) and U(x, t) � U(x, t − h) exist. In a similar way, since [q+l (α)P′(x +
tk−

l (α)),q+r (α)P′(x + tk−
r (α))] and [q−

l (α)P′(x + tb+l (α)),q−
r (α)P′(x + tk+r (α))]

forms a intuitionistic fuzzy number, by theorem H-differences U(x, t)�U(x+h, t) and
U(x−h, t)�U(x, t) exist.

Case (iii): As per to Zadeh’s extension principle, α level sets U is defined as:

[U ]α = [q+l (α)P(x+ tk−
l (α)),q+r (α)P(x+ tk−

r (α))]

[U ]α = [q−
l (α)P(x+ tb+l (α)),q−

r (α)P(x+ tk+r (α))]

Also since P’ is non negative function, then:

[q+l (α)k−
l (α)P′(x+ tk−

l (α)),q+r (α)k−
r (α)P′(x+ tk−

r (α))]
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and
[q−

l (α)k+l (α)P′(x+ tk+l (α)),q−
r (α)k+r (α)P′(x+ tk+r (α))]

forms a intuitionistic fuzzy number, by Theorem 1, H-differences U(x, t + h) �
U(x, t) and U(x, t) � U(x, t − h) exist. In a similar way, since [q−

l (α)P′(x +
tk+l (α)),q−

r (α)P′(x + tk+r (α))] and [q+l (α)P′(x + tk−
l (α)),q+r (α)P′(x + tk−

r (α))]
forms a intuitionistic fuzzy number, by theorem H-differences U(x+h, t)�U(x, t) and
U(x, t)�U(x−h, t) exist.

Case (iv): As per to Zadeh’s extension principle, α level sets U is defined as:

[U ]α = [q−
l (α)P(x+ tk−

l (α)),q−
r (α)P(x+ tk−

r (α))]

[U ]α = [q+l (α)P(x+ tk+l (α)),q+r (α)P(x+ tk+r (α))]

On the other hand, since P′ is non-positive function, then [q−
l (α)k−

l (α)
P′(x + tk−

l (α)),q−
r (α)k−

r (α)P′(x + tk−
r (α))] and [q+l (α)k+l (α)P′(x + tk+l (α)),

q+r (α)k+r (α)P′(x + tk+r (α))] forms a fuzzy number. By Theorem 1, H-differences
U(x, t+h)�U(x, t) and U(x, t)�U(x, t −h) exist. In similar way, since [q+l (α)P′(x+
tb+l (α)),q−

r (α)P′(x + tk−
r (α))] and [q−

l (α)P′(x + tk−
l (α)),q+r (α)P′(x + tk+r (α))]

forms a fuzzy number, H-differencesU(x, t)�U(x+h, t) andU(x−h, t)�U(x, t) exist.

6 Conclusion

In this paper, we have studied the existence of a solution of transport equation in homo-
geneous and non-homogeneous cases with intuitionistic fuzzy data and we have present
the solution in case when speed parameter is a intuitionistic fuzzy number.
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