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Preface 

This volume came into the mind of the editors to help Asian countries in taking 
the necessary steps to protect the environment against human-induced degradation. 
As a result, the book titled “Environmental Degradation in Asia: Land Degradation, 
Environmental Contamination, and Human Activities” will assist Asian countries in 
meeting the SDGs connected to the environment. The volume consists of four parts 
and 29 chapters written by more than 70 authors from different Asian countries. The 
four parts cover (i) Land Degradation in eight chapters, (ii) Part II: Soil Degradation 
and Environmental Contamination in eight, (iii) Part III: Climate Change and Human 
Activities in nine chapters, and (iv) Part IV: Drought, Vegetation Degradation in four 
chapters. 

Chapter 1 is titled “Land Use Land Cover Mapping in Support of Land Degra-
dation Mapping Using Tree-Based Classifiers”. The authors developed land cover 
mapping of the study area of Shiraz using Landsat-8 and Sentinel-2A satellite images 
based on several supervised machine learning classifiers, including a complex tree, 
a medium tree, a simple tree, and a fine gaussian SVM, developed in the MATLAB 
programming language. The OA and KI statistical indices are used to evaluate 
the obtained classification results. Additionally, the results are compared with the 
previously mentioned supervised methods of tree-based algorithms against the fine 
Gaussian SVM method for Landsat-8 and Sentinel-2A satellite image classification. 

Chapter 2 is titled “Detection of Anthropogenic and Environmental Degradation 
in Mongolia Using Multi-Sources Remotely Sensed Time Series Data and Machine 
Learning Techniques”. The chapter presents the detected environmental change and 
land degradation of Mongolia for the period 1990-2019 using multi-sources RS 
time-series data. The impacts of several factors are investigated including (1) climate 
factor impact on land degradation and environmental change, (2) impact of land cover 
change on land degradation and environmental change, (3) impact of vegetation index 
on land degradation and environmental change, and (4) impact of drought on land 
degradation and environmental change.
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Chapter 3 is titled “Assessment of Land Degradation Vulnerability Using 
GIS-Based Multicriteria Decision Analysis in Zakho District, Kurdistan Region 
of Iraq”. The authors evaluate land degradation vulnerability and identify vulner-
able zones in the Zakho district in the Kurdistan Region of Iraq using GIS, RS, and 
a multicriteria decision analysis approach. They analyze the susceptibility of land 
degradation in the study area using a variety of physical and socio-economic criteria. 

Chapter 4 is titled “Evaluation of Geo-hazard Induced by Zarand Earthquake 
in Central Iran Using Thermal Remote Sensing Data and GIS”. In this chapter, 
the geo-hazard evaluation of the Zarand Earthquake in central Iran, which occurred 
February 10th–28th, 2005, is analyzed, and the land surface temperature (LST) varia-
tion for the years 2004, 2005, and 2007 is mapped. Finally, the in-situ air temperature 
variation for the entire month of February 2005 (1st–28th February) is analyzed and 
compared with data from the ten years before (1994–2004) and six years (2006– 
2011) after the earthquake. The authors use the satellite data of the MODIS daytime 
LST product (MOD11A1) from the thermal band during the period from February 
10th to 28th, 2005. 

Chapter 5 is titled “Environmental Control of the Sand Dunes in Iraq”. The authors 
use three methods to detect the changes in the shape, size, and area of the different 
studied dunes. The three approaches are (a) field work, (b) Iraqi geological maps, 
and (c) GIS technique. 

Chapter 6 is titled “Amu Darya Dynamics in Afghanistan Using Remote Sensing 
Data”. This chapter applies remote sensing data and geo-information techniques 
to understand the temporal and spatial channel changes and dynamics of the Amu 
Darya river along Afghanistan’s border. Also, mapping and analyzing the land cover 
changes of four classes over the study area are being investigated. Moreover, deter-
mining land conversion from 1990– 2020 between the investigated classes has been 
conducted. Also, seasonal land degradation is being investigated. The authors used 
four Landsat images (1990, 2000, 2011, and 2020) from the same period (May–July) 
to avoid seasonal changes. The seasonal changes are investigated in 2020, in all four 
seasons. Their analysis has been made on the Google Earth Engine platform. 

Chapter 7 is titled “A New Method for Land Degradation Assessment in the Arid 
Zone of Republic of Kazakhstan”. The authors use the following major processes 
altogether to characterize the land degradation phenomenon: decreasing productivity, 
i.e., changes in vegetation; soil degradation (erosion); desertification (increasing of 
bare land area); and salinization of the soil. These processes are well recognizable 
using satellite data in the form of direct observation, band ratio computations, or 
other more or less sophisticated approaches. 

Chapter 8 is titled “Land Degradation Issues in Uzbekistan”. The chapter focuses 
on showing that existing soil degradation problems are under the effects of climate 
change and suggests different ways of solving them. 

Chapter 9 is titled “Soil Erosion Catastrophe in Iraq-Preview, Causes, and Study 
Cases”. In this chapter, the authors review most of the available research articles and 
reports that are interested in and involved in estimating and managing soil erosion 
in Iraq.
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Chapter 10 is titled “Assessment of Aircraft Noise Pollution on Students’ Perfor-
mance”. Here, the authors explore the effects of aircraft noise on students’ learning 
performance and teachers’ teaching performance at selected schools near Abu Dhabi 
International Airport. 

Chapter 11 is titled “Role of Effective Factors on Soil Erosion and Land Degra-
dation: A Review”. The authors conducted a comprehensive review and discussed 
the main factors affecting land degradation, with a major focus on soil erosion. 
Land degradation sources fall into two main categories: natural and anthropogenic 
sources affecting land degradation. The main anthropogenic sources, including the 
role of agriculture, soil salinity, building and urbanity, culture, people’s outcomes, 
environmental pollution, and war, are presented and discussed. 

Chapter 12 is titled “Cadmium Fractionation Technique as a Chemical Degrada-
tion Indicator for Some Soils Near Diyala River in Iraqi Center”. The authors, in this 
chapter, investigate pollution with cadmium as a chemical degradation indicator for 
some soils irrigated by the Diyala River (southern part) in the Iraqi center. 

Chapter 13 is titled “Land Degradation Due to MSW Dumping and Sanitary 
Landfilling: Iraq as a Case Study”. The chapter focuses on finding out the rate of 
land degradation due to open dumping and landfilling of solid waste in the short 
and long term. The social and environmental impacts and the measures to stop this 
tragedy and land rehabilitation in the long term are presented. 

Chapter 14 is titled “RUSLE Model in the Northwest Part of the Zagros Mountain 
Belt”. Investigation of this topic is essential to suggest mitigations and extend the 
life of the Mosul Dam. The Mosul Dam, which impounds the Tigris River, suffers 
from different problems, one of which is siltation. This kind of investigation helps 
in understanding the nature and type of land erosion processes. Also, many sectors 
of society in a concerned region will benefit from this investigation. The authors 
estimate the mean annual loss of soil in the Al-Khabur River Basin (KhRB) on the 
northwest side of the western Zagros Range (Kurdistan Region/Iraq). 

Chapter 15 is titled “Changes in the Water Quality of Large Rivers in the Asian 
Part of Russia from the Standpoint of Achieving Sustainable Development Goals”. 
The authors studied the interim tendencies in water quality in the large rivers of 
the Asian part of Russia applying Indicator SDG 6.3.2 methodology. The primary 
objective was to choose the so-called target values characterizing good water quality. 
In Level 1 evaluation, they used national water quality standards, those recommended 
by UNEP, and individual target values for each region under discussion. 

Chapter 16 is titled “A Sustainable Way for Fish Health Management by Replace-
ment of Chemical and Drugs by Earthworm”. The authors investigated the need for 
a sustainable method for fish health management. They also found that earthworms 
play a key role in this approach. 

Chapter 17 is titled “Integration of Field Investigation and Geoinformatics 
for Urban Environmental Quality Appraisal of Bankura Town, West Bengal, India”. 
This chapter endeavor thus attempts to look into all the parameters required for a 
sustainable Bankura town and assess the environmental quality to address policy 
initiatives.
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Chapter 18 is titled “Urban Heat Island Under the Background of Urbanization: 
A Case Study in Nan Jing City, China”. The authors attempt to look into all the 
parameters required for a sustainable Bankura town and assess the environmental 
quality to address policy initiatives. 

Chapter 19 is titled “Optimization of Ecological Environment Sensor Network 
Sites with Multiple Monitoring Targets”. In this chapter, the authors elaborated 
on a sampling optimization methodology for multi-objective factors. In addition to 
considering spatial coverage, they also consider the need for information redundancy 
and economic efficiency. They planned a two-stage site design and layout plan. The 
goal of the first phase is to show the spatial relationship between precipitation, land 
surface temperature, soil moisture, and environmental covariates and to obtain their 
spatial trends. The goal of the second phase is to reflect the relationship between 
precipitation, surface temperature, soil moisture, and other constraints. 

Chapter 20 is titled “The Influence of Large Scales of Reservoir Construction 
in the Upper Yangtze River Basin on Regional Precipitation”. The study work 
provides a first reference for understanding the relationship between regional reser-
voir planning and precipitation changes. Therefore, this chapter focuses on revealing 
the total and local impact of the existing reservoirs on precipitation change in the 
UYRB using multi-source precipitation data for the first time. To accomplish this, 
the suitability of satellite precipitation products on each sub-basin and time scales of 
day, month, and year was assessed in order to use them to find and analyze temporal 
and spatial changes in precipitation and extreme precipitation in the UYRB. 

Chapter 21 is titled “Impact of Climate Changes and Landuse/Land Cover 
Changes on Water Resources in Malaysia”. This chapter presents a comprehensive 
review on climate and anthropogenic activities to incorporate the major findings of 
the previous studies to help policymakers identify specific basins that need to be 
improved and prioritized. The review highlights the most recent trends and poten-
tial impacts of land use change, climate change, and combined land use and climate 
change impacts on water quantity and quality in various parts of Malaysia and identi-
fies the major sources of water resource degradation. The authors suggest mitigation 
and adaptation strategies for managing water resources, i.e. sources in Malaysia 
based on the conducted review. 

Chapter 22 is titled “Impact of Land Use—Land Cover and Socio-economic 
Changes on Groundwater Availability: A Case Study of Barrackpore-II Block, West 
Bengal, India”. This chapter is intended to find out the extent of groundwater scarcity, 
identify the change in LULC and hotspots of water, and access the water insufficiency 
and awareness of rooftop RWH (RRWH) by rural households. 

Chapter 23 is titled “Unplanned Urban Sprawl Impact on Cultivable Soil Degra-
dation”. It aims to determine the extent of cultivatable soil degradation caused by 
changing the type of soil use from agricultural to urban (slums). The Normalized 
Difference Building Index (NDBI) and the Built-up Index (UI) are used to assess the 
decline of cultivable soils as soil use changes. 

Chapter 24 is titled “Variability Analysis of Local Climate Change and Its Associ-
ation with Urbanization in the Beijing-Tianjin-Hebei Region, China”. In this chapter, 
the authors selected four contiguous cities in China’s Beijing-Tianjin-Hebei region
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as the study area. The meteorological, socio-economic, and LUCC data are synthet-
ically used to explore the correlation and variability between urbanization and local 
climate change. The authors constructed urbanization indicators based on popula-
tion size, population density, GDP, built-up area, and socio-economic data. Several 
data analysis methods, including Pearson’s moment correlation, Spearman’s rank 
correlation, and EOF were selected to achieve the goals. 

Chapter 25 is titled “Spatial-Environmental Assessment of the Transport System 
in the Northern Emirates, UAE: Toward Policies and Practices”. The chapter exam-
ines the relationship between economic growth, environmental degradation, and 
infrastructure development in the UAE. The authors bring into focus the develop-
ment of the transport system in the northern emirates, an emerging economic region 
in the UAE, and the effects this has had on environmental degradation. The authors 
assess and devise a variety of proposed policies and practices that curb the inevitable 
environmental degradation associated with the development of the transport system. 

Chapter 26 is titled “Influence of Cryogenic Processes and Phenomena 
on Minimum Runoff in Russia”. The main purpose of this chapter is to assess the 
cumulative impact on the groundwater recharge of Russian rivers, including those 
located in the Asian part of the country, of many cryogenic phenomena and processes 
occurring in riverbeds, catchments, swamps, wetlands, soils, and fissured and loose 
rocks. The chapter presents the authors’ reflections on the evolution of stable and 
unstable structures in «water flow-ice-channel sediments» system (in annual and 
multiyear cycles) as air temperature decreases. Also, according to the authors, it lists 
the main problems arising in the assessment of minimum runoff and groundwater 
recharge of rivers under climate change. 

Chapter 27 is titled “Forest Successional Change and Its Effect on Plant Species 
Diversity: A Case Study for Euxine Forests, NE Turkey”. The chapter focuses on 
four main objectives. They are (1) to determine the variation of plant species diversity 
in the stages of forest succession; (2) to evaluate how the succession stages in tree, 
shrub, and herbaceous layers affect plant species replacement; (3) to determine the 
distribution of abundance according to the seral stages of succession; and (4) to 
explore the distribution of endemic and rare taxa in the succession stages. 

Chapter 28 is titled “Desertification in China: Role of Natural Succession 
in the Sustainable Revegetation of Drylands”. This chapter reviews relevant studies 
that identify the factors leading to successful and long-term sustainable revegetation 
of degraded semi-arid and arid drylands. The authors compare ecological methods 
of revegetation, focusing on the process of natural succession and its implementation 
in China’s drylands during the last 15 years. Furthermore, the authors discuss the 
actual value of large-scale restoration with sustainable vegetation for the agronomy 
and reversal of desertification trends and as a potential tool to directly mitigate climate 
warming and aridity on a local, regional, and maybe even country level. 

Chapter 29 is titled “Estimation of Satellite-Based Regional-Scale Evapotranspi-
ration for Agriculture Water Management Using Penman-Monteith Method”. In this 
chapter, the authors estimate the monthly reference evapotranspiration (ET0) based 
on the FAO Penman-Monteith method using the Landsat-7 ETM+ and Landsat-8 
OLI seasonal data of 2014, 2015, and 2016 over the Dwarakeswar-Gandheswari
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river basin. The model input parameters are emissivity, land surface temperature 
(LST), net radiation, soil heat flux (G), air temperature, actual and saturation vapor 
pressure, and wind speed. Correlation analyses have been performed of ET and 
field-based soil moisture data in the proposed command area. Additionally, results 
are validated by using MODIS LST for estimated LST and MODIS ET for esti-
mated ET. Moreover, the assessment of regional-scale-based evapotranspiration is a 
challenge to the agricultural and hydrological frame. This analysis demonstrates the 
potential applicability of this methodology. 

Special thanks are due to all the authors who contributed to this volume. Without 
their efforts and patience, it would not have been possible to produce this unique 
volume on Environmental Degradation in Asia. Also, thanks should be extended to 
include the Springer team, particularly the publishing editor: Alexis Vizcaino, who 
largely supported the authors and editors during the production of this volume. 

Erbil, Kurdistan Region, Iraq 
Zakho, Kurdistan Region, Iraq 
Zagazig, Egypt 
April 2022 

Ayad M. Fadhil Al-Quraishi 
Yaseen T. Mustafa 

Abdelazim M. Negm
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Land Use Land Cover Mapping 
in Support of Land Degradation 
Mapping Using Tree-Based Classifiers 

Ali Jamali and Ismail ˙ Rakıp Karas 

Abstract Currently, land degradation is among one of the most challenging environ-
mental issues globally. Land degradation has been affected considerably by the land 
cover change at the national and global scales. On the other hand, recent ecological 
changes, including droughts and flash floods associated with climate change, directly 
link with the land cover change. It has been reported that the most affected people 
worldwide are in developing countries where their economy is directly connected 
with agriculture. In this study, to map the land cover of Shiraz city, a fine gaussian 
Support Vector Machine (SVM) algorithm is compared against three tree-based algo-
rithms of complex, medium, and simple tree. Landsat-8 and Sentinel-2A imageries of 
the study area are classified with the beforementioned supervised classifiers. Based 
on the results, the fine gaussian SVM classifier had an overall accuracy (OA) of 
99.29% and a kappa index (KI) of 98.26%, outperforming the other tree-based clas-
sifiers. In addition, with the values of 99.54 and 98.88% for the OA and KI, the fine 
gaussian SVM had better results for classifying the Sentinel-2A imagery of the study 
region. 

Keywords Land cover · Land use · Land degradation ·Machine learning ·
Decision tree · SVM 

1 Introduction 

Currently, land degradation has become a topic of research as it is regarded as a global 
issue. Deforestation, climate change issues such as droughts and flash floods, and on
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the other hand, a rapid increase in population growth are the main factors associated 
with land degradation on the global scale [1]. In addition, land cover land-use change 
is among the main factors that considerably affect land degradation globally [2]. 
Land degradation is defined by the decline in biological productivity of the forest, 
wetland, rangeland, semi-arid and dry land. Land use land cover change (LULC) has 
been mapped with the use of various supervised and unsupervised machine learning 
algorithms [3–7]. 

In the literature, advanced algorithms such as Random Forest (RF), Decision 
Trees and Support Vector Machine (SVM) have shown their superiority over the 
conventional classification methods, including Maximum Likelihood (ML), due to 
their capability in dealing with high-dimensional and complex data [8, 9]. It is worth 
highlighting that the most critical capability of SVM is that it can generalize complex 
objects. On the other hand, the SVM algorithm had good results in research with 
a limited number of training data [10]. It was reported that the SVM classifier had 
outperformed other tree-based algorithms such as RF, specifically in LULC mapping 
[11–14]. 

It is worth noting that the SVM method does the classification by utilization 
of an optimally separating hyperplane [15]. For instance, for the classification of 
tree species, Nguyen et al. [16] developed a weighted SVM algorithm, improving 
the kappa index (KI) and overall accuracy (OA) of the conventional SVM by 2%. 
The proposed method improved the mean class accuracy by 10% compared to the 
traditional method of SVM. Gapper et al. [17] used the SVM classifier for the change 
detection of coral reef in pacific islands, obtaining accuracies of 87.9%, 85.7%, 
69.2%, and 81.2% for the classification of Palmyra Atoll, Kingman Reef, Baker 
Island Atoll, and Howland Island, respectively. Based on their results, it was found 
that the SVM method is a more accurate classifier over Ridge, LASSO, and logistic 
regression methods. On the other hand, decision trees are regarded as the most used 
and popular methods for the classification of remote sensing imageries due to their 
structure’s simplicity and high capabilities of image classification [9, 18–20]. 

In this research, for accurate land cover mapping of the study area of Shiraz using 
the Landsat-8 and Sentinel-2A satellite images, several supervised machine learning 
classifiers, including a complex tree, medium tree, simple tree, and a fine gaussian 
SVM, are developed in MATLAB programming language. Besides, the OA and KI 
statistical indices are used to evaluate the obtained classification results. This chapter 
compares the results of the previously mentioned supervised methods of tree-based 
algorithms against the fine gaussian SVM method for the Landsat-8 and Sentinel-2A 
satellite image classification. 

2 The Study Area 

The study area is Shiraz city, located on the south side of Iran (see Fig. 1). In the 
last decades, the land cover of the city has experienced dramatic changes. It is worth
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Fig. 1 a Map of Iran; b city of Shiraz; c Landsat-8 image of the study area 

highlighting that urbanization is the predominant factor of the land-use change over 
the last fifty years in Shiraz. 

3 Methodology 

The workflow of this research is shown in Fig. 2. First, ENVI software is utilized for 
the Landsat-8 image atmospheric and radiometric correction. In addition, the SNAP 
software is used for the atmospheric correction of the Sentinel-2A imagery. Then, to 
classify the Landsat-8 and Sentinel-2A images, several machines learning classifiers, 
including a complex tree, medium tree, simple tree, and a fine Gaussian SVM, are 
developed. Finally, the classification results are evaluated based on the OA and KI 
statistical indices.

It should be noted that reflectance values were extracted from digital numbers 
for the Landsat-8 satellite image. Besides, radiometric calibration and atmospheric 
correction were applied using the ENVI 5.3 software. Dark Object Subtraction (DOS) 
[21] was used in this research as it is not dependent on the field measurements. In 
other words, the DOS technique does not require ground control points measured in 
the study area of interest. 

Additionally, for the atmospheric correction of the Sentinel-2A imagery, Sen2Cor 
in SNAP software was used [22]. It is worth mentioning that the SNAP was used due 
to its simplicity and efficiency in dealing with Sentinel satellite imagery. The Normal-
ized Difference Vegetation Index (NDVI) [10] was used to improve the classification 
results of the Landsat-8 image (Eq. 1).
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Fig. 2 The workflow of this research

NDVI = (NIR − RED) 
(NIR + RED) (1) 

Moreover, the Landsat-based Normalized Difference Moisture Index (NDMI) was 
employed (Eq. 2). 

NDMI = (NIR − SWIR) 

(NIR + SWIR) 
(2) 

On the other hand, for the classification of the Sentinel-2A imagery, ten spectral 
bands of Coastal aerosol, blue, green, red, three vegetation red edges, near infra-red, 
narrow near infra-red, and water vapor bands were used. It should be noted that the 
Sentinel-2A imagery was resampled using the nearest neighbor algorithm in SNAP 
software to a 10 m pixel resolution. The number of training and test data used in this 
research are shown in Table 1.
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Table 1 The number of 
training and test data for each 
LULC classes 

Class Class ID Landsat-8 
(test/training) 

Sentinel-2A 
(test/training) 

Build-up 1 821/1924 7514/17,398 

Soil 2 3010/6998 27,102/63,329 

Vegetation 3 245/588 2226/5238 

4 Land Cover Land Use Maps 

The Landsat-8 and Sentinel-2A imageries of the research region are presented in 
Figs. 3 and 4. 

The LULC maps based on the fine gaussian SVM, the complex tree, the medium 
tree, and the simple tree is shown in Fig. 4 (i.e., based on the Landsat-8 imagery).

Fig. 3 The Landsat-8 image of the research location
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Fig. 4 The Sentinel-2A imagery of the study area

The number of nodes for the simple, medium, and complex trees is equal to 7, 33, 
and 141, respectively. From Fig. 5, it is evident that the simple tree method had a 
high level of misclassification for the build-up regions. In contrast, other tree-based 
classifiers of the medium and complex tree visually produced better classification 
results. It should be noted that better classification results of the medium and complex 
trees than the simple tree are due to their higher number of trees and complexity.

Figure 6 shows the LULC maps of the study area based on the Sentinel-2A imagery 
using the fine gaussian SVM, the complex tree, the medium tree, and the simple tree 
classifiers. The number of nodes for the simple, medium, and complex trees is equal to 
9, 37, and 175, respectively. Based on the results and as evident from Fig. 6, the  simple  
tree method had a high level of build-up misclassification for the classification of the 
Sentinel-2A image as well. The lower number of trees in the simple tree classifier 
than the other two more complex tree-based classifiers should be the main reason for 
its higher misclassification for the build-up areas.
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Fig. 5 The land use/cover map of the research area from Landsat-8 imagery

5 Evaluation of the Results 

In this chapter, the OA and KI statistical indices were used to evaluate the results of 
the tree-based algorithms of the simple, medium, and complex trees against the fine 
gaussian SVM method (Eqs. 3 and 4).
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Fig. 6 Land cover/use of the research location using the Sentinel2-A image

OA  = number o f correct classi f i ed pi xels 

total  number  o f  pi  xels  
(3) 

K I  = p0 − pe 
1 − pe , p0 = 

Σ 
xii  
N 

, pe = 
Σ 

xi+xi+ 
N 2 

(4)
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where xi+ is the marginal total of row I, the total number of observations is shown 
by N, and xii  is observation in row i and column i. 

For the Landsat-8 satellite imagery, the fine gaussian SVM with 99.29 and 98.26% 
values for the OA and KI outperformed the other tree-based algorithms. On the other 
hand, the Complex decision tree had better performance than the medium and the 
simple tree classifiers with 98.33% and 95.92% for the OA and KI, respectively (see 
Fig. 7). It can be explained by its higher number of trees and complexity than the 
other tree-based classifiers of the simple and medium trees. 

Moreover, with 99.54 and 98.88% for the statistical metrics of OA and KI, the fine 
gaussian SVM had better results for the classification of the Sentinel-2A imagery. 
Besides that, the complex tree had better performance than the medium and simple 
tree methods, with the values of 95.25% and 88.35% for the OA and KI, respectively 
(see Fig. 8).

The matrix of confusions of the classifiers for the Landsat-8 and Sentinel-2A 
imageries are shown in Tables 2 and 3.

The highest level of misclassification was for the simple tree algorithm, where it 
had difficulty in recognition of build-up regions from soil areas. The reason should 
be similar spectral reflectance in the optical imageries of Landsat-8 and Sentinel-2A 
for the build-up and soil regions. However, better classification results were obtained 
by increasing the number of trees and the complexity of the tree-based algorithms.
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Fig. 7 The classification results in terms of OA and KI for the Landsat-8 image (values are in 
percent) 
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Fig. 8 The results of classification algorithms for the OA and KI for the Sentinel-2A imagery 
(values are in percent)

Table 2 The confusions 
matrix of the classifiers for 
the Landsat-8 imagery (for 
the test data) 

CTreeL8 Build-up Soil Vegetation 

Build-up 782 38 1 

Soil 29 2981 0 

Vegetation 0 0 245 

MTreeL8 Build-up Soil Vegetation 

Build-up 767 54 0 

Soil 37 2973 0 

Vegetation 0 0 245 

STreeL8 Build-up Soil Vegetation 

Build-up 554 267 0 

Soil 45 2965 0 

Vegetation 0 0 245 

FGSVML8 Build-up Soil Vegetation 

Build-up 805 16 0 

Soil 12 2998 0 

Vegetation 0 1 245

6 Discussions 

Figure 9 presents the area percentage covered by the three LULC classes of build-up, 
soil, and vegetation regions for the study area of Shiraz city.
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Table 3 The confusions 
matrix of the classifiers for 
the Sentinel-2A imagery (for 
the test data) 

CTreeS2A Build-up Soil Vegetation 

Build-up 6388 1121 5 

Soil 547 26,555 0 

Vegetation 23 40 2163 

MTreeS2A Build-up Soil Vegetation 

Build-up 4471 3017 26 

Soil 344 26,757 1 

Vegetation 31 48 2147 

STreeS2A Build-up Soil Vegetation 

Build-up 3335 4179 0 

Soil 353 26,749 0 

Vegetation 1 263 1962 

FGSVMS2A Build-up Soil Vegetation 

Build-up 7392 115 7 

Soil 31 27,071 0 

Vegetation 13 4 2209
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Fig. 9 Area covered by the three LULC classes (in percent) (L8 presents Landsat-8 imagery and 
S2A presents Sentinel-2 imagery) (values are in percent) 

Based on the results of the SVM algorithm for the Landsat-8 imagery, vegetation, 
build-up, and soil regions covers 5.71%, 24.58%, and 69.71% of the study area, 
respectively. In addition, based on the results of the SVM algorithm obtained from 
the Sentinel-2A image, vegetation, build-up, and soil areas cover 6.69%, 26.57%, 
and 66.74% of the study region, respectively. The SVM algorithm had produced 
approximately similar results for the two satellite imageries, respectively, considering 
the different spatial resolutions of 30 and 10 m for the Landsat-8 and Sentinel-2A 
imageries, respectively (see Fig. 9).
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In terms of the statistical indices of OA and KI, the fine gaussian SVM was superior 
over the other tree-based machine learning algorithms for the image classification 
of Landsat-8 and Sentinel-2 imagery. It is worth highlighting that we used a limited 
number of training data to train our machine learning classifiers. As such, the limited 
number of training data can be attributed as the main reason for the superiority of the 
SVM classifier over the other tree-based classification techniques. In other words, 
one of the most significant advantages of the SVM classifier over other supervised 
methods is its capability to be trained with a low number of training data. Such 
capability is essential in remote sensing projects in which creating training data is 
costly and time-consuming. 

7 Conclusions 

Land degradation is significantly affected by the recent climate change. At the same 
time, urbanization is increasing rapidly due to phenomena directly or indirectly linked 
to climate change, including desertification. Moreover, LULC change is regarded 
among parameters related to land degradation. It is worth highlighting that as poor 
people’s livelihood and food security depend on natural resources, they are the most 
affected people globally. Consequently, in this research, several supervised machine 
learning techniques were utilized for the precise land cover mapping of the study area 
of Shiraz city. The fine gaussian SVM classifier outperformed the other tree-based 
methods to classify the Lansat-8 and Sentinel-2A imageries based on the results. 
The fine gaussian SVM algorithm had the OA and KI values of 99.29% and 98.26%, 
respectively, for the classification of the Landsat-8 image. Besides, values of 99.54% 
and 98.88% were obtained by the fine gaussian SVM to classify the Sentinel-2A 
image for the indices of the OA and KI, respectively. 

8 Recommendations 

As land degradation is directly or indirectly linked to food security, the environment, 
and the quality of life in areas that are dependent on natural resources, it will remain 
one of the most challenging issues worldwide in the twenty-first century. Urban-
ization, climate changes such as droughts, and human interventions have negatively 
affected the rate of land degradation globally. As such, the development of advanced 
algorithms for monitoring the natural resources and areas affected by land degra-
dation is an essential task for the local government. The provincial government 
and stakeholders can use the results of this research to use suitable remote sensing 
imagery, algorithms, and tools for the preservation of natural resources (i.e., gardens) 
in the study area of Shiraz.
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Satoshi Yokoyama, Sumiya Erdenesukh, and Dalantai Sainbayar 

Abstract The main objective of this study is to investigate land degradation and envi-
ronmental change in Mongolia using time series of multi-sources remotely sensed 
data and advanced approaches. As the data analysis techniques, the Random Forest 
(RF) classifier, Ordinary Least Square (OLS), and Partial Least Square (PLS) regres-
sions, Break for Additive Season and Trend (BFAST) algorithm, Sen’s slope and 
Restrend method were applied. For detecting land degradation and environmental 
change, we have investigated several factor impacts: (1) climate factor impact on 
land degradation and environmental change, (2) impact of land cover change on 
land degradation and environmental change, (3) impact of vegetation index on land 
degradation and environmental change, (4) impact of drought on land degradation 
and environmental change. The meteorological time series analysis showed that
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between 1990 and 2019, air temperature over Mongolian has increased by 1.8 °C, 
while annual total precipitation over Mongolia had decreased from 714 to 640 mm. 
The land cover analysis indicated that between 1990 and 2019, forest, steppe, dry 
steppe, and cropland were decreased. In contrast, the meadow steppe, wetland, sand 
land, broken area, urban land, and water were increased. The trend analysis result 
indicated that positive trends were observed in Mongolia’s central, northern, and 
northeastern parts. In contrast, the negative trends were detected in all areas of the 
west, southern region, forested areas in the north and east, around the Ulaanbaatar 
city, and in the grassland area of eastern Mongolia. The drought detection analysis 
showed that the years 1993, 1994, 1997, 2000–2002, 2004–2007, 2009, and 2017 
could very well detect the droughts during the growing season for the period 1990– 
2019. The trend analysis result showed that negative and positive trends of time series 
NDVI were strongly related to land cover change. 

Keywords Land degradation · Time series data analysis · Random Forest 
classifier · Least square regression · Sen’s slope value · BFAST algorithm 

1 Introduction 

Land degradation and environmental change are global issues recognized by the 
United Nations Conventions on Combat Desertification (UNCCD), climate change, 
and biodiversity [1–3]. The literature contains numerous definitions, giving the idea 
of the complexity of the phenomenon [4–8]. The UNCCD, and the Millennium 
Ecosystem Assessment (MEA) programs used more inclusive definitions: 

– Environmental degradation is a process through which the natural system is 
compromised, decreasing biodiversity, and the health of the environment [9]. 
Environmental degradation is also an umbrella concept including a variety of 
issues [10] through which loss of natural resources (water, air, and soil), reduction 
of the ecosystem productivity, the extinction of wildlife, and increase of pollution 
are envisaged [11]. Environmental degradation a reduction of the environment’s 
capacity to support ecological objectives and social-economic needs [12]. 

– Land degradation is a long-term by reducing biological and economic produc-
tivity, and loss of heterogeneity in the landscape [13]. Land degradation leads to 
long-term collapse to balance the demand for and supply of ecosystem goods and 
services [14] caused by disturbances from which the system cannot recover [15], 
and its effects on food security, livelihoods, and production. Land degradation 
is associated with carrying capacity, resilience, and sensitivity of land and the 
susceptibility of people living on and from this land [16]. 

Moreover, the UNCCD adopted land degradation neutrality (LDN) in 2015. LDN 
in which no land is lost or least degradation was adopted as a common target under 
the Sustainable Development Goals [17].
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Early land degradation assessment was commonly focused on expert judgment 
[18]. In the past two decades, international agencies (UNEP, and GEF) and scholars 
have joined efforts to develop standardized methods, and tools for map and monitor 
land degradation and achieve specific advance [19]. Most methods to assess land 
degradation have been defined by the “Land Degradation Assessment in Drylands 
(LADA-FAO)” approach [20, 21]. Accurate evaluation of land degradation is vitally 
important in drylands [22]. In practice, synergistic uses that integrate field and long-
term observational studies are more important. However, facing challenges of esti-
mation of environmental change and land degradation have been identified as uncer-
tain and specious, but results were at different success levels because it depends on 
small scale field study and expert opinion [23]. Therefore, the lack of long-term and 
small-scale field monitoring programs and problems involving projects to detect land 
degradation have been noted [22, 24, 25]. More advances with the broad applica-
tion of geospatial and artificial intelligence technology to research the cause, effect, 
and trend of land degradation have been observed in recent years. The studies have 
shown that long term vegetation and climate observation data for assessing land 
degradation can be from remote sensing (RS) data. Because satellite data provide 
highly informative outputs of remote measurements at different resolutions [26]. 
Furthermore, this multi-source information can be used to detect and monitor envi-
ronmental changes and land degradation for researchers and decision-makers dealing 
with environmental management. 

Over the past two decades, two kinds of approaches have been commonly applied 
to assess environmental change and land degradation or change of land productivity 
[23, 27]. The first approach is based on assessment change in vegetation phenology 
acquired from remotely sensed time-series imagery [28–31]. Vegetation indices (VIs) 
have been applied to determine and explain a range of phenology metrics that deter-
mine annual vegetation life period occurrence [32]. Several approaches have been 
introduced for quantifying vegetation dynamics using time series of VI products 
such as TIMESAT [33], TSPT/PPET [34], Breaks for the additive season and trend 
(BFAST) [35], NDVIts [36], TimeStats [37], PenoSat [38], the software for the 
processing and interpretation of RS image time series (SPIRITS) [39], and DATimeS 
[40]. From those approaches, BFAST and TIMESAT are commonly applied to eval-
uate vegetation phenology [41]. The second approach for degradation examination 
is based on detection changes in the interrelation between a VI and climate variables 
which is an estimate of vegetation greenness and a proxy evaluation of land degra-
dation [32, 42]. In this part, one of the widely used methods is the Residual trend 
(RESTREND) analysis [42]. RESTREND is widely applied to assess ecosystem 
productivity changes not caused by inter-annual climatic variability [42, 43]. 

In 1990, Mongolia transitioned from a socialist economy to a democratic society. 
Since the transition to a market economy, Mongolia has experienced lots of social, 
economic, and environmental changes. For example, between 1990 and 2019, the 
total population of the country has gradually increased (from 2.1 to 3.2 million or 
53.1%), while there was observed a tremendous increase in the amount of livestock 
(from 25.8 to 70.9 million or by a factor 2.74) [44]. This rapid increase of population 
and livestock have different negative environmental impacts in Mongolia such as
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Fig. 1 Study area: (left) Terrestrial Ecoregions of the World Wide Fund (Olson et al. 2001), 
(right) Koppen climate classification of Mongolia extracted from world map of the Koppen climate 
classification 

pasture deterioration, overgrazing, deforestation, and land degradation caused by 
mining activities. This chapter aimed to detect the environmental change and land 
degradation of Mongolia for the period 1990–2019 using multi-sources RS time-
series data. Here, we have investigated several factor impacts: (1) climate factor 
impact on land degradation and environmental change, (2) impact of land cover 
change on land degradation and environmental change, (3) impact of vegetation 
index on land degradation and environmental change, (4) impact of drought on land 
degradation and environmental change. 

2 Study Area 

We selected the entirety of Mongolia (1.56 × 106 km2) as the study area, of 
which about 45.3% can be featured as desert steppe, semi-desert, and desert eco-
region (Fig. 1a). The climate conditions are extremely conditional and dry. Annual 
average air temperature, and annual total precipitation fluctuations −8 °C to 6 °C,  
and 50–500 mm, respectively. By Koppen’s climate classification, Mongolia is 
divided into 7 climatic regions (Fig. 1b). The largest widespread climates are cold 
desert climate (BWk), cold semi-arid (BSk), and monsoon-influenced subarctic 
(Dwc). By contrast, subarctic (Dfc), Mediterranean-influenced (Dsc), monsoon-
influenced warm-summer humid continental (Dwb), and Mediterranean-influenced 
warm-summer humid continental (Dsb) are less prevalent as shown in Fig. 1b. 

3 Data and Methods 

For the analysis, we used five different datasets. Three of the five datasets have been 
derived from Landsat, Moderate Resolution Imaging Spectroradiometer (MODIS), 
and Global Inventory Modeling and Mapping Studies (GIMMS). The two remaining 
datasets are the metrological and training data. Details about datasets are shown in 
Table 1. Within the framework of the current study, all remotely sensed data have
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Table 1 Data sources and characteristics 

Sensor/source Product 
name/band 

Path/row Acquisition 
date 

Temporal 
resolution 

Spatial 
resolution 

Landsat 4, 5 B2–B7 123–124/27–28, 
125/27–29, 
126/25–29, 
127/25–30, 
128–130/26–31, 
131–133/25–31, 
134–136/25–30, 
137/24–30, 
138/24–29, 
139–140/25–29, 
141/25–28, 
142/25–27, 
143/25–26 

1990 ± 1 
from May to 
Sep 

16-day 30 m 

Landsat 8 2019–1 from 
May to Sep  

16-day 

MODIS Aqua 
and Terra 

NDVI 
(MCD13Q1) 

h23v03, h23v04, 
h24v03, h24v04, 
h25v03, h25v04, 
h26v04 

2002–2019 16-day 250 m 

GIMMS NDVI3g Extracted from 
global data 

1981–2013 15-day 8 km  

Climate 
Research 
Unit-Time 
series 
(CRU-TS) 

Temperature, 
precipitation 

Extracted from 
global data 

1961–2019 Monthly 1 km  

FROM-GLC Validation 
sample point 

Extracted from 
global data 

– 

been reprojected to a Universal Transverse Mercator (UTM)/World Geodetic System 
(WGS) 84 coordinates systems applying the nearest neighbor resampling approach. 

3.1 Remotely Sensed Data 

Landsat imagery 

For the land cover classification, a total of 216 scenes of Landsat Thematic Mapper 
(TM) and Operational Land Imager (OLI) imageries take into account the period from 
May to September of 1990 and 2019 at a spatial resolution of 30 m. For analysis, six 
spectral bands, and downloaded from the United States Geological Survey (USGS) 
Earth Explorer have been applied (Table 1). Radiometric and atmospheric corrections 
were conducted applying Semi-automatic Classification Plugin (SCP) based on the 
Quantum Geographic Information System (QGIS).
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MODIS data 

This study used MODIS Aqua, and Terra satellites NDVI (MOD13Q1 and 
MYD13Q1) products for the period 2002–2019 acquired from the Land Processes 
Distributed Active Archive Center (LP DAAC) (Table 1). This NDVI data had 
a spatial resolution of ~250 m in sinusoidal projection. We applied mosaicking, 
resampling, reprojecting modules, and performed an image cropping applying the 
“MODIS” R package [45]. 

GIMMS data 

The third-generation (3 g) of GIMMS NDVI is the more recent new version of 
the GIMMS data. The original GIMMS datasets were generated from the AVHRR 
(Advanced Very High-Resolution Radiometer) sensor data taking into account 
different deleterious effects [46]. NDVI3g is a bi-monthly composite derived from 
AVHRR sensor data of National Oceanic and Atmospheric Administration (NOAA) 
7–18 satellites, and it covers for 1981–2013 period at a spatial resolution of 1/12°. 
For the processing of the GIMMS NDVI3g, we used the “GIMMS” R package [47]. 

3.2 Meteorological Data 

Time series of meteorological data (monthly average air temperature and monthly 
total precipitation) were collected from the Climate Research Unit Time Series (CRU-
TS) for 1961–2019 at a resolution of 0.5°. These datasets are downscaled from 
CRU-TS v4.03 by the CRU, University of East Anglia, and applying WorldClim 2.1 
[48, 49]. The grid is an interpolation station-based meteorological data in real-time. 
Therefore, more precision might be expected at the levels of the weather stations 
[50]. 

3.3 Training Samples 

For training samples, we focused on synthesis strategy including the majority-
class. The validation sample points have been extracted from the Finer Resolu-
tion Observation and Monitoring of Global Land Cover (FROM-GLC) validation 
sample data. FROM-GLC is a global LC map produced using Landsat imagery at 
a resolution of 30 m in 2010, 2015, and 2017 [51, 52]. For the LC classification 
was focused on the FROM-GLC version 2 classification system. This classification 
system defined 11 main classes easily created to the FAO LC classification system and 
International Geo-Biosphere Program (IGBP) classification system. The additional 
sampling points were obtained from Google high-resolution images.
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3.4 Methods 

Random Forest (RF) classifier, Ordinary Least Square (OLS), and Partial Least 
Square (PLS) regressions, Break for Additive Season and Trend (BFAST) algorithm, 
Sen’s slope and Restrend method have been applied as the data analysis techniques. 
Over the years, different classification methods have been used to map LC derived 
from RS data (from unsupervised algorithms to machine learning algorithms) [53]. 
Many authors judged that machine learning algorithms such as an artificial neural 
network (ANN) [54], decision tree [55, 56], support vector machine (SVM) [57], 
and ensembles of classifiers [58] were more accurate and efficient compared to 
the conventional parametric algorithms [59, 60]. ANN and SVM need to adjust a 
large number of parameters [61, 62]. In contrast, the classification method (bagging, 
boosting, and RF) is high classification accuracy and can determine variable impor-
tance. In order to generate, LC map used an RF classifier, a non-linear statistical 
ensemble method. There were 500 trees with out-of-bag (OOB) error. The variables 
per splits were set to zero. 

We used trend analysis methods to assess land degradation including the linear 
regression model and Sen’s Slope. Firstly, the study applied the ordinary least square 
(OLS) regression model. The method estimates the relationship between the response 
and predictor variables in Eq. 1. 

y =∝ +β x + ε (1) 

where x—the predictor or explanatory variable and y—response variable which 
represents time and NDVI value, respectively. ∝—intercept of the regression line, 
which represents the average value of y when x is 0, β—the slope of the regres-
sion line, ε—the error term. Accurate trend measures are strongly impacted by the 
variability and noise process [63]. The number of years is required to determine the 
trend’s importance. Two widely used non-parametric methods to detect trend signif-
icance include Sen’s Slope and Mann–Kendall (MK) test [64, 65]. We applied Sen’s 
Slope (2) test to detect trend significance. 

Slo pe = Medi  an
[
x j − xi 

j − i

]
(2) 

where xi and xj are the values at times i and j, respectively (1 ≤ i < j  ≤ n, n indicates 
the data length) [66]. For data analysis, Rstudio was applied [67]. The linear trend 
is easy to compute however, contrasting trends could balance out so it is significant 
to confirm that hypothesis for determining the linear trend is met for each anal-
ysis. There is needs to use nonlinear NDVI time series models including a trend, 
seasonal and stochastic components, external variables, seasonal components, and 
white noise [68]. For detecting, abrupt change and annual dynamics of land cover
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from NDVI time-series data, we applied the BFAST algorithm. The BFAST algo-
rithm integrates a decomposition model that decomposes the time series into trend, 
seasonality, and residuals components with an iterative algorithm to detect break-
points using structural change methods [35]. The decomposition model is used to 
iteratively fit a piecewise linear trend and a seasonal model (see Eq. 3) [69]. 

Y t = T t + St + et (t = 1, .  .  .  ,  n) (3) 

where Y t—NDVI at the time t, T t—the trend components, St—the seasonal compo-
nents, et—the noise component (or represents the remaining variation). Trend and 
seasonal models are fitted to the section of time series according to the changes that 
detected breakpoints [70]. The ordinary least squares (OLS) residual focused on the 
transferring of the sum test was applied to the test including one or more breakpoints 
[71]. But the BFAST requires a maximum number of breakpoints [70]. 

Over the past period, many different approaches have been used for monitoring 
drought mainly focused on RS indices [72, 73] for instance, Palmer Drought Index 
(PDSI) [74], Standardized Precipitation Index (SPI) [75, 76], Standardized Precip-
itation Evapotranspiration Index (SPEI) [77], Enhanced Combined Drought Index 
(ECDI) [78], Multivariate Standardized Drought Index (MSDI) [79], and Vegetation 
Condition Index (VCI) [73, 80, 81]. Of these, VCI and SPI are commonly applied in 
research of drought monitoring [82]. In this research, we estimated NDVI anomaly 
using the following Eqs. (4–6). NDVI anomaly is a commonly used approach based 
on NDVI for drought monitoring [72, 83]. 

NDV  I  meani  = (NDV  I  1 + NDV  I  2 + . . . ,  NDV  I  n)/n (4) 

where NDV  I  meani  —mean value of NDVI, NDV  I  1, NDV  I  n—the first, and the last 
day composite of the NDVI, which represents the growing season of i year. The sum 
NDVI value is computed using Eq. (5). 

NDV  I  = 
n∑

i=1 

NDV  I  meani  

n 
(5) 

where, NDV  I—means of the NDVI, n- the number of years. In order to compute 
the seasonally of the NDVI anomaly used Eq. (6) [84]. 

NDV  I  anomal yi = 
NDV  Imeani − NDV  I  

N DV  I
× 100 (6)
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where NDV  I  anomal yi—NDVI anomaly represents the growing season (from May to 
September) i year. In order to estimate the climate factors’ influences in land degrada-
tion, we used the residual trend analysis method (RESTREND). RESTREND inves-
tigates the trend of residual differences between observed and predicted NDVI [85]. 
This approach is widely used to assess and monitor land degradation by analyzing 
time series NDVI data. Linear regression models might be applied to fit the seasonal 
vegetation variation well into a line in the NDVI time-series analysis (Eq. 7). The 
slope of the line can be used to detect the direction of vegetation variation and the 
strength of variation from the steepness of the trend line [32]. 

NDV  I  i = a × t + NDV  I0 (7) 

where NDV  I0—the constant, a—the trend, t—the time. Firstly, Evans and 
Geerken [42] used the linear regression on time series NDVI data and precipita-
tion to determine the NDVI signals calculable to climatic conditions. The difference 
between observed and predicted NDVI was highlighted as residuals. The residuals 
were measured pixel by pixel to identify climate signals [42]. Climate signal is recog-
nized and eliminated from the trend in vegetation action, the remaining vegetation 
variation might be associated with the human-induced activity [32]. Because there 
is a high correlation between vegetation and climate factors [85–88]. 

4 Results 

4.1 Meteorological Data Time Series Analysis 

Estimation of annual mean air temperature and annual total precipitation from CRU-
TS data related to entire Mongolia has been made by a zonal and local statistics 
approach. The 1961–1989 period is used as the base year for the calculation of 
temperature and precipitation anomalies. The result of the study showed that between 
1990 and 2019, air temperature over Mongolian territory has increased by 1.8 °C 
compared to the annual mean air temperature of the period 1961–1990 (Fig. 2). 
The trend of 1961–2019s illustrated that the annual mean air temperature has been 
gradually increased demonstrating significant fluctuation (Fig. 3 (left)). Over the past 
58 years, the annual mean temperature was at its highest in 2007, reaching 2.3 °C, 
and the lowest in 1984, and decreased by −1.5 °C (Fig. 3 (left)). Air temperature 
anomaly results showed that the years of 1964, 1968, 1969, 1970, 1974, 1981, 1984, 
1985, and 2012 were cold and temperature anomalies exceeded −0.5 °C (Fig. 3 
(right)). However, the years of 1979, 1980, 1995, 1997–1999, 2002, 2004, 2006– 
2008, 2013–2015, and 2017–2019 were warm and temperature anomalies exceeded 
1.0 °C (Fig. 3 (right)).

Between 1990 and 2019, the annual total precipitation over Mongolia had 
decreased from 714 to 640 mm (Fig. 4). However, annual total precipitation has
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Fig. 2 Annual mean air temperature, °C: (left) for period 1961–1989, (right) for period 1990–2019 

Fig. 3 (Left) Yearly mean air temperature from 1981 to 2019, (right) Yearly average air temperature 
anomaly

greatly fluctuated since 1961 (Fig. 5 (left)). From the long-term trend (i.e. 1961– 
2019), it is seen that annual total precipitation has been gradually increasing (Fig. 5 
(left)). Over the past 58 years, annual total precipitation was at its highest in 1990, 
reaching 284.2 mm, and lowest in 1980, and dropped to 159.2 mm (Fig. 5 (left)). 

The annual total precipitation anomaly results showed that the years of 1964, 1984, 
1990, 1993, 1994, 1998, 2003, 2013, 2016, and 2018 were wet, and precipitation 
anomalies fluctuated from 42.2 mm to 75.5 mm. In contrast, the years of 1965, 1968, 
1972, 1978, 1980, 2002, 2004, and 2017 were driest and precipitation anomalies 
ranged from −23.2 mm to −49.5 mm (Fig. 5 (right)).

Fig. 4 Annual total precipitation, mm: (left) for period 1961–1989, (right) for period 1990–2019
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Fig. 5 (Left) Yearly total precipitation from 1961 to 2019, (right) Yearly precipitation anomaly

4.2 Land Cover Classification Derived from Landsat Data 

Land is a valuable resource for food, energy, and many other vital goods that are 
demanded to meet human and animal needs [89]. LC information is also vitally 
important in land management, nature conservation, food security, and many others. 
In addition, the LC change affects surface characteristics, climate change, ecosystem 
services [90, 91], energy balance, and biogeochemical cycles [92]. In the present 
study, for the LC classification, 216 scenes of Landsat TM, OLI imageries from 
May to September in 1990 and 2019 with a spatial resolution of 30 m have been 
used. For the actual analysis, six spectral bands were used. We focused on 11 LC 
classes defined by the FROM-GLC version 2 classification system. However, we 
revised some classes based on the main characteristics of the Mongolian landscape, 
and vegetation coverage. Also, we considered the suggestions made in the previous 
studies [50, 93–95]. For instance, vegetation coverage, grassland was divided into 
two types such as meadow steppe and steppe. Barren land was also divided into 
sand and broken areas by mining activity. The final LC classification scheme used 
in this study is shown in Table 2, and Fig. 6. The validation sample points have 
been obtained from the FROM-GLC (http://data.ess.tsinghua.edu.cn/), and Google 
high-resolution images. After the radiometric and atmospheric corrections, we used 
a random forest (RF) classifier for the LC mapping [96]. There were 500 trees with 
out-of-bag (OOB) error. The variables per splits were set to 0.

The result indicated that between 1990 and 2019, forest, steppe, dry steppe, 
and cropland were decreased by 4135 × 103 pixels, 4747 × 103 pixels, 19,659 
× 103 pixels, 9925 × 103 pixels, respectively (Table 3). In contrast, meadow steppe, 
wetland, sand land, broken area, urban land, water were increased by 32,916 × 103 
pixels, 29 × 103 pixels, 3320 × 103 pixels, 1570 × 103 pixels, 561 × 103 pixels, 
and 120 × 103 pixels, respectively (Table 3).

http://data.ess.tsinghua.edu.cn/
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Table 2 The land cover type 

Level 1 Level 2 Level 3 Description 

LC type Code LC type Code LC type Code 

Forest 1 – – – – All type of forest 

Cropland 2 – – – – All type of fallow and 
sown area 

Grassland 3 Meadow steppe 31 Steppe 32 There are includes two 
type of steppe: meadow 
steppe (vegetation 
coverage (VC) > 50%), 
steppe (VC 25–50%) 

Shrub land 4 Dry steppe 41 – – Where land is sparsely 
vegetated and largely 
barren (VC < 25%) 

Wetland 5 – – – – All types of wetland 

Water 6 – – – – Fresh and salt water 
lake, ephemeral lake, 
and pond 

Urban land 7 – – – – Town and rural 
settlement area 

Barren land 8 Sand 81 Mining 82 Sand or sand dunes; 
broken area by mining 
activity 

Fig. 6 LULC maps in 1990 and 2019 derived from Landsat TM, OLI imagery applying an RF 
classifier with 303 training samples

4.3 Change Detection Analysis 

4.3.1 Analysis of MODIS and GIMMS NDVI Time Series for Detection 
of Land Degradation 

Over the years, satellite (e.g. Landsat at 30 m, MODIS at 250 m, and AVHRR at 1 km 
resolution) data-based NDVIs have been widely used for land degradation assessment 
[32]. One of the most popular practices of NDVI applications in the assessment and 
monitoring of land degradation could be the analysis of time-series remotely sensed
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NDVI. The positive trend of NDVI represents the areas of vegetation recovery, and 
the negative trend is represents human induced degradation of vegetation cover. For 
detecting anthropogenic and environmental degradation, Mongolia used the Trend 
and BFAST analysis methods derived from MODIS and GIMMS NDVI time series 
for the period 1990–2019. The trend analysis summarized patterns over the period 
in the data to show the trend of change and could be applied to examine ambiguities 
in different period points and relations with other factors [97]. 

The slope of the line can be applied to figure out the direction of vegetation 
variation, and the strength of variation from the steepness of the trend line [32]. 
Therefore, we have estimated the linear regression slope values for trends using 
GIMMS and MODIS NDVI products from 1990 to 2019 (Fig. 7). Estimated trend 
significance values derived from GIMMS and MODIS NDVI from 1990 to 2019 
are shown in Fig. 8. The trend analysis result showed that the positive trends are 
observed in the central, north, and northeastern Mongolia increased from the north 
to the northeast (Fig. 7). On the other hand, negative trends are observed in southern 
Mongolia and in all areas of the west, some forested areas in the north and northeast, 
as well as grassland areas in the east and around Ulaanbaatar (Fig. 7). Especially in 
the northwest and south parts of Mongolia, the land is also sparsely vegetated. In 
order to illustrate the significance of the trend, we used Sen’s slope method. Figure 8 
shows, high-density vegetated areas were not significant, for instance, in the northern 
and northeastern parts of Mongolia. However, contrasting trends could balance out, 
so it is significant to ensure that hypothesis for the determining the linear trend is 
met for each analysis [32]. BFAST algorithm is more powerful to determine changes 
of trend [70]. 

This algorithm integrates a decomposition model of time series components (i.e.., 
trend components, seasonality components, and residual components) with an iter-
ation of the algorithm to determine breakpoints applying methods of the structural 
change [35]. In other words, the algorithm iteratively calculates the number change

Fig. 7 The trend of slope value of linear regression estimated from GIMMS and MODIS NDVI 
for the period 1990–2019
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Fig. 8 The trend of slope value of significant linear regression estimated from GIMMS and MODIS 
NDVI for the period 1990–2019

and time, and features of change by their amplitude and direction [50]. For detection 
of the trend, seasonal, and remainder components, both gradual and abrupt changes 
of time series monthly NDVI (MODIS of 2002–2019 and GIMMS of 1981–2013), 
we used the BFAST algorithm. 

As could be seen from the BFAST analysis (see Fig. 9a–f), the areas of positive 
and negative NDVI trends are strongly related to land cover change. Validation of 
smaller, more localized NDVI trends can be done with the fine-resolution satellite 
imagery. By the use of the NDVI time series analysis and BFAST algorithm, we 
detected negative trends in the areas with forest fire, deforestation, mining activities, 
and urban expansion.

4.3.2 Analysis of MODIS and GIMMS NDVI Time Series for Drought 
Detection 

Drought is a complicated process having an impact on human life [82, 98, 99]. The 
United Nations Office for Outer Space Affairs (UNOOSA) depicted four types of 
droughts, including meteorological, hydrological, agricultural, and socio-economic 
[100]. In Mongolia, several researchers [72, 101–104] have used various RS-based 
drought indices for detecting and monitoring the drought at different success levels. 
The previous studies have shown that NDVI could be widely used to detect and inves-
tigate meteorological, hydrological, and agricultural droughts globally. For detecting 
drought, we computed the NDVI anomaly from MODIS and GIMMS NDVI time 
series data for the period 2002–2019 (Fig. 10) and 1982–2013 (Fig. 11), respectively. 
The results of the study showed that the years of 1985, 1993, 1994, 1997, 2000–2002, 
2004–2007, 2009, and 2017 could very well detect the droughts during the growing 
season for the period 1982–2019 (Fig. 12).
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Fig. 9 a Forest to barren land by mining activity (Latitude: 49.640, Longitude: 107.721). Here, 
fitted components of trend, seasonal, and the remainder (evaluated noise) for the time series monthly 
NDVI of MODIS (left above) and GIMMS (left below). The abrupt change was observed in the 
trend component of the NDVI time series (right above and below). The grey, black, red, and blue 
lines were represented a primary NDVI curve, fitted NDVI curve, direction and magnitude of 
abrupt change, and trend for before and after the change, respectively. b Forest to grassland by 
fire (Latitude: 49.124, Longitude: 112.061). Explanations are found in (a). c Grassland (vegetation 
coverage > 50%) to forest (Latitude: 50.167, Longitude: 106.498). Explanations are found in (a). 
d Grassland (vegetation coverage > 50%) to cropland (Latitude: 49.415, Longitude: 105.628). 
Explanations are found in (a). e Grassland (vegetation coverage 25–50%) to barren land (Latitude: 
48.423, Longitude: 104.529). Explanations are found in (a). f Grassland (vegetation coverage < 
25%) to urbanland (Latitude: 43.040, Longitude: 106.84). Explanations are found in (a)

4.3.3 Land Degradation Induced by Human Factors 

If the important climate influence can be eliminated from long-term trends of NDVI, 
human-induced land degradation might be discriminate against [86]. As it is known, 
the RESTREND method is widely used to eliminate factors from the vegetation 
trend [43]. The method is focused on the assumption that considers the relation-
ship between vegetation production and climate factors [105]. Anthropogenic land 
degradation is separated from climate driven one [106]. In order to detect climate 
factors impact, examined the RESTREND includes regressing NDVI from precip-
itation (P), temperature (Ta), and potential evapotranspiration (PET) for the period 
1982–2019, and then calculated the residuals or difference between observed and 
predicted NDVIs. Firstly, seven statistical models have been created to study the 
relationship between the response and 3 predictor variables (Table 4).
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Fig. 9 (continued) 

Fig. 9 (continued)
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Fig. 9 (continued) 

Fig. 9 (continued)
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Fig. 9 (continued)

RF and Partial Least Square (PLS) models were used to predict NDVIs using 
temperature, precipitation, and potential evapotranspiration. The RF is a non-linear 
machine learning approach while the PLS is a classical linear regression model [107]. 
For the analysis, response and predictor variables were extracted from the full image 
(n = 74,988 pixels). The study results showed that vegetation production or NDVI 
is positively correlated with three climate variables (Table 5). The results of the 
previous studies [106] and our result indicated that NDVI is strongly correlated with 
precipitation compared to the temperature. Moreover, a number of researchers stated 
that precipitation is a major climate factor of vegetation production especially in 
semi-arid and arid regions [108, 109]. Therefore, we used precipitation to estimate 
predictor NDVI (Fig. 13).

This study used various statistical approaches and multi-sources RS products 
and imageries. From the data analysis, we generated two kinds of land degradation 
maps. The first map shows a strongly degraded area, evaluated from the MODIS 
and GIMMS NDVI time series for the period 1990–2019, using trend, BFAST, 
and RESTREND methods (Fig. 14). The second map illustrates a human-induced 
degraded area, generated from the Landsat OLI imagery, Google Earth map, and 
vector data. The vector data was obtained from the environmental geo-database of 
Mongolia (Fig. 15).
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Fig. 10 Spatial distribution map of drought based on MODIS NDVI anomaly during the growing 
season (May–September) for period 2002–2019

5 Discussions 

Since the 1990s, the assessment of Mongolia’s land degradation and desertification 
process has been done four times [110]. The first assessment of the state of land degra-
dation and desertification have done between 1992 and 1996. At that time, researchers 
have used the Turkmen Institute of Desert study methodology, and the result showed 
that 44.7% of the total territory affected desertification. The second, third, and fourth
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Fig. 11 Spatial distribution map of drought based on GIMMS NDVI anomaly during the growing 
season (May–September) for period 1982–2013 

Fig. 12 The combined result of MODIS and GIMMS NDVI anomaly during the growing season 
(May–September) for period 1982–2019
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Table 4 The seven models were created to study the relations between the independent variable 
and 3 dependent variables. Nvar indicates the number of predictor variables in each group 

Acronym Variables Nvar 

Group 1 G1 Temperature (temp) 1 

Group 2 G2 Precipitation (prec) 1 

Group 3 G3 Potential evapotranspiration (PET) 1 

Group 4 G4 Temperature and precipitation 2 

Group 5 G5 Temperature and potential evapotranspiration 2 

Group 6 G6 Precipitation and potential evapotranspiration 2 

Group 7 G7 Temperature, precipitation, and evapotranspiration 3

Table 5 Modeling results obtained using RF and PLS regression 

n RF model PLS model Formula (by PLS) 

R2 RMSE R2 RMSE 

Group 1 74,988 0.435 0.105 0.201 0.136 0.164 + 0.005*temp 

Group 2 74,988 0.970 0.015 0.667 0.088 0.068 + 0.006*prec 
Group 3 74,988 0.413 0.109 0.121 0.142 0.103 + 0.027*PET 
Group 4 74,988 0.451 0.097 0.243 0.132 0.060–0.001*temp + 

0.007*prec 

Group 5 74,988 0.905 0.019 0.677 0.086 0.269 + 
0.011*temp-0.046*PET 

Group 6 74,988 0.962 0.012 0.695 0.084 0.094 + 
0.007*prec-0.016*PET 

Group 7 74,988 0.959 0.013 0.710 0.082 0.156 + 0.004*temp + 
0.007*prec-0.041*PET 

Fig. 13 Residual value or difference between measured and estimated NDVI for 1990–2019 using 
RF regression model with group 2
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Fig. 14 Estimated strongly degraded area from MODIS and GIMMS NDVI time series for period 
1990–2019 using trend, BFAST, and RESTREND analysis methods 

Fig. 15 Generated strongly degraded area by human activity from Landsat OLI imagery, Google 
earth map, and environmental geo-database of Mongolia

nation-wide assessment was done in 2000, 2006, and 2010 when using FAO method-
ology, MEDALLUS approach, and LADA methodology. These studies concluded 
that drylands are strongly susceptible to degradation. Moreover, several studies have 
been implemented over the past period relevant to environmental change and land 
degradation in Mongolia. For instance, Mandakh et al. [110] developed criteria for 
assessing Mongolia’s land degradation and desertification process. These researchers 
selected 5 criteria such as aridity (Mezentsev’s humidity coefficient), wind erosion 
(RUSLE model), water erosion (WEQ model), vegetation (Mann–Kendall trend anal-
ysis of MODIS NDVI time series), and livestock density. Their study results showed 
that 77.8% of the total territory of Mongolia affected degradation which of 6.7%
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severely, and 9.9% extremely degraded. They concluded that the main factors of land 
degradation and desertification are drought/aridity, wind erosion, increased livestock 
density, and raised centralization. Hilker et al. [111] determined Mongolian land 
degradation by NDVI. Decline in NDVI to explain with air temperature, precipita-
tion, and livestock density. The study showed that the Mongolian steppe has strongly 
degraded, and attributed to an increase in livestock. Eckert et al. [50] to assess land 
degradation in Mongolia used the NDVI time series. The result showed that the 
linear slope value for the trend NDVI time series is suitable for detecting Mongolia’s 
land degradation process. However, these researchers mentioned their next study will 
focus on the BFAST algorithm. Our study used 3 different methods, including RF 
classification, linear regression, and BFAST algorithm. This study result showed that 
the BFAST algorithm was more effective compared to trend analysis. 

6 Conclusions 

Our research focused on detecting land degradation and environmental change using 
time series of environmental variables and machine learning techniques. For detecting 
land degradation and environmental change, we have investigated several factor 
impacts: (1) climate factor impact on land degradation and environmental change, 
(2) impact of land cover change on land degradation and environmental change, 
(3) impact of vegetation index on land degradation and environmental change, (4) 
impact of drought on land degradation and environmental change. As the data anal-
ysis techniques, the Random Forest (RF) classifier, Ordinary Least Square (OLS), 
and Partial Least Square (PLS) regressions, Break for Additive Season and Trend 
(BFAST) algorithm, Sen’s slope and Restrend method were applied. 

• The meteorological time series analysis showed that between 1990 and 2019, air 
temperature over Mongolian territory has increased by 1.8 °C, while annual total 
precipitation over Mongolia had decreased from 714 to 640 mm. The production 
of soil organic matter has impacted growing temperature and declining precip-
itation over Mongolia. Loss of soil organic matter is impacted extremely land 
bio-potential as a result of increasing erosion of wind and water. 

• The land cover analysis indicated that between 1990 and 2019, forest, steppe, dry 
steppe, and cropland were decreased. In contrast, the meadow steppe, wetland, 
sand land, broken area, urban land, and water were increased. The land cover 
change affects different types of emissions as a greenhouse gas. Changed land is 
also directly affected the potential of carbon sequestration. 

• To detect vegetation impact on land degradation and environmental change, we 
used multi-temporal MODIS 16-day composite and GIMMS 15-day composite 
NDVI time series for 2002–2019 and 1982–2013. The time series data were 
analyzed for the trends using the linear regression, Sen’s slope, BFAST algorithm, 
and RESTREND analysis methods. The results indicated that positive trends were 
observed in Mongolia’s central, northern, and northeastern parts. In contrast, the
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negative trends were detected in all areas of the west, southern region, forested 
areas in the north and east, around the Ulaanbaatar city, and in the grassland area 
of eastern Mongolia. As could be seen from the analysis, the observed trends 
were not significant in the high density vegetated areas (e.g. north and northeast 
of the country). Moreover, the study revealed that negative and positive trends of 
the NDVI were strongly related to the land cover changes. Validation of NDVI 
trends could be done with the assistance of fine-resolution satellite imageries. As 
seen, the negative trends or changes occurred due to such influencing factors as 
forest fire, forest pests, deforestation, overgrazing, mining activities, and urban 
expansion. Generaly, the trend analysis result showed that negative and positive 
trends of time series NDVI were strongly related to land cover change. 

• The drought detection analysis showed that the years 1993, 1994, 1997, 2000– 
2002, 2004–2007, 2009, and 2017 could very well detect the droughts during 
the growing season for the period 1990–2019. Drought is a short-term process 
however, the frequency of drought has extremely influenced by land degradation. 

7 Recommendations 

In order to obtain more reliable information on the process of land degradation 
in Mongolia linking remote sensing data, field-measured data and advanced statis-
tical methods. Environmental change and land degradation coverage all the natural 
processes and affect each ecosystem service, therefore, we recommended following 
an ecosystem-focused approach. 
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Abstract The combination of GIS and multicriteria decision analysis approach was 
applied for assessment of land degradation vulnerability in Zakho District in 
Kurdistan Region of Iraq. First, a literature review was conducted to select effective 
parameters related to land degradation vulnerability. Three main groups of param-
eters, including physical, chemical, and socio-economic, were defined as effective 
criteria. The selected parameters were land use/land cover, slope, soil erosion rate, 
soil salinity, soil sodicity, soil organic carbon, soil acidity, and population density. The 
data were acquired from several sources, and the maps of the parameters were created 
in ArcGIS 10.3 version. The maps were standardized and adjusted in similar units and 
then aggregated using a weighted overlay method to show the spatial pattern of land 
degradation risk in the study area. The result indicated that only 7% be susceptible 
in the study area, while 50 and 43% were categorized as low and moderate levels, 
respectively. The land degradation risk is mainly due to natural factors such as slope 
and soil erosion. The result of this research could be useful for national organizations 
and agencies for sustainable land use planning and land management.
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1 Introduction 

Land degradation is a worldwide environmental issue, happening in a short to long 
trend with an alarming rate that might worsen without proper emergent measures 
[1]. Land degradation influences human beings through food insecurity, decreased 
land fertility, climate change, and the threat to ecosystem services [2]. It also poses 
significant threats to the biodiversity and ecological health of grasslands, shrubs, and 
savannas [3]. Globally, nearly one-quarter of the total land area has been degraded, 
affecting about 3.2 billion inhabitants, especially in rural societies and poor countries 
[2]. As a result, land degradation seriously affects the ecosystem, economy, society, 
and human health [4]. 

Both natural hazards and anthropogenic factors contribute to land degradation. 
Natural hazards or phenomena are the conditions of the physical environment that 
cause a high degradation occurrence [1, 5]. Erosion and land degradation occur 
quickly in arid areas when exposed to seasonal or temporary storms [3]. Also, areas 
with steep slopes are subject to severe erosion, mainly when cultivated in the slope 
direction. Lack of vegetation can provide a good condition for land degradation since 
vegetation act as a physical barrier to erosion forces [6]. 

Furthermore, anthropogenic activities and land-use changes cause substantial soil 
erosion and land degradation [7]. Traditional agriculture, especially in low crop 
yields, cause consuming nutrients and soil organic matter that might increase land 
degradation [4]. Excessive pesticides represented soil degradation because microbial 
communities are responsible for soil fertility and nutrient element cycles [8]. Over-
grazing directly decreases the quantity and quality of the vegetation cover, leading 
to an increase in soil erosion [9, 10]. Additionally, there is a strong relationship 
between land degradation and socio-economic and cultural situation [11, 12]. Direct 
dependence on the livelihood of rural communities on natural resources has caused 
degradation [9]. Some studies also highlighted that wars and armed conflicts directly 
turn in lands through physical damage and its significant effect on land uses and land 
degradation [13]. 

The evaluation of land degradation state depend on various characteristics such 
as soil features, climate condition, land use types, physiography, and socioeconomic 
properties [14]. The remote sensing (RS) and geographic information systems (GIS) 
are very helpful techniques to understand the state of land degradation and monitor 
its trends [15]. RS and GIS techniques have widely been used for different envi-
ronmental studies such as land use/cover change detection [16–20] and land degra-
dation and drought monitoring [e.g., 14, 21–26]. However, in the analysis of land 
degradation various effective parameters should be considered. Multicriteria deci-
sion analysis (MCDA) is a common approach used to facilitate the consideration of 
multiple criteria by decision-makers to make the best possible decision [27]. MCDA
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has effectively been integrated with GIS and applied in various environmental studies 
[14, 28–35] but a few studies used GIS-MCDA to evaluate land degradation risks. 

This study aims to evaluate land degradation vulnerability and identify vulner-
able zones in the Zakho district in the Kurdistan Region of Iraq using GIS, RS, 
and multicriteria decision analysis approach. Various physical and socio-economic 
criteria were used to assess vulnerability of land degradation in the study area. The 
case study, methods, results, discussion, and conclusion are explained in detail in the 
following sections. 

2 Material and Methods 

2.1 Case Study 

The case study is Zakho district located in Duhok province in the Kurdistan Region 
of Iraq. Zakho is located in the north of Iraq and is suited approximately between 
latitudes 36° 18' 12.64''–37° 20' 33.55'' N, and longitudes 42° 20' 25.36''–44° 17' 
40.50'' E. Its elevation ranges between 430 and 2500 m above the sea level. This 
district covers an area of 1452 km2. Turkey surrounds it from the north, Syria from 
the west, Semel and Duhok districts from the south, and Amedi district from the east 
(Fig. 1). The climate of this region is hot and dry summers and mild winters [36]. 
The annual averages rainfall has been recorded at 600 mm and the winter months 
have the highest precipitation. The annual temperature varies from 3 to 42 °C.

Land degradation vulnerability in the study area was assessed using the multicri-
teria decision analysis (MCDA) approach combined with GIS and remote sensing 
techniques. The MCDA involves various steps: aim definition, criteria determination, 
map standardization, criteria weighting, map aggregation, and final decision-making. 
According to previous studies, various factors were defined [1, 11, 14, 22, 37–39], 
availability of the data, expert opinions, and features of the study area. The selected 
factors were categorized into three main groups: physical indicators, chemical indi-
cators, and socioeconomic indicators (Fig. 2). The environmental indicators include 
land use, slope, and soil erosion. The chemical indicators used in this study were 
organic matter, acidity, salinity, and soil sodicity. The socio-economic indicators 
represent the cause of land degradation due to human pressures and activities. Such 
causes as population, income level, lifestyle, culture, and infrastructure can poten-
tially contribute to degradation risk. Due to the absence of spatial data, we used 
only population density as an influential and essential factor for the socio-economic 
criteria.
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Fig. 1 a Map of Iraq, b Map of Duhok Province, c Map of the study area (Zakho)

2.2 Data Collection and Preparation 

The data used were collected from various sources such as satellite imagery, field 
study, Directorate of Regional Statistics of Duhok, Ministry of Planning, National 
Meteorology Agency of Kurdistan Region, and College of Agriculture of the Univer-
sity of Duhok. The data were acquired and the spatial layers were created in the 
ArcGIS 10.3. All maps were classified into 5 levels from level 1 to level 5 means 
class 1 indicates low vulnerability, and class 5 represents a very high vulnerability for 
land degradation. The following sections describe data collection, data preparation, 
and classification.
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Fig. 2 Hierarchical structure of land degradation vulnerability in our study

2.2.1 Physical Indicators 

• Land Use/Land Cover (LULC) 

Sentinel-2 level 1-C data acquired on 14 August 2019 was used to prepare the 
LULC map. It was scaled to the top of the atmosphere (TOA) level, including 
orthorectification and spatial registration on a global reference system [40]. The 
image was resampled to 10 m spatial resolution using the nearest neighbor method. 
Finally, the study area is obtained through subsetting. The next step was to classify 
the image as we used K-Means Cluster Analysis as an unsupervised land classifi-
cation. K-Means Cluster Analysis was performed by a false-color composite map 
and applied to all bands where the image is classified into six types of LULC. They 
are Built-up areas, Forest, Agriculture, Water, Soil, and Rock. Then, accuracy of 
the image was assessed and classified image as a raster was converted to a vector 
to prepare LULC map. 

• Soil erosion 

Revised Universal Soil Loss Equation (RUSLE) model was used to estimate soil 
erosion loss. RUSLE is one of the commonly-used methods of soil erosion esti-
mation that calculates the rate of soil loss based on the rainfall, topography and 
slope, vegetation cover, soil parameters, and conservation practice. The formula 
of RUSLE is given as following. 

A = R × K × L × S × C × P (1)
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A: annual soil erosion 
R: rainfall erositivity 
K: soil erodibility 
LS: slope length and stepness 
C: land use/cover 
P: management practices 

• Rainfall erosivity factor (R) 

Rainfall has a direct relationship with soil erosion. Monthly rainfall data for 
12 years (2002–2014) were analyzed and the spatial map of average annual precip-
itation (P) in the study area was estimated using interpolation methods. Modified 
Fournier Index (MFI) based on Eq. 2 [41] was used to calculate R factor. 

MFI = 1/N 
Σn 

J =1 

Pi  j2 

P j  
. (2) 

Pij is mean monthly rainfall (mm); Pj is mean annual rainfall (mm); N is 
numbers of years 

R = 
0.07397MFI1.847 

17.02 
if MF  I  < 55 (3) 

R = 
95.77 − 6.081MFI + 0.477MFI 

17.02 
if MF  I  ≥ 55 (4) 

• Soil erodibility factor (K) 

K factor describes the influence of soil properties on soil loss [42]. The statistical 
data of these parameters are from the College of Agricultural at the University 
of Duhok. They included 5 sampling points within the study area. The values of 
the parameters were put into ArcGIS, and the point sources were converted to a 
polygon. The K was estimated based on the Eq. 4 [42]. 

K =
⎧
0.2 + 0.3exp 

[ 
−0.0256SAN  

1 − SI  L  
100 

]⎫
+ SI  L  

CL  A  + SI  L  
0.3 

∗ 
( 
1.0 − 0.25C 

C + exp(3.72 − 2.95C) 

)( 
1.0 − 0.7SN  I  

SN  I  + exp(−5.51 + 22.9SN  I  ) 

) 
(5) 

Fraction of sand (SAN), silt (SIL), clay (CLA), soil organic carbon content 
(C). 

• Land cover and land use factor (C) 

The C factor represents the effect of land-use types on soil erosion. It was prepared 
based on the LULC map of the study area.
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• Topographic factor (LS) 

Length (L) and slope steepness (S) factors describe the topographic factors. The 
overland flow velocity can be increased if the slope increases, leading to a higher 
soil erosion rate. The L and S factors were extracted from the DEM layer. The 
surface analysis was used in GIS to calculate slope percent and degree layers from 
DEM. The DEM was obtained from ASTER data (ASTER-GDEM 2013). ASTER 
Global Digital Elevation Model (GDEM). Retrieved August 15, 2018, from Global 
Data Explorer [43]. The Shuttle Radar Topography Mission. Retrieved May 10, 
2013, from http://gdex.cr.usgs.gov/gdex/. 

The LS factor was estimated based on the equation presented by Renard et al. 
[41]. 

L = 
( 

λ 
22.13 

) 
× m (6) 

λ; the slope length and m; an adjustable slope length exponent. 

m = β 
1 + β 

β = sin 
( 

θ 
0.0896 

) 

3.0(sinθ )0.8 + 0.56 
(7) 

• Conservation practices factor (P) 

In the study area, no significant conservation practices to minimize soil erosion 
are implemented; thus, a value of 1 was assigned for this factor. 

• Estimation of soil erosion 

All maps were prepared in raster grid layers and transformed into similar reference 
systems (Zone 38 UTM) and resolution (30 m grid) in the ArcGIS10.6. To estimate 
the rate of soil erosion in the study area, the maps were integrated. The highest 
susceptibility areas are given the highest rate, and the minimum rate is given to 
the lowest susceptible feature. 

2.2.2 Chemical Indicators 

Undesirable changes in soil chemicals behavior that decrease soil quality represent 
chemical degradation [44]. The most important indicators of chemical degradation 
vulnerability are losses of organic matter, acidity, sodicity, and salinity; thus, these 
parameters were analyzed for the chemical land degradation index. These parameters’ 
information was obtained from the College of Agriculture at the University of Duhok, 
Iraq.

• Organic matter

http://gdex.cr.usgs.gov/gdex/
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Table 1 Organic matter 
classes and risks to land 
degradation [3] 

Organic matter Density Risk class 

0–1 Very low density Very high 

1–3 Low density High 

3–10 Moderate density Moderate 

>10 High density Low 

Organic matter includes the soil’s living and dead organic materials and has an 
important impact on the soil function. Continuous cultivation areas may lead 
to the loss of organic matter, resulting in a decrease in soil fertility [44]. Soil 
organic matter can be estimated from organic carbon. It can be calculated using 
the following equation (Combs and Nathan 1998).

Percentage of organic matter = Percentage of total organic carbon × 1.72 
(8) 

The values of organic matter were added into ArcGIS and the point sources 
were converted to polygon sources using interpolation methods. The map was 
classified into four classes according to FOA. Table 1 shows the defined classes 
that are 0–1, 1–3, 3–10, and greater than 10, representing very low, low, moderate, 
and high soil organic matter, respectively. 

• Soil salinity 

Soil salinity describes soils based on their soluble salt content. Salinity may occur 
in different climatic conditions. In arid areas, salinity is mainly a result of water 
shortage and a high evapotranspiration rate [1]. However, in humid areas, the 
increase in groundwater table due to excessive discharge from uncontrolled irri-
gation activities or poor drainage conditions may lead to salinity. The rate of 
salinity can be determined by electrical conductivity (EC) measurements. The 
values of EC were put into ArcGIS and the point data were converted to polygon 
surface using geostatistical methods. The map was reclassified based on the value 
ranges given in Table 2 to prepare the rate of soil salinity for land degradation in 
the study area. 

Table 2 Soil salinity classes 
and risks to land degradation 
[3] 

Electrical conductivity 
(dS/m) 

Soil salinity class Risk class 

0–2 Non-saline Very low 

2–4 Slightly saline Low 

4–8 Moderately saline Moderate 

8–16 Strongly saline High 

>16 Very strongly saline Very high
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Table 3 Soil acidity classes 
and risk to land degradation  
[3] 

Soil pH Description Risk class 

<5.5 Acid soils High 

5.5–6.7 Slightly acid soils Low 

6.7–7.3 Neutral soils Very low 

7.3–7.8 Slightly alkaline soils Medium 

>7.8 Very alkaline soils High 

Table 4 Exchangeable 
sodium percentage (ESP) and 
sodicity hazard [3] 

ESP Percentage Risk class 

Low <15 None to slight 

Moderate 15–30 Light to moderate 

High 30–50 Moderate to high 

Very high >50 High to very high 

• Soil acidity 

Soil acidity is another important indicator of chemical soil degradation. The 
human-made or natural factors may cause soil acidity, resulting in deficiency 
or unavailability of essential nutrients and may cause a reduction in crop produc-
tivity and increases dependency on chemical fertilizers [44, 45]. Based on the pH 
the acidity of soil can be measured. The state of acidity in our study was calcu-
lated from the pH values, and the values were put into ArcGIS, and the point data 
were converted to polygon surface using interpolation methods. The acidity map 
has been classified based on the class ranges of FAO used to classify soil acidity 
(Table 3). 

• Soil sodicity 

Sodicity represents the amount of sodium in the soil. In the current study, the 
exchangeable sodium percentage (ESP) value were put into ArcGIS, and the 
point data were converted to polygon surface using interpolation methods. The 
sodicity map has been classified into four levels, as Table 4. 

2.2.3 Socio-economic Indicator 

• Population Density 

Population density intensifies the pressure of humans on land resources and thus is a 
main factor in land degradation vulnerability. The study area’s population information 
was obtained from the Directorate of Regional Statistics of Duhok. The population 
density was calculated by population number divided into the area. The spatial distri-
bution of the population density was prepared and reclassified to a scale of 1 to 5,
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Table 5 AHP scales [27] Intensity of importance Description 

1 Equal importance 

2 Equal to average importance 

3 Average importance 

4 Average to strong importance 

5 Strong importance 

6 Strong to very strong importance 

7 Very strong importance 

8 Very strong or super-strong 
importance 

9 Super strong importance 

Source Saaty [46] 

indicating very low to very high density. In the areas of high rate population density, 
the pressure on the land resources is high; therefore, land vulnerability degradation 
is considered as high. 

2.3 Weighting Criteria 

Since the importance of the criteria in a specific aim differs from others, it is necessary 
to make a comparison between factors and determine the weight of each factor. 
Weight represents the importance or significance of the criteria for other criteria. 
Ranking, rating, and analytical hierarchy process (AHP) are the three most widely 
used weighting methods [27]. In this study, we used AHP to determine the relative 
importance or weight of the criteria. AHP has been developed by Saaty [46] and is 
a pairwise comparison comparing two criteria at one time based on the scale (Table 
5). In AHP, a scale of values ranging from 1 to 9 is defined, in which 9 represents 
the most important and 1 represents the least important. 

2.4 Aggregating Criteria 

In the final step, all prepared maps were aggregated. First, physical indicators 
maps (LULC, slope, and soil erosion) were aggregated and physical land degrada-
tion vulnerability maps were obtained. Then, chemical parameters maps, including 
organic matter, salinity, acidity, and sodicity, were aggregated and the chemical land 
degradation vulnerability was created. Finally, three maps of physical land degra-
dation, chemical land degradation, and population density were combined using the
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Table 6 Pairwise 
comparison matrix for 
biophysical land degradation 
indicators 

Criteria Sub-criteria Weights 

Biophysical indicators 0.70 Soil erosion 0.55 

Slope 0.25 

LULC 0.20 

Chemical indicators 0.30 Organic matter 0.45 

Salinity 0.20 

Acidity 0.20 

Sodicity 0.15 

weighted overlay method. Each map was multiplied by its weight in the overlay 
process. 

3 Results and Discussion 

3.1 Physical Land Degradation Vulnerability 

The weights of the three physical indicators, including LULC, soil erosion, and slope, 
were derived through the weighting process and the obtained weights are presented in 
Table 6. Soil erosion is considered the most important factor in physical degradation 
vulnerability. The maps of soil erosion, slope, and LULC were prepared and shown 
in Fig. 3. These maps were then combined by considering their weights for the 
result of physical degradation vulnerability. The spatial distribution of physical land 
degradation vulnerability is shown in Fig. 4. The result shows that 60% of the study 
area has low risk, and a small portion of the study area has a high level of risk.

3.2 Chemical Degradation Vulnerability 

The weights of the chemical degradation indicators are shown in Table 6. As can 
be seen, organic matter, salinity, acidity, and sodicity were assigned as the most 
to least important factors, respectively. These maps of chemical indicators (Fig. 5) 
were aggregated to show the chemical degradation vulnerability in the study area. 
The spatial distribution of chemical land degradation is shown in Fig. 6.
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Fig. 3 a LULC cover, b slope, and c soil erosion maps of Zakho district 

Fig. 4 Physical land degradation vulnerability in Zakho district
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Fig. 5 a Spatial distribution of organic matter, b salinity, c acidity, and d sodicity in Zakho district 

Fig. 6 Chemical land degradation vulnerability in Zakho district
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3.3 Land Degradation Vulnerability 

By considering the weight of the biophysical vulnerability, chemical vulnerability, 
and reclassified population density indicators (Fig. 7), these three maps were inte-
grated to show the spatial distribution of land degradation vulnerability in the study 
area. Based on the weighting, physical degradation vulnerability is the most impor-
tant index with a weight of 0.5. The chemical degradation index and reclassified 
population density were assigned the second and third priorities with 0.30 and 0.20, 
respectively. The final map that represents the land degradation vulnerability is shown 
in Fig. 8. The final map was classified into three levels of risk; low, moderate, and 
high vulnerability. According to the result, approximately 50% of the study area is 
low vulnerable to land degradation, while the vulnerability of the 7% is high. Also, 
43% of the district falls in the moderate land degradation vulnerability class. 

The figure shows that the moderate and high risk is mostly found in the north-
eastern, western, and southwestern parts of the study area. The higher weight was 
assigned to physical indicators, including LULC, slope, and soil erosion. Therefore, 
these indices play an essential role in land degradation assessment. The low risks 
of soil erosion, dense forest, and dense vegetation cover decrease the risk of degra-
dation in the Zakho district. Also, it is found that the central parts have the lowest 
portion of the degradation. These areas have the promising condition of erosion and 
degradation and the chemical features have an acceptable condition along with a very 
high population density, resulting in a low risk of land degradation in these areas. 

The vulnerability to land degradation and indicators, including natural and human-
made, were considered. To exact understand land degradation vulnerability, it is

Fig. 7 Population density (person per area) in Zakho district
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Fig. 8 Map of land degradation vulnerability in Zakho district

essential to deal with various natural and human-made indices. However, based on 
weighting, some factors can be given higher importance. Similar studies that have 
assessed the land degradation vulnerability considered integrated factors. Imbrenda 
et al. [26] assessed land degradation vulnerability based on integrated criteria. They 
considered the socio-economic parameters demonstrating the effect of farming with 
analyses of the vegetation trends. In a study by AbdelRahman et al. [14], land degrada-
tion state was evaluated in Chamrajanagar district in India. The land degradation then 
was categorized in five classes from very low to very high ranges. Also, in the study 
area hotspot regions were identified and it was shown that in surface and sub-surface 
horizons the soil was mostly exposed to degradation. In a study by Vu et al. [6], envi-
ronmental and socio-economic factors affecting land degradation in Vietnam were 
identified. They assessed land degradation extent based on geology, slope, soil type, 
and percent of the total population. The results illustrated that population growth and 
farming, especially in rural areas, had strong effects on land degradation intensity. 

4 Conclusions 

Integrating multi-criteria evaluation and GIS has a great potential to assess land 
degradation vulnerability and identify the hotspot areas. In this study, we applied 
the multi-criteria evaluation approach in combination with GIS for Zakho district, 
Kurdistan Region-Iraq. The overall results showed that the Zakho district has a low
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land degradation risk. The acceptable results clearly illustrated the GIS capability for 
vulnerability assessment and suitability analysis. Also, it was concluded that MCE 
is an efficient approach in suitability assessment; however, proper field validation 
provides more accurate results and predictions. 

In this chapter, the analysis was performed based on a comprehensive set of 
criteria. We used three groups of criteria and related sub-criteria. The availability of 
data are important in the selection of effective parameters. Despite this fact, some 
key factors might be ignored that could yield different decision alternatives. We 
strongly recommend that future studies consider further parameters, especially socio-
economic parameters such as agriculture production income, education, and the rate 
of development. 

5 Recommendations 

The rate of land degradation in Zakho district was assessed at low risk; however, 
it is recommended that the national organizations and decision-makers will support 
further studies to study the more exact status of land degradation across the province 
to minimize the possible hazards and soil erosion. Also, in recent years some parts 
of the forests in the Duhok province and Zakho district have been degraded due 
to political conflicts; therefore, it is better to overcome threats by avoiding further 
degradation and new reclamation of forest lands. 

Acknowledgements We thank Department of Agriculture of the University of Duhok for providing 
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Abstract Land degradation is one of the environmental hazards that can occur in 
most countries during the last century. Geo-hazards induced by earthquakes have 
caused environmental degradation. Inevitably, stresses occurring prior to an earth-
quake in tectonically active places are able to boost the near-ground temperature of 
a region. Thermal remote sensing can usually detect these transformations, which 
can provide substantial clues about future earthquakes. The aim of this study is to 
analyze land surface temperature (LST) variations due to the Zarand Earthquake,
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which occurred in south–central Iran during 10–28 February 2005, by using the 
MODIS LST product. In addition, ten and six years of air temperature anomaly 
average data from before and after the Zarand earthquake, respectively, were used in 
this study. The results showed that the LST on 16th February was 28 °C, while on 21st 
February was 37 °C. Therefore, there was an LST difference of about 9 °C between 
both dates, so that there was a temporary abnormal rise in temperature before the 
earthquake occurred. On the other hand, the time series analysis of LST maps from 
10 to 28th February 2005 showed that anomalies started six days before the main 
shock. Also, based on the correlation of MODIS LST and in-situ air temperature, 
interestingly, either the LST or air temperature started to rise on 16 February, or both 
soared on 21st February 2005. 

Keywords Earthquake · Land surface temperature · Thermal remote sensing ·
Environmental degradation · Central Iran 

1 Introduction 

Earthquakes as one of environmental degradation is a major problem worldwide, 
especially in developing countries [1, 2]. With the increase in economic develop-
ment, much more serious economic and social damage can be caused by unexpected 
earthquakes than ever before [3, 4]. Therefore, monitoring and studying of natural 
catastrophes, such as flood [5, 6], wildfire [7, 8], sinkhole [9], doughtiness [10], 
landslide [11], gully erosion [12], land cover [13], land/ground subsidence [14], 
groundwater [15], and earthquake [16] presents a severe scientific challenge [17]. 
Clearly, one of the most effective ways of minimizing the earthquakes’ effects is 
predicting the event before it occurs, so that necessary measures can be taken to 
evacuate and warn those in danger [18]. Furthermore, understanding temperature 
anomalies in the land associated with earthquakes can help predict the earthquake 
and reduce the extreme earthquake impacts. The anomaly can be observed within 
two weeks up to few hours before the earthquake [19]. 

Ouzounov and Freund [20] proposed a mechanism to explain the temperature 
rise preceding an earthquake is the presence of positive hole-type charge carriers in 
rocks. LST as an important factor in investigating the temperature of areas close to 
the epicenter can provide new attitudes to study this catastrophic phenomenon [21]. 
This temperature difference is quite obvious in temperatures obtained from satel-
lite images estimated from the Earth’s emission information and from instruments 
placed 1.5 m above the ground, collecting air temperature data [22]. The observed 
thermal anomalies are related to the strong interaction between the lithosphere and 
atmosphere [23]. 

Satellite thermal infrared (TIR) imaging data show not only long-lived thermal 
fields associated with large fault systems and linear structures in the Earth’s crust 
[24], but also short-lived anomalies prior to major earthquakes [25]. The short-
lived anomalies in the land typically appear 7–14 days before an earthquake.
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Recently, several techniques, including co-registration and geo-referencing of all 
relevant imagery from GOES and AVHRR have been developed to analyze satellite 
TIR imagery to identify anomalies [26]. Furthermore, other applied techniques are 
single image comparison of pre- versus post-earthquake TIR imageries, multispec-
tral infrared component analysis of the MODIS Terra and Aqua data by using LST 
[20], and an analysis of pixel temperature variance from long-term scene threshold 
temperatures to identify “hot” areas [26]. 

Some researchers have also observed anomalies from two weeks to a few hours 
before the event at distances of 200–1000 km from the epicenter (China, Japan, 
Russia, Turkey, Chile, Mexico, and Greece) [27–30]. In addition, there are several 
satellite-based methods that show potential precursors to earthquakes [22]. It is worth 
mentioning that remote sensing has proved to be a useful tool for observing LST 
variations. Therefore, understanding the near real-time and large spatial scale LST 
variations from remote sensing images is of great importance because this domain has 
not been thoroughly explored, and it may provide valuable information for seismic 
studies in tectonically-active areas. 

A change in the thermal regime of an epicenter region is one of the most striking 
changes and can be detected by space-borne sensors such as AVHRR and MODIS [31, 
32]. Several studies have shown that numerous geophysical parameters are strongly 
related to earthquakes. If changes can be recognized before the earthquake, these 
parameters may be possible precursors of an earthquake occurrence. In particular, 
one of these parameters is LST, which can change before the earthquake. If LST 
anomalies before an earthquake could be observed, the prediction of earthquakes may 
be possible. Therefore, this research may make a valuable contribution to reducing 
the damage to the environment and manmade infrastructure and loss of life. This 
study will also be important to scientists who work on seismic research or research 
related to seismic activity. 

In-situ air temperature data were used to show the increasing air temperature vari-
ation associated with the earthquake. Moreover, LST variation maps were produced 
from satellite data to show the temperature anomaly associated with the earthquake. 
Additionally, LST maps for the years 2004 and 2007 were produced to compare with 
2005 (10th–28th February). Furthermore, this study covered the variation of LST 
that happened prior to the earthquake. The study area is the Zarand district earth-
quake in Kerman Province. The earthquake occurred on 22nd February 2005, with 
a magnitude of 6.4. However, the particular dates were 10th to 28th February 2005. 
The earthquake prediction is a challenging task to reduce the earthquake impact and 
hence reduce the damage by taking necessary precautions. 

In this study, geo-hazard evaluation of Zarand Earthquake in central Iran, which 
occurred during 10th–28th February 2005, is analyzed and the land surface temper-
ature (LST) variation for the years 2004, 2005, and 2007 are mapped. Finally, the 
in-situ air temperature variation for the entire month of February 2005 (1st–28th 
February) is analyzed and compared with data from the ten years before (1994– 
2004) and six years (2006–2011) after the earthquake. In this study, the satellite data 
utilized were the MODIS daytime LST product (MOD11A1) from the thermal band 
for 10th to 28th February 2005.
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2 Study Area 

The study area is located in Zarand district, Kerman Province, central Iran. On 22 
February 2005 at 05:55 local time (02:25 GMT), an earthquake with a magnitude of 
6.4 on the Richter scale struck the area. The epicenter was identified at 30.726 N, 
56.817 E at a depth of 42 km at 55 km north-west of Kerman. The earthquake lasted 
for 12 s, caused extensive damage to the rural areas in Ravar district and Kerman 
district, and was much more disastrous for the Zarand district. More than 50 villages 
suffered between 30 and 100% damage as a consequence of this earthquake. Almost 
612 were killed and 15,000 were injured. The population adversely affected is around 
32,000 (Fig. 1). A great proportion of the population in several villages was severely 
affected due to poor building conditions. 

Fig. 1 The geographical position of the study area in Iran; a structural units and tectonic features of 
the Arabia-Eurasia collision zone in Iran: SSZ (Sanandaj-Sirjan Zone), MRF (Main Recent Fault), 
MZT (Main Zagros Thrust), UDMA (Urumieh-Dokhtar Magmatic Arc); b geographical location 
of Zarand earthquake
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The study area is based on the geological structure, is located between two tectonic 
units—the Urumieh-Dokhtar Magmatic Arc (UDMA) and Main Zagros thrust (MZT) 
[33]. The UDMA is situated between the Sanandaj-Sirjan Zone (SSZ) and central 
Iran, running parallel to the Zagros Mountains and the SSZ (Fig. 1a) [34]. 

3 Materials and Method 

3.1 Satellite Data Acquisition 

MODIS was launched by NASA with on-board polar orbiting. This study used 
MODIS Terra because moderate-resolution remote sensing provides a way to quan-
tify land surface characteristics such as snow cover extent, land cover type and extent, 
leaf area index, surface temperature, and fire occurrence. The MODIS Terra satellite 
launched on December 18th, 1999. It has 705 km orbit and descending node in which 
the local time is 10:30 A.M. It has sun-synchronous, near-polar orbiting. The swath 
angle for this satellite is 2330 km (cross track) by 10° of latitude (along track) [35]. 
In addition, it has 36 bands with spatial resolutions of 250 m for bands 1–2, 500 m 
for bands 3–7, and 1000 m for bands 8–36 [36]. 

The data used for this research was MODIS Terra Land level 3 Daily Tiled LST 
Products (MOD11A1 Level 3 Daily Land Surface Temperature/Emissivity-1 km). 
The spatial resolutions for applied Aqua MODIS data for the current study are 1 and 
5 km. The source of the data was through this website (http://ladsweb.nascom.nasa. 
gov/). 

3.2 Satellite Data Analysis 

Needless to say, high-resolution LST is usually derived from thermal infrared satel-
lite observations using a multi-channel technique. In general, surface-emitted TIR 
radiance depends on its temperature and emissivity, varying with the wavelength. In 
the current study, 19 images have been used to analyze the temperature variation in 
2005. The images which have been downloaded are as follows: 12 images before the 
earthquake were downloaded within the period of 10th–21st February 2005. In addi-
tion, one image was downloaded during the earthquake on 22nd February 2005, and 
six more images after the earthquake were downloaded for the period of February 
23th–28th 2005. 

The same data before, during, and after the earthquake for 2005 were used for 
the years 2004 and 2007. Hence, in the current study, the data for one year before 
the earthquake (2004) and two years after the earthquake (2007) were considered 
as well. The MODIS satellite data for both 2004 and 2007 were downloaded from 
the same source as for 2005. So, 19 images were considered for 2004 and 2007

http://ladsweb.nascom.nasa.gov/
http://ladsweb.nascom.nasa.gov/
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from February 10th to 28th. The same data was also downloaded for the 10th to 
28th for 2007 and compared to 2005 to indicate that the temperature anomaly was 
due to the earthquake. The air temperature was also used to show the increase in air 
temperature during the earthquake. Therefore, the air temperature for February 2005 
was downloaded for the whole month. Air temperature for 2004 and 2007 were also 
used to compare with 2005. So, to measure the air temperature, the average of ten 
years before since 1994–2004, and six years after the earthquake since 2006–2011, 
compared with 2005 as background. 

3.3 Detection of LST Variation 

Detection of thermal anomalies has been described by Wan and Dozier [37]. In 
this technique, they used a split window and some statistical techniques to calculate 
thermal anomalies. Fortunately, MODIS has a product of LST, which can be used 
for research in order to indicate LST variation. Therefore, this study uses MODIS 
satellite LST data to indicate LST variation during the earthquake. As explained in 
the previous section, after downloading the images, the data were processed: first, 
pre-processing, the MODIS LST data have already been pre-processed. Secondly, 
the LST product data should be converted to LST in Kelvin and then Celsius. So, the 
first step is to convert LST data to Kelvin. In order to do this conversion, the LST 
data should be multiplied by a scale factor of 0.02. Hence, the conversion of LST 
data to Kelvin has been used (Eq. 1): 

LST (K) = RD ∗ 0.02 (1) 

where, LST (K) is the land surface temperature in Kelvin, RD is the raw data of 
MODIS LST, and 0.02 is the scale factor. 

Remote sensing software like ENVI was used to convert the first equation. The 
LST data in Kelvin was achieved through this conversion. Therefore, for this purpose, 
LST Kelvin was subtracted from 273. Then, all values have been changed to Celsius. 
Therefore, the conversion equation is given as Eq. (2): 

LST (◦C) = LST  (K) −273 (2) 

where, LST (°C) is LST data in Celsius. 
In order to indicate the growth of the thermal anomaly, the LST data in Celsius 

were transferred to ArcGIS software to show LST variation during the earthquake. 
Therefore, the data were transferred to ArcGIS 10.2. Then, the data was divided into 
nine classes using the symbology function. Finally, the data was exported and saved 
as a final LST map, so the variation of LST can be easily observed. The flow chart 
of this research is shown in Fig. 2.
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Fig. 2 Flow chart of research methodology adopted in this study 

4 Results and Discussion 

4.1 LST Variation Prior to Earthquake for 2005 

The results of the MODIS daytime series LST maps from 10 to 28th February 2005 
are provided in Fig. 3. The LST maps show a thermal anomaly that appeared before 
the devastating Zarand earthquake, which occurred on 22nd February 2005. The 
LST maps show that the LST on 16th February was 28 °C, while on 21st February it 
was 37 °C. Therefore, there was an LST difference of about 9 °C between both dates 
(Fig. 3). At some places, the LST was about 6–10 °C higher than the usual temperature 
in that period. In the daytime maps, it can be seen that before 15th February 2005, 
the LST in the region was indeed at the normal level. The development of a thermal 
anomaly around the earthquake epicenter started from 16th February 2005 and peaked 
on 21st February 2005, a day before the earthquake. After experiencing a thermal 
anomaly of about 5–9 °C, the LST in the region recovered to normal conditions on 
25th February 2005 (Fig. 3).

The investigation of pre- and post-earthquake thermal anomalies by analyzing 
LST images has shown valuable information about changes in the TIR regime of 
the affected area. The analysis of the time series of the LST maps from 10 to 28th
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Fig. 3 MODIS day time series LST maps since 10th–28th February 2005; white region indicates 
no data or cloud

February 2005 showed that anomalies started six days before the main shock. This 
anomalous LST region increases spatially and in intensity (Fig. 3). The results of this 
study are in line with previously published works including Choudhury et al. [38], 
Kancherla et al. [27], and Saraf et al. [22]. 

Panda et al. [31] analyzed the daytime MODIS LST product to the investigation 
of obtained LST and occurred Kashmir earthquake. The anomaly started to develop 
to the south-west of the epicenter and spread out to a large area with LST of 37– 
44 °C. The earthquake occurred on 8th October 2005. On 7th October 2005, just one 
day before the earthquake, the epicentral region experienced its highest temperature, 
which was around 4–8 °C different. In this study, during the Zarand earthquake the 
peak temperature was seen before the earthquake, and the thermal anomaly started 
six days before the earthquake. 

As a matter of fact, one of the causes of LST anomalies is tectonic stresses. It is 
known that an increase in rock pressure leads to an increase in temperature.
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4.2 Correlation Between MODIS LST and In-Situ Air 
Temperature 

The LST retrieved from the MODIS thermal infrared sensor was compared with in-
situ air temperatures observed on the same dates. The MODIS LST and maximum 
air temperature data are listed in Table 1. 

Table 1 shows the correlation between the MODIS LST and in-situ air temper-
atures from the 10th to 28th February 2005. To better understand the variations of 
LST and air temperature, they are graphically presented as mentioned in Fig. 4. As  
shown in Fig. 4, the MODIS-retrieved LST agreed well with the ground observation 
of air temperature. Interestingly, both LST and air temperature started to increase 
from 16th February and both also peaked on 21st February 2005.

As can be seen in Fig. 4, the air temperature for day 15th–17th February was 
around 8 °C, which started to rise gradually. A surface air temperature of 17 °C was 
recorded on 20th February 2005. Also, the region experienced its maximum rise in air 
temperature on 21st February 2005, which was 4–8 °C higher than the temperature 
of the previous days (19th–21st February), while the MODIS LST increased about 
1–7 °C compared to that during the period of 19th–21st February.

Table 1 MODIS LST and 
in-situ air temperature data 

Dates of February 2005 In-situ air temperature MODIS LST 

10 11.0 34.1 

11 7.0 24.0 

12 8.0 28.2 

13 7.0 21.5 

14 11.0 29.8 

15 8.0 30.8 

16 8.0 28.2 

17 8.0 29.5 

18 9.0 29.6 

19 13.0 30.8 

20 17.0 37.0 

21 21.0 37.0 

22 13.0 28.1 

23 10.0 28.4 

24 14.0 34.6 

25 16.0 32.8 

26 6.0 39.0 

27 13.0 25.3 

28 15.0 41.4 
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Fig. 4 Variation of MODIS LST and in-situ air temperature before and after the Zarand earthquake 
within the period from 10 to 28th February 2005. The black bar indicates the date of the Zarand 
earthquake

The MODIS LST on the 19th was 30.8 °C, while on 21st February, the temperature 
rose to 37 °C (Fig. 4). As is clear in Table 2 and Fig. 4, the MODIS LST reached 
a maximum on 21st February with the temperature of 37 °C, but on 22nd February 
a lower temperature was recorded. 28 °C was recorded for the MODIS LST and 
13 °C for air temperature for 22nd February 2005. After the 21st, both the MODIS 
LST and air temperature continued to decrease until 23rd February, and then both 
air temperature and the MODIS LST showed small increases on the 25th, which was 
16 °C for air temperature and 32 °C for the MODIS LST.

4.3 Comparisons of 2005 LST with 2004 and 2007 LSTs 

In order to ensure whether the increase in MODIS LST from 16th February 2005 was 
associated with the Zarand earthquake, the same analysis was also conducted for the 
years 2004 and 2007 within the same period (10th to 28th February). Furthermore, 
compared to the year 2005, there was no unusual MODIS LST increase which started 
from 16th February in both years 2004 and 2007 (Fig. 5).

Overall, the MODIS LST was in its normal condition in both 2004 and 2007. The 
MODIS LST for the years 2004, 2005, and 2007 are shown in Table 2. As can be 
seen in Table 2, for 2005 the peak temperature was recorded on 21st February at 
41.6 °C. This is the maximum value for this year in the period of 19 days from 10 to 
28th February. In order to compare 21st February 2005 with the previous year, i.e. 
2004, the LST recorded was 34.6 °C, which is 7 °C lower than 2005. On the 21st 
February 2007, the LST was 37.3 °C, which is 4 °C lower than on 21st February 
2005. In addition, in 2005 within the period of 16th–22nd February, the MODIS LST
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Table 2 MODIS LST for the 
years 2004, 2005, and 2007 

Day Year 2004 Year 2005 Year 2007 

10 36.5 34.1 35.0 

11 38.5 24.0 36.4 

12 37.6 28.2 35.6 

13 40.5 21.5 34.8 

14 42.3 29.8 36.4 

15 44.0 30.8 33.3 

16 37.8 28.2 40.0 

17 33.7 29.5 38.6 

18 40.3 29.6 37.4 

19 41.6 30.8 36.8 

20 39.5 37.0 36.6 

21 34.6 41.6 37.3 

22 40.0 28.1 32.2 

23 37.0 28.4 36.3 

24 35.8 34.6 35.2 

25 40.8 32.8 43.7 

26 41.0 39.0 35.9 

27 42.7 25.3 30.7 

28 40.4 41.4 36.4

Fig. 5 MODIS LST variation for the years 2004, 2005, and 2007. The black bar indicates the date 
of the Zarand earthquake



80 H. Allahvirdiasl et al.

increased gradually from 28 to 41 °C, while in the previous year the same increase 
cannot be seen. For 2004, within the 16th–22nd February period, the LST values 
were 33–40 °C (Table 2). 

In order to better understand the MODIS LST for the years 2004, 2005, and 2007, 
they are presented in Fig. 5. Furthermore, the time series LST maps for the years 
2004 and 2007 are provided for the period of 10th–28th February in order to compare 
with 2005. In 2005, the thermal anomaly started to increase from 6th–21st February, 
while no such thermal anomaly was observed in the years 2004 and 2007 (Fig. 6).

Research has been done by Saraf and Choudhury [21] into an earthquake in Bhuj, 
Gujarat, India. The earthquake occurred on 26th January 2001. In this research, 
thermal channels were used to calculate LST over the study area. The LST maps 
over the region have been provided to indicate the thermal anomaly. The data from 
the year 2003 from the same region and same dates were also used to study the LST 
situation and compare between LST in 2001, when the earthquake occurred, and 
2003, two years after the earthquake. It was seen that in 2003 there was a completely 
normal thermal scenario in and around the epicenter. This research shows that the 
increasing thermal anomaly in 2001 was due to the earthquake and there was no such 
thermal anomaly in 2003. 

4.4 Air Temperature Anomaly 

The in-situ air temperature data for the whole month of February were analyzed to 
understand the correlation between earthquake events and the air temperature varia-
tion. The air temperature data from the Zarand meteorological stations are available 
from the daily climate and weather data statistics website. The maximum tempera-
ture values were plotted against the dates within the period 1st–28th February. The 
maximum air temperature variation for February 2005 was compared with the normal 
air temperature (generated from ten years of data from 1994 to 2004, and six years 
from 2006 to 2011—Fig. 7).

The air temperature in Zarand showed a rise of around 4 °C on 19th February 2005 
and 5.5 °C on 20th February 2005 with respect to the mean normal air temperature 
(Fig. 7). On 22nd February 2005, the air temperature deviated as high as 7.5 °C from 
the normal air temperature, and on 26th February 2005, it was almost the same as 
that of normal conditions. Although the magnitude of the in-situ air temperature is 
lower than MODIS LST, the observed in-situ air temperature variation supported the 
LST variation observed by MODIS, showing that the thermal anomaly seemed to 
occur a few days before the earthquake and dissipated after the earthquake, which 
agreed well with previous results [31]. 

The difference between the in-situ air temperature magnitudes and MODIS LST 
is normal as the instrument used to measure in-situ air temperature is usually placed 
at 1.5 m above the ground [22]. Furthermore, the LST obtained from MODIS is the 
surface skin temperature estimated from the Earth’s emission [21]. The in-situ air 
temperature data from the daily climate weather data statistics website for the year
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Fig. 6 a Time series of LST maps for years 2004 and 2007 to be compared with 2005 (9 days). b 
Time series of LST maps for 2004 and 2007 to be compared 2005 (another 9 days)

2005 and the average of 10 years before the earthquake (1994–2004) and six years 
after the earthquake (2006–2011) are listed in Table 3.

Furthermore, before the earthquake on 21st February 2005, there was an increase 
in air temperature of 4–6 °C, which did not occur in 2004 and 2007. From 1st February 
to 10th February in 2004, 2005, and 2007, the in-situ air temperature showed similar
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Fig. 6 (continued)

patterns. From 16th February the air temperatures started to rise from 8 to 21 °C on 
21st February. After 21st February, the temperature decreased and on 24th February, 
the temperature relaxed to the normal condition (Fig. 8).
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Fig. 7 Temporal variation of in-situ air temperature collected at Zarand meteorological station for 
the year 2005 (maximum temperature), and mean of average values for the years 2006 to 2011 and 
the years 1994 to 2004. The black bar indicates the date of the Zarand earthquake

5 Conclusions 

The Zarand earthquake in Kerman Province in central Iran triggered numerous 
geo-hazards, including landslides, rock avalanches, and debris flows. These geo-
hazards caused heavy losses by destroying roads, burying villages, blocking rivers 
and damaging vegetation. It is noted that MODIS Terra thermal data sets have been 
confirmed to be valuable in successfully detecting earthquake thermal anomalies. 
The analysis of MODIS daytime LST and in-situ air temperature data for the whole 
month of February 2005 reveals a distinct, robust, and rapid rise in LST before the 
Zarand earthquake. The affected region may take days to weeks to attain normal 
temperature conditions after the main event. 

As successfully demonstrated in the present study to analyze LST variation for 
2005, the Zarand earthquake was associated with pre-earthquake thermal anomalies. 
The anomalies appeared six days before the earthquake. The increase in temperature 
ranges between 5 and 10 °C. The MODIS LST data for 2004 and 2007 data were 
also analyzed from 10th to 28th and compared to those of 2005, since there is no 
temperature variation in 2004 and 2007. The LST maps indicated normal conditions 
in 2004 and 2007, with no thermal anomaly, such as that seen in 2005. The analysis 
relates to the observational study for the detection of pre-earthquake anomalies, and it 
provides an understanding of the pattern of growth for TIR anomalies and may assist 
in the development of a reliable potential earthquake thermal precursor. Besides, 
regarding the air temperature, a pattern of growth has been observed in 2005. In-situ 
air temperature, like LST, has indicated growth before and during the earthquake.
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Table 3 Maximum of in-situ 
air temperature data for 2005 
and mean of air temperature 
for the years 1994–2004 and 
2006–2011, collected from 
Zarand meteorological 
stations 

Date Mean values 
2006–2011 

Mean values 
1994–2004 

Maximum values 
2005 

1 7.1 6.7 12.1 

2 7.2 7.5 9.2 

3 7.7 7.9 8.1 

4 6.1 7.0 10.3 

5 5.7 7.6 9.1 

6 5.3 7.5 10.2 

7 6.7 6.9 12.0 

8 6.7 7.3 12.0 

9 6.0 7.8 10.0 

10 7.7 7.7 11.0 

11 8.1 7.3 7.4 

12 7.6 7.9 9.0 

13 7.3 6.9 6.2 

14 8.1 8.2 11.2 

15 9.2 8.5 8.4 

16 10.8 8.7 8.4 

17 9.4 7.1 8.4 

18 10.9 7.5 9.8 

19 10.5 8.5 13.0 

20 10.6 9.0 15.1 

21 8.5 8.9 16.5 

22 9.3 9.6 17.2 

23 8.6 10.2 15.6 

24 9.3 10.0 12.8 

25 10.2 9.5 13.1 

26 11.8 10.6 10.2 

27 11.8 10.4 13.2 

28 12.3 9.4 15.2

6 Recommendations 

It is noted that the remote sensing missions in the future have an important role 
in calculating LST before each earthquake in the world. The new satellites with 
equipment sensors in better spatial, spectral, and radiometric resolutions can detect 
more anomalies before occurring of an earthquake. 

For example, in optical remote sensing, Landsat 9 will be equipped with the 
Thermal Infrared Sensor 2 (TIRS-2) to provide the LST and act as an upgraded 
version of the Landsat 8 TIRS instrument by solving the known stray light and



Evaluation of Geo-hazard Induced by Zarand Earthquake … 85

Fig. 8 Temporal variation of maximum in-situ air temperature collected at Zarand meteorological 
station for 2004, 2005, and 2007. The black bar indicates the date of the Zarand earthquake

reliability issues with the TIRS. Furthermore, in radar remote sensing, Sentinels 4, 
5, and Sentinel-5P with orbits of geostationary and sun-synchronous can detect and 
measure the omitted surface temperature with more precision. Finally, although the 
prediction of earthquakes in the present time is impossible but more research on the 
earthquakes in different geographical locations by the advanced equipment in remote 
sensing data can predict an earthquake precisely and on time. 
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Environmental Control of the Sand
Dunes in Iraq

Hasan K. Jasim, Ahmed J. Al-Shakeri, and Thamer A. Al-Shimmary

Abstract Mesopotamia (Iraq) is considered as oneof the fertile lands extendingback
thousands of years. Despite the presence of the two rivers (Tigris and Euphrates), vast
desertification and degradation effects were encountered during the past forty years.
Four large sand dune fields extending along five governorates (Missan, Al-Mithana,
Thi-Qar,Al-Qadisiyah, andAl-Najaf)were studied in the field, and byGIS technique.
The creeping sand dunes affected roads, railways, farmlands, archaeological sites,
and artificial and natural irrigation channels.Monitoring these sand dune fields shows
a pronounced expansion causing more severe and harsh consequences. One possible
remedy for limiting the disastrous consequences is establishing vegetation belts along
themainwind direction that will restrain the sand dunes accumulation andmigration.

Keywords Sand dunes · Aeolian hazards ·Migration of sand dunes ·
Desertification

1 Introduction

Dust/sand storms are considered to be one of the most important environmental
hazards in Iraq and the region [1]. Wind erosion affects 39% of arid areas susceptible
to human degradation [2]. The real problem of sand dunes is their creep that affects
the development of projects; such as highways, railways, irrigation and drainage
canals, agricultural lands, and other projects. Dunes are causing a decrease in the
efficiency and increase in the maintenance costs for these projects [3]. Migrating
dunes, especially large dunes, can be a real menace as they march across roads and
even through forests and over Farmland, roads, and buildings were buried under
shifting, windblown soil during the dust bowl era. The cost to clear and maintain
roads along sandy beaches and through deserts can be high because dunes can move
several meters or more in a year [4].
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2 Aeolian Hazards

Arid environments are characterized by sparse or no vegetation. Thus free, mobile
sand dunes are common in these areas. Dune soils have proved popular for agriculture
in some regions, as they are less prone to salinization than other areas. However, these
resources can be easily overexploited so that vegetation is lost. Once the vegetation
is removed, moisture loss is increased and restabilization is unlikely. The drifting
sand becomes a problem for road transport and can bury settlements [5].

Land degradation and desertification are menaces in many parts of the world with
serious implications for sustainable use of the natural environment. According to [6,
7], it is mainly the semiarid regions of the most susceptible world. At the same time,
these regions, both rich and poor, are experiencing some of the highest population
growth rates worldwide [8]. The term ‘desertification’ has been the subject of much
controversy in the literature [9], but is used here in accordance with the concept
adopted by [10]. This concept includes the following key features: (a) reduction in
vegetation productivity (particularly due to the loss of perennial shrub cover), (b)
decrease in species diversity and (c) increase in aeolian processes such as the erosion,
transportation and deposition of sand.

3 Migration of Sand Dunes

Sand dunes may be fixed, active, or partially active, mainly due to wind power
and vegetation cover. Thus, ongoing climatic changes may turn some currently
fixed dunes into active ones and vice versa [11–13]. Sand movement by wind is
a complex process involving several styles of grain movement that occur more or
less simultaneously [14] in [15]. Geomorphologists usually quantify dunemobility in
terms of mobility indexes [16]. These are usually based on parameters such as wind
power, precipitation rate, and potential evapotranspiration. According to conven-
tional beliefs, dunes in the same geographical area can be active, fixed or partially
active dependent on changing climatological conditions that determine mobility
indexes [17]. However, it was recently shown that active and fixed dunes coexist
under similar climatic conditions [11, 18–20]. The general movement of dunes in
Iraq is in a south-east direction as a result of prevailing northwest winds [21].

4 Hazards of Sand Dunes in Iraq

Most Iraqi lands are affected by wind erosion and the formation and movement of
sand dunes, particularly in the middle and south of Iraq [22]. The total area covered
by sand dunes is approximately 2 million hectares. Furthermore, millions of hectares
are threatened by sand dunes [23].
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The state of desertification in Iraq hasworsened after 1990.Areas of lands affected
by salinity, waterlogging and deterioration of the vegetation cover increased. In addi-
tion, areas covered by moving sand dunes increased owing to wind erosion. Besides
these factors, the population increase, migration and urban creep are all becoming
an added adverse factors leading to desertification [24]. There are enormous changes
in different climatic factors in the Middle East due to global climate change; since
the last decade. Global climate change and the GAP project in Turkey are both
contributing to the water shortages in Iraq. The area experienced enormous changes
in annual average temperature and rainfall. As a result, the number of annual dust
storms witnessed serious alarms in Iraq. As a result, there are growing concerns that
most of the agricultural land in Iraq will be converted to desert areas [25–27].

5 Methodology

Three methods were followed to detect the changes in the shape, size and area of the
different studied dune fields these are:

1. Field Work.
2. Geological Maps of Iraq.
3. GIS Technique.

5.1 Field Work

Through ten field trips covering the sand dunes in Missan, Thi-Qar, and Al-Muthana
Governorates during the time from 2014 to 2016, several aeolian hazards were
observed to affect many civilian and human activity establishments these include
the following:

5.1.1 Archeological and Holy Sites Burial

Two localities of hazard were noticed; the first site lies within Missan dune fields
(Syaid Subair dune field), representing a hill area about 15 m high and a 3000 m2

area. This hill represents an archeological site listed in the Ministry of Tourism and
Antiquities under Qara-Taba Archeological Hill’s name (see Fig. 1).

In this area, many shattered archeological pieces were found scattered all around
the place (see Fig. 2).

This site lies along the main wind direction thus, it was affected by the accumu-
lation of sand dunes all around the hill (see Fig. 1). Ministry of Agriculture tried to
solve this problem by stabilizing the dunes by covering the dunes with soil layers.
However, this was not successful, in fact. It worsens the conditions like the soil



92 H. K. Jasim et al.

Fig. 1 Qara Taba Archeological Site in Sayid Subair dune field. Missan Governorate

Fig. 2 Archeological pieces in Qara-Taba Hill area. Missan Governorate

cover were eroded and the sand has exposed again. Additionally, the dune shape was
extensively distorted, which caused the area to be converted into badland (see Fig. 3).

As a consequence, more supply of dune sand was deposited around the hill (see
Fig. 4).

A more convenient method to protect this site may be suggested which is estab-
lishing a belt of vegetation surrounding the area of the archeological hill. The second
site lies in the Thi-Qar Governorate (Albu Tarfa Dune Field). This site represents
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Fig. 3 Stabilized dune by soil cover around Qara Taba Archeological Site eroded. Chailat dune
fields, Missan Governorate

a holy site, in which the sand dunes of Albu-Tarfa Dune Field are creeping on the
building of the holy site (see Fig. 5). Vegetation of the surrounding area may protect
this place from a further accumulation of sand dunes.

5.1.2 Road and Railway Obstruction

Creeping of sand dunes on roads forming obstacles to the transportation network
was observed in most of the studied areas in Missan, Thi-Qar, and Al-Muthana
Governorates (Figs. 6, 7, 8, 9 and 10).

These hazardous effects lead to environmental and economic losses tomanygover-
norates asmany important local andmain roads are interrupted or closed.As a sugges-
tion to solve this problem, one must determine the mainstream direction of the wind
regime in which the sand dunes are transported. The information gathered from these
directions may be exploited to prevention the arrival of the sand dunes to preserve the
established roads and highways.Upon future roads and highways constructions, dune
forming winds may be avoided depending on the selection of least affected areas.
Sand dunes cover the mainline of the Baghdad-Basra railway, which passes through
Al-Muthana Governorate in many scattered locations (see Fig. 11). This problem is
may cause many problems and accidents, and it needs adequate solutions.
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Fig. 4 New sand dune deposited in the QaraTaba archeological hill, Missan Governorate, southern
Iraq

5.1.3 Soil Destruction and Agricultural Benefits

Many agricultural areas within Missan, Thi-Qar, and Al-Muthana dune fields are
observed to be affected by sand dunes migration resulting in decreased agricultural
areas and an increase in dunes area (Figs. 12, 13, 14, 15 and 16).

A practical solution in such areas is by mixing a certain amount of sand dunes
with the soil, and such a solution was found very successful in eliminating the dune
sands on the one hand and fertilizing the soil on the other hand (see Fig. 17).

5.1.4 Creeping on Oil Installations and Buildings

Many buildings and oil installations in Thi-Qar andMissanGovernorates are affected
by the sand dunesmigration causingmany economic and environmental hazards. The
fences surrounding these installations are observed to cause the accumulation of sand
dunes, as these fences act as traps. Thus, the situation worsened as the creeping sand
moved over these fences and overridden these installations (Figs. 18, 19 and 20).

A solution that may be suggested in such a case is to cover the surrounding area
with vegetation belts that stabilize the active sand dunes. The main wind direction
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Fig. 5 Holy site in Thi-Qar Governorate showing creeping by sand dunes

Fig. 6 Google Earth image shows themigration of dunes on the net of roads inMissan Governorate
dune fields
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Fig. 7 Main road closed by migration of sand dunes in Missan Governorate, Middle Chailat dune
field

causing the sand dunes may be considered when planning future installations in
establishing these projects.

5.1.5 Burial of Seasonal and Artificial Channels

One of the outstanding geomorphological features is the seasonal rivers found due
to the higher slope of the Himreen Anticline in the east of Missan dune fields and the
artificial channels for groundwater pumping. During sand movement and migration
periods (in Spring and Summer), these channels are filled with dune sands (Figs. 21,
22 and 23). However, in winter and during rainy seasons and water supplies, the sand
dunes will be collapsed and be obliterated.

5.2 Geological Maps of Iraq

Geological maps of Iraq for the years 1986, 2000, and 2012 constructed by [28–30],
were used to compare the changes in the spatial model of the different sand dune
fields. These comparisons include the following Fields:
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Fig. 8 Road closed by migration of sand dunes in Missan Governorate, Middle Chailat dune field

5.2.1 Missan Dune Fields

Comparison between the geological map of Missan dune fields for the years 1986,
2000, 2012 shows that there is a evident change in the area of Missan dune fields,
in which an increase in the trend of the main belt towards the north west of Missan
Governorate (to Shihabi and Badra in Wasit Governorate) (see Fig. 24).

Al-Shakeri and Jasim [31] state that the new creep area is considered an early
stage of dune formation in the form of Nabkha dunes in Badra area. These dunes
represent a direct indication of the expansion of the eastern belt of sand dunes of Iraq
(see Fig. 25).

Al-Muthana Dune Fields

Comparison between the geological maps of Al-Muthana dune fields for the years
1986, 2000, and 2012. Figure 26 shows that1986 an absence of Samawa-Najaf dune
field was absent, while in 2000, this field formed between Al-Muthana and Al-
Najaf Governorates. In 2012 the field expanded towards the south west of Samawa.
Nowadays, the belt expanded to the south east of Samawa towards Nasiriyah and
Basra and may continue to the Kuwait Borders.
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Fig. 9 Main road of Samawa-Najaf showing the sand dune creeping

5.2.2 Thi-Qar Dune Fields

Comparison between the geological maps of these fields for the years 1986, 2000,
and 2012, show the central belt of sand dunes (Nasiriyah Dune Field) has endured
several stages of accumulations, and migrations leading to the expansion of the fields
towards south east, north west, and laterally (see Fig. 27).

In 1986, this field occupied areas reaching closer to Nasiriyah city in the south and
away from Hor Al-Dalmaj in North West of Nasiriyah. Al-Ezerajawi [32] noticed
the presence of sand dunes surrounding the Hor Al-Dalmaj in Wasit Governorate.
In 2000, and 2012 the affected areas are stretched laterally, thus covering areas such
as the old arid marshes of Albu-Tarfa at the north of Nasiriyah City (see Fig. 28),
[33]. Nowadays, the expansion of Nasiriya dune field reaches the out outskirts of
Nasiriyah city.

5.3 Remote Sensing and GIS Techniques

Remote sensing can be defined as “the art, science, and technology of obtaining
reliable information about physical objects and the environment through which the
processes of recording, measuring, and interpreting imagery patterns derived from
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Fig. 10 Sand dunes deposited on the side of the road in Thi-Qar Governorate

Fig. 11 Creeping of sand dunes on railway in Al-Muthana Governorate
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Fig. 12 Sand dune deposited on farmland in Chailat area, Missan Governorate

Fig. 13 Sand dune deposited on farmland in Chailat area, Missan Governorate



Environmental Control of the Sand Dunes in Iraq 101

Fig. 14 Sand dune deposited on farm and in Albu-Tatfa dune field, Thi-Qar Governorate

Fig. 15 Google Earth image shows the migration of dunes on the farmland in the Al-Muthana
Governorate
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Fig. 16 Creeping of sand dunes on the farmland in Al-Muthana Governorate

Fig. 17 Agricultural soil mixed with dune sand in Middle Chailat dune field. Missan Governorate
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Fig. 18 Sand dunes creeping over fences of oil insulation in Thi-Qar Governorate

Fig. 19 Sand dunes inside the oil insulation camp in Thi-Qar Governorate

non-contact sensor systems” [34]. Remote sensing techniques could be used effec-
tively to monitor sand dune movements by comparing the multi-temporal satellite
images [35]. The importance of remote sensing in monitoring and mapping degrada-
tion and desertification in arid and semi-arid regions is widely recognized and well
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Fig. 20 Dune sand creeping on the soil bar for stabilizing sand dunes migration (the bar traps the
dune sands) in Middle Chailat dune field. Missan Governorate

Fig. 21 Inclined Google Earth view shows the sand dune occupying temporary the channels in
Missan dune field
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Fig. 22 Aeolian deposits were occupying the seasonal river in Missan dune field

developed in various fields. It is well known that remote sensing has initially been
used primarily for resource mapping and inventory. Many experiments, however,
proved that remote sensing systems and, in particular, earth observation satellites
provide significant contributions to desertification assessment and monitoring. The
developments in satellite technologies and remotely sensed image acquisition and
analysis offer adequate opportunities for monitoring land cover change in such areas.
The integration of remote sensing and Geographic Information Systems (GIS) has
beenwidely applied and been recognized as a powerful and effective tool in detecting
land use and land cover change [36–39]. Satellite images (Landsat 5 and Landsat
8) covering the period from 1992 to 2016 were used to monitor the various changes
within the studied area; such an approach requires more information to reach a
conclusive result. This work tackled the following areas:

5.3.1 Samawa-Najaf Dune Field

This field shows changes during the period from 2006 to 2014. A notable expansion
in area is observed (see Fig. 29). The cause of such expansion seems to be related to
the desertification conditions that affected this area causing the vegetation cover to
decrease. A possible solution is to maintain the water resources necessary to increase
the vegetation cover and stabilize the soil and thus the dunes.
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Fig. 23 Artificial channel for pumpinggroundwater occupiedbydune sands inMissanGovernorate

Fig. 24 Geological maps of east Missan and Wasit Governorates after [28–30]
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Fig. 25 Nabkha dunes in Badra area, Wasit Governorate (after [31])

Fig. 26 Geological maps of Al-Muthana Governorate after [28–30]
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Fig. 27 Geological maps of Thi-Qar Governorate after [28–30]

Fig. 28 Google Earth image of Albu-Tarfa Dry Marsh occupied by sand dune field
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Fig. 29 Satellite images of Samawa-Najaf dune field (Landsat, 5 and Landsat, 8)

5.3.2 Samawa-Nasiriyah Dune Field

This field shows an expansion in the area from 2006 to 2014, as shown in Fig. 30. In
which the area during 2006 was well vegetated and have a low occurrence of sand
dunes,while in 2014, the vegetated area has vanished and been replaced by significant
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accumulations of sand dunes. These changes are a good proof of the desertification
stage in the area.

Fig. 30 Satellite images of Samawa-Nasiriyah dune field (after [40] and [41])
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Fig. 31 Satellite image of Nasiriyah dune field (after [40])

5.3.3 Thi-Qar Governorate Dune Fields

This large field shows lateral and longitudinal expansions in which the former is
situated in the eastern side of the field (east of El-Qtaiaa dune field) to Albu-Tarfa
dune field, while the latter shows an extension towards Nasiriyah city (to the south
east), which is shown in Fig. 31.

5.3.4 Missan Governorate Dune Fields

During the period between1992 to 2016, this is shown in Fig. 32. Missan dune fields
show an expansion laterally and longitudinally. In 1992, the area had good drainage
in which many local and seasonal rivers were occupying the area, as a result, the area
was well vegetated. The water resources to the area began to deteriorate and cause
the area to enter the desertification stage, which is well shown in 2016. The sand
dunes area increased at the expense of the high water supplied area.
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Fig. 32 Satellite images of Missan dune fields from period 1992 to 2016 (after [41])
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6 Conclusions

There is a great deal of matching between the field-work, a geological map of Iraq,
and GIS data concerning the distribution of dunes fields in the different studied belts,
in which the well-vegetated area and good water supplied areas show a decline in
which the area of sand dunes attained a high pace of accumulation which is mainly
caused by desertification conditions in the area of study. Summing up the solution
to the aeolian hazards in the studied area following suggested methods for limiting
the sand dunes accumulation migration on the different observed sites and areas. An
alternative solution might suggest dealing with this problem in which the dunes may
be considered an economic deposit depending on their mineralogical composition
and texture.

7 Recommendations

The sand dune fields must be monitored periodically by carrying out seasonal field
work, and dune fields, especially creeping and active fields, by means of satellite
images, and periodically to control the hazards resulting from the encroachment of
sand dunes. Before constructing the various types of civil structures, a study should
be made of wind directions and the extent to which sand dunes are close to these
facilities. The agricultural lands must be protected from the creeping of sand dunes
on them by making belts of suitable trees that prevent the creeping of sand dunes on
the agricultural lands.
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Amu Darya Dynamics in Afghanistan 
Using Remote Sensing Data 

Mohammad Asef Mobariz and Gordana Kaplan 

Abstract Land degradation due to river dynamics is a significant problem world-
wide. As people have settled near rivers, river dynamics cause severe material 
damage. This situation is getting more complicated when the same water bodies 
are the international border between two or more countries, making it a geopolitical 
problem. This natural disaster’s mapping and monitoring are possible with remote 
sensing data and geoinformation technologies. The land cover changes and river 
dynamics of international borders and their surroundings were investigated using 
remote sensing satellite imagery in Google Earth Engine’s cloud-based platform. 
The most significant contribution of this chapter is that it points out a significant 
problem many local people are facing, mainly in developing countries. However, it 
should also be stated that this is also a global problem. The Amu Darya river case 
study is just an example of what many local people mainly depend on agriculture. 
Here we use remote sensing data to investigate the channel changes and dynamics 
of the Amu Darya river along Afghanistan’s border. The main goal is to map and 
analyze the land cover changes of four classes over the study area and determine land 
degradation from 1990 to 2020. Also, seasonal land degradation has been investi-
gated. The results showed that monitoring river dynamics could be done with satellite 
remote sensing data, and it can be used to timely monitor water bodies dynamics. 
National and international administrations can use such data to resolve geopolitical 
problems due to due to unresolved water-sharing policies. 
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1 Introduction 

The inability of the ecosystem to heal itself unaided after a significant loss is called 
land degradation. Land degradation as one type of environmental degradation can 
happen in different types, namely physical, chemical, and biological. Water erosion, 
or soil erosion, is the primary type of physical land degradation. Physical land degra-
dation is a significant problem for the local people and the environment all around 
the world. People’s dependence on water is clear as more than 80% of the world’s 
population live on previously flooded land, whereas 90% are settled along a river 
[1]. Thus, water erosion is a significant problem in undeveloped countries, especially 
for the local people who mainly depend on agriculture. Water erosion is one of the 
natural degradation hazards. This type of land degradation is; high-intensity rains, 
steep slopes, and soils with a low resistance to water erosion. More than 20% of 
the international borders are represented by rivers [2]. The number of international 
borders as the river is the highest in South America and lowest in Asia. The division 
of states, cities, and countries with water bodies often causes political controver-
sies. Also, river dynamics cause a considerable hazard to those in the surrounding 
area [3]. River dynamics are natural occurrences mainly caused by anthropogenic 
activities such as dam constructions, irrigation infrastructure construction, land-use 
changes, and climatic factors [4]. Understanding, monitoring, and mapping the rivers 
are essential to prevent and lower the hazards caused by the river channel dynamics. 
If the river is transboundary and has natural hazards, it can also cause geopolitical 
problems [5, 6]. Shared waters have been a reason for conflict in many parts of the 
world [7]. 

The Amu Darya river is prone to conflicts and to land degradation. The Amu Darya 
river, shared by Tajikistan, Afghanistan, Uzbekistan, and Turkmenistan, also repre-
sents Afghanistan, Tajikistan, and Uzbekistan. Flowing from the highest mountains 
in the region, Amu Darya continues its journey in the flat areas of Central Asia and 
Afghanistan. The river dynamics make it challenging for the local people to claim 
their rights [5]. Researchers [8] have been searching for solutions for managing 
shared water resources in the Aral Sea Basin. The lack of effective management 
of the water caused severe consequences for the natural environment, the human 
population, and the economies of the sharing countries [9]. The Aral Sea Basin is 
extending over parts of five Central Asian Republics. The spring of the Amu Darya 
river is in the mountains of Afghanistan and Tajikistan. Through Uzbekistan and 
Turkmenistan, the river flows into the Aral Sea [10]. As agreements for shared water 
resources did not succeed, the economic and environmental state’s vulnerability can 
increase, and a political conflict can emerge [9]. Bekchanov et al. clearly stated the 
importance of action in the Aras Sea Basin to stop the crisis that affects millions of 
people, with increased mortality rates, disease and health disorders [11]. 

Geospatial data and tools have become valuable tools for mapping and monitoring 
land use and river dynamic changes worldwide. However, remote sensing has not 
been widely used for waterways as political borders. Using Landsat data, Popelka 
and Smith [2], recently a new geospatial database of the world’s river borders for
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large rivers has been made. In their study, Langat et al. [4] combined satellite imagery 
from Landsat with aerial imagery to monitor the river dynamics over Tana, Kenya. 
Thus, they were able to analyze the temporal and spatial channel changes of the river 
from 1975 to 2017. Similarly, Billah [12] used Landsat imagery to map and monitor 
the erosion and accretion in the Padma river, Bangladesh, from 1975 to 2015. Remote 
sensing data and geoinformation techniques have been successfully used for river 
channel dynamics [1, 4, 13–17]. With geoinformation systems, remote sensing data 
can provide excellent river channel dynamics, processing, visualization, and analysis 
tools. Remote sensing data can be used for land use/land cover maps, and with spatial 
analysis, the land cover changes can be determined. Also, not many studies can be 
found in the literature investigating transboundary waters. This leaves space in the 
literature to monitor transboundary rivers and river dynamics using remote sensing 
and geo-information systems. River morphology changes in varying environmental 
conditions due to the shifts of the river bank and the river’s water flow through natural 
and anthropogenic inputs. 

Some of the river morphology processes are channel dynamics, discharge, runoff 
events, sediment supply, and vegetation cover. Also, channel shifting and its response 
to changing environmental conditions are highly reliant on local factors (for example, 
channel type, hydrologic, and vegetation conditions) affected by anthropogenic 
activites. The processes attributed to channel shifting and assessing river morpholog-
ical change has long been of interest to geologists, geomorphologists, and engineers. 
Geo-information systems and remote sensing technologies have proven helpful for 
mapping and monitoring river resources [4, 12, 14, 15]. To better understand the 
importance of remote sensing data and technologies for river channel dynamics, 
first, we need to define the term river channel dynamics. Before we investigate the 
dynamics of Amu Darya, a detailed literature review of remote sensing use will be 
given. 

1.1 River Channel Dynamics 

River dynamics are a significant cause of land degradation. Riverbank changes and are 
connected to both natural and anthropogenic activities. The anthropogenic activities 
have become more recent than the natural causes, such as excessive or insufficient 
precipitation [4]. 

The importance of water is clear as it is essential for life on Earth. Waterways 
create distinctive stream designs such as braided and meandering depending on the 
discharge regime, sediment load, hydrodynamic forces, and floodplain properties 
[18]. Stream morphology changes in changing natural conditions over spatial and 
temporal scales due to the erosion and accretion of the waterway bank and the 
river’s water stream through common and anthropogenic inputs. Control waterway 
morphology forms incorporate channel flow, release, runoff occasions, dregs supply, 
and vegetation cover. In expansion, channel moving and its reaction to changing
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natural conditions depend on nearby components influenced by anthropogenic unset-
tling influences. Thus, understanding the processes attributed to channel shifting and 
assessing river morphological change has long been of interest to geologists, geomor-
phologists, and engineers [19]. In the last few years, significant progress has been 
noticed in understanding channel morphology and elucidating the channel’s shifting 
in the platform of a river basin. Subsequently, studies of channel morphology are 
fundamental to assess the common and human impacts on morphometric param-
eters and channel flow amid this time. However, forecasts of channel’s reactions 
are a complicated assignment. Successful variations react to the changes within the 
waterway bowl. In recent studies, most channel morphology studies have focused on 
the deterministic model; however, the river system is energetic and stochastic. Fresh-
water resources such as lakes and rivers are the most politicized natural resources. 
There are over 250 rivers worldwide transboundary borders. Worldwide basins cover 
more than 45% of Earth’s surface. With a dynamically water-stressed world, shared 
water resources can along these lines be utilized as political infers. In expansion, 
more than 40% of the world’s populace depends on universal streams, and approx-
imately 25% of these individuals live in creating nations. The battles and clashes 
for shared water assets increment political pressures between neighboring nations. 
Later research appeared that more than 300 arrangements bargain with shared water 
assets between nations [6]. 

In any case, since waterways are dynamic natural features, the moving of streams 
due to common erosion and sedimentation forms can make political issues between 
nations in terms of boundary definitions. In expansion, as normal assets are shared, 
stream boundaries are powerless to debate concerning viewpoints of water adminis-
tration. Over the final 60 years, the Hirmand Waterway has changed its morphology. 
This is likely due to the changes that have happened within the hinterland. Several 
studies appeared that the land use inside a catchment incorporates a critical affect 
on the fluvial forms. Changes within the upstream regions of a catchment influence 
the hydrological, geomorphological, sedimentological, and biological working of a 
waterway. 

1.2 Remote Sensing and River Dynamics 

With geo-information systems, remote sensing techniques and data provide vital 
information on the erosional dynamics and intensity over time and space, that are 
useful for soil erosion assessment, control, and prediction. Reasearch shows that soil 
erosion, crucial component of land degradation, comprising water and wind erosion, 
chemical degradation, excessive salts, and physical and biological degradation, is 
a severe global environmental problem [20]. Rapid population growth, deforesta-
tion, unsuitable land cultivation, uncontrolled, and overgrazing have accelerated soil 
erosion in the world’s principally in developing countries [21]. 

The most convenient way to identify changes in water areas is by mapping 
and observing how they have changed over time. Due to erosion and deposition,
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coastal zone management shifts in coastline position are a significant concern as 
very dynamic coastlines can cause considerable hazards to human use and develop-
ment. Therefore, coastline mapping and measurement of coastline position changes 
are moreover fundamental for secure navigation, asset administration, natural assur-
ance, and maintainable coastal improvement and arranging. Also, many coastal habi-
tats are designated as particular conservation areas under the European Union’s (EU) 
Habitats Directive. Thus, it is evident that rapid, replicable techniques are required 
to update coastline maps and monitor movement rates [22]. 

Earth Observation gives a well-suited innovation system for environmental 
mapping and observing, and it can give information required for spatial examination. 
The ability of Earth Observation technologies to provide accessible and continuous 
data is a significant advantage over the conventional methods. The detection of water 
bodies changes using satellite data has gained high importance in the last few decades. 
With satellite imagery is possible to define water areas and other land covers. Earth 
Observation provides a practical set of tools for analyzing and extracting spatial infor-
mation to support reliable and consistent decision-making. The integration with GIS, 
provides an excellent framework for data capture, storage, synthesis measurements 
and analysis, all of which are essential in coastline changes investigations. 

Integrating remote sensing data and technologies with geo-information systems 
has become an effective tool for mapping and spatial–temporal monitoring of land-
use change. It provides a detailed understanding of the different functioning of 
ecosystems. Therefore, remote sensing data and techniques are the main tools in 
Earth observation sciences. Several studies have been carried out worldwide to study 
land-use and land cover changes through processing satellite images. The primary 
data source of this kind of study is the Landsat images. The Landsat program provides 
satellite images with a temporal resolution of 16 days that have provided free up-to-
date images across the globe since 1972 [23, 24]. Image processing is the process of 
improving the quality of an image for analysis and manipulation. 

Remote sensing technology is opening up modern conceivable outcomes for 
waterway science and management. With the use of multispectral data, water bodies 
can be mapped and monitored. With remote sensing data availability at broader 
scales and suitable accuracy, the possibilities to survey and characterize the hydro 
morphological features of river systems extensively at multiple scales, from catch-
ment to reaches, is unprecedented. However, the information accessibility challenges 
existing information investigation abilities and requires modern statistical modeling 
systems to gotten to be reasonable for waterway characterizations and management 
[24]. 

Land degradation caused by stream bank erosion and its effects on channel evolu-
tion are essential geomorphic research problems relevant to many scientific and 
engineering fields. Remote sensing can provide large area data at regular intervals 
with a quick turnaround time integrated with GIS techniques. Remote sensing data 
has been used to study and monitor river erosion and its bank line shifting [25]. 

River morphological dynamics are natural autogenic occurrences for fluvial rivers 
resulting from discharge flow processes, debris and sediment transport, channel 
migration, and floodplain erosion and accretion. Riverbank erosion and accretion
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and channel course changes are more related to climate change, discharge quantity 
and sediment type, and hydrologic regimen variations. However, basin-wide Anthro-
pogenic advancement activities such as hydroelectric dam development, water system 
framework development along the riverbank, and land-use changes are accelerators 
of the river’s characteristic geomorphologic dynamic behavior. These human alter-
ations have gotten to be more powerful than the characteristic strengths of floods and 
dry spells. They undermine the autogenic waterway channel dynamics coming about 
in major channel degradation, disturbance of sediment supply and water pathways, 
as well as waterway provisioning administrations. [15]. 

Expert and experienced human interpreters extract thematic information from 
satellite images through visual interpretation. Visual interpretation takes into account 
tonal differences, texture, size, shape, context etc. Though visual analysis is exten-
sively used for interpreting remote sensing data, it cannot provide quantitative infor-
mation. With big volume of data, the information extraction through visual analysis 
is shallow. The visual analysis also makes it challenging to use all spectral bands 
effectively. Thus, computer processing of remotely sensed data is essential to take 
full advantage of the capabilities of this data to identify and quantify features. Land 
cover classes are ordinarily mapped from advanced remotely sensed information 
through the method of directed digital image classification [26]. 

The task of digital classification is to assign a value or label to each pixel of 
the remote sensing image. Suppose this labeling is done for all the pixels in the 
scene. In that case, we get a thematic map as in the case of visual interpretation. The 
objects are discriminated based on reflectance/emittance variation of their Electro-
magnetic radiation and other characteristic properties. There is no unique value of 
the reflectance/emittance associated with each class. Spectral response patterns from 
various surface classes will generally have a mean value and a spread/variability 
around the mean. Several factors like atmospheric scattering, topography, class 
mixture, illumination and view angles etc. cause this spread or variability within 
a class  [27]. 

Combining satellite image processing techniques, surveys, and field data to study 
land cover change and its relation to water availability, demand, and consumption has 
effectively assessed water balances. Many studies with a similar research topic in the 
literature and remote sensing have shown a strong performance in the study of land 
use/cover changes, the development and generation of land cover change scenarios 
for hydrological modeling [28]. Monitoring river channel dynamics is also helpful 
in preventing and mitigating flood and drought disasters, particularly in developing 
countries. Remote sensing data have become a valuable tool for change detection in 
rivers and their floodplain dynamics. Different RS and GIS methods are utilized to 
supply knowledge into the river channel vulnerability and an understanding of the 
transient and spatial channel changes and elements of this waterway reach [4]. River 
morphological dynamics are natural autogenic occurrences for fluvial rivers resulting 
from discharge flow processes, debris and sediment transport, channel migration, and 
floodplain erosion and accretion. Riverbank disintegration and growth and channel 
course changes are more related to climate alter, release amount and sort of silt, and 
varieties of hydrologic regime [4].
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This chapter applies remote sensing data and geo-information techniques are 
applied to understand the temporal and spatial channel changes and dynamics of the 
Amu Darya river along Afghanistan’s border. The objective is to map and analyze 
the land cover changes of four classes over the study area and to determine land 
conversion from 1990 to 2020 between the investigated classes. Also, seasonal land 
degradation has been investigated. To achieve the goals in this study, we use four 
Landsat images (1990, 2000, 2011, 2020) from the same period (May–July) to avoid 
seasonal changes. The seasonal changes were investigated in 2020, in all four seasons. 
The analyses have been made in the Google Earth Engine platform. This kind of 
application is needed for decision-making when conventional monitoring of river 
dynamics. Both local and international administrations can use the information to 
resolve problems due to unresolved water-sharing policies. Also, the results can 
be significant to help make geopolitical decisions beneficial for the water-sharing 
parties. 

2 Study Area 

Afghanistan is an extremely poor country, and it is highly dependable on agriculture. 
For the past few decades, the war that has been going on put economic considerations 
secondary to political and military problems [5]. Afghanistan is an arid country where 
mountains occupy two-thirds of the land with little or no vegetation. Still, 90% of 
the population depends on agriculture. Most of the agricultural land is located in the 
northern part of Afghanistan, in the basin of the Amu Darya river, and it is the largest 
river in Central Asia, with a total length of about 1.400 km. The river is formed 
as a result of the confluence of two rivers, Pyandzh and Vakhsh. Before diverting 
their flow, together with Syr Darya, Amu Darya was the main source of the formerly 
fourth-largest lake globally, the Aral Sea [29]. The total catchment area is estimated 
as 465,000 km2, the area of the effective drainage basin is 300,000 km2 [30]. The 
river is formed in the Tigrovaya Balka Nature Resource on the border between 
Afghanistan and Tajikistan and flows into the Aral Sea. The river’s upper course 
is part of Afghanistan’s border with Tajikistan, Uzbekistan, and Turkmenistan. The 
river then continues across the desert of eastern Turkmenistan and its lower course 
forms part of the boundary between Uzbekistan and Turkmenistan. 

The Amu Darya river is approximately 1,415 km long, but if measured from the 
sources of its headstream, the Panj River, in the Pamirs, its length is 2,540 km. In 
the past, Amu Darya was one of the main rivers discharging into the Aral Sea before 
river diversion. Precipitation and temperature in the basin vary mainly according 
to topography. The main source of precipitation are mid-latitude westerlies, and it 
mainly falls as snow during the winter. That way, at the highest places with extremely 
low temperatures, the glaciers are fed with precipitation that may exceed 1,015 mm. 
As the elevation decrease, the mean monthly temperatures increase and precipitation 
decreases. In the river’s lower reaches, mean annual precipitation is less than 100 mm, 
with mean July temperatures above 25 °C and mean January temperatures ranging
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between 0 and 10 °C. The climate is more often than not dry mainland in Afghanistan, 
with cold and generally stormy winters (and a stormy top in spring) and hot and sunny 
summers. In any case, considerable contrasts are depending on region and height. 

The border between Afghanistan, Tajikistan, and Uzbekistan starts at the begin-
ning of the Amu Darya river, on the joint point of the rivers Pyandzh and Vakhsh. It 
continues until the Afghanistan border with Turkmenistan (Fig. 1). The surrounding 
of the river from both sides is occupied with croplands. The surrounding small towns 
are vulnerable as the area is flooded almost every year, usually from March till May, 
when floods happen due to the heavy rains in the mountainous regions, filling the 
river basin, causing hazards and challenging the local people (Fig. 2) [5]. 

Fig. 1 Amu Darya basin, and location of the study area, the border between Afghanistan and 
Tajikistan [10]
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Fig. 2 Land degradation caused by water erosion in Amu Derya (Photographs taken by Ali Reza 
Danis, May 2021) 

3 Google Earth Engine Classification 

To classify the study area into four classes: Water, Bare Land, Cropland, and Wetland, 
image collections from Landsat—5 (1990, 2000, and 2010), Landsat—8 (2020), 
in the cloud computing platform, Google Earth Engine was utilized. The image 
collections were filtered by date, and images from June and July were used in further 
processing. The obtained images were reduced to a single image to get cloud-free 
imagery, calculating their median values. Six Landsat bands (Blue, Green, Red, 
Near Infrared, ShorthWave Infrared-1, ShorthWave Infrared-2) were used for the 
classification. In addition to the mentioned bands, two spectral indices calculated 
from Landsat data were added to the investigation; Normalized Difference Vegetation 
Index (NDVI), Normalized Difference Water Index (NDWI), Modified Normalized 
Difference Water Index (MNDWI). Details and equations of the indices are given 
in Table 1. Frequenty used water indices in the literature using remote sensing data 
are commonly used for water detection [31]. High index values usualy correspond
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Table 1 Spectral indices 
used in the GEE classification 

Index Used bands Equation 

1 NDVI Red, NIR NIR—Red/NIR + Red 
2 NDWI Green, NIR Green—NIR/Green + NIR 
3 MNDWI Green, SWIR Green—SWIR/Green + SWIR 

to water and low values to land. The indices can be calculated from any satellite 
collecting data in the conserving wavelength. Thus, for calculating MNDWI from 
Sentinel-2, the green (Band 3 at 559.8 nm) and the short-wave infrared (SWIR) bands 
(Band 11 at 1613.7 nm) are used [32]. The NDWI is calculated using the green (Band 
4 at 664.6 nm) and NIR bands (Band 8 at 832.8 nm) from Sentinel-2 sensor. Different 
to the water indices, the NDVI high values corresponds to vegetation and low values 
to land. The NDVI is calculated using Sentinel-2’s green (Band 8 at 832.8 nm) and 
Red bands (Band 4 at 664.6 nm). 

For the four classifications, the same samples have been used. Thus, the samples 
were carefully selected from the unchanged land covers over the years. The sample 
training was done over the Landsat data, with validation over high-resolution imagery 
from Google Earth. The classification was performed using a LIBSVM classifier. 
Fifty percent of the samples were used in the classification. Overall accuracy and 
kappa statistics were calculated for every year for the accuracy assessment. The 
same methodology has been used for the seasonal analysis. Details about the used 
methodology are given in the flowchart in Fig. 3.

Recently, Support Vector Machine (SVM) is a very popular supervised classi-
fication and regression algorithm. SVM grew up on the concept of perpendicular 
distance or margin between decision planes (defined as decision boundary) and data 
points. In the present study, the most used Mapping and Monitoring Amu Darya 
River Dynamics of SVM were employed to classify the river mapping. A detailed 
flowchart of the methodology is given in Fig. 3. After the study area has been selected, 
it has been added as a Geometry in the GEE platform. 

Furthermore, the four classes, Water, Cropland, Bare land, and wetland, have been 
distinguished in the study area. Using Landsat for the yearly and Sentinel-2 for the 
seasonal analyses, 30 sample points for each class have been selected. Then, image 
collections have been selected and processed. According to the study area, the image 
collections have been clipped according to the study area, date, cloud cover, and the 
same bands have been used for Landsat—5 and Landsat—8 for the yearly analysis. 
The same procedure has been done for the Sentinel-2 seasonal analyses. 

After stacking the multispectral bands and the calculated indices, the model has 
been trained using the samplings for each class. The classification accuracy assess-
ment has been done using 50% of the collected samples. Thus, 50% of the samples 
were used for classification, while 50% were used for testing the developed model. 
Afterward, the results have been exported and analyzed in a GIS software where 
spatial analyses for land conversion have been made.
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Fig. 3 Flowchart of the GEE classification

4 Results 

Interpreting results from satellite imagery classification is the most important part of 
remote sensing analysis. For land degradation caused by river dynamics, the water 
body changes are needed to assess the erosion and acceleration of the river over a 
specific period. Also, the accuracy of the results is crucial for accurate interpretation
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Table 2 Accuracy 
assessment results 

Year Validation overall accuracy (%) kappa 

1 1990 90 0.86 

2 2000 96 0.95 

3 2010 87 0.83 

4 2020 98 0.97 

Fig. 4 Land conversion results; a 1990–2000; b 2000–2010; c 2010–2020 

of the results. Thus, 50% of the training samples were then used for the accuracy 
assessment analyses, and the results are presented in Table. For remote sensing 
images with middle spatial resolution as Landsat and Sentinel, a minimum accuracy 
of 75% needs to be obtained. The accuracy of the classifications made in GEE over 
the Amu Darya river was between 87 and 98% (Table 2). 

The results of the classifications are shown in Fig. 4. While there are no significant 
changes in the Bare Land class, a shift of the river bed can be noticed in several points 
of the study area. Land conversion during the three investigated periods (1990– 
2000; 2000–2010; 2010–2020) has been made for more detailed investigation. The 
conversions between the classes are shown in Fig. 4. 

In all three periods, the class Bare Land did not receive any additional area from 
the other classes, but small Bare Land areas were converted to, generally, cropland. 
Wetland and water’s classes changed the most, with more than 40% conversion of 
the Water class to Wetland and Cropland. From 1990 to 2000 and 2010 to 2020, 
this conversion was 20% and 25%, respectively. As expected, the results showed 
that the river bed mainly shifts towards the Wetland and Cropland, or areas with soft 
soil. For a more detailed investigation, we recommend considering the geological 
characteristics of the river bed and its surroundings. 

The land degradation can be clearly seen in Fig. 5, where the erosion and accelera-
tion between 1990 and 2020 have been shown. Results show evident land degradation 
over the Amy Derya river bank. According to the statistical analyses, the water area 
in 2000 was approximately 30.000 ha smaller than the area in 1990. The water area 
then gains around 19.000 ha in 2010 compared to 2000, and then it got lowered in 
2020 to 11.000 ha. The results showed that the river dynamics mainly occupy the 
wetlands and croplands area, thus causing damage in farmers’ land and some small
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villages around the river bed. It should also be mentioned that the river dynamics are 
constantly changing the natural border between the sharing countries, which causes 
even more significant problems for local farmers to claim their rights [5]. 

For the seasonal analyses, Sentinel-2 satellite data has been used. The same 
methodology as with the yearly analyses has been applied. The accuracy results 
were significantly higher in comparison with the results from the Landsat imagery. 
This is expected as Sentinel-2 has a higher spatial, spectral, and temporal resolution 
than Landsat. The results are given in Table 4.

Figure 6 shows the river in the four seasons in 2020. The results of the classifi-
cations are shown in Fig. 7. While there are no significant changes in the Bare Land 
class, a shift of the river bed can be noticed in several points of the study area.

Fig. 5 Amu Darya river dynamics 1990–2020, erosion and accretion 
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Table 4 Accuracy 
assessment for the seasonal 
analyses using Sentinel-2 

Season Validation overall accuracy (%) Kappa 

1 Winter 94 0.93 

2 Fall 96 0.95 

3 Summer 93 0.91 

4 Spring 96 0.95

Fig. 6 Classification result from four seasons for the river

5 Discussion 

Land degradation is a major problem all over the world. Land degradation caused by 
river channel dynamics can be a significant problem for the local people, especially 
farmers in developing countries who depend on agriculture. With the use of remote 
sensing data and geo-information techniques, this study once again showed the role 
of satellite remote sensing data in river channel dynamics. Once again mentioned, 
a number of water bodies worldwide are also an international border between two 
or more countries. This can be extremely difficult as some of the local farmers lose 
their land in some cases. As shown in this study, with the shifting of the river body, 
Afghanistan’s agricultural land gets flooded, while the other side “gains” land. This 
is a serious problem, as the locals are living in an extremely poor country and cannot 
fight for their rights. However, this is a major problem that needs to be addressed 
geo-politically. Remote sensing and geo-information systems can be of aid to the
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Fig. 7 Seasonal river dynamics of Amy Darya
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resolution of this problem, as with satellite imagery, large areas can be timely moni-
tored. In order to help decision-makers and solve geopolitical problems between the 
countries, continuous monitoring of the water areas and their surroundings is crucial. 
Most of the studies in the literature investigate river dynamics [4, 12] or land  cover  
changes [33]. The main contribution of this study is the evaluation of both land cover 
changes and river dynamics of Amu Darya river. For that purpose, a classification 
has been made over the study area with four classes (Bare land, Cropland, Water, 
Wetland) in the cloud-based platform Google Earth Engine. Furthermore, the land 
conversion has been calculated between 1990 and 2020. 

According to the results, large areas of wetland (possibly highly watered crop-
land) and cropland are being flooded by the river’s new course, meaning that the river 
causes damages to local peoples’ lands. More than 50% of the wetland areas transited 
to cropland (approximately 30%), and water and bare land (10%) in the investigated 
period. Part of the river is the border between Afghanistan and Tajikistan, and with 
every change of the riverbed, the international border between these two countries 
changes. The results are curtailed in decision making, and both local and interna-
tional administrations can benefit from them. Also, the results can be helpful in risk 
management, irrigation plans, monitoring systems, etc. 

As the pressures of increasing destruction by the waters of the Amu Darya on 
the people and the inhabitants around the sea were greater and a large number of 
people suffered irreparable damage due to these devastating events, and people were 
forced to leave their homes. It is also noteworthy that climate change is affecting the 
low-water areas. Neighboring countries have increasingly managed and controlled 
the infrastructure and management of transboundary waters in Afghanistan, and 
unfortunately, have suffered the most from Afghanistan. Similarly, over the past few 
years, the Government of Afghanistan has raised its awareness of the importance of 
addressing cross-border issues with low-water neighbors to ensure the most efficient 
use of the region’s precious water resources. This chapter is a step towards strength-
ening Afghanistan’s transboundary water dialogue by reviewing the situation and 
proposing possible solutions to promote cooperation and water management in the 
Amu Darya Basin. 

6 Conclusions 

The part of Amu Darya basin in Afghanistan and Tajikistan is prone to major river 
dynamics. This causes land degradation as an erosion, causing significant problems in 
the area. As the river is also the international border between these two countries, this 
can also be referred to as a global, geopolitical problem. Using remote sensing data 
and technologies and geospatial technologies can be beneficial for such an important 
matter. With the ability to collect daily, weekly, or monthly data, remote sensing is 
the ideal tool for mapping and monitoring river dynamics. Due to seasonal changes, 
the Amu Darya river is constantly changing its riverbed, making it hard for the local 
people settled around the river who mostly depend on agriculture. The results showed
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that the river/international border between Afghanistan and Tajikistan has shifted to 
the south, which resulted in the loss of land and houses, and most importantly, the 
lives of the local Afghanistan people. 

7 Recommendations 

Conventional methods for mapping and monitoring riverbed shifting can be chal-
lenging and expensive. Therefore, modern technologies and techniques should be 
considered to overcome threats and possible damage to the surroundings. As the Amu 
Darya river is constantly changing, such methods can be impractical as well. As the 
main source for Earth Observation, remote sensing should be used for monitoring 
such changes. 
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A New Method for Land Degradation 
Assessment in the Arid Zone of Republic 
of Kazakhstan 

Dmitry Malakhov , Madina Batyrbayeva, and Irina Vitkovskaya 

Abstract The problem of land degradation, being extremely actual over the planet 
and especially in arid zones, requires imminent scientific attention to outline terri-
tories affected with degradation, and develop effective measures to withstand the 
problem. The use of remotely sensed data proves as a cost-effective and informative 
tool for land surface monitoring. Moreover, remote sensing is sometimes the only 
way to comprehensively imagine the current processes over huge territories. The 
main question of remote sensing data application is the accuracy of methods used to 
obtain certain land characteristics. The joint analysis of ground and satellite data is 
indispensable at all the remote sensed algorithm development stages. In the current 
chapter the new index of land degradation assessment is described. The index has 
been under development for several years and has strong ground-truth support with 
data gathered in the arid zone of Kazakhstan. The new index considers the condition 
of plant cover, the moistening regime, and bare soil’s spectral parameters. Initially 
developed for Landsat-8 data in south-eastern Kazakhstan, the index was applied for 
the entire arid zone of Kazakhstan. There is no doubt, the new index could be of use 
at various applications related to the problem of environmental degradation all over 
the arid belt of Eurasia, where the problem of aridization becomes most actual for 
Asian countries. 
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1 Introduction 

The deterioration of environmental conditions induced by human activity is a threat-
eningly fast and dangerous phenomenon that is very close to becoming uncontrollable 
globally. Asian countries having most of their territories laying within the arid or 
sub-humid belts are especially vulnerable to land degradation and desertification. 
Methods and technologies of fast, cost-effective and reliable assessment of degra-
dation severity upon vast and often hardly accessible areas are very important for 
Asian countries allowing identify the degradation foci and provide reasonable and 
well-timed response. Land degradation is a complex phenomenon, comprising many 
factors and induced by different reasons. Different schools define land degrada-
tion according to their interests [1]. Even a very brief review of the land degradation 
concepts [2, 3] comprises a set of very different definitions of the degradation process. 

General concepts define land degradation as a process that implies reducing the 
potential productivity of the land [4]. More attenuated concepts define land degra-
dation as a result of collective degradation of different components, including water, 
soils and biotic resources [5]. The UNCCD defines land degradation as the “reduc-
tion or loss in arid, semi-arid and dry sub-humid areas, of the biological or economic 
productivity and complexity of rainfed cropland, irrigated cropland, or range, pasture, 
forest and woodlands resulting from land uses or from a process or combination of 
processes, including processes arising from human activities and habitation patterns” 
[6]. Degradation of land can be caused by various factors, including climatic vari-
ations and human activities. Human-induced land degradation mainly occurs due 
to overexploitation of land resources for cropping and livestock farming, including 
irrigation practices, overgrazing of rangelands, and fuelwood exploitation. 

Land degradation is a common phenomenon. It includes soil degradation as a 
component. Soil degradation is a process of decreasing soil capacity to support 
human life [7]. The loss of vegetation enhances soil erosion and reduces the produc-
tive value of the land [8]. In turn, soil degradation reduces biodiversity and natural 
vegetation [9]. Lal and Stewart [10] grouped soil degradation into three categories: 
(1) physical degradation, (2) biological degradation, and (3) chemical degradation. 
Besides vegetation degradation, soil degradation comprises such aspects as: water 
erosion, wind erosion, salinization, soil fertility loss, soil compaction, and crusting 
[11]. 

Key soil parameters affecting vegetation development are nutrients, moisture 
content, soil acidity (pH), mineralization, humus content, and soil microorganisms’ 
biomass. Change or alteration in the composition of those parameters may indi-
cate the process of soil degradation [12]. Manifestations of land degradation may 
appear as desertification, soil erosion, salinity increase, etc., often related to each 
other. Desertification is land degradation in arid, semi-arid, and dry sub-humid areas 
resulting from various factors, including climatic variations and human activities” 
[6]. Soil erosion is the displacement of materials like soil, mud, and rock by gravity, 
wind, water, or ice. The most common agents of soil erosion are water and wind [13].
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The alteration of the chemical composition of soil [14] and soil salinity in partic-
ular may evident the degradation. Salinity is salt in the wrong place, affecting water 
quality, water uptake and nutrients by plants, and breaking up roads and buildings. 
It occurs naturally in drylands and areas prone to tidewater flooding but is often 
exacerbated by poor soil and water management [15]. Soil erosion is another impor-
tant aspect of land degradation [16] resulting in the loss of soil nutrients and overall 
soil destruction. As a particular case of land degradation, pasture degradation may 
be indicated by altering natural plant species with ruderal and unpalatable species. 
The method of quantitative estimation of overall pasture grass cover and the ratio 
of unpalatable species was proposed by Zha et al. [17]. Following this approach, 
general grass cover and the ratio of ruderals species are counted in percent, allowing 
quantitative estimation of the pasture. 

In general, the variety of degradation definitions may be splitted into “Socioeco-
nomically” and “ecologically” accented ones. There is consensus that land degrada-
tion is widespread, it has severe financial and social consequences and may sometimes 
be irrecoverable on a human timescale at manageable cost [18]. 

Natural pastures represent an important component of the biosphere resources 
that outline the biological diversity of the flora and fauna and the quality of human 
beings’ environment. Under normal conditions, pasture ecosystems possess some 
important characteristics: the annual renovation of the vegetation with stable biomass 
value and maintaining soil fertility. The stability of pasture ecosystems is related, 
among other factors, to the intensity of the grazing. Degradation of natural pastures 
results in altering the natural plant species and communities, which has a form of 
depletion of palatable species and decreasing plant coverage density. Ruderal and 
unpalatable species, existing in normal conditions as a marginal component of plant 
community, may become abundant and widespread under ecosystem transformation 
and may serve as indicators of degradation. In the arid regions, where the natural 
plant coverage is sparse and patched, overgrazing appears to be the most aggressive 
factor that leads to deflation of the fertile upper horizon of soils and hardening of 
inner clay loam layers containing salts. Disturbed areas, represented with degraded 
plant communities, contained mostly ruderal species, often appear along cattle paths, 
human settlements, wells, and artesian and may spread to huge areas, if cattle owners 
neglect or, in some reasons, cannot follow the rational regulations of cattle breeding. 
Arid pastures are fragile as the renovation capacity is very limited in a hot and dry 
climate, so any disturbance has a prolonged effect on steppe pastures. 

Kazakhstan traditionally is an area of intense cattle-breeding. As a result, the area 
of natural pastures, is as much as 187 million ha, with an additional 5 million ha of 
hayfields. At the same time, the rough estimation of the area of degraded pastures 
returns as much as 25–27 million ha [19]. 

Alterations of pasture are well detectable with satellite imagery. Vegetation and 
soil appear to be most suitable for the study by remotely sensed data of all the 
ecosystem components. Changes in these elements possess pronounced spatial and 
temporal character and may be detected using the information provided by various 
satellite sensors at different levels of spatial resolution and periodization. There are 
two possible opportunities for degradation assessment with remotely sensed data:
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the estimation of the current situation using few or single scenes, and the long-term 
observations over the area. 

The estimation of a current degradation state may often be very rough, as the 
manifestations of light degradation are often similar to changes in plant and soil prop-
erties caused by seasonal fluctuation of temperature and precipitation. The long-term 
monitoring of the degradation process is more reliable and thought time-consuming. 
It provides the possibility to determine land condition trends and track the land 
cover dynamics together with the analysis of the relations between land cover and 
climatic changes. Remotely sensed indicator should be easy to use, sensitive to minor 
land cover changes, and consider several environmental parameters rather than the 
single one. One of the basic problems of remote sensing data application is the strict 
necessity to obtain the correlation between ground data and satellite information. 

The accuracy of data and calculations is the main question to be answered prior to 
developing a monitoring system on different scales: from regional to global. Here we 
present a new index to estimate the degradation in arid areas of Kazakhstan, devel-
oped and verified with the Landsat-8 data and ground information obtained during 
field seasons of 2013 in the Balkhash Lake region (South-Easter Kazakhstan). The 
proposed index considers vegetation condition, moisture, and bare soil properties. 
The observation and validation of the index was taken during the 2013–2019 period 
at the study area with Landsat-8 data. The index’s performance was further tested 
for the entire arid zone of Kazakhstan and applied to TERRA\MODIS imagery. 

Thus, the following major processes all together characterize the land degradation 
phenomenon: decreasing of productivity, i.e. changes in vegetation; soil degradation 
(erosion); desertification (increasing of bare land area); salinization of the soil. All 
the processes listed are well recognizable using satellite data in the form of direct 
observation, band ratio computations, or other, more or less sophisticated approaches. 

2 Study Area 

The study area (Fig. 1), located in the South-East Balkhash Lake region, is arid and 
dry: solar radiation is 130–140 kilocalorie/cm2 per year, the annual mean temperature 
is about 5 °C, mean January temperature varies between (−14) and (−15) °C; mean 
temperature of July is 24 °C. Annual precipitation does not exceed 150–200 mm 
[20]. The duration of the vegetation growth is 200–210 days. Soils are characterized 
by low humus content, relatively high carbonate and gypsum content, and frequent 
and high salinization caused by a relatively high level of groundwater.

Pogrebensky [21] described the following main geomorphological elements to 
form the landscape in the study area: river bed; river banks, cellular inter-channel 
depressions, and flat plains sloping from the channels; hilly and hilly-ridged sands. 
Sands represent the remnants of a sandy desert that formed as a result of ancient 
alluvium. 

The main elements of the relief in the abrasion-accumulating plain are represented 
by flat saucer-shaped depressions and numerous delta channels crossing the plain.
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Fig. 1 Study area. Red rectangle indicates the location of study area within the territory of 
Kazakhstan

In addition, phytogenic hillocks form distinct agglomerations. The total slope of the 
surface, directed to the Balkhash Lake is about 0.0002° [22]. 

Lepsy and Aksu Rivers are two main water streams of the area. Lepsy River runs 
in the northern part of the study area, and Aksu River crosses the central part of the 
study area. Both streams flow into Balkhash Lake. Few human settlements are located 
within the study area. Landscapes consist mainly of hilly plains; salty marshes are 
common and associated with microrelief depressions. Vegetation consists mainly of 
hyper xerophilous and xerophilous plants of different lifeforms, with the dominance 
of semi-shrubs, shrubs and trees [23, 24]. The study area belongs to the Central-
Asian type of deserts [25], possessing more or less even seasonal distribution of 
annual precipitation. The presence and prevalence of grey sagebrush (Artemisia terra 
albae) characterize the regional desert as a northern type of sandy desert.
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2.1 Physiography of the Arid Zone of Kazakhstan 

Semidesert zone occupies as much as 75 million hectares. It is characterized by an 
arid, continental climate with annual precipitation of about 175–250 mm and sparse 
grass cover. However, much of the semi-arid zone is unsuitable for plowing and repre-
sents mainly pastures (up to 90% of the entire area) and hayfields. Soils are character-
ized by moderate humus content and significant areas affected with severe manifes-
tations of salt, associated with relief depressions [19]. Following the classification of 
Köppen-Geiger [26, 27], semidesert falls mainly into BSk (Arid/Steppe/Cold) zone. 
Pastures of the semidesert zone are located to the North of 48°N parallel and have 
mixed vegetation, containing both steppe (fescue, feather grass) and desert (mainly 
sagebrush) species [28]. 

Desert zone is the largest climatic zone of Kazakhstan. Desert zone occupies 
up to 86–87 million ha. The climate is extremely arid and continental. Annual 
precipitation does not exceed 200 mm with the prevalence of spring precipitation. 
Soils of the desert zone are weakly developed with a humus content of about 1% 
[19]. In terms of Köppen-Geiger [26, 27] classification desert area resembles BWk 
(Arid/Desert/Cold), BSk and Dsa (Cold/Dry Summer/ Hot summer) climatic zones. 

Pastures of the desert type are common to the South from 48°N parallel [28]. 
Desert pastures are traditionally divided into several distinct groups: pastures of sandy 
desert, pastures of the clayish desert, pastures of gravel desert, and pastures of salty 
deserts. These types of salty and clayish deserts pastures demonstrate lesser value 
due to low productivity and relatively high concentration of unpalatable grasses [29]. 
Most common soils are grey-brown and sandy desert soils [20]. Following Zobler’s 
classification [30], predominant soil units within the arid zones of Kazakhstan are 
luvic xerosols, haplic, calcic and takyric yermososl, i.e. soils with low humus content, 
enriched with calcium carbonate, with high clay and sand content. The vast desert 
pastures make this type the only useable for many people. At the same time, desert 
pastures are the most vulnerable type to degradation processes due to the weak 
development of the fertile horizon in soils and the properties of vegetation cover. 

3 Material and Methods 

3.1 Field Data 

Fieldwork was attended twice (late May and early September) in 2013. Seventy-
seven field protocols (Fig. 2) were documented for each observation point with a 
detailed description of the landscape, soil, vegetation cover, and degradation degree.

A degradation degree was studied following [31]. Predominating type (or several) 
of the anthropogenic pressure was described, and degraded locations were compared 
to intact areas. The selection of intact areas has been done among as much as similar 
areas to degraded ones in regard of soil and vegetation. Special attention has been



A New Method for Land Degradation Assessment … 141

Fig. 2 Observation points during field seasons of 2013. Classification of degradation is based upon 
the field measurements and descriptions

paid to ruderal species, indicating the process of natural pasture transformation. The 
list of plant species used as indicators of degradation in the arid areas of Kazakhstan 
is given in Table 1.

Major indicators of the degradation in desert ecosystems are the following: distur-
bance of the structure and composition of plant communities, decreasing of the 
biomass (production), decreasing of the perennial plants ratio in the community, 
appearance en masse of ruderal and unpalatable species [32]. 

For each ground point, the following data were registered:

– Composition of plant community 
– Abundance and distribution of species 
– Phenology 
– Grass cover 
– Biomass (counted for square meter and recalculated for hectare) 
– Ratio of indicator species in a community 
– Relief description 
– Soil composition 
– Moistening regime 
– The presence and the character of anthropogenic pressure (i.e. grazing, infras-

tructure, etc.); affected square and the period of pressure (when possible)
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Table 1 Plant species 
indicating the pasture 
transformation in the desert 
zone of Kazakhstan 

Species Sandy loam desert Sandy desert 

Anisantha tectorum + + 

Alhagi pseudalhagi + + 

Anabasis aphylla + − 
Atriplex spp. + + 

Artemisia scoparia + + 

Allysum teukestanicum + + 

Bassia spp. + − 
Ceratocarpus arenarius + + 

Ceratocarpus urticulosus + + 

Climacoptera brachiata + − 
Chenopodium album + − 
Chondrilla ambigua − + 

Corispermum spp. − + 

Heliotropium argusioides − + 

Heliotropium ellipticum − + 

Horaninovia ulicina − + 

Euphorbia seguierana − + 

Lepidium perfoiatum + + 

Lepidium ruderale + − 
Peganum harmala + + 

Polygonum spp. + − 
Salsola nitraria − + 

Tribulus terrestris − +

– The degree of degradation. 

The degradation degree was estimated based upon the complex criteria [32] and 
summarized in Table 2.

The numerical value of degradation in Table 2 represents the summarized effect 
of soil degradation and the vegetation conditions described in each field location. 
A summarized description of degradation levels was formalized and attributed to 
numerical values from 1 (no degradation) to 5 (severe degradation) and these values 
were used for statistical processing satellite data. 

3.2 Remote Sensing Data 

The study area is covered with Landsat LC08_L1TP_149028 scenes. We used a 
series of late summer-early autumn images for the period of 2013–2019 to test and
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Table 2 Degree of degradation in the study area 

Degree Description Numerical value 

Intact area Very light soil erosion, degradation has no clear 
attributes, mineral salts are recognizable in 
depression were precipitation accumulates. 
Vegetation cover looks undisturbed 

1 

Light degradation Light soil erosion. Fine soil fractions may vanish, 
and coarse fractions (gravel) may appear at the 
surface. Light changes of the habitus in some plant 
species appear, sensitive or rare species may 
disappear, shrubs may become damaged 

2 

Moderate degradation Moderate soil erosion, the lower loamy horizon 
may become exposed, streaming erosion becomes 
observable. Features of grazing are observable, 
ruderal and unpalatable species appear in distinct 
accumulations, bare soils appear as irregular and 
relatively small patches around wells and human 
settlements. Dominant plant species composition 
still persists. While the role of xerophytic species in 
communities increases, morphological changes in 
plants become observable 

3 

Strong degradation Strong soil erosion, gravel is often at the surface, 
upper soil horizon is patched and thin, soil may 
alter its natural color, ravines appear. Overgrazing, 
alteration of natural plant communities with ruderal 
species, wide areas of barren land. The composition 
of dominant plant species alters, ruderal and 
unpalatable species prevail, while the overall 
species abundance in the communities becomes 
reduced 

4 

Severe degradation Extremely strong soil erosion, upper horizon is 
removed completely. Soil color altered, ravines are 
active. Vegetation is completely altered, the plant 
cover is extremely fragmented, consists mainly of 
ruderal species 

5

verify indices sensitivity. For the purposes of this study, the variety of spectral indices 
was tested and statistically analyzed. As a result of the series of experiments, new 
spectral index was elaborated. The expression of the index is: 

Complex Degradation I  ndex (CDI  ) = (
LDITCW  − LDINDV  I

)
/
(
LDITCW  + LDINDV  I

) ∗ RE  D (1) 

where LDITCW and LDINDVI are degradation indices, proposed by Fadhil [33], RED 
is a value of the red band of Landsat-8. 

Firstly mentioned in 2014 [34], this expression combines vegetation, soil wetness 
and the red band of the spectrum sensitive to barren lands. The index range and inter-
vals study revealed that the range of index values from 0.27 to 0.6 resembles different
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stages of land degradation. Values lower than 0.27 apparently indicate intact areas 
and water bodies, and values exceeding 0.6 resemble the areas with high salinization. 

To depict salty areas still unpublished salinity index was applied. The index is 
under development by the National Center of Space Research and Technology for 
the purposes of several projects related to irrigated area monitoring. The expression 
of this index is: 

(b5−(b6−b7))/(b5 + (b6−b7)) ∗ 
√
b6, (2) 

where b5, b6, and b7 are respective bands of Landsat-8 (NIR and SWIR wavelengths). 
The salinity index in its current version is aimed to elaborate the quantitative 

approach, and this work is still in progress. In the meantime, this index demonstrated 
high spatial accuracy in terms of qualitative analysis, i.e. in the range of index values 
0.37–1.0 it returns pixels associated with superficial salt manifestation. 

Normalized Difference Water Index [35] was used to outline water objects. NDWI 
is a simple normalized ratio of Green and NIR bands: 

(Green − N I  R)/(Green + N I  R), (3) 

positive values of the index resemble water surfaces at a satellite image. 
Vegetation Condition Index [36, 37] was used to estimate multitemporal moist-

ening conditions of the study area. The equation to compute VCI is as following: 

VCI = 
NDVIi − NDVImin 

NDVImax − NDVImin 
∗ 100%, (4) 

where NDVIi, NDVImin and NDVImax are the smoothed weekly NDVI, its multiyear 
absolute maximum, and minimum of each pixel, respectively. 

The index’s main purpose is to analyze weather influence on the vegetation condi-
tion during the observing period as a measure of moistening. Raster sets, comprising 
the VCI distribution within the study area and adjacent territories, were used to 
illustrate the moistening regime of certain years. Archived data on decadal VCI are 
available at https://land.copernicus.eu/global/ (Copernicus Global Land Service). We 
used data aggregated for the last ten days of each summer months. 

Satellite data was processed with L3Harris Geospatial ENVI 5.2, mapping and 
spatial analysis of data with ESRI ArcGIS 10.4 and statistical workflow were 
performed with STATSOFT STATISTICA 12.0. Processing of satellite data includes 
radiometric calibration and atmosphere correction with standard ENVI tools and 
default settings. 

After validating the new index with field data within Almaty Region for the period 
2013–2019, it was used in different scales for Almaty and Kyzylorda Regions based 
on Landsat-8 data as for the entire territory of Kazakhstan with TERRA/MODIS

https://land.copernicus.eu/global/
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imagery. Landsat scenes used for Almaty Region and Kyzylorda Region are listed 
in Table 3.

The general flowchart of data processing is presented in Fig. 3.

4 Results 

The scale of degradation presented in Table 2 was used to verify the classification 
of satellite data with the index herein proposed (CDI). The scale accepted is quite 
subjective as the class designation depends completely upon specialists’ expertise 
working in the field. However, the integral nature of the scale assumes the joint work 
of several experts (specialists in soil science, geobotany, and geography). It leaves 
very few possibilities to misinterpret the degradation degree. CDI demonstrated good 
correlation with numerical values of degradation (r = 0.5285) (Table 4).

Statistical correlation was calculated for 7 years (2013–2019), assuming that land-
scape changes in the area with the low human population are minor within a short 
period and depend mainly upon the climate fluctuations rather than upon human 
activity. The distribution of the CDI remains close to normal during the observable 
period of 7 years (Fig. 4), so the CDI range is thought to encompass the degradation 
phenomenon in most of its manifestations, existing within the study area.

The resulted map of degradation degree for the study area, as shown in Fig. 4, 
demonstrates the accurate spatial distribution of degraded land and degradation 
severity within the study area and good resemblance to field protocols. However, 
a disputable spot appears south-west of Kuraksu Village (six field points of bright 
green and yellow color south-west of Kuraksu Village in Fig. 5). Field protocols 
reveal weak or moderate degradation in this region, whereas CDI returns rather 
moderate to strong degradation.

The experimentally established informative range of CDI values is 0.27–0.6; this 
range comprises all the degradation classes and manifestations except areas of heavy 
salinization. It was shown that low values of the CDI could describe seasonal fluctu-
ations in the land surface and vegetation cover dependent on the weather envelope of 
the current season. The disputable spot of Kuraksu Village is referred to as the sandy 
dune desert (Fig. 6); this kind of desert depends on the weather and, in particular, on 
the moistening regime.

During the dry year, the entire plant coverage is less developed than that of the wet 
year, whereas bare soils are spread much wider in the dry season. The reflectance of 
chlorophyll measured with satellite sensors in a dry year is less, and the reflectance 
of bare soil is greater during the dry year if compared to the same parameters, 
measured in the same area for wet years. This would mean a more pronounced 
manifestation of degradation at the image, taken within the dry year in terms of 
satellite data. The comparison of CDI distribution for dry and wet years (Fig. 7) shows  
the significant shift of “intact” and “light degradation” areas. In contrast, strong and 
severe degradation foci, associated with settlements, wells and permanent barren 
areas remained pretty constant.
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Fig. 3 Simplified flowchart of data retrieval and processing

The entire range of CDI (0.27–0.6) was divided into three equal intervals. The 
interval 0.27–0.38, comprising the lower third of index values, is supposed to describe 
seasonal fluctuations and, in general, resembles the light degree of land degradation. 
The middle interval of 0.38–0.49 encompasses moderate degradation, and the top 
third of values from 0.49 to 0.6 describes the location of permanent foci of severe 
degradation. From 2013 through 2019, areas of each CDI’s interval were calculated. 
The analysis of each class dynamics over the years showed the stability of “moderate” 
and “strong” degradation foci position, while the area of “light degradation” may 
vary in wide diapason (Fig. 8, Table 5).

The abrupt increase of lightly degraded area in the year of 2014 is explained with 
meteorological data. Available data from the meteorological station “Aul-4”, located 
to the west of the study area in the Delta of Ile River, comprises 2000–2014. The sum 
of summer precipitation in the region normally varies between 15 and 58 mm. The 
summer of 2014 was the driest during the period of observation, with the total amount 
of summer precipitation as about 1 mm (3% of normal summer precipitation). 

Another indicator of moistening condition throughout a certain season is Vege-
tation Condition Index (VCI) developed by Kogan [36] and applied as a drought 
predictor. Figure 9 represents the distribution of VCI values in Almaty Region for 
dry, wet and moderately wet years.
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Histogram: CDI 
K-S d=,05964, p<,05 ; Li l l iefors p<,01
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Fig. 4 The normality of CDI values over 7-years period

The distribution of VCI’s values over summer months within dry, moderately 
wet and wet years shows the very poor condition of plain vegetation in dry years. 
Depleting the vegetation in huge areas returns the rising CDI values, calculated with 
synchronous satellite data. Suppose the index is calculated for a single satellite image. 
In that case, that may become hard to explain its range without the information on 
weather conditions. Nevertheless, it is noticeable that the study area has a fragmented 
distribution of VCI values even in most favorable year, indicating unevenness of 
natural plant cover. VCI demonstrated high vegetation cover variability from another 
vantage point, which follows the weather changes quite rapid even the one-year 
summer (see Fig. 9, July and August of 2016). So, it is possible to confirm the 
relation of low CDI range to the vegetation condition and moistening regime (as 
possible initial stages of degradation process), rather than to deep vegetation and soil 
structure changes. Analysis of CDI ranges distribution within dry and wet conditions 
confirms that the lower range of 0.27–0.38, here considered as “light degradation 
degree” describes seasonal fluctuations of the moistening and vegetation. The range 
of 0.38–0.6 depicts stable foci of land degradation, where soil is affected with erosion 
and salinization. As follows from meteorological data analysis and from VCI data 
(Fig. 9, 2014 year), the moisture scarcity resulted in early wilting of vegetation 
within a huge area that, in turn, makes the “weak degradation” range of CDI spatially 
expanded. The use of a single satellite image may lead to misinterpretation of actual 
degradation statements in terms of “light degradation” overestimation.



150 D. Malakhov et al.

Fig. 5 CDI for the study area, September 2013. CDI scale varies from green (no degradation) to 
red (severe degradation). Red circle indicates a disputable area

Fig. 6 Typical landscape of the south-west vicinity of Kuraksu Village (Photo by D. Malakhov)
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Fig. 7 Distribution of CDI values in dry (left, 2013) and wet (right, 2015) years. Dry conditions 
of 2013 year resulted in wider distribution of “light and moderate degradation” ranges of CDI. Wet 
year (2015) demonstrates the significant shrinking of light and moderate degradation areas, whilst 
the severe degradation foci persisted

 Lepsy degradation area dynamics 

2013 2014 2015 2016 2017 2018 2019 

Year

-50000 

0 

50000 

100000 

150000 

200000 

250000 

300000 

350000 

400000 

A
re

a,
 h

ec
ta

re
s

 0,27-0,38 (weak degradation)
 0,38-0,49 (moderate degradation)
 0,49-0,6 (strong degradation) 

Fig. 8 Changes of CDI ranges’ area over the period of 2013–2019

Results of the CDI study and validation were applied on regional and national 
scales. Integral maps of land degradation were developed for Almaty and Kyzylorda 
Regions (Figs. 10 and 11) basing on Landsat-8 data.

Kyzylorda Region, located east of the Aral Sea, is most degraded territory in 
Kazakhstan. The territory of the Region naturally fits the sandy desert belt, and the
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Table 5 Areas of CDI ranges within the study area for the period of 2013–2019 

Area, hectares 

CDI interval 2013 2014 2015 2016 2017 2018 2019 

0.27–0.38 (weak 
degradation) 

176,348 354,273 179,843 98,268 175,274 136,464 100,595 

0.38–0.49 (moderate 
degradation) 

5510 13,483 11,778 3743 5448 5469 5548 

0.49–0.6 (strong 
degradation) 

604 682 1964 534 585 827 901

Fig. 9 Monthly dynamics of VCI in dry (2013, 2014), wet (2016) and moderately wet (2017) 
summer. Green pixels resemble good vegetation condition; deep red pixels indicate very bad 
vegetation condition

shrinking of the Aral Sea causes the further burdening of the ecological situation 
for this region. On the other hand, Kyzylorda Region is one of most populated in 
Kazakhstan. The presence of water sources (the main source of water is Syr-Darya 
River) allows arable farming and traditional cattle-breeding. Both, the geographical 
position of the Region within desert belt and the huge badlands at the former bottom 
of Aral Sea, affected with intense wind erosion and producing massive clouds of 
salty dust, make the region possessing tremendous foci of natural degradation. In
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Fig. 10 Map of land degradation in Almaty Region by satellite data of 2019 

Fig. 11 Map of land degradation in Kyzylorda Region by satellite data of 2019
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Fig. 12 Map of degraded areas by TERRA/MODIS data, September 2018 

this situation, rapid and objective monitoring of degraded areas is highly demanded 
and useful from ecological and socio-economical positions. 

CDI was contributed for the national scale as well with TERRA/MODIS data as a 
source of satellite information. MOD021KM data, encompassing 36 spectral bands 
with a spatial resolution of 1 km, were used to develop the map of degraded lands of 
Kazakhstan. Figure 12 represents the map of degraded areas for the autumn of 2018 
(joint project of National Center of Space Research and Technology and KGS Space 
Technologies). 

The comparison of degraded areas and territories, affected with salinization, calcu-
lated with the salinity index given in Material and Methods reveals a close spatial 
association of salty and degraded areas (Figs. 12 and 13).

The actual distribution of degraded lands revealed with different sensors may vary 
depending upon the climatic conditions of the data acquisition period and upon the 
spatial resolution of imagery. In fact, persistent hotspots of degraded lands do not 
usually occupy big areas. Instead, small patches of severely degraded territories may 
be represented as a single or few pixels at CDI’s raster derived from TERRA/MODIS 
imagery, or even absent if the area of the hotspot falls beneath the spatial resolution 
of satellite data. Figure 14 demonstrates the difference of degradation distribution 
derived from autumn scenes of Landsat-8 and TERRA/MODIS within the same area. 

Applied to MODIS imagery, CDI demonstrates some alteration of degraded areas 
if considered to CDI derived from Landsat-8. Most of “light” and “moderate” ranges 
of Landsat are attributed to “light” degradation by MODIS, whereas some of “light
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Fig. 13 Map of superficial salinization by TERRA/MODIS data, September 2018 

Fig. 14 Different visualization of degraded areas derived from low and moderate resolution satellite 
data
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degradation” areas of Landsat do not fit into degraded areas by MODIS at all. It looks 
like MODIS-derived CDI has lesser sensitivity to seasonal fluctuations of plant cover. 
However, it is obvious that those areas, discriminated by MODIS as degraded terri-
tories in wide sense, resemble “moderate” and “severe” degradation by Landsat. 
Apparently, the index calculated with TERRA/MODIS provides adequate recogni-
tion of degraded land in the diapason of meaningful values (0.27–0.6). However, the 
particular ranges within the diapason remain a subject of further study. 

5 Discussion 

If consider satellite imagery, the increasing of the surface albedo is one of the key 
features that may indicate soil and vegetation cover degradation. Soil albedo depends 
on such factors as the moisture content and the richness of organic matter. Wet soils 
with high humus content have lesser albedo than dry soils with pure humus content. 
The depletion of vegetation and the fragmentation of continuous plant cover within 
degraded areas also increase in surface albedo. Soil and vegetation of degraded land-
scapes may become heavily fragmented due to different erosion activity and, thus, 
become very spectrally heterogeneous. High spatial and spectral heterogeneity of 
arid landscapes may indicate an active degradation process in the area. On the other 
hand, high spectral unevenness of the area makes the use of a single parameter, as 
vegetation cover, soil moisture, humus content or soil albedo, doubtful when esti-
mating the degradation by means of satellite data. Obviously, the accurate estimation 
of the degradation degree should consider as many parameters as possible to retrieve 
with satellite data. However, the results of global studies are disputed because they 
are different from traditional expert assessments, and are hard to validate in the field. 
At the same time, local assessments are only snapshots of small areas, generally too 
detailed for global application [1]. 

The most common methods to assess land degradation are following [38]: expert 
opinions, land users’ opinions, field monitoring, observations, and measurement, 
modeling, estimation of productivity changes, and remote sensing. Methods of the 
assessment of the degraded areas with remotely sensed data could be divided, in 
general, into two major groups: 

(a) Direct use of satellite data in the form of spectral indices or image classification 
[39–43]; 

(b) Combined approaches, when satellite data use in any form is combined with 
ancillary data and/or involved in modeling procedures [44–49]. 

Remotely sensed approaches appear to be optimal for the global or national levels, 
as satellites provide up-to-date and regular information on land surface dynamics 
and vegetation cover dynamics. The data, acquired from satellite sensors may be 
calibrated with ground data and provide valuable information on the land dynamics 
over the range of spatial and temporal scales.
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Spectral indices used to assess land degradation, provide different results in terms 
of accuracy and sensitivity. It is hard to outline the “ideal” spectral index for degra-
dation monitoring. Multiple factors and drivers regulate the degradation process 
itself, and the relation between those factors is far from clear understanding. “Ideal” 
index should consider many factors and, moreover, to provide the interaction of 
considered factors within a single algorithm, making the algorithm non-discrete 
and useable in large-scaled applications. Fadhil [33] proposed a novel index repre-
senting a promising direction of degradation indices development combining signif-
icant factors: the vegetation and the soil wetness in a single complex approach. 
However, being tested in their original format at heavily transformed region of oil 
production [50], this approach demonstrated rather moderate effectiveness. The index 
proposed (CDI) attempts to further improve the combination of vegetation condi-
tion, soil wetness and soil albedo within a single algorithm as another step to “ideal 
degradation index”. 

CDI appears to be a quite effective and informative approach to degradation 
assessment and may be applied for both highly detailed regional observations and 
observations at the national scale. This index is sensitive to seasonal fluctuations 
of soil moistening and vegetation cover in the lower range of values. At the same 
time, the upper ranges of the index values indicate the area where persistent foci of 
degradation are developed. The proposed three ranges of CDI values roughly divide 
the degraded area into three classes: light, moderate and severe degradation. However, 
these ranges are the subject of further study, both for different landscapes and soil 
content and for different types of satellite sensors. In its current form, the index 
accurately describes spatial dynamics of degraded areas with use of satellite imagery 
of moderate spatial resolution and provides adequate, albeit sometimes disputable, 
spatial distribution of degraded lands. Subjects of further study are: the applicability 
of the index in arid steppe zone; the ranging of the CDI informative interval into 
distinct classes for certain landscapes and climatic conditions; further validation of 
the index with TERRA/MODIS data. All the activities listed should be based upon 
adequate and reliable ground data. 

6 Conclusions 

The multiform interaction of soil and vegetation is the basis of any ecosystem. This 
interaction provides the transformation of sun and chemical energy into organic 
components, thus forming a food chain base. Hence the disturbance of one or both of 
these components caused by any driver will negatively affect the entire ecosystem. 
The stability of natural ecosystems used as a food resource of livestock is extremely 
important in arid areas, where there are no other agricultural opportunities and the 
cattle-breeding is a major if not the only way to maintain human well-being. As land 
degradation is an extremely complex phenomenon the approach of this phenomenon 
assessment with remotely sensed should not consider just a single parameter, like 
vegetation or soil condition. It appears reasonable to assess multiple indicators of
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degradation to provide fast and accurate information on the current state of land 
degradation within a certain area. 

Complex Degradation Index (CDI) is a promising attempt to combine the plant 
cover condition, soil moistening and the reflectance of bare soils in the form of 
a single algorithm of satellite data processing. The theoretical basis of this index 
is the assumption of the land degradation process as a complex phenomenon with 
multiform interaction of possible drivers and major components of ecosystem: soil 
and vegetation. Empirically derived from the joint analysis of satellite (Landsat-8) 
and ground data, the informative diapason of CDI values thought to comprehensively 
describe most of the degradation manifestations in the arid zone of Kazakhstan. 
Being extended to TERRA/MODIS imagery, the algorithm demonstrated optimistic 
results for the wide-scale monitoring purposes. However, an additional study of 
MODIS-based CDI is needed. The difference between Landsat and MODIS CDI’s 
concerns mainly the area of “light degradation” interpretation and loss of details 
with MODIS data. The shift of CDI ranges in MODIS data with the prevalence of 
“light degradation” over the area may result from the spatial resolution of MODIS. 
The sensitivity and accuracy of CDI, calculated with MODIS data, need additional 
studies to clarify the certain ranges of the index. 

7 Recommendations 

The estimation of land degradation is an expensive and complicated procedure in 
waste arid areas of Kazakhstan if attempted by traditional ground survey methods. 
The algorithm proposed provides cost-effective and reliable results of degraded areas 
assessment with remotely sensed data. This algorithm could serve as a basis to 
develop the complex monitoring system of land degradation processes in Kazakhstan 
as well as in other countries with predominating arid conditions. 
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Land Degradation Issues in Uzbekistan 

Mukhiddin Juliev, Lazizakhon Gafurova, Olimaxon Ergasheva, 
Makhsud Ashirov, Kamila Khoshjanova, and Mirvasid Mirusmanov 

Abstract Land degradation in the previous century has become one of the main chal-
lenges to the global environment, especially this phenomenon became very common 
for the dry climate zones. Uzbekistan also faces the land degradation consequences 
and the application of the up-to-date technologies can help to save a soil. The current 
chapter describes the land degradation problems, which face Uzbekistan and different 
ways of finding solutions. Soil erosion and soil salinity are main issues for the land 
degradation in Uzbekistan. In addition, climate change phenomena effects have been 
discussed. Climate change regionally will increase by the number of extreme weather 
events, periods with droughts and high summer temperatures, fluctuations in the 
regime of water resources formation, and land degradation. Furthermore, the current 
status of the Aral Sea shows that the region became a zone of applying environmental 
innovation and technologies. In the last part, we listed the main priorities of soil 
science development in Uzbekistan. This chapter can be applied as a methodological 
recommendation for stakeholders in agriculture and water resources management 
fields in dealing with the consequences of land degradation. 
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1 Introduction 

Uzbekistan is one of the large states of the Central Asian region, with more than 
33 million people, extensive experience in irrigated agriculture, and developing 
industry. According to the scheme of provincial division, Uzbekistan is included 
in the Central Asian soil-climatic province, characterized by a climate of continental 
(dry) subtropics and specific soils that are different from soils of the more northern 
regions of Eurasia [1]. 

The country’s territory has an extremely diverse landscape: plateaus and plains, 
lowlands and depressions, elevations of foothills, spurs of mountains and mountain 
ranges. The plains consist of the Ustyurt plateau and the Aral lowland in the north-
west, almost the whole Kyzyl Kum desert and the steppes adjoining it (Mirzachul, 
Karshi), wedging between the mountain ranges far to the east. The steppes smoothly 
pass into the foothills, and serve as a link connecting the desert plains of the west 
and the mountainous part of the east. In addition, tectonic processes led to the 
formation of vast intermountain depressions called valleys (Ferghana, Zerafshan, 
Kitab-Shakhrisabz, Sherabad-Surkhandarya, etc.) [2]. 

Facts from the last century declaring that the land degradation has become one 
of the main challenges to the global environment, catastrophically worsening the 
productive potential of the earth and violating the integrity and sustainability of 
natural ecosystems, especially in the arid countries of the world [3, 4]. 

Key problems of land degradation in Uzbekistan, causing serious concern in terms 
of providing vital environmental services, are secondary salinization of irrigated 
lands; waterlogging, flooding and waterlogging of lands under the influence of irri-
gated agriculture; soil depletion—loss of humus and nutrients, compaction; water 
and irrigation soil erosion in mountain and foothill areas; deflation and pasture digres-
sion in the desert regions of livestock transhumance; deforestation and loss of species 
diversity; soil pollution by agrochemicals, industrial chemical pollutants; Deserti-
fication of lands adjacent to the areas close to the dried site of the Aral Sea [4]. 
Different studies have been conducted solving issues mentioned before [5, 6]. The 
current chapter shows existing soil degradation problems under the climate change 
effect and different ways of solving them. 

2 Climatic Condition of the Country 

The climate of Uzbekistan is continental, dry, characterized by significant seasonal 
and daily temperature fluctuations, long dry and hot summers, wet autumn and 
unstable winter weather. According to the aridity index, the territory of Uzbekistan, 
except the piedmont and mountainous parts, is characterized as arid. Therefore, it is 
subject to desertification processes. The arid climate, which determines the features 
of the modern bioclimatic conditions of the region, has caused the preservation of 
relict salt reserves in eluvial and eluvial-accumulative landscapes, as well as modern
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salt accumulation in hydromorphic conditions. In addition, small slopes of the surface 
of the plains and the lack of natural outflow of groundwater with the development of 
irrigation have influenced the migration of soluble salts [2]. 

Unfavorable weather conditions, such as frost, heavy rains, hail, dry winds and 
strong winds, with a 15 m/s or more speed, are found throughout the country. The 
mean wind speed in the plains ranges from 3–4 m/s, wind amplification up to 6– 
10 m/s, contributing to the occurrence of dust storms, is usual for desert regions. 
Dust stormy days vary from 10 to 30 on the flat territory, in the Karshi steppe and 
lower areas of the Amu Darya it can reach 50, and in the Aral Sea region (Muynak)— 
64. The duration of strong winds at a speed of 15 m/s or more, at which the grazing 
of sheep stops is 11 days a year. Various types of local winds arise in the foothills 
(“Bekabad”, “Kokand”). The influence of relief is also manifested in formation of 
a hairdryer—a warm dry wind blowing from mountains. For the southern part of 
the country is characterized by the southwest dry wind “Garmsil” and “Afghan”, 
carrying dust with sand [1]. 

Thus, the geographic, climatic, geomorphological and hydrogeological features 
of the territory have made the arid ecosystems of the country highly prone to land 
degradation and desertification, threatening the economy, agriculture. 

3 Land Degradation in Uzbekistan 

Land degradation negatively affects the integrity of an ecosystem, either through a 
decrease in its long-term environmental productivity or through a decrease in natural 
biological abundance and ability to withstand external influences [6]. In such a way, 
degradation is a consequence of the complex integration of biological, physical, 
social, political, cultural and economic factors, that is, it develops under the joint 
influence of nature and mankind [6]. 

The listed below aspects of land degradation are predetermined by nature itself, 
but are strengthened by irrational nature management and economic measures [4]. 
There are several natural factors of land degradation in Uzbekistan (Fig. 1). They 
are climatic features causing such phenomena as drought, dry winds, atmospheric 
transport of sand; steep slopes contributes to water erosion, the formation of and 
landslides mudflows [7]. At the same time, steady terrain, depressions and depres-
sions create conditions for salinization and waterlogging of land [8]. Orography also 
contributes to the formation of specific winds (hair dryers, pine forest), which play 
a role in the development of wind erosion. The features of the parent rock switch to 
soil properties (mechanical composition, plastering, salinity) and determine the soil’s 
predisposition to wind erosion, subsidence and karst phenomena, and form buffering 
soil—resistance to various toxic substances. Extreme natural phenomena not caused 
by human activities, such as forest and steppe fires, floods, etc., supplement the 
natural impact on the soil cover [9].

Anthropogenic influences on land resources in Uzbekistan:
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Fig. 1 Ayaz-Kala fortress and degraded lands (Right bank of Amu-Darya river)

1. Intensive agriculture leading to the depletion of organic matter and nutrients, 
soil pollution with agricultural pesticides, compaction and destruction of soil 
structure. 

2. Irrigation with inadequate drainage, improper management of collector-drainage 
runoff causes salinization and waterlogging; 

3. Irrational pasture use (lack of pasture rotation and rotation, violation of the regu-
latory load, etc.), leading to overgrazing, the formation of a bare surface, destruc-
tion of the soil structure and, as a result, the development of deflation under the 
action of wind and high temperatures; 

4. Unsustainable forestry (excessive deforestation and deforestation), causing 
erosion of slopes in the mountains, soil deflation and the onset of sand on fertile 
lands on the plain [10, 11]. 

Soil degradation is also associated with a violation of land reclamation measures 
associated with cotton monoculture. High amounts of fertilizers and pesticides, the 
extreme inadequate utilization of organic fertilizers and the cultivation of perennial 
grasses and side crops causing land degradation [6]. Inadequate agricultural practices 
caused soil dehumidification, soil destruction [4]. 

One of the global tasks of protecting soils is protecting soils from erosion [12, 
13]. Currently, out of the total area of the Republic, 44,410.3 thousand hectares are 
26,734 thousand hectares of agricultural land and only 1551 thousand hectares or 
only 5.8% of them are not subject to erosion [6]. More than 4700 thousand hectares 
are subject to water erosion. Water erosion processes mainly occur in the mountain 
slopes, foothills [6].
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Soil erosion control is one of the most important tasks. About 56% of lands are 
subject to wind erosion. About 20% of soils are affected by water erosion; these 
processes are most widely observed in Kashkadarya, Surkhandarya, and Tashkent 
regions they reach 50–80%. As a result of irrigation erosion alone, soil loss amount 
equals to 100–500 t/ha, and loss of humus annually can be 500–800 kg/ha, nitrogen 
100–120 kg/ha phosphorus, 75–100 kg/ha or more [14]. 

A major environmental problem in Uzbekistan is soil salinity. Over the past 3– 
5 decades, the territory of saline lands was enlarged [6, 14]. As a consequence of 
climate change, an increase in the intensity of groundwater discharge in the aeration 
zone is expected, which will lead to the development of secondary salinization. In 
several areas, salinization is accompanied by the formation of difficultly reclaimed 
gypsum soils. The total area of gypsum lands is 291.5 thousand ha, and they are most 
widespread in the Republic of Karakalpakstan, Syrdarya, Jizzakh and Kashkadarya 
regions, in the Fergana Valley [4, 15, 16]. Thus, to adapt land use to climate change, 
it is important to prevent secondary salinization and take effective measures that can 
stop soil degradation. 

In that way, there is a need to take urgent measures to increase the effectiveness of 
land use and soil protection, to carry out land reclamation of disturbed pasture lands. 
Main reason is to protect soils from erosion and salinization, desertification of pollu-
tion, dehumidification of re-compaction and other negative phenomena affecting 
conservation and increasing soil fertility (Fig. 2). 

Fig. 2 Degraded lands of Khojakol basin (Right bank of Amu-Darya river)
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4 Effects of Climate Change Phenomena 

It is known that the problem of climate change and its effect on the environment 
is one of the main problems of the XXI century that humanity faces. An important 
place here is the conservation of soil cover and biological diversity under the active 
influence of anthropogenic factor [17, 18]. In Uzbekistan, regional climate change 
will increase the number of extreme weather events, periods with droughts and hot 
summers, changes in the regime of water resources formation, and land degradation 
[19]. Climate forecasts indicate that the region will be subject to increase in average 
annual temperature of 1.9–2.4 °C by 2050, with a difference in regions, with the most 
significant warming occurring in winter and spring. The average annual rainfall will 
increase by 15–18% with the greatest increase in the summer season. Deterioration 
and more risky conditions of agricultural production, due to an increase in tempera-
ture there is an increase in evapotranspiration of agricultural crops. Compensation of 
the predicted increase in rainfall and leading to more arid conditions of agricultural 
production, increasing its relevance on already scarce water resources, a gradual 
increase in the predicted water shortage in Aral Sea Basin. It is predicted that as 
water demand and volume decrease are guaranteed water withdrawal from the Amu 
Darya and Syr Darya rivers. The water deficit will exceed 500%, increasing from 2 
km3 in 2005 to 11–13 km3 in 2050. Finally, an increase in the length of the growing 
season, especially in the northern regions, which makes it possible to plant new crops 
[20]. 

Climate change—is a problem not only of the future, but also of the present. 
Therefore, the strategy of modern agriculture should consider the appearance of this 
stress factor [18]. The rational use and conservation of soils in Uzbekistan occupy 
a special place in the general problem of the protection and rational use of natural 
resources in the face of climate change. Soil resources are limited in area and quality. 
The current state of soil resources is alarming. Because over the past 30–50 years, the 
content of humus and elements in soils decreased. They were subjected to saliniza-
tion, water and wind erosion, and contamination by heavy metals and agrochemicals 
[19]. It is known, about 76% of the republic’s territory is located in a system of lati-
tudinal soil-climatic zones in the desert zone. It is difficult to use gray-brown, takyr 
soils and takyrs, desert sandy, salt marshes and hydromorphic soils of the desert 
zone are widespread. Here the risk of aridity will increase, the risk of periods is very 
strong heat, drought and lack of water, resulting in a decrease in crop production. 
As noted, 23.4% of the soil in the high-altitude zone is light, typical and dark gray 
soils, carbonate, typical and leached mountain brown, mountain brown, brown forest, 
light—Borax meadow-steppe, as well as hydromorphic soils of high-altitude zones 
[20]. As an outcome of climate change—in this zone, the risk of frosts for fruit crops 
is increased, the risk of aridity increases, and an increase in speed and a change in 
the snowmelt period are expected, leading to pink or mudflow phenomena.
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5 Short Overview on the Aral Sea 

A bright example of the menacing scale of environmental and socio-economic disas-
ters caused by improper utilization of natural resources is the tragedy of the Aral 
Sea [21]. Aral Sea until 1960 was one of the largest enclosed waterbodies in the 
world with an area of 68.9 sq. km and a volume of water of 1083 km3, the greatest 
depth of 68 m. Due to the flow of the Syr Darya and Amu Darya rivers, the Aral 
Sea annually received an average of 50–55 km3 water [22]. The sea was as a climate 
control factor and reduced extreme weather fluctuations in the whole region, which 
favorably influenced the population’s living conditions, agricultural production, and 
the ecological situation [14]. 

In the 1930s, large-scale irrigation canals were established in Central Asia, which 
was especially intensified in 1950–1960. Since the 1960s, the sea has become shallow. 
From 1960 to 1990, the area of irrigated lands in Central Asia increased to 4.5 million 
907.5 million hectares. The region’s water demand increased from 60 to 120 cubic 
km/year, of which 90% accounted for irrigation. As a result, starting in 1961, sea 
levels have been falling at an increasing rate [22, 23]. In less than half a century, the 
total river flow into the Aral Sea has decreased by almost 4.5 times, the water level 
has decreased by 29 m. The volume of water in the sea has decreased by more than 
15 times. The water mineralization has increased to 125–300 g/l. Salinity of the Aral 
sea was more than 10 times of the salinity of the oceans [14, 22, 23]. On the dried-up 
part of the sea. The Aralkum Desert has an extensive area of salt fields with an area 
of more than 5.5 million ha. More than 90 days a year, dust and salt storms rage on 
it, spreading 100 million tons of dust annually over a distance of 300 km or more 
[23]. 

The degradation of land resources has occurred, the area of saline lands has 
increased, and their reclamation status has worsened [23]. In general, the biological 
productivity of the Aral Sea region decreased by 10 times. Representatives of endemic 
species, include the Turanian tiger, Asian cheetah, Ustyurt sheep, striped hyena, etc. 
(Fig. 3). The situation with the Saigak population is difficult—they were on the verge 
of extinction. The Red Book was supplemented by 11 species of fish, 12 species of 
milk feeding, 26 species of birds and 11 species of plants [21]. The number of 
days with temperatures above 40 °C doubled in the Aral Sea region. Also, recently 
there has been an increased frequency of days with extremely cold temperatures in 
wintertime below −30 °C. A further increase in temperature by 1.5–3% will increase 
water loss by 10–20% due to evaporation from the water surface and by 10–20% due 
to an increase in transpiration by plants. Nowadays, the Aral Sea disaster has grown 
beyond the region’s borders into a global problem and requires a consideration of 
international organizations, politicians, scientists and experts from around the world 
[24].

On May 27, 2018, we were also witnesses when strong winds with dust storms 
covered the western part of Uzbekistan in Karakalpakstan, Khorezm, Navoi and 
Bukhara observed (Fig. 4). Dust-salt and clouds spread over long distances, salt 
settled on roads, houses and vegetation, covering them with a white coating [23]. A



170 M. Juliev et al.

Fig. 3 View of Aral Sea from MODIS satellite data

strong wind lifted a large amount of dust into the air from a desiccated surface of 
the earth. In addition, the prevailing northern direction of the wind was caused by 
the transfer of salts from the highly saline lands of the bottom of the dried Aral Sea 
[23]. 

Fig. 4 Typical view of the dried bottom of Aral Sea
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For solving environmental problems, the Government of the Republic of Uzbek-
istan adopted a number of strategic documents. They are: 1. National Environmental 
Health Action Plan 2. National Strategy and Action Plan for the Conservation of 
Biological Diversity 3. National Action Program to Combat Drought and Deserti-
fication [4, 14]. Furthermore, in order to implement them, the National Program of 
Environmental Protection, the State Program for the Reclamation of Irrigated Lands, 
etc., are developed and implemented. 

Uzbekistan, experiencing the dire consequences of an environmental disaster in 
2013–2017, has implemented more than 500 projects to mitigate its effects. In partic-
ular, he planted about 350 thousand hectares on the dried area of the Aral Sea with 
saxaul (haloxylon) and other salt-tolerant plants. The state program on improving 
life conditions in the Aral Sea region for 2017–2021 with a budget of 8.422 trillion 
sums (81.08 billion) was approved [23]. 

Uzbekistan put forward the initiative of creating a multi-partner fund for human 
security for the Aral Sea region, which received United Nations support. Only in 
3 months, more than 1 million hectares of land was prepared and more than 400 
thousand seeds were planted on the dried area of the Aral Sea [23]. Plantations will 
retain salts from the bottom of the dried Aral Sea, saxaul plantations will completely 
fix the sediment, and they get into the atmosphere not long ago. 

One bush of a plant is able to fix around itself from 10 to 100 tons of salt deposits. 
The reclamation state of more than 2.2 million ha of irrigated land, the area of land 
with a critical level of groundwater has decreased by almost 10%. The Aral Sea region 
has been states as a zone application of environmental innovation and technologies. 

6 Main Priorities of the Soil Science Development 
in Uzbekistan 

List of the main priorities of the soil science development in Uzbekistan: 

• Conducting research activities on the processes of transfer of substances in the 
soil cover; 

• To develop efficient actions against to salinization, erosion, dehumidification, 
overconsolidation, etc.; 

• Development of theoretical foundations and technologies of environmentally 
sound integrated land reclamation of insufficiently moistened, saline, eroded, 
gypsum, and other soils; 

• Development of adaptive-landscape, environmentally friendly farming systems; 
Further development and widespread adoption of agroecotechnology, biotech-
nology, information technology in the field of development of rational use and 
soil protection; 

• Carrying out work to improve the classification of soils; 
• Application of precision agriculture technologies; 
• Linkage between higher education, research institutes and industry;
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• Adaptation of the best practices in soil science and the development of interna-
tional capacity building. 

7 Innovative Technologies for the Prevention of Soil 
Degradation 

• Improving the fertility of degraded soils. With this technology, the standard forms 
of vegetable soy, chickpea and asparagus beans are used as the main culture or as 
a secondary and intermediate crop. As a result, the agrochemical, agrophysical 
and water properties of degraded soils improve, their biological activity increases. 

• The utilization of metagenesis waste in the production of biogas to increase soil 
fertility. The technology is based on the use of biogas production waste as a highly 
effective organic fertilizer on farmers’ fields. This type of fertilizer can increase 
soil fertility, provide plants with readily available nutrients and reduce the rate of 
mineral fertilizers. 

• Improving the fertile parameters of soils by enriching them with organic substance. 
The complex of agrotechnical measures, including crop diversification, increased 
rates of organic fertilizers and crop rotation, the use of plant residues as organic 
fertilizers, compost from plant residues is applied instead, cooked in advance in 
special pits. Compost is introduced into the soil under autumn plowing at a rate 
of 15–20 t/ha. 

• Increasing the fertility of degraded soils of semi-desert pastures. A set of agroe-
cobiotechnologies: usage of microbiological fertilizers, nanoadapters, pelleting, 
electrical treatment of plants with high feed value. This technology has increased 
seed germination and plant survivability, improved soil properties, and increased 
land productivity. 

• Improving the fertile parameters of rainfed lands and the productivity of winter 
wheat. This technology is based on the use of hydrogels, biological products, 
organic composts and new types of fertilizers, as well as foliar feeding of 
grain crops. The technology improves grain quality, increases productivity, and 
optimally uses soil moisture. 

• Improving fertile parameters and preventing secondary salinization on slightly 
saline irrigated lands. A set of measures, including autumn soil washing, increased 
rates of organic fertilizers, diversification of crops, including legumes, and plant 
residues as a source of humus, prevent the development of secondary salinization 
and increase soil fertility. For three years, soil flushing is not required, which 
saves irrigation water. In addition, the accumulation of organic matter leads to the 
formation of highly fertile structural soils, creating favorable conditions for the 
formation of a high yield. 

• Agrobiotechnology in the improvement of desert soils polluted with oil and oil 
products. The technology is based on bioremediation of contaminated soils, the 
use of biological products and phytomeliorants, making it possible to rehabilitate 
soils quickly (5–7 years) and then proceed to restore their fertility.
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• Organic and mineral fertilizers based on secondary resources and their use for 
reclamation of low-fertile soils. New organic and mineral fertilizers obtained on 
the basis of secondary resources (glauconites, bentonites of low-grade phospho-
rites and phosphomuca) by means of vermicomposting with manure, as well as 
biohumus with the addition of minerals, are used to optimize the properties of 
low-fertility soil. 

• Improving the fertile parameters of soils by growing winter-leguminous crops. The  
technology allows the rational use of land resources, enriches the soil with nitrogen 
and other nutrients, biologically active substances, increases the microbiological 
and enzymatic activity of soils, improves the permeability and water resistance 
of aggregates, increases soil fertility. 

• Vermicompost preparation technology from solid household waste. Composting 
organic waste using earthworms and in the process of microbiological decom-
position of organic matter obtain an economical, ecological organic fertilizer 
containing the basic nutrients and microelements needed by plants. Bioorganic 
fertilizer can be used for all crops. They enrich the soil with organic matter, 
macro and micro nutrients, increase the biological activity of the soil, improve 
the water-physical properties of degraded soils. 

• Nano-irrigation and drainage techniques for increasing soil fertility and crop 
productivity. Improving the resistance of plants to extreme conditions based on 
small-volume adaptogen preparations. Phytomelioration of degraded soils by 
applying nano-irrigation and drainage techniques that increase bioenergy and 
ecological resistance of crops to extreme conditions (salinization, soil alkalinity, 
pesticides, adverse agrometeorological conditions, etc.). Adaptogens increase 
germination energy and seed germination, increase vegetative mass, productive 
bushiness and biological productivity of agricultural plants. 

• Productivity management of saline and gypsum-bearing soils. The technology 
includes a set of agrotechnical and measures aimed at restoring the productivity 
of irrigated lands. The technology includes deep loosening of the soil, improved 
field planning, good work of the collector-drainage network, flushing the root 
zone from salts, flushing irrigation regime during the growing season, balanced 
plant nutrition, crop rotation: cotton (April–October)—winter wheat (October-
June)—legumes-mash (July–October)—grass on siderat (October–March), soil 
enrichment with plant residues after harvesting; care for crops (timely interrow 
cultivation, biological methods of plant protection, the use of bioorganic fertilizers 
and adaptogens). 

• Growing of Indigofera tinctoria to restore saline degraded lands. Indigofera 
culture (Indigofera tinctoria) promotes the restoration of degraded saline lands 
and synthesizes a natural dye that is in high demand in the world market. Studies 
in the framework of the ZEF/UNESCO project Bonn, Germany/Urgench State 
University, Uzbekistan have shown that the legume Indigofera tinctoria can be 
quite successfully cultivated in saline degraded lands. 

• Development of an agro-reclamation soil passport. The agro-reclamation passport 
of a farmer’s field, which includes complete information about soil-reclamation 
and climatic conditions of the field, topography, nutrients, salinization, etc., is an
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indicative tool for decision-making on effective agricultural production, includes: 
area, climate, topography, crops, productivity, characteristics of the basic prop-
erties of soils; cartograms of the availability of soil with humus and nutrients, 
salinity and mechanical composition. 

8 Conclusions 

From the abovementioned, the main priorities for the development of soil science in 
the agricultural sphere with climate change are as follows: 

1. The study of changes in the processes of arid soil formation in the conditions 
of adaptation of agriculture to climate change; 

2. Development of theoretical basis and efficient actions against to salinization, 
erosion, dehumidification, plastering, soil pollution with heavy metals and 
agrochemicals; 

3. Study and optimization of the biological activity of soils, its pedofauna in various 
soil and climatic conditions; 

4. Development of biological methods to increase soil fertility; 
5. Further development and widespread adoption of agroecotechnologies, biotech-

nologies, GIS technologies in the field of sustainable use and protection of soil 
resources; 

6. Study of the relation between effectiveness of fertilizers and environmental 
factors; 

7. Studying the nutrition of a specific variety of each crop, developing a new 
system for applying mineral fertilizers as applied to the new adaptation system 
of agriculture; 

8. Development of adaptive landscape, environmentally friendly farming systems; 
9. Development of measures for the conservation and rational use of forest 

resources (mountainous, desert, tugai), forest reclamation measures to protect 
soils from erosion, salinization, and the negative effects of climate change; 

10. Conducting research in order to use the drained bottom of the Aral Sea and 
adjacent territories; 

11. International cooperation and an agreed solution to this global problem and 
monitoring studies on the impact of climate change on the agricultural sector. 

9 Recommendations 

Land degradation is a crucial issue for the countries of Central Asia and especially 
for Uzbekistan. Listed main priorities and innovative methods should be taken into 
account by the governmental stakeholders. More international joint projects should 
be conducted in the field of soil quality and fertility.
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Soil Erosion Catastrophe 
in Iraq-Preview, Causes and Study Cases 

Nabil Ibrahim Eltaif and Mamoun A. Gharaibeh 

Abstract Soil erosion is a major global soil degradation threat to land, freshwater 
and food security. Quantification of soil loss is important for soil and water conser-
vation practitioners and policy makers. In Iraq, about 11 million hectares are affected 
by water and wind erosion, while the remaining areas experience different degrees 
of erosion. This chapter reviews available research reports estimating and managing 
soil erosion in Iraq. It is evident that water erosion in Iraq is caused by both natural 
processes and human induced activities, while wind erosion is mainly caused by 
natural process. Land desertification in Iraq is paired with salinization leading to 
additional soil erosion caused by destructive wind. Both water and wind erosion had 
reached critical levels in the past three decades as a result of land neglecting and lack 
of conservation measures. The northern parts of Iraq are suffering from water erosion 
due to high rainfall intensities and excessive plowing of cultivated soil, whereas 
wind erosion is affecting most of the southern and western parts. Average erosivity 
factors were 15,835, 6695, and 2584 MJ mm ha−1 h−1 for the northern, western, 
and central and southern parts, respectively. Moreover, estimated wind erosion was 
65–70.2 Mg ha−1 year−1 for the western and southern parts. More applied work is 
needed to estimate and solve erosion problems in different parts of Iraq. 
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1 Introduction 

Arid or semi-arid conditions spread over the utmost soils of Iraq, having low water 
content under natural conditions. The primary soil problem in Iraq is the mainte-
nance of soil productivity under such prevailing conditions. The whole area of Iraq 
comprises 438 317 km2; agricultural land is spread over 94 500 km2, and forest 
land cover 8 230 km2. The Tigris and Euphrates rivers were known as the Fertile 
Crescent because of the abundance of ancient irrigation and flood protection projects 
developed and provided by Sumerian rulers. 

Soil erosion in Iraq has been prevalent problem ever since the land was first 
cultivated. Studies have shown that the downfall of early Iraqi civilizations was 
because of land degradation, especially soil erosion [1]. Water and wind erosion 
are rather serious problems as about 5 million hectares suffer from severe water 
erosion. About 8 million hectares are affected by wind erosion, whereas the remains 
of Iraqi land experience different degrees of water or wind erosion [2–4]. Invasions 
into Iraq in 1991 and 2003 brought inevitable problems to the country, which caused 
a human tragedy that was worse than ever before. The economic, agricultural, and 
industrial infrastructures were lost. Furthermore, educational, health and cultural 
infrastructures were also destroyed. The lack of protection and control of agricultural 
land by the occupation authorities resulted in desertification and soil erosion. 

This chapter reviews the most important published articles dealing with soil 
erosion problems in Iraq and tracks all accessible worldwide research on soil erosion. 
In the last decade, Iraqi researchers published their articles in national and interna-
tional journals intending to draw the attention of organizations, the government, and 
other scientific institutes to the catastrophe of soil erosion in Iraq. However, most of 
the research work about Iraq is not designed to solve the soil erosion problem but 
rather to evaluate and estimate erosion in the different regions of Iraq. Researchers 
have used different models available in the existing literature to evaluate soil loss 
events initiated by water and wind erosion. 

2 Preview of Soil Erosion in Iraq 

Two important facts have been identified by [5]. These facts are described as follows: 
First, not all the erosion that results from the human mismanagement of natural 
resources is accelerated soil erosion; much of the wind erosion for the most of Iraq is 
natural erosion that is not easy to mitigate using soil conservation practices. Second, 
the country’s detected soil erosion results from actions of water or wind over several 
thousands of years, and not all of it are recent. 

Water erosion is evident in the north of Iraq, on cultivated highlands and foothills, 
and even in the rolling and level lands. The increase in the plowing of hill slopes in 
the north of Iraq promotes soil erosion and caused land destruction. This soil erosion 
occurs because of the deterioration of life after 1991 and a decreasing standard of
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living that has forced farmers to engage in the unsuitable cultivating of their lands. 
Mostly, the only means of conservation in the region is by establishing a permanent 
grass-cover or forest. 

Desertification is one of the consequences of the invasion of the USA and the 
coalition forces of Iraq in 1991and 2003. During the military operations, the topsoil 
in Iraq was destroyed because of the great number of bombs explosion and the moving 
Lorries in different regions of the country that enhancing the emission of dust and the 
formation of sand storms. Desertification is the destructive process or damaging of 
the land’s topsoil, which can eventually lead to the creation of desert-like conditions 
and, in turn, reduce plant and animal production, thus affecting the maintenance of 
human existence [6, 7]. Such circumstances are recognized by the studies of [8, 9]. 

As soil conservation measures are put into effect, soil erosion does not become a 
grim problem as occasionally visualized; therefore, soil losses by erosion could be 
mitigated in Iraq. However, Protecting or even restoring the productive potential of 
the land requires improvements in both soil and vegetation management. 

3 The Climate of Iraq 

Iraq is a country consisting of 19 provinces, and one of them is the self-governing 
region (Iraqi Kurdistan), including mainly Dohuk, Arbil, and As-Sulaymaniyah 
(Fig. 1).

The climate in Iraq is described; desert and hot in summer and relatively cold in 
winter [10, 11]. It is semi-desert in the north with a relatively cold winter, while in the 
northern mountains, the climate is cold and rainy (or snowy) in winter. The zone1 
on the map is the mountainous area that receives substantial rainfall (≈800 mm). 
Zone 2 on the map is a northern area that receives moderate rainfall (≈400 mm). The 
most parts affected by wind erosion in Iraq are zone 3 (middle-south area) and zone 
4 (west) on the map (Fig. 1). The climate in zone 3 and 4 is desert or semi-desert, the 
blowing wind is usually occurring in the middle and southern parts (zone 3). Zone 
4 on the map is desert, quite cold with frequent frosts in winter and hot in summer, 
and slightly less hot than in the plains because of altitude (Table 1).

In Iraq’s summer, dust storms coming from the north “Shimali" hit most of the 
country for days and were initiated by the northwest wind. Shimali blows almost 
continually through June and July (Fig. 2). However, Shimali wind may continue 
blowing in August and September and can stay for many days in a row [12]. According 
to the Iraqi Environmental Ministry, one hundred twenty-two dust storms recorded 
in Iraq and 283 dusty days per year. It is mentioned that Iraq could be affected by 
even 300 dusty days per year [12, 13].
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Fig. 1 Iraq map showing the four areas of the country (1—mountainous, 2—northern, 3—middle-
south, and 4—northwest) (https://www.climatestotravel.com/climate/iraq)

4 Soil Erosion Concepts 

4.1 Water Erosion 

Natural resources conservation service (NRCS-USDA) defines water erosion as the 
loss of soil materials as a result of detachment and removal by water. Water erosion 
may take place naturally (geological) or by human activity (accelerated). The rate 
of erosion generally varies from very slow to very rapid, depending on the soil, the 
topography, and weather conditions.

https://www.climatestotravel.com/climate/iraq
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Table 1 Mean annual rainfall (mm), temperature (°C), dust storms (days), and dryness index for 
of different areas in Iraq (Iraqi Metrological Organization) Climatic atlas of Iraq 1951–1990 

Governorate Mean annual 
rainfall (mm) 

Mean annual 
temperature (°C) 

Mean annual dust 
storms (days) 

Dryness index 

Baghdad 150–200 23 12 20–25 

Mosul 300–600 18–20 1–4 5–10 

Basra 75–150 24 8–24 15–20 

Erbil 400–>800 <16–19 1–4 <5 

Suliamaniyah 500–>800 <16–18 1–2 <5 

Dohuk 600–>800 18 1 <5 

Kirkuk 200–400 20–22 2–4 5–10 

Salah Al-Deen 100–300 22–23 4–12 10–20 

Diyala 150–450 23 4–12 15–20 

Anbar <75–150 18–22 4–8 20–35 

Wasit 150–200 23 2–6 20–25 

Misan 150–200 23 2–8 15–25 

Babil 100–150 23 10–12 25–30 

Karbala 75–100 22–24 8–12 30–35 

Najaf 75–100 22–24 8–12 30–36 

DhiQar 100–150 24 6–12 20–30 

Qadisiyah 100–150 23–24 6–24 25–30 

Al-Muthan’na <75–100 24 12–24 25–35

Fig. 2 Dunes formation as a result of wind blowing in arid regions [14]
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4.2 Types of Water Erosion 

4.2.1 Splash Erosion 

When raindrops hit the soil surface, the soil disperses and splash by impacting rain-
drops, transferring particles from their locations [15, 16]. Both [17, 18] designate 
the splash erosion developments as raindrop impact, a splash of soil particles, and 
craters’ formation, which is a function of raindrop characteristics. 

4.2.2 Sheet Erosion 

A thin layer of soil is removed by raindrop effect in sheet erosion, and a shallow 
surface flow is formed. As a result, most of the smallest soil particles that hold 
nutrients and organic matter are lost. Soil loss by sheet erosion occurs continuously, 
unseen, and causing a great quantity of soil loss. Particle detachment, rainfall inten-
sity, and field slope affect sheet erosion. Nearly 70% of total water erosion is a result 
of both splash and sheet erosion. These two erosion types happen concurrently; even 
so, splash erosion governs the initial process. 

4.2.3 Rill Erosion 

In rill erosion, shallow channels (less than 30 cm deep) are formed by concentrated 
water of runoff on these channels. Rill erosion is often described as the transitional 
step between sheet and gully erosion [19, 20]. 

4.2.4 Gully Erosion 

Gullies form channels typically more than 30 cm deep that are difficult to remove 
by ordinary cultivation. Gullies’ occurrence needs that water flows concentrate on 
the soil surface and cut the soil. Two types of gullies are designated: Ephemeral and 
permanent gullies. The first type is shallow channels that are easy to be removed 
by ordinary tillage. The second type is relatively too large a channel; therefore, they 
need special control and management measures [20–23]. 

4.2.5 Tunnel Erosion 

In tunnel erosion, surface water seeps into the subsoil and causes the soil’s inner 
eroding, especially when the soil is dispersive. Enlargement of these cavities (tunnels) 
may cause the failure of soil surface, creating gullies in the fields [24–26].
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Fig. 3 Soil erosion (Rill and interrill) by water in North of Iraq [29] 

4.2.6 Streambank Erosion 

Streambank erosion is the downfall of soil along the riversides due to the water 
flow power. This erosion is a naturally occurring process, but human activities may 
increase the rate of erosion. Streambank erosion is the dominant source of sediment 
in many river systems. As a result, some conservation measures are commonly taken 
to protect the banks from further erosion [27, 28]. 

Water erosion means the removal of surface soil via the action of water runoff. 
In Iraq; different types of water erosion are recognized, namely splash, sheet, rill, 
gully, tunnel, and streambank erosion [29]. Interrill erosion involves both splash and 
sheet erosion (Fig. 3). 

Moreover, [22] prepared a map of gully erosion in the northwest of Iraq with the 
aid of a computer program (Surfer 32). The map showed the existence of moderate 
to substantial gully erosion. 

4.3 Quantifying Water Erosion 

4.3.1 Field Methods 

Direct erosion measurements are the most accurate method of quantifying soil 
erosion; such measurements are laborious and expensive [30]. They comprise 
collecting the depositions in a volumetric barrel and weight sediments (Fig. 4).

Prediction of soil loss using models such as Universal Soil Loss Equation (USLE) 
and Revised USLE (RUSLE) is done with the aid of runoff plots, which are used 
extensively for conducting erosion research works [31]. Moreover, standardized plots
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Fig. 4 Collecting sediments from runoff plots. Hailun field experimental station, Heilongjiang, 
China after [30]

could be used to rank relative soil erosion among treatments [32]. The runoff plot 
method was also used for measuring soil loss by water erosion [33–36]. 

Runoff plots were used to demonstrate to the farmers the occurrences of water 
erosion in their fields and show the role of vegetative cover in reducing erosion [23, 
37, 38]. Another possible use is to create or to validate a model or equation to predict 
runoff or soil loss [39, 40]. 

4.3.2 Erosion and Runoff Plots Used in Iraq 

The cheapest and most straightforward method to study soil erosion is to install the 
plots and then wait for natural rainfall, but unpredicted rain can make this frustrating. 
Natural runoff plots were used to collect sediment yield at three different experimental 
sites in northern Iraq [41]. Such plots were used to study the effect of tillage treatments 
on soil erosion under natural rainfall in the Aski-Kalak site, and Erbil, in, Iraq [42]. 
Runoff and sediment yield data were collected from runoff plots and evaluated by 
taking volumetric and weight measurements. In twenty rainfall events occurring from 
1988 to 1992, runoff and sediments were recorded from 20 × 4 m2 plots. The runoff 
materials in the collecting tanks were thoroughly mixed, quantified and sediment 
concentration was determined using the method of [43, 44]. Rainfall simulators have 
been designed to apply uniform rainfall rates to measure runoff over land surfaces 
because of the natural rainfall variability. Different rainfall simulators (Fig. 5) are  
designed with different shapes, types, and sizes. Most of them usually use nozzles 
to apply water at chosen rates and durations. By changing the nozzle size, the rate 
and duration of rainfall can be handled. Soil erosion by water has been widely used 
to study rainfall simulators [15, 45–49].
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Fig. 5 Rainfall simulator, Experimental Farm Wijnandsrade, South-Limburg, The Netherlands 
after [50] 

Little attempts have been made in Iraq to exploit simulators for studying water 
erosion. Using a simulator in Iraq is to speed up results and control of the amount 
and type of rainfall. 

4.3.3 Water Erosion Prediction (Empirical Models) 

The Universal Soil Loss Equation (USLE) is the simplest mathematical model 
proposed by [51, 52]. Every model has unique characteristics and application in 
a different field. The USLE has been used worldwide since the 1960s to predict soil 
erosion [39]. It is an empirical model serving to estimate average annual soil loss in 
the long term from agricultural watersheds. 

Researchers used different techniques to achieve rapid and efficient info about 
soil erosion. For example, the input data sets can be generated by using the model 
of remote sensing for soil erosion distribution through the merging of GIS, remote 
sensing, and RUSLE. 

The RUSLE model uses the same formula as the USLE but with improvements 
in evaluating some factors. RUSLE model predicts soil degradation and sediment 
concentrations better by using some parameters with some new key features. The 
USLE remains the easiest method available for soil erosion studies on large water-
sheds [39, 53]. The USLE has been used extensively worldwide [39, 53–55]. Modi-
fied USLE (MUSLE) and Revised USLE (RUSLE 1 and 2) result from the continual 
upgrading of the USLE [55]. Additionally, in Iraq, researchers have used USLE and 
RUSLE directly or indirectly to evaluate water erosion [41, 56–60].
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However, the USLE/RUSLE is considered better than other advanced models 
because of its simplicity, usability, and no need for extensive data for soil loss 
prediction. Instead, simple equations and charts (e.g. nomographs) are usually used 
to evaluate the factors of USLE/RUSLE. 

The form of USLE/RUSLE is written as follows: 

A = R × K × LS  × C × P (1) 

Here, A is the soil loss expressed in Mg ha−1, R is erosivity factor (rain and 
runoff), K is soil erodibility factor, LS is length and degree of land slope factor, C is  
the vegetation management, and P is soil conservation factor. Tables and nomographs 
(charts) are usually used to solve the basic versions of USLE. 

4.4 Solving Water Erosion Equation (USLE) 

4.4.1 Rainfall and Runoff Erosivity Index (EI) 

The EI is computed as the total storm energy (E) product and the maximum 30-min 
intensity (I30) of the  rain.  

E I  = E × I30 (2) 

The total of computed EI values from single storms that happened during the year 
is related closely to the amount of soil loss from a field [52]. The USLE computed EI 
is applicable for a rainfall intensity of ≤63.5. In the tropical zone with heavy rains, 
the EI values used in USLE to evaluate erosivity usually yield overestimating values. 
Therefore, adjustments to EI have been suggested by [61] for tropical regions. 

Assessment of the term 30-min intensity is done by calculating the intensity for 
a maximum amount of rainfall in any 30 min during the rainstorm from the rain 
gauge charts. An erosivity map (iso-erodent map) was developed in the USA after 
analyzing about four thousand sites for different rainfall-return periods. An example 
to calculate erosivity from rainfall data is shown in Table 2.

4.4.2 Soil Erodibility Factor (K) 

Soil erodibility is affected by several physical and chemical soil properties. The K 
values were attained by direct soil erosion measurements under simulated rainfall 
[14]. By using the following equation, K value can be determined [52, 63]: 

K = 
2.1 ∗ 10−4 (12 − a)M1.14 + 3.25(b − 2) + 2.5(c − 3) 

100 
(3)
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Table 2 Calculation of erosivity factor in USLE, modified after [62] 

(1) Time from the 
start of the storm 

(2) Rainfall (mm) (3) Intensity (mm 
h−1) 

(4) Kinetic 
energy (MJ 
ha−1 mm−1) 

(5) Total kinetic 
energy (MJ ha−1) 
(Col 1 × Col 4) 

0–14 1.52 6.08 0.0877 0.1333 

15–29 14.22 56.88 0.2755 3.918 

30–44 26.16 104.64 0.2858 7.4761 

45–59 31.5 126 0.2879 9.0674 

60–74 8.38 33.52 0.2599 2.1776 

75–89 0.25 1 0 0 

Wischmeier index (EI30) 
Maximum 30-min rainfall = 26.16 + 31.50 mm = 57.66 mm 
Maximum 30-min intensity = 57.66 × 2 = 115.32 mm h−1 

Total kinetic energy (total of column 5) = 22.7724 MJ ha−1 

EI30 = 22.7724 × 115.32 = 262.12 MJ mm ha−1 h−1

M = (% ver y f ine sand + %silt)(100 − %clay) (4) 

where M is particle-size parameter, a is the percentage (%) of soil organic matter 
content (SOM), b is soil structure code (1 = very fine granular; 2 = fine granular; 3 = 
medium or coarse granular; 4 = blocky, platy, or massive), and c profile permeability 
(saturated hydraulic conductivity) class [1 = rapid (150 mm h−1); 2 = moderate to 
rapid (50–150 mm h−1); 3 = moderate (12–50 mm h−1); 4 = slow to moderate (5– 
15 mm h−1); 5 = slow (1–5 mm h−1); 6 = very slow (<1 mm h−1)]. SOM content is 
computed as the product of organic C (%) and 1.72. 

A chart (nomograph) can be used to estimate the K value shown in Fig. 6.

4.4.3 Topographic Factor (LS) 

Slope length and its degree are both represented quantitatively in USLE as LS factor. 
LS is the ratio of soil loss from a field slope at particular conditions to that from 
a 72.6-ft (22.1-m) length of uniform 9% slope for a field of the same conditions. 
Slope length and its degree value for the LS factor can be determined from direct 
measurements or using topographic maps and Digital Elevation Models (DEM). In 
the Agriculture Handbook number 537 (23), both a table and a slope-effect chart are 
available, demonstrating values of LS for specific combinations of slope length and 
degree [14, 65]. 

The chart and the table were derived by the equation; 

LS =
(

L 

22.1

)m 

+ (
65.41sin2 θ + 4.56sinθ + 0.065

)
(5)
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Fig. 6 Chart for calculating soil erodibility K in metric units [64] To change K to American units 
divide K value by 0.13

m = 0.6[1 − exp(−35.835 × S)] (6) 

θ = tan−1

(
S 

100

)
(7) 

where S is field slope (%) and θ is field slope steepness in degrees. 

4.4.4 Cover-Management Factor (C) 

The C-factor in USLE characterizes the impact of vegetation on soil loss during 
different stages period of the crop. It can be calculated via dividing soil loss from a 
field under a definite crop stage period by soil loss under a bare unplanted field with 
conventional tillage [66].
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4.4.5 Support Practice Factor (P) 

The P-factor in USLE denotes the field practices that are usually used for controlling 
soil erosion. It can be computed via dividing soil loss from a field with supporting 
practices by soil loss from a field under conventional tillage with no field practices. 
P-factor values range from zero to one [67]. 

4.5 Study Cases of Soil Erosion by Water in Iraq 

A key indicator of soil erosion is erosivity that is important in predicting erosion. The 
potential erosion risk in Iraq can be evaluated by rainfall erosivity data, despite the dry 
climate dominating Iraq most of the year. Erosion is mainly resulting from irregular 
and heavy rainfall intensities. However, erosivity in seven regions in Iraq, namely 
Baghdad, Baji, Khanakeen, Kirkuk, Mosul, Zakho, and As-Sulaymaniah, was deter-
mined using Eltaif and Abbas’ easy procedure [68]. Results showed that the values 
of the annual erosivity fluctuated between 145 and 1359 MJ mm ha−1 h−1 year−1. 

The highest annual erosivity was recorded in northeast regions of Iraq (As-
Sulaymaniyah), while the regions heading south recorded the lowest annual erosivity 
values. The total monthly and annual rainfall data from 1993 to 2010 for eighteen 
monitoring stations in Iraq was used to estimate rainfall erosivity [56] by using  
sophisticated statistics (Fig. 7). They concluded that water erosion is greatly related 
to rainfall, and with the low rainfall, other factors are not activating to cause erosion.

A key source for water erosion prediction in Iraq is the spatial differences in 
erosivity values. Therefore, it is worthwhile to compare erosivity values in Iraq with 
those in nearby countries. A regional rain erosivity map project could be used as 
a framework. The simplicity of the USLE is most likely the main reason it is still 
widely used in case of data insufficiency. 

The universal soil loss equation (USLE) is an effective tool (when combined 
with GIS) for the determination of soil loss [59, 69–71]. Soil loss was evaluated 
from the Alibag catchment in Iraqi Kurdistan (north of Iraq) with the integrated 
GIS and USLE [29]. Different layers of the USLE were prepared and processed in 
the ArcGIS. Values soil loss reached 16.6 Mg ha−1y−1 with a mean value of nearly 
6 Mg ha−1y−1. In Iraq, erosion was estimated and erosion forms were determined 
based on different info (e.g. location visits, remote sensing, and soil assessment 
reports [60]. This information was then assembled into a soil degradation map for 
the region. 

It was concluded that out of the total 12-million-hectare area in the northern part of 
Iraq, about 33% is subject to serious water erosion [60]. Additionally, about 23% and 
22% of the total land area in Iraq have slight and severe water erosion, respectively. 
However, severe water erosion occurred mostly in the mountainous northeastern 
region (zone1 in Fig. 1). The rest of the total area is affected by minor to moderate 
water erosion.
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Fig. 7 Annual distribution of water erosion (MJ mm ha−1 h−1) of the soil for the 18 study stations 
(undulating, western plateau, and alluvial plain) in Iraq. Redrawn form [56]
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The integration of remote sensing, GIS, and empirical RUSLE model were used 
to evaluate annual water erosion in Kirkuk, north of Iraq [58]. The RUSLE five 
factors for determining soil loss were derived from field survey, archival data, digital 
elevation model, and LANDSAT 8 multi-bands imagery. Using a raster calculator 
(ArcGIS 10.2 software), the annual soil loss was computed by multiplying the five 
RUSLE factors. 

Estimation of the R factor was conducted by analyzing the annual and monthly 
rainfall attained from the meteorological stations near the study area. The R values 
ranged between 108 and 716 with an average of 368 MJ mm ha−1 h−1 yr−1. The  K  
values ranged between 0.04 and 0.38 with an average of 0.14 t ha−1 h−1 MJ mm−1. 
The length and degree factor (LS) can be estimated by the Digital Elevation Model 
(DEM). The values of LS ranged from 0 to 10.76, with an average value of 0.02. 
The mean values of C by using remote sensing data and Normalized Difference 
Vegetation Index (NDVI) were ranged from 0.38 to 0.76 with a mean value of 0.55. 
The P factor is taken 1.0 in the study area because there was no management practice. 
The spatial distribution of soil loss averaged 2 t ha−1 yr−1 and fluctuated from 0 and 
245 t ha−1 yr−1. 

Erosion potential model (EPM) is combined with geographic information systems 
(GIS) for predicting erosion and sedimentation in the Garmiyan basin at Kurdistan 
Region, Iraq [57]. The basin with an area of about 1,620 km2 and has a mixture of 
vegetation, slope, soil texture, and land use. Three main gullies were recognized in 
the study area when the spatial distribution of gully erosion was programmed. The 
slight to moderate gully covers 10%, the high gully covers 89%, and severe fluvial 
gully erosion covers about 1%. The values of the erosion coefficient as shown by 
EPM indicated that the intensity of erosion could be classified as moderate to high. 

5 Wind  Erosion  

Wind erosion is the main reason causing land degradation in most dry conditions 
[72]. These conditions, such as the region’s exposure to the severe wind blowing 
and dust storms, are common in Iraq (Fig. 8). The impact of war and external sanc-
tions (1991, 2003) combined to threaten Iraq with a high risk of desertification. 
However, no significant research works were done on the wind erosion control and 
its developments in Iraq.

Desertification in Iraq is paired with salinization. It is worth pointing out that 
the salinization phenomenon in the irrigated land of southern Iraq is covering a 
large area and is not that easy to control. The most affected areas by wind erosion 
are sedimentary (alluvial) plains, extending from the eastern areas of the Euphrates 
River to the southern areas of Baghdad (part of zone 3, in Fig. 1). However, the most 
known area susceptible to wind erosion is sedimentary plains’ central and upper 
lands [6]. 

In his description of wind erosion in the south of Iraq, [5] stated that the saline 
areas (solonchak soils) with a friable surface layer, the irrigated silty levees are more
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Fig. 8 a General view of a dust storm in the west desert of Iraq. b Airborne dust storm in the north-
west desert of Iraq visualized by the Moderate Resolution Imaging Spectroradiometer (MODIS). c 
Dust storm, Western Desert, west of Falluja, Iraq. After [12]

subject to destructive wind. The flocculated fine particles in these levees resemble 
the sand particles forming the dunes or sheets (pseudo sand) [73, 74]. 

The prevailing arid and semi-arid conditions, such as in Iraq environments, with 
low rainfall amounts, imposed significant limitations on crop production [75]. Iraq 
is generally characterized by aridic soil moisture regime and typically saline soils 
with low organic matter. Wind erosion can be enhanced and stimulated in conditions 
such as weak soil structure, wide fields, low vegetative cover, and high wind speed 
[76]. 

The pseudo-dunes in that area cover about one million hectares of land in dry, 
unprotected conditions and are strongly affected by wind erosion and this accordingly 
restricts crop production [13, 77]. Attempts to improve soil and water management 
practices for Iraqi conditions were done and verified successfully, but one of the most 
challenging problems fronting such attainment is the social problems [78]. 

World Meteorological Organization (WMO) defines dust storms as mobilization 
of the huge amount of wind-blown particles through turbulent atmospheric flows that 
reduce horizontal visibility to less than 1000 m [79]. 

The nomination of the dust events is derived from four types of dust as shown 
in Fig. 9. The land degradation by wind erosion in Iraq is attributed to exceptional 
prevailed climatic conditions, misuse of land, and poor management practices. Strip
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Fig. 9 Types of dust storms: blowing dust (a), dust haze (b), dust devil (c), and Haboob (d) [80] 

cropping and adapting the modern irrigation management practices are seldom used 
in Iraq. 

5.1 Prediction of Soil Loss by Wind Erosion 

The wind erosion equation (WEQ) was proposed to predict soil loss by wind action 
[81]. A simple computer solution was presented by [82] to solve  the WEQ. The  
general functional form of WEQ is E = f (IKCLV); Where (I) is soil erodibility 
factor, (K) is a roughness factor, (C) is a climatic factor, (L) is the distance of wind 
transport across a field and (V) is the vegetative cover equivalent. The WEQ model 
is derived experimentally and adopting that erosion by wind is linearly related to 
the variations in climatic conditions, properties of soil, and surface conditions. The 
model does not take into account, for example, the possibility of spatial erosion 
variability or the interactions and combinations between some wind erosion factors 
[78, 83, 84]. 

The main advantages of the WEQ application are as follows: First is to guess the 
amount of soil loss by the wind from cultivated fields. The second is to identify the 
conservation practices to reduce soil loss by the wind to an acceptable amount. The 
equation can then be set to govern the conditions required to diminish soil loss to 
the tolerable limits by applying some conservation practices such as increasing the 
residue on the soil surface and shortening field length [85, 86]. A stepwise procedure
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was used to solve WEG [87]. The stepwise procedure involves first determining soil 
erodibility, I. (E1); and then determining E2 and E3 as follows: E1 = I; E2 = IK; E3 
= IKC. Determining E4 and E5 depending on E2 and E3 as follows: E4 = (WF0.348 

+ E30.348 − E20.348) 2.87; E5  = ψ1. E4ψ2. Where WF is the field length. However, a 
different procedure was adopted by [14] to solve WEQ and it is as follows. 

5.1.1 Erodiblity Factor (I) 

Erodibility factor (I) in WEQ signifies the potential annual soil loss from an uncul-
tivated, flat, and indefinite length field. A conventional flat or rotary sieve is usually 
used to determine the part of dry soil fraction in a soil sample [86]. 

One kilogram of the dry soil (0–15 cm) weighs and screens with a 0.84 mm 
diameter opening sieve to allow for peds <0.84 mm diameter to pass through. The 
following regression equation was developed to estimate I; 

I = 525 × 2.718−0.04F (8) 

where I and F are soil erodibility (Mg ha−1), and dry soil fraction >0.84 mm (%), 
respectively. 

5.1.2 Soil Ridge Roughness Factor (K) 

A simple technique to measure soil surface roughness was presented by [88–90] by  
using a roller chain. The principle of the technique is simple. A chain of known length 
(L1) is positioned on the land surface, and as the horizontal distance (L2) between the 
ends of the chain decreases, the roughness increases [91]. The following equation 
was used to evaluate the soil surface roughness (Cr): 

Cr = [1 − (L2/L1)] × 100 (9) 

The ridge alignment in the field was designed by knowing the prevailing wind 
direction. 

5.1.3 Climatic Factor (C) 

The climatic factor (C) in WEQ was first presented by [92]. The Food and Agri-
culture Organization [93] improved the factor to suit the conditions of dryness. The 
monthly C factor involves the mean monthly weather parameters that are effective 
in evaluating wind erosion as follows:
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C = 
1 

100

∑i=12 

i=1 
U 3

(
ET  Pi − Pi 

ET  Pi

)
d (10) 

where U, ETPi, Pi, and d: are the wind velocity at 2 m height (m s−1), potential 
evaporation (mm), precipitation (mm), and the number of days in the month of 
consideration; respectively. 

5.1.4 Field Length Factor (L) 

The field length (L) is in the dominant wind direction, according to [81]. In some 
cases, the wind comes from different directions; therefore, the wind direction 
becomes difficult to be determined [94]. 

5.1.5 Vegetative Cover Factor (V) 

This factor is evaluated by relating some elements of vegetative material to its equiv-
alent small grain residue equivalent. The following equation was used by [95] to  
express the vegetative cover factor (V) as the small grain equivalent (SG)e. 

(SG)e = aRb 
w (11) 

where a, and b are crop constants (Use Table from [14]). Rw is the amount of residue 
expressed in terms of small grain equivalent (kg ha−1). 

The annual soil loss was computed using the term (IKCL) [96, 97]. If the product 
of nominated factors in this term >5.5 × 106; use the following equation: 

E = 2.178( 
−V 
4500 ) ×

(
I × K × 

C 

100

)
(12) 

But if the product ≤5.5 × 106; use the following equation: 

E = 0.0015 × 2.178( 
−V 
4500 ) ×

(
I 1.87 × K 2 ×

(
C 

100

)1.3 

× L0.3

)
(13) 

It is worth pointing out that a guide is prepared by the Department of Water, 
Land and Biodiversity Conservation (DWLBC) to identify the minimum and desired 
soil cover required to reduce wind erosion and provide soil protection under most 
conditions [98]. It is established that grasses amount >2 Mg ha−1 is enough to entirely 
avoid wind erosion hazard in the field [95]. The DWLBC [98] suggested the following 
amounts of surface cover required to protect soil from wind erosion (Table 3).
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Table 3 Amount of surface cover required for soil protection from wind erosion [98] 

Minimum cover Desirable cover 

Soil type % Mg t ha−1 % Mg t ha−1 

Loam 15 0.5 35 1 

Sandy loam 20 0.6 50 1.5 

Sands 50 1.5 70 2.5 

A broad modification of the wind erosion equation (WEQ) was made since the 
1960s. The WEQ model has been exposed to many refinements which led to a very 
sophisticated model. This stimulates the emergence of new equations such as the well-
planned model Revised Wind Erosion Equation (RWEQ) by [83]. The model links 
field information with computer models to estimate spatial soil erosion, therefore, 
it is better defined the processes of wind erosion. However, REWEQ predicts wind 
erosion depending on factors related to weather, soil surface, and crop factors [99, 
100]. Wind erosion prediction system (WEPS) is another model set to improve the 
prediction technology. WEPS is a more complex model than WEG and REWEQ and 
requires additional input parameters [101–106]. 

5.2 Study Cases of Wind Erosion in Iraq 

Wind erosion in Iraq seems to be concentrated in zone 3 (middle-south area) and zone 
4 (northwest area) (see Fig. 1). The potential wind erosion reported by [107] reached 
65 Mg ha−1 year−1 in zone 3 and zone 4 with comparable soil surface and climate 
conditions. However, a simple mathematical model was used by [108] to predict soil 
loss by wind erosion annually in different locations. Six fallow barley fields were 
randomly chosen from semi-arid sedimentary plain south of Baghdad, Iraq (zone 3 
in Fig. 1). An average potential erosion of 70.2 Mg ha−1 y−1 was attained (Table 4).

The WEQ was used to estimate potential erosion for designing the optimal 
measures to adjust soil losses by wind erosion in Iraq by defining a group of K, 
L, and V that required declining losses to an acceptable level [108]. For example, 
if a soil roughness K of 0.5 is associated with particular environments, this would 
decrease the peak soil loss by wind by 50% for fields where ridges established perpen-
dicularly to the dominant wind direction. According to the prevailed environments, 
their calculations suggest an amount of 250–500 kg ha−1 plant residues to be applied 
on the soil surface to diminish soil loss to the tolerable level (2 Mg ha−1). However, 
when arid conditions are prevailing most of the year, such as in Iraq, tillage operation 
associated with an inadequate amount of residues covering soil surface induce rough 
soil surface most of the year. This is considered the main reason for effective wind 
erosion control (Fig. 10).

The main causes of desertification in Iraq are unsustainable agricultural practices 
through soil and crop management processes [110]. Desertification also decreased



Soil Erosion Catastrophe in Iraq-Preview, Causes and Study Cases 199

Table 4 Potential wind erosion (E3) × depending on soil roughness (K) and climate (C) (After 
[108]) 

Location E1 = I (Mg. 
ha−1 year−1) 

K E2 = I × K 
(Mg. 
ha−1 year−1) 

C E3 = E2 × C 
(Mg. 
ha−1 year−1) 

Observation 

1 354 1 354 0.45 159.3 Regions of 
flow 

2 169 1 169 0.45 76.1 

3 132 1 132 0.45 59.4 Climatic 
factor 

1 89 1 89 1.43 127.3 Regions of 
high 

2 38 1 38 1.43 54.3 

3 17 1 17 1.43 24.3 Climatic 
factor 

Geometric 
mean 

87.7 1 87.7 0.8 70.2

Fig. 10 Establishing soil ridges to control wind erosion in a field [109]

the biological productivity of dry areas, which comprise about 92% of the total area 
in Iraq. It is indicated that Iraq is now witnessing an increase in sand storms compared 
with those that happened during the last century [12]. The study concluded that the 
extreme change in the annual rainfall and temperature is the main cause of enhancing 
the local dust. Moreover, other reasons that escalated the local dust occurrences were 
attributed to the messy armed activities and roads. 

Some researchers used new techniques to define the extent of desertification in 
Iraq. For example, in his study of dunes monitoring, [111] included six districts in
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Iraq suffering from dunes creeping. The dry weather and low amount of rainfall have 
characterized these districts, especially in the latest years. The study was designed 
to monitor, evaluate, and map the dune advance in the north-central zone (zone 4 
Fig. 1). Remote sensing “RS” and in specific, Earth observation satellites and also 
Geographical Information Systems “GIS” were used to monitor dunes advance. The 
study concluded that the dunes accumulation is increased by 2,020.6 km in Baiji site 
and 29.1 km in Al-Aith site throughout the 21 years (1988–2009). 

Management practices designed to mitigate wind erosion may include the use of 
soil conditioners besides windbreaks. In the two preceding sites, the rates of dunes 
movement were 1,155.9 and 494.2 m year−1 for the same period. Generally, these 
results indicated that the dune invasion represents a great risk to the study area. Based 
on [111] study results, it seems that remote sensing and GIS techniques are suitable 
for dune advanced monitoring. Minute attempts have been carried out in Iraq to fix 
dunes advance using soil stabilizers and evaluation of dunes stabilization. 

Attempts have been made to stabilize dunes in the Baiji district, Iraq (Zone 4 Fig. 1) 
using local soil conditioners derived from oil derivatives and plant residuals [112, 
113]. The author exploits some parameters related to wind erosion (i.e. mean weight 
diameter, dry aggregate percentage) to evaluate the effectiveness of these conditioners 
to stabilize dunes [112]. Results indicated that the natural vegetation cover in the first 
level of bitumen emulsion treatment (1%) is much better than the second (2.5%) and 
the third level treatments (5%). Plant residuals treatments generally have positive 
effects on the natural vegetation cover. Plant residuals increase soil organic matter, 
and consequently, it improves soil structure, reduces bulk density, increases the soil 
pores and, ultimately increases soil moisture. 

5.3 The Need for a Soil Conservation Foresight in Iraq 

Solutions for land degradation in Iraq, particularly soil erosion problems, have been 
neglected since 1991. Subsequently, no actual attempts have been made to face 
the consequences of soil erosion and their effects on the different aspects of the 
Iraqi people’s lives. The successive governments, especially after 2003, ignored the 
problems associated with soil and plant production deterioration, and they have not 
suggested any plans or strategies to cope with the soil erosion problems. Also, little 
attention has been paid by the Iraqi institutions, establishments, and authorities to the 
same. This deliberate ignorance by the politicians has led to poverty, unemployment, 
low productivity, and disorder in rural societies. 

The land is the most ignored resource that is misused by almost everyone, either 
knowingly or unknowingly. Nearly all the soil erosion research work in Iraq focuses 
on monitoring the phenomenon without finding resolutions to the problem. However, 
some researchers who were concerned about the soil erosion problems published 
negligible and scattered articles in some scientific journals to indicate the occurrence 
of soil erosion in Iraq.
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Iraq needs an ad hoc project, which involves a group of participants that mainly 
come from academic and research organizations and the government and include 
scientists, politicians, and foresight experts. The group must review a set of rele-
vant literature (national and international) and build a scenario to identify the steps 
required to solve the main soil erosion problems in Iraq. 

In summary, the soil erosion rate in Iraq results from interaction with a group of 
factors, namely climate, soil surface characteristics, topography, land use, and land 
cover. Wind erosion is widespread over almost all parts of the country, but water 
erosion dominates mainly in the north and northeastern of the country. This study 
can be used as a base to further advanced erosion studies and to assess the extent of 
water and wind erosion over time. Moreover, such a study may be used as a guide to 
understanding the erosion problems in Iraq. 

6 Conclusions 

Water and wind erosion are reaching catastrophic levels in Iraq due to lack of control 
measures and neglecting of land especially in the past three decades. Water erosion is 
related to natural and human induced activities, whereas much of the wind erosion for 
the most of Iraq is natural erosion that is not easy to mitigate using soil conservation 
practices. Water erosion dominates in the northern parts, while wind erosion prevails 
in the central and southern parts of Iraq. While limited number of studies is available 
on the estimation of soil erosion in different parts of Iraq, the management part is 
neglected in most of reports. 

7 Recommendations 

Field and applied research are needed in the imminent future to accurately estimate 
erosion levels and to manage increased loss of agricultural and rangelands in Iraq. 
Moreover, soil erosion management goals have to be established to regulate practices 
and ultimately to conserve soil quality in the long-term soil management policies and 
programs. A key source for water erosion prediction in Iraq is the spatio-temporal 
differences in erosivity values. Therefore, it is worthwhile to compare erosivity values 
in Iraq with those in nearby countries. A regional rain erosivity map project could 
be used as a framework objective. 
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Assessment of Aircraft Noise Pollution 
on Students’ Performance 

Khaula Abdulla Alkaabi, M. M. Yagoub, and Keith G. Debbage 

Abstract One of the most serious issues associated with the aviation sector is aircraft 
noise, which negatively impacts nearby communities. It can lead to community 
annoyance, diminished educational attainment, and various health issues such as 
sleep disturbance, loss of concentration, and cardiovascular illness. Therefore, this 
study aims to explore the effect of aircraft sound on students’ learning and teachers’ 
performance using a binary logit model. A total of 2,023 students in two different 
schools, near Abu Dhabi International Airport, age between 15 and 18 years, and 
214 teachers in the schools participated in a survey. The model findings demonstrate 
that airplane noise has no effect on the health, cognitive performance, or learning 
performance of students of both genders. Moreover, the survey results revealed that 
there is no substantial impact on teaching performance. The results of the noise 
measurements show that the noise level in all of the classes is less than the limit 
value (40 dB). The survey is coupled with noise level measurements at the selected 
schools. Overall, the survey results and noise level measurements indicate that there 
is no impact of aircraft sound on students’ performance. This is maybe partly due 
to the nature of buildings and the difference between airport flight scheduling and 
schools workday hours. Future study could develop new noise impact measurements 
and indicators that correlate with health impacts. 
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1 Introduction 

The influence of airport noise pollution on surrounding communities and ecosystem 
has gotten considerable of attention in the literature [1–5]. For example, the impact of 
airport noise on the value of residential houses and units in the Gold Coast airport zone 
were investigated from 2012 to 2016 using the statistical t-test to assess qualitative 
data on residential values located both inside and outside the flight route [1]. The 
study analysis showed that the average sales price difference for houses was 26%, 
which was statistically significant (P = 0.00527576); while the difference in unit 
pricing was 4% (P = 0.222046), which was not statistically significant, indicating 
that noise levels have a moderate effect on property values under the flight path [1]. 

Recently, the impact of aircraft noise on students’ health was investigated experi-
mentally through laboratory studies, while a methodological investigation was started 
to find the effects on students due to aircraft noise exposure [6]. Student’s develop-
ment could be potentially impaired by exposure to aircraft noise during the critical 
periods of learning at school [6]. This is because children are vulnerable to aircraft 
noise or other environmental noises as they may interfere with the cognition and 
learning development stage. In addition, students have less ability than adults do to 
tolerate aircraft noise. The noise can have a considerable impact on the level of data 
that is often encoded in memory, processed, saved, and brought back [7]. 

Aircraft noise interferes with children’s learning in different skills such as reading, 
speech, acquisition, and memory. Various studies showed that children who lived near 
aircraft noise zones are negatively impacted when noise levels are at Leq of 65 dB 
or higher. The impact could be on phonological precursors of reading acquisition 
[6, 8, 9]. Mechanisms are available to lower the impact of aircraft noise on students, 
including changing structures and sound insulation [10]. 

This study aims to assess the effect of aircraft noise on students’ learning and 
performance in schools around the Abu Dhabi International Airport. The airport was 
selected because of the accessibility and availability of some data. Previous studies 
showed that a huge urban development during the last two decades around the airport 
area. This highlights that the importance of studying the impact of aircraft noise 
pollution on students cognitive and performance. Student performance measures 
were based on a questionnaire distributed to students and teachers in the schools. 
This study is the first of its kind that is conducted in the UAE to investigate the effect 
of aircraft noise on students’ learning performance [5, 6, 11, 12]. 

Several studies examined the impact of aircraft noise on primary school children’s 
reading comprehension, cognition, and long-term memory [13, 14]. Most of the 
previous investigations were conducted on students of age between 5 and 12 years. 
This period is considered critical in learning acquisition. Previous results showed that 
students exposed to aircraft noise face some cognitive impairments with different 
levels [15, 16]. The most affected task by aircraft noise was found to be related to 
central processing and language comprehension [15, 17]. 

Different studies investigated and explored the potential impact of aircraft noise on 
reading performance, memory, and attention [17–24]. The most important studies
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concerning the impact of aircraft noise on students’ cognition are carried out by 
Hygge et al. [17] and Stansfeld et al. [23]. The first study analyzed the effects of 
aircraft noise on German students in Munich for the age group of eight to twelve 
years. The test took place in a sound attenuated mobile laboratory. The test was 
conducted through different phases. The first phase took place prior to relocation 
of the airport. Exposed students were compared with less exposed students in the 
same area, and it was found that the exposed students performed low on the most 
challenging reading test items. Following the shutdown of the old airport, the group 
difference disappeared in reading test and for long-term memory. Stansfeld et al. [23] 
studied students (eight to twelve years) living around three airports. These include 
Amsterdam–Schiphol (The Netherland), London–Heathrow (United Kingdom), and 
Madrid–Barajas (Spain) airports. Aircraft noise value at the schools was found 
range between 30 and 77 db LAeq. The analyses showed positive a linear corre-
lation between airplane noise exposure and reading comprehension and recogni-
tion memory in schools. The analyses revealed increasing annoyance responses in 
students as the aircraft noise increases, and no aircraft noise impact on working 
memory. 

A study conducted by de Oliveira Nunes and Sattler [25] in Brazil (Filho Airport) 
concluded that aircraft noise pollution results in problems in school performance. 
Students who exposed to aircraft noise experienced low performance in contrast 
to those who are not exposed to the noise [9, 25–33]. A similar study taken for 
ten schools around Heathrow Airport concluded the same results on the impact of 
aircraft noise on reading comprehension [20, 21]. The study concluded that students 
in the exposed schools experienced greater annoyance and had a poorer reading 
performance on the difficult items of a national standardized reading test. 

Abu Dhabi International Airport is the UAE’s second largest airport and one of 
the world’s fastest expanding aviation hubs, serving more than 100 destinations in 
more than 50 countries. Abu Dhabi International Airport serviced over 23 million 
passengers in 2015, with 169,989 aircraft movements [34]. Alkaabi and Yaqoup [3] 
conducted a study that used Landsat classification and change detection techniques 
to analyze the effects of aircraft noise pollution on local communities and facilities 
near Abu Dhabi International Airport, and discovered that some schools are located 
along the flight path with a Ldn value greater than 610 dB. Therefore, it is critical 
to study the impact of airport aviation activities’ impact on students learning in the 
adjacent schools. Thus, this chapter aims to explore the effect of aircraft noise on 
students’ learning performance and teachers’ teaching performance at the selected 
schools near Abu Dhabi International Airport. The following methodology section 
provides further information on the research survey and the noise level measurements 
implemented at the selected neighboring schools.
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2 Methods 

2.1 Data Collection 

To investigate the impact of aircraft noise on students’ learning performance, data 
was collected through self-administered questionnaires and face-to-face interviews 
with school students and teachers. Both questionnaires (for teachers and students) 
are designed to be anonymous and require less than fifteen minutes to be filled. The 
questionnaires include questions related to demographic variables such as gender, 
age, and income. In addition to, questions related to annoyance and difficulty of 
hearing from aircraft noise. Three faculty members reviewed the questionnaires, and 
some questions were modified to ensure the survey’s validity. A pilot survey was 
conducted to check understanding and clarity of the questions. The purpose of the 
study was explained to participants in advance. 

A stratified sampling method was used and the target was students and teachers 
who teach or study in schools around Abu Dhabi International Airport. The ques-
tionnaire was distributed to two schools in Abu Dhabi city. Um Al Emarat School 
and Al Hosn School are adjacent to the airport (within a 9–10 km radius of the airport 
runway center) and are therefore highly exposed to aircraft noise (where the dB LAeq 
is equal to around 60). 

A total of 2,023 students in both schools (1025 from Um Al Emarat School and 
998 from Al Hosn School) and 214 teachers in both schools (110 from Um Al 
Emarat School and 104 from Al Hosn School) were interviewed and completed the 
questionnaires. Students in high school classes (14–18 years old) were selected to 
participate in the survey. The survey was carried out during January and February, 
2015. 

Noise level measurements are conducted in the two schools (Al Hosn School and 
Um Al Emarat School in Al Shamkha district) to evaluate existing aircraft noise 
inside two classrooms. The selection was based on closeness to the airport, along the 
flight path, and one for males and females. The measurements process started in 2015 
and completed in December, 2017. The procedure for noise measurement follows 
the ISO 1996-2:2007 methodology to determine environmental noise levels. Sound 
level meter SVANTEK, SV200, 39,731, and Calibrator CEL-177 were used to take 
the measurements. The measurements were used to validate the survey results. The 
specifications of classrooms are shown in Table 1. The measurements were conducted 
on two alternative days. The instrument was placed middle of the classroom and 
measurement was taken for 24 h.
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Table 1 Details of surveyed classrooms 

Sl. 
No. 

Class rooms Room size Number of 
windows 
and size 

Carpet No. of 
tables/chairs 

Other items for 
absorbing 
sound 

1 Al Hosn 
School—Class 
Room 1 

6.26 m × 
8.92 m 

3 windows, 
2 m  × 1.5 m 
Closed 
windows 

No 30 Billboards, 
charts 

2 Al Hosn 
School—Class 
Room 2 

6.35 m × 
8.74 m 

3 windows, 
2 m  × 2 m  
Closed 
windows 

No 30 Billboards, 
charts 

3 Um Al Emarat 
School—Class 
Room 1 

6.17 m × 
10.8 m 

2 windows, 
2.5 m × 2 m  
Closed 
windows 

No 30 Billboards, 
charts 

4 Um Al Emarat 
School—Class 
Room 2 

5.95 m × 
10.87 m 

2 windows, 
2.5 m × 2 m  
Closed 
windows 

No 34 Billboards, 
charts 

2.2 Statistical Analysis and Model Development 

SPSS software was used to analyze the survey data from schools located near from 
Abu Dhabi Airport. Statistical significance was tested using Chia-square test to deter-
mine if there are any differences between the socio-economic characteristics of the 
respondents. 

A Binary Logit regression model was utilized to analyze aircraft noise’s effect on 
students’ cognitive and learning performance. Potential determinants such as gender, 
age, and income are controlled to predict a categorical variable from a set of predictor 
variables based on the odds ratio between the variables. One variable was chosen as 
a base case, and its coefficients were set to zero. 

2.3 Demographic and Socioeconomic Characteristics 
of the Samples 

Demographic and socio-economic characteristics show that the students from both 
schools (Um Al Emarat School and Al Hosn School) are between 15 and 18 years 
old. The percentage of female students in both schools outweigh the percentage 
of male students. They have same income profile (Fig. 1). Similar socioeconomic 
characteristics have been collected and provided to school teachers (Fig. 1). Table 
2 shows no significant differences between the students and the teachers of schools 
located near from the airport in terms of their socioeconomic characteristics.
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Fig. 1 Comparison between the socioeconomic characteristics between the exposed and control 
population areas: a students, b teachers 

Table 2 Comparison of 
socio-economic 
characteristics between the 
two samples 

Students 

X2-value P-value 

Gender 4.835 0.305 

Age 23.216 0.599 

Income 37.671 0.661 

Teachers 

X2-value P-value 

Gender 5.919 0.432 

Age 20.474 0.200 

Income 13.240 0.152 

3 Data Analysis and Discussion 

Students and teachers in Um Al Emarat School were asked if they are annoyed by 
aircraft noise and, if yes, to rate the degree of annoyance level from 1 (not annoyed) 
to 10 (very annoyed) scale. Most of the respondents (79% of students and 82% of 
teachers) indicated that they are not annoyed by aircraft noise. The mean aircraft 
noise annoyance results for students are 3.24 and for teachers are 2.63, which clearly 
indicate that either students or teachers are annoyed.
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The questionnaire asked students and teachers if aircraft noise causes disruption of 
verbal communication, such as “raise voice during asking questions or during teach-
ing”, speech interference in the classroom”, have difficulties hearing the students 
or teachers and classroom discussion”. The majority of the teachers (87.2%) and 
students (82.6%) reported that aircraft noise has no major impact on disruption 
of speech. The teachers and students reported no need to raise their voices during 
teaching or asking questions to be heard. The results for “shout further support 
this finding” and “pause” during students asking questions, discussion sessions, or 
during teaching when aircraft passes by. The percentage of students and teachers 
who “pause” or “shout”, when an aircraft passes by, is low. Raising voice from both 
students and teachers, to overcome interference, is not adopted by them. Very few 
teachers and students attempt to raise their voices against high aircraft noise. The 
findings indicate that aircraft noise has no impact on students’ cognitive develop-
ment around Abu Dhabi Airport, and the educational environment is not affected by 
aircraft noise. 

A binary logit model was used to assess the presence/absence of chronic aircraft 
noise on students’ health, cognitive and learning performance based on the gender of 
students. The model results show that aircraft noise is not affecting students from both 
genders in terms of their health, cognitive performance, and learning performance 
(Table 3). There is no relationship between exposure to aircraft noise and noise 
annoyance, health, cognitive, and learning performance between male and female 
students. Aircraft noise does not annoy students of both genders. In addition, Table 
3 clearly shows that students have no difficulties hearing the teachers and classroom 
discussion or talk loudly during the class to be heard. In addition, there are no 
impacts of aircraft noise on study disturbance, speech and communication, or on the 
students’ daily activities. The self-reported health survey shows that students from 
both genders have no health issues such as hearing problems, stress, headache, or 
hypertension due to aircraft noise.

A binary logit model was also used to analyze the effect of aircraft noise on 
teacher performance. The results showed that there is no significant effect on teaching 
performance. Table 4 shows the results of the binary model, which clearly indicate 
that there is no relationship between aircraft noise and hearing the students or talking 
loudly. The teachers from both genders are not annoyed by the noise, and the table 
shows an insignificant difference between them. In addition, the result shows no 
significant differences between teachers from male and female schools in terms of 
health issues. No significant differences were found between teachers in different 
schools in terms of using hearing aids, medicine, headache, and hypertension.

Table 5 shows the noise level measurement results in classrooms. The UAE Federal 
Law No. (24) of 1999 for the Protection and Development of the Environment regu-
lation and the Cabinet Decree (12) of 2006 do not stipulate classroom noise limits. 
Therefore, the results were compared to comfort values based on international stan-
dards. Several international and national standards define the noise exposure levels 
in schoolrooms. The noise limit was taken into account as 30–40 dB (A) in school 
rooms. The survey results show that the noise levels in each classroom are within (30– 
40 dB (A)). Therefore, the aircraft noise is not affecting the students and teachers of
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Table 3 Result of predicting the impact of aircraft noise on students’ cognitive and learning 
performance based on gender (males as reference) using binomial logit models 

B S.E Wald df Sig Exp (B) 

Do you experience any aircraft noise 
pollution during lunch break? 

0.162 0.112 2.095 1 0.148 1.176 

Does Aircraft noise annoy you on a daily 
basis 

−0.172 0.108 2.528 1 0.112 0.842 

Is it more difficult to study in the presence of 
aircraft noise? 

0.153 0.134 1.315 1 0.252 1.166 

Do you have difficulties hearing the teacher 
and classroom discussion? 

0.145 0.113 1.636 1 0.201 1.156 

Do you feel it was necessary to talk loudly in 
class in order to be heard? 

0.240 0.167 2.071 1 0.150 1.272 

Does aircraft noise bother you? 0.271 0.410 0.435 1 0.510 1.311 

Your health (excellent to poor) 0.677 0.498 1.849 1 0.174 1.969 

Do you use any type of medicine −0.184 0.243 0.572 1 0.449 0.832 

Do you use any hearing aids −1.415 1.259 1.263 1 0.261 0.243 

Study disturbance 0.134 0.090 2.202 1 0.138 1.144 

Effect on speech and communication 1.497 0.932 2.579 1 0.108 4.469 

Effect on daily activities −0.114 0.224 0.257 1 0.612 0.893 

Health issues due to aircraft noise 

No disturbance (can tolerate) −0.370 0.393 0.886 1 0.347 0.691 

General disturbance (irritation) 0.161 0.108 2.223 1 0.136 1.175 

Headache 0.119 0.190 0.393 1 0.531 1.127 

Hypertension 0.501 0.326 2.366 1 0.124 1.651 

Hearing problems 0.017 0.073 0.055 1 0.815 1.017 

Constant 0.722 0.885 0.667 1 0.414 2.059

the schools. This result aligns with the model results obtained from the questionnaire 
(Tables 3 and 4). The results from the survey and noise measurements at the schools 
(Table 5) indicated that the UAE government-mandated schools’ construction with 
specifications to reduce noise. This research study can be viewed as a preliminary 
academic attempt to assess the influence of aircraft noise on students’ cognition at 
schools near Abu Dhabi International Airport.

4 Conclusion and Limitations 

This study assessed the impact of aircraft sound on students’ health, cognitive, and 
learning performance in schools near Abu Dhabi International Airport. Both the 
model and the survey results indicate that aircraft noise has no overall impact on
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Table 4 Binomial logit models for predicting the effect of aircraft noise on teachers teaching 
performance based on gender (males as reference) 

B S.E Wald df Sig Exp(B) 

Does Aircraft noise 
annoy you on a daily 
basis? 

−1.424 2.570 0.307 1 0.579 0.241 

Is it more difficult to 
teach in the presence 
of aircraft noise? 

−1.276 0.893 2.039 1 0.153 0.279 

Do you have 
difficulties hearing the 
student and classroom 
discussion? 

0.283 0.939 0.091 1 0.763 1.327 

Do you feel it was 
necessary to talk 
loudly in class in order 
to be heard? 

0.852 0.629 1.835 1 0.176 2.344 

Do aircraft noise 
bothers you? 

−0.203 0.495 0.168 1 0.682 0.816 

Your health (excellent 
to poor) 

1.541 2.022 0.581 1 0.446 4.670 

Do you use any type of 
medicine 

0.751 1.812 0.172 1 0.679 2.119 

Do you use any 
hearing aids 

−1.167 1.487 0.616 1 0.433 0.311 

Problems due to noise pollution 

No disturbance (can 
tolerate) 

0.688 1.446 0.227 1 0.634 1.990 

General disturbance 
(irritation) 

2.271 2.059 1.216 1 0.270 9.685 

Headache −0.155 1.462 0.011 1 0.916 0.857 

Hypertension −0.898 1.811 0.246 1 0.620 0.407 

Hearing problems 0.593 0.687 0.745 1 0.388 1.809 

Constant −4.041 3.636 1.235 1 0.266 0.018

Table 5 Evaluated noise level values of the aircrafts 

School Classroom Noise level in daytime 
(07.00–20.00) 

Noise level in night time 
(20.00–07.00) 

Al Hosn School Class 1 37.3 dB (A) 38.0 dB (A) 

Class 2 38.5 dB (A) 39.2 dB (A) 

Um Al Emarat School Class 1 38.7 dB (A) 39.4 dB (A) 

Class 2 31.5 dB (A) 32.3 dB (A)
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students’ health and learning performance and this holds true when the students 
are broken out by gender. The measurement results show that all the classrooms’ 
noise levels are less than the limit value (40 dB (A)). Future research can consider 
monitoring and studying the effect of long-term exposure to the aircraft sound on 
students’ health and learning performance. 

Recommendations 

Even though the study found that airport activities have no effect on the performance 
of the nearby schools’ students or teachers, given the airport’s ambitious aviation 
growth plan, it is recommended that communication channels be established between 
airports and schools’ boards to closely monitor and manage potential aviation noise 
activities. Future research could develop new noise impact metrics and indicators 
that better correspond with health effects. 
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Role of Effective Factors on Soil Erosion 
and Land Degradation: A Review 

Hooshyar Hossini, Hazhir Karimi, Yaseen T. Mustafa, 
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Abstract Land degradation is one of the leading environmental problems in the 
world. It defines as any change in the original condition of the land that may affect 
soil productivity, including topsoil erosion, the loss of vegetation, and salinity. In this 
chapter, we discussed the main factors affecting land degradation and soil erosion. 
At first, land degradation sources fell into two main categories: natural and anthro-
pogenic. Among, anthropogenic sources with greater effects on land degradation 
were more noted. The main anthropogenic sources which have been discussed are 
agricultural activities, soil salinity, building and infrastructure, culture, economic 
situation, environmental pollution, and war. 
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1 Introduction to Land Degradation 

Globally, rangelands cover about a quarter of Earth’s land surface, and land degra-
dation is the major problem [1]. Population growth, development, and urbanization 
have destroyed lands and urban green spaces. The development of urbanization often 
coincides with more consumption from natural sources, affecting nature and, conse-
quently, weak sustainable development. Inappropriate planning, poor management 
system, and lack of specialist resources in urban management have increased the 
rate of destruction of natural lands [2]. Rangeland degradation is generally affected 
by interactions between climate, soil type, geology, vegetation type, and humans’ 
and animals’ interference. Degradation in ecosystems can occur in a short time with 
rapid progression from low to severe levels. As result of land degradation, it poses a 
threat to the ecological health of grasslands, shrubs, and savannas and could reduce 
the fertility of lands. Ecosystems degradation also has a severe effect on economic 
and social life. Several important indices could be used for land management. They 
may include lack of organic matter in the soil, decreases in soil fertility, disruption 
of soil structure and erosion, maladaptive changes in salinity, acidity, alkalinity, and 
presence of toxic chemicals [3]. On the other hand, land degradation includes the 
impact of biophysical factors, especially drought and anthropogenic, leading to the 
overuse of natural sources. These factors are illustrated in Fig. 1. According to this 
figure, the proximate and root causes of land degradation can be seen.

2 Environmental Destruction 

Destruction of the environment can be classified from different perspectives, and 
one of them is assorting by reversible (renewable) or irreversible (non-renewable) 
destruction. Other classifications are including limited or extended destruction, 
and living or non-living destruction. Some examples that could be of help to better 
understanding are as follow: 

• Limited destruction that is for one or several cases such as: hunting for an animal, 
cutting down a tree; 

• Extended type examples: losing a lot of fish, extensive fires in a forest, or hunting 
many animals; 

• Reversible impacts example: decreasing the land vegetation; 
• Irreversible impacts such as ozone depletion, extinction of a genre of the animal; 
• Living destruction example: destroying of habitat with its biota; 
• Non-living destruction: soil degradation and erosion.



Role of Effective Factors on Soil Erosion … 223

Fig. 1 A schematic of the root and proximate causes of land degradation [4]

3 Soil Erosion 

Soil erosion is considered a potential threat to human and animal life that can be 
happened by soil depletion and reduced fertility. Therefore, it causes a decline in 
production, human and animal migrations, and the abandonment of farms. Soil 
erosion also reduces the useful volume of dams and lakes, which affects water storage 
capacity. The erosion forces are shown in Fig. 2 concerning its evidence in addition 
to powerful physical forces (wind and water), and other forces that can be caused 
by soil erosion such as chemical and biological agents. Generally, rocks and soils 
are eroded by wind, water under three stages: rock or soil erosion, the phase of soil 
transfer, and soil accumulation. Figure 3 displays the primary mechanism of soil 
erosion.

• Stage of soil excavation 

At this stage, the soil aggregates lose their adhesion and disintegrate due to the loss 
of humus and colloids. Here, the soil is ready to erode, and then the topsoil gradually 
disappears by water or wind.
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Fig. 2 Soil degradation by physical, chemical, and biological factors [5] 

Fig. 3 A schematic pattern of soil degradation [6]
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• Soil transporting 

Because of no adhesion between aggregates, they slip out of place and move to 
another location. 

• Soil accumulation 

Wherever the wind carried particles hit an obstacle such as a plant, wall, stone, 
etc., they immediately fall to the ground and accumulate there. They can form large 
hills and even massive sand or mountain-like masses in extreme conditions. Alluvies 
gradually stop and precipitate when the water flows decrease (initially larger particles 
and then smaller particles). In some cases, the accumulation of alluvial material is 
so high that it forms a significant sedimentary layer. 

3.1 The Importance of Erosion 

By ignoring the formation of fertile alluvial downstream lands, soil formation is 
time-consuming and inconsiderable at the erosion point. According to researches, it 
generally takes about 500–800 years to form a centimeter of soil [6]; erosion is one 
of the most concerns in environmental circles. 

3.2 Types of Erosion 

3.2.1 Based on Erosion Factors 

There are Naturally two forces, or two factors, which can cause soil displacement or 
soil erosion: water and wind. The most important natural processes in arid semi-arid 
and hyper-arid areas are wind erosion. This process occurs in conditions that have 
sensitive soil where the wind is permanently and at high velocity. Soil particles are 
transported in various forms of suspended, leaked, and creepy, which is ultimately 
causing serious environmental damage. 

3.2.2 Based on the Influence of Nature and Human Intervention 

Natural erosion, also known as normal erosion, is continually occurring in nature by 
water or wind at a slow rate that leads to soil production. Human activities such as 
mining, land excavations, road construction, agriculture, and livestock have disturbed 
the natural balance of erosion, and soil degradation has become significantly faster.
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4 Land Degradation Sources 

4.1 Natural: Geography, Topography, and Climate 

The area where is located in arid and semi-arid regions; when exposed to seasonal or 
temporary storms, erosion occurs quickly. On the other hand, due to a short "time of 
concentration," high floods occur; topsoil of arid-base area erodes. Also, the arid area 
always is exposed to wind erosion due to low soil moisture. Areas with steep slopes 
are also subject to severe erosion, especially when the plowing and cultivation are in 
the direction of the slope, especially when the slope is more than 10–12%. Lack of 
vegetation can provide a good condition for erosion because plants and herbs help 
maintain the structure of soils and act as a physical barrier to erosion forces. 

4.2 Anthropogenic 

4.2.1 Agricultural 

Improper Cultivation, Irrigation, and Overgrazing 

The area with low land and low crop yields, especially in traditional agriculture, put 
much stress on the soil. Therefore, large parts of nutrients and soil organic matter like 
humus are consumed. This way causes degradation of aggregated soil and erosion. 
Reducing the organic material in soil is accompanied by soil adhesion and, finally, 
land degradation. Traditional irrigation also has adverse effects on soil. Degradation 
can be increased when traditional irrigation and furrow irrigation being used together. 
In comparison, drip irrigation is a better alternative to reduce soil erosion and water 
consumption. In some areas, cultivation is carried out with an improper frequency, 
for example, twice a year, where the erosion rate will be significantly higher than in 
other places. 

Overuse of Chemical Fertilizers and Pesticides 

To respond to the nutritional needs of communities and increase crop yields, nitro-
genized and phosphorus fertilizers are common. This way reduces fertility and soil 
quality over a long time, and consequently, fattens lead to erosion. Also, overuse 
and uncontrolled pesticides into the soil can contaminate soil, and it possibly kills 
microorganisms such as bacteria, fungi, and earthworms [7]. Excessive pesticides 
represented soil degradation because microbial communities are responsible for soil 
fertility and nutrient element cycles.
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Fig. 4 Aeroponics grow and hydroponic [9] 

No Use of New Agricultural Methods 

Recently plants grow with a method called "hydroponics," which is a new method and 
agricultural machinery to protect the soil and land from degradation. In this method, 
plants can grow in a saturated nitrogen nutrient solution without soil (Fig. 4). Aero-
ponics grow is another new method that works without soil or aggregate material 
and supplies the growth in an air–water space where the nutrients are provided to the 
bare root system [8]. These promising methods can decrease the rate of soil degrada-
tion. Higher efficiency, more yielding, and environment-friendly can be provided by 
modern technology. Modern agricultural machinery allows better tilling, planting, 
fertilizer application, and pest control conditions. Also, it can be mentioned about the 
new irrigation system, which can reduce the rate of soil erosion. For example, in the 
use of sprinklers and micro-irrigation, the risk of erosion is decreased. Genetic manip-
ulation engineering is another specialization that can help agriculture and slowing 
down erosion and land degradation. For example: try to come up the resistant crops 
against pests and environmental stresses. 

Grazing Pressure 

It is understood that livestock is a primary danger to biodiversity [10]. In central Crete, 
Greece, the study showed that approximately 40% of the central Cretan rangelands 
have declined in vegetation cover for 20 years between 1977 and 1996 [11]. This 
study reported that grazing pressure is responsible for decreasing vegetation cover 
throughout the long term. The effect of livestock on decreasing vegetation cover



228 H. Hossini et al.

Fig. 5 a, b Livestock and c land degradation examples [12] 

is noticeable. A graphical image of grazing pressure on rangelands is illustrated in 
Fig. 5. The effect of livestock on decreasing vegetation cover is noticeable. 

4.2.2 Soil Salinization 

Soil salinity is a wide-spreading concern and a major threat to growth, development, 
and plant yield production [13]. Salinity stress can affect plants growth because of 
their sensitivity to high salts concentrations (sodium and potassium ions). Research 
has shown that 20% of total cultivated lands and 33% of irrigated area are afflicted by 
high salinity [14]. Also, the salinized areas are increasing at a rate of 10% annually 
due to some reasons, such as low rainfall, high evaporation from the land surface, 
weathering of aggregate soil and rocks, irrigation using saline water, and inferior 
cultural methods. It has also been measured that more than 50% of the cultivable 
farms would be salinized by 2050 [14]. 

4.2.3 Building and Urbanity 

A significant part of the destruction of vegetation is because of development activities 
such as road networks, construction of large dams, oil and gas pipelines, and exploita-
tion of mines. A study entitled “Effect of different land-use types and their implica-
tions on land degradation and productivity in Ogun State, Nigeria” was carried out 
to compare land use types, including arable cropping, oil palm, secondary forest, 
and building sites [15]. It illustrated that land nutrients vary depending on the type 
of land use. This study determined that soil nutrients loss can be very high in all
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types of land uses; thus, a proper choice is necessary to reduce soil nutrient deple-
tion and enhances productivity. Among different land uses, it becomes clear that the 
soil nutrients depletion followed as Building sites > Arable cropping > Oil palm > 
Secondary forest. Also, more soil depletion and soil degradation were prominent 
from building sites and arable cropping rather than others. 

4.2.4 Effects of Dam Building 

According to the current situation in Iran, about 647 dams have been used, which 
provide utilization for industrial, agricultural, and domestic purposes. Although these 
dams have increment roles in development programs and utilizing water resources, 
their adverse effects on the environment should be noted. As seen in Fig. 6, Isfahan 
City and the Daran and East Isfahan weather stations are seen. Zayandehrood as 
the largest source in the center of Iran begins in the Zagros mountains and stretches 
400 km eastward before ending in the Gavkhouni international wetland, southeastern 
Isfahan city. The Zayandehrood-Dam was made up on the Zayandehrood river in 
1970 for many utilities, including hydroelectricity, protecting floods, and indus-
trial, agricultural, and domestic needs. Jafari et al. [16] reported an assessment of 
the effects of the dam on land degradation. This evaluation was conducted through 
Spatio-temporal dynamics of land use/land cover and land surface temperature to 
desertify in an arid environment resulting from Zayandehrood-Dam construction. 
Figure 7, illustrates the photographs of Zayandehrood dam (a), Zayandehrood River 
(b), abandoned agricultural land (c), and salinized agricultural land (d). To empha-
size the negative effects of the dam on land degradation, the finding of Jafari et al. 
[16] revealed that salty and bare areas significantly increased, while agricultural 
areas declined considerably from 1987 to 2014. The main reason for agriculture 
declining was related to the drying up of the Zayandehrood River caused by the dam 
construction.

4.2.5 Land Subsidence 

Subsidence is an important and serious cause of erosion in mountainous areas. Natural 
subsidence mainly occurs in tectonic zones and heavy rainfall areas. Road construc-
tion and cutting the forest trees are considered as the main important subsidence 
factors [17]. Figure 8 shows the mainland subsidence in Iran. In the recent decade, 
many areas of Iran have been suffered from land subsidence caused by the large 
exploitations of groundwater and available aquifers withdrawal [18]. Aliabad plain, 
plateau of Qom, Iran, which is one of the main important plains at risk of ground 
subsidence in Iran. Concerning the figure, the effect and level of subsidence are seen 
obviously.
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Fig. 6 Location of the study area for assessing the effects of dams on land degradation [16] 

Fig. 7 Zayandehrood Dam and its effect on desertification[16]
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Fig. 8 Map of mainland subsidence in Iran [19] 

4.2.6 Economic and Culture 

Although land degradation is a physical mechanism, it strongly relates to socio-
economic, political, and cultural factors [20]. Traditional practices in livestock and 
agriculture play an important role in the recent land degradation crisis. Overgrazing, 
long-time usages, destruction of surface vegetation, dry farming, and cultivation of 
on-ramp surfaces are the most critical land degradation related to socio-economic 
and cultural factors. Direct dependence on the livelihood of rural and traditional 
communities on natural resources has caused degradation. On the other hand, high 
competition for greater utilization of rangelands due to the limited capacity increased. 
The higher pressure of livestock, surplus grazing, hurry to entry, delay in departure 
and livestock, and bushing has increased the rate of land degradation. Fuel supply is 
one of the most important factors in rangeland destruction by rural and low-income 
livelihoods, leading to desertification. 

In countries with high economic inflation, providing forage and other family 
necessities has directly increased the overuse of rangelands and natural resources. In 
some countries, due to the increasing population and poverty of the local communi-
ties, many people earn a living by utilizing forest resources to feed livestock, build 
crafts and sell the wood to small woodworking and fuel companies. Also, unnec-
essary harvesting of medicinal plants and excessive forest land utilization as dry



232 H. Hossini et al.

farming—which is usually low yield—and forest timber fuel the degradation and 
depletion of natural resources. 

• Dry farming 

Intensive cultivation has been known as an important source of land degradation and 
soil erosion. For instance, according to an estimation, about 10 million hectares of 
the country are under rainfed cultivation in Iran. Unfortunately, most farmers do not 
follow the correct rainfed principles. They often use sloping lands that are eroded so 
much. In most cases, paying attention to soil fertility and fertilizer needs is neglected 
because of poverty or insufficient dry farming knowledge. Iranian studies show that 
on average, erosion in rainfed lands is twice as much as irrigated lands [19]. In this 
regard, lots of researches have been reported. For instance, in the study of Zehtabian 
et al. [21], the effect of dry farming cultivation on land degradation was evaluated[21]. 
The result of this study indicated that dryland farming with sloping land of more than 
8% was nominated as the most unsuitable condition for land degradation. 

To protect from land degradation some researches have been conducted. For 
example, the study of Maghami et al. 2013 [22], revealed to optimum use lands and 
reduce their destruction, pay attention to some measurements include land using and 
land production capacity are necessary. This work showed that the lands withis work 
showed that the lands with a slope of more than 20% or a southern slope direction 
are not suitable for rain-fed cereal cultivation. But alfalfa specious because of lower 
its effect on soil organic carbon, is permitted for the southern slope. However, this 
research, recommended the implementation of the optimal cultivation pattern needs 
to be promoted and informed by the formers. In another study to prevent land degra-
dation and reduction of soil quality, some measurements should be addressed such as 
a long-term solution, reduction the tillage operations, and addition of organic matter. 
Furthermore, in the pasture lands, the grazing must be controlled before pasture 
preparation. 

4.2.7 Environmental Pollution 

The widespread increase of fertilizers, pesticides, the extensive release of municipal 
and hazardous industrial wastewater (that is highly toxic with various types of chem-
icals), and droughts have caused environmental degradation [23, 24]. More exam-
ples of these hazardous sources are heavy metals, waste, and effluents containing 
petroleum and hydrocarbons, which threaten soil resources [25]. Since most indus-
trial areas are near cities, surrounding lands are of great economic value. Hence, 
each year thousands of hundreds of square meters of land are turned into dead land, 
“so-called brownfields” by pollution from waste and effluent. In many cases, contam-
inated lands lose their fertility. Mining and oil activities are other causes of soil 
contamination and degradation, which operates in various forms [26]. Generally, 
mines, where minerals contain heavy metals or other harmful elements to the soil, 
will adversely affect the surface and depth of the soil after excavation.
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Fig. 9 Land cover change in some parts of Lebanon that reported by [27] 

4.2.8 War-Induced Soil Degradation 

Wars and armed conflicts make the turn in lands/directly through physical damage or 
by changing peoples’ everyday practices and their use of natural resources [27]. Some 
Asian countries that were subject to war and civil war, such as Lebanon, Syria, Iraq, 
and Afghanistan, are more affected by the problems of war. Due to the long-lasting 
effects of war, the lands of these countries are more susceptible to soil erosion and 
degradation. Evaluating exposure to land degradation by war and armed conflicts in 
North Lebanon using multi-temporal satellite data was reported by [27]. This study 
showed that the war could significantly affect land uses and also land degradation. 
Figure 9 illustrates the comparison between land cover change within a segmented 
subset of 1975 (top image) and 2010 (bottom image). War and armed conflicts have 
significant pressure on lands and soils. 

4.2.9 Land-Use Change and Soil Erosion Relationship 

Many studies have reported that environmental problems such as soil erosion, water 
quality, ecosystem services, and biodiversity have been accelerating worldwide due 
to land use and land cover change (LULCC) [28, 29]. Uddin et al. [30], analyzed 
the consequence of land-use change on soil erosion risk from 1990 to 2010 in Nepal 
[30]. The results showed that soil erosion in the period studied increased from 129.30 
million tons to 110.53 million tons. In similar research by Weldu Woldemariamand 
and Edo Harka [31], the consequent changes in land use/land cover on soil erosion
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were studied between 2000 and 2008 in Ethiopia. The estimated total soil loss showed 
an increase in that period, from 1.01 million tons to 1.52 million tons. The results 
also illustrated that extensive soil loss was found in croplands and bare lands. 

5 Conclusions and Recommendation 

This review has highlighted both natural and anthropogenic factors affecting land 
degradation and soil erosion. Soil erosion is one of the important phenomena that 
is occurring globally. Understanding soil erosion causes is an essential step toward 
developing effective soil conservation practices and actions. In this review, it is clearly 
revealed anthropogenic causes such as soil salinity, building and urbanity, agriculture, 
environmental pollution, and war have intensified the state of soil erosion, especially 
in developing countries. 
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Cadmium Fractionation Technique 
as a Chemical Degradation Indicator 
for Some Soils Near Diyala River in Iraqi 
Center 

Hazim Aziz Al-Robai and Salman Khalaf Essa 

Abstract Soil degradation can occur due to physical or chemical processes that 
are promoted by natural phenomena or prompted by humans. This study aimed to 
investigate the pollution with cadmium as a chemical degradation indicator for some 
soils irrigated by Diyala River in the Iraqi center. Six Profiles were selected, four 
of them are located near the Diyala River and two are located near the Tigris River, 
starting from Baqubah city to AL-Boiatha area in Baghdad city. Cadmium chem-
ical phases (soluble, exchangeable, bound to carbonates, oxides, organic matter, 
and residue) were determined, using single and sequential extractions procedure 
(Tessier’s method) to demonstrate the bindings of cadmium ions with various soil 
components, plus determinate the dangerous degree of cadmium element. The results 
clearly showed the superiority of some soil components in the retention of cadmium, 
despite their low content in these soils. It was clear with oxides that holding 
the most significant amount of cadmium (34.89%) followed by organic matter 
(27.36%), while carbonates had 18.17%. Finally, the residue fraction was retained 
cadmium around 14.40%. The results also showed that the content of extractable 
cadmium ions was very low in the soluble phase (0.001–0.003 µg mL−), to ensure 
the rareness of ions in all Profiles. The concentration of exchangeable cadmium 
was rather low compared with other forms of the element to making 4.99% of the 
total ion content. The vertical distribution of cadmium was not very clear but gener-
ally decreased with a depth. Sometimes it follows the total content of the component 
that binding with it or shows random distribution with a depth. 
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1 Introduction 

Soil is not just the material on which soil life forms live yet, in addition to assumes 
critical functions in the material cycles and the exchange of energy in biological 
systems. Industrialization and urbanization have transformed soil contamination into 
severe ecological challenges which can not be dismissed [1]. 

Soil degradation can occur due to physical or chemical processes that are gener-
ated by natural phenomena or prompted by humans. Processes such as salinization, 
depletion of nutrients by draining, or accumulation of pollutants are all factors that 
can be regarded as agents and indicators of chemical soil degradation [2]. Soils are 
viewed as the significant sinks for poisonous metals inter into the biological systems 
by the previously mentioned human exercises and, not at all like, pollutants oxidized 
by microbial activity to carbon (IV) oxide. Heavy elements create mostly from basic 
igneous rocks, in which element content is higher than other rocks such as sand-
stones, granites, and siltstones [3, 4]. Throughout the world, there are 5 million sites 
of soil contaminated by heavy metals/metalloids with current concentrations above 
the regulatory levels [5]. 

Physio-chemical processes such as leaching and oxidation can start the availability 
of heavy elements accumulated in the soil environment, permitting the elements to 
reach water bodies and be uptake by plants and finally affect public health through 
water supply and the food chain [6]. Heavy elements released from numerous 
natural and human sources into the water environment, like agricultural or residential 
wastewater, chemical and inorganic fertilizer products, sewage leaching, transport 
and port operation, atmospheric deposits, and physio-chemical weathering of the 
Earth’s crust [7]. 

Essential heavy elements are needed for organisms and can be essential in very 
small concentrations in the body. In living organisms, non-essential heavy elements 
have no known biological function. Examples of essential heavy elements are Fe, Cu, 
Mn, and Zn while Pb, Cd, and Hg are poisonous and are considered as biologically 
unnecessary [8–11]. Heavy elements are among the contaminants of the ecosystems 
that have been investigated widely. Based on the dose and duration of exposure, 
almost any heavy element and metalloid may be poisonous to living organisms. 
Numerous elements are listed in the heavy elements group but some are related to 
the environmental media. List of the environmentally related most dangerous heavy 
elements and metalloids involves Cr, Cd, Ni, Cu, Hg, Zn, Pb, and As [12]. 

There is some argument about suitably what a “heavy metal” is and what elements 
should be properly classified as such. Some authors established the definition 
depending on atomic weight, while others point to those elements with a specific 
gravity of more than 4.0 or more than 5.0. The term ‘heavy metal’ was most recently 
used as a common term for those metals and semimetals with possible poisonous 
to the environment [13, 14]. Because of its non-biodegradable nature, heavy metals 
(elements) are very harmful. 

Organic matter of soil, which has a key function in the controlling mobility of 
elements, consists primarily of humic material-humic and fulvic acids. The heavy
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elements in the soil cannot be breakdown as organic pollutants, but can only be 
moved from one location (polluted location) to another, e.g. landfill, which is a very 
costly operation, however. Different techniques have therefore been established to 
decrease the hazards and pollution associated with heavy elements in soils and to 
mitigate possible effects on plants, animals, and quality of water and consequently 
on the health of humans. Soil stabilization techniques, which are dependent on the 
use of appropriate immobilizing compounds, can impede the increase of pollutants 
in the soil. 

The key mechanisms responsible for reducing element mobility, leachability, and 
bioavailability were the adsorption of pollutants on mineral surfaces, the creation of 
stable complexes with organic ligands, surface precipitation, and ion exchange [15]. 
Industrial and sewage wastewater are continuously discarded in open drains whose 
water is utilized for irrigation [16, 17]. Such wastewaters contain a lot of heavy 
metals elements such as cadmium (Cd), manganese (Mn), iron (Fe), lead (Pb), zinc 
(Zn), chromium (Cr), copper (Cu), cobalt (Co), and nickel (Ni), together with organic 
matter and nutrients. Crops irrigated by wastewaters store and uptake these heavy 
metals through different parts. These heavy elements cause severe health impacts 
when consumed through the food chain [16, 18]. 

Cadmium (Cd) is an unnecessary factor for living organisms with a high poisonous 
danger that tends to form stable dissolved complexes with inorganic and organic 
ligands, which inhibits its sorption and precipitation [19]. It is one of the pollutants 
that influence mainstream researchers, as it is freely absorbed by plant roots and 
accumulates concentrations in the shoots that could harmfully influence the food 
chain [20, 21]. Indeed, chronic exposure to Cd causes numerous health effects and 
illnesses such as lung cancer, complications with prostate, kidney failure, and osteo-
porosis. Even the intake of essential biologically significant elements may threaten 
human health. 

Generally, when ions are entered into cells, they are influenced by the potential for 
oxidation and reduction reactions (redox) which can upset the intracellular reaction 
in living cells [22]. The current research was carried out to investigate pollution with 
cadmium as a chemical degradation indicator for some soils irrigated by the Diyala 
River (southern part) in the Iraqi center. 

2 Materials and Methods 

2.1 Study Area 

Six Profiles were selected, four of them are located near the Diyala River and two 
are located near the Tigris River, starting from Baqubah city to the AL-Boiatha area 
in Baghdad city. 

Profile 1: North of Baqubah city. 
Profile 2: Kargholia.
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Profile 3: Rustomia. 
Profile 4: Sumadia. 
Profile 5: AL-Jadiria (before joining point of the Diyala River with Tigris). 
Profile 6: AL-Boiatha (after joining point of the Diyala River with Tigris). 

2.2 Samples Preparation and Analysis 

Soil samples in duplicate were randomly collected from the Profiles. After removing 
the stones, pebbles, samples were mixed and a part was taken into pre-cleaned plastic 
bags. Then, the labeled samples were transported to the central laboratories of the 
college of agricultural engineering sciences, university of Baghdad. Soil samples 
were dried at laboratory temperature (25 °C) and then powdered by using mortar and 
pestle to pass through a 2 mm sifter and stored in polyethylene bottles until further 
physio-chemical analysis. 

2.3 Physio-chemical Properties of Soils 

Particle-size analysis (soil texture) was made using the hydrometer method [23]. 
Electrical conductivity (EC) and pH were measured according to Richards [24]. 
Organic matter (OM) was determined by a wet oxidation method [25]. Carbon-
ates were estimated by the gravimetric method [24]. Total oxides were determined 
according to Mehra and Jackson [26]. Cation exchange capacity (CEC) was estimated 
as described by Savant [27]. 

2.4 Extraction of Cadmium 

Tessier’s method [28] was used for the extraction of cadmium ions from soils, avail-
able phase, and that bound with carbonates, oxides, organic matter, and residue frac-
tion, with a simple modification in the extraction of soluble element ions separately 
because it’s reduced concentrations that are difficult to detect by atomic absorption 
spectrophotometer. 

2.4.1 Single Extraction of Soluble Cadmium 

The single extraction method was adopted after Ma and Rao [29]: 10 g soil sample 
was used with 10 ml of distilled water in a shaker for 2 h and centrifuged. Then, the 
supernatants were carefully transferred to plastic bottles and analyzed for element 
concentrations.
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2.4.2 Sequential Extraction 

The sequential extraction of cadmium ions was carried out as per Tessier’s method. 
1 g soil was used in the following order: 

Fraction 1: Available (soluble and exchangeable): Soils samples were used at 
25 °C for 1 h with 8 mL of 1 M NaOAc solution at pH 8.2 with constant shaking. 
Fraction 2: Bound to carbonates: The remaining from fraction 1 was used at 25 °C 
with 8 ml of 1 M NaOAc adjusted to pH 5.0 with HOAc. Constant shaking was 
kept up and the time required for complete extraction was assessed. 
Fraction 3: Bound to oxides. The remaining from fraction 2 was used with 20 ml of 
0.04 M hydroxylamine hydrochloride in acetic acid (25% v/v). The latter experi-
ments were performed at 96± 3 °C with occasional agitation and the time required 
to complete the dissolution oxides was evaluated. 
Fraction 4: Bound to organic matter (oxidizable): To the remaining from fraction 
3 were added 3 ml of 0.02 M HNO3 and 5 ml of 30% H2O2 adjusted to pH2 with 
nitric acid, and the mixture was heated to 85 °C for 2 h with constant shaking. 
A second 3 ml aliquot of 30% H2O2 (pH 2 with HNO3) was then added and the 
samples were heated again to 85 ± 2 °C for 3 h with intermittent agitation. After 
cooling, 5 mL of 3.2 M NH4OAc in 20% (v/v) HN03 was added and the samples 
were diluted to 20 ml and constantly agitated for 30 min. 
Fraction 5: Residual: The remaining from fraction 4 was digested according to a 
wet digestion method [30]. 

Polypropylene, 50 ml tubes were used to minimize losses of solid material. 
Centrifugation at 6000 rpm for 20 min was done for separation after each extrac-
tion and supernatant was taken by pipette for analysis by Flame Atomic Absorption 
Spectrophotometer (FAAS). All used glassware for the tests was previously soaked 
in 14% HN03 (v/v) and rinsed with deionized water. 

3 Results and Discussion 

3.1 Physio-chemical Properties of Soils 

The measured parameters of collected soil samples from Profiles are listed in Table 
1. The pH values varied from 7.0 to 7.5, indicating the natural and slightly alkalinity 
of the studied soils. Soils content of carbonates, oxides and organic matter are ranged 
from 245 to 380, 3.4–6.3, and 1.6–22.0 g kg− respectively, indicating the calcareous 
nature and poor oxides and organic content of soils due to the aridity and the carbonate 
rocks.
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Table 1 Properties of soils 

Horizon Dept. 
cm 

pH EC 
dS m− 

Carb. Oxid. OM CEC 
Cmol+ kg− 

Texture 

g kg− 

Profile 1 

Ap 0–25 7.0 3.88 340 4.6 20.1 10.70 Silty clay 

C1 25–50 7.0 13.60 330 4.5 16.7 14.17 Silty clay 

C2 50–75 7.5 2.40 260 4.7 15.0 6.42 Clayey loam 

Profile 2 

Ap 0–22 7.2 2.80 300 4.5 19.5 4.49 Clayey loam 

C1 22–45 7.2 5.61 370 6.0 20.2 9.63 Silty clay loam 

C2 45–70 7.1 5.67 320 4.4 16.7 9.90 Silty loam 

Profile 3 

Ap 0–20 7.5 1.09 370 3.8 16.0 9.90 Clayey loam 

C1 20–50 7.3 2.28 370 4.6 13.0 7.22 Clayey loam 

C2 50–80 7.0 2.05 350 3.4 11.0 5.32 Clayey loam 

Profile 4 

Ap 0–20 7.4 1.21 350 5.4 22.0 9.90 Silty clay loam 

C1 20–42 7.4 1.12 330 5.2 19.0 8.02 Clayey loam 

C2 42–65 7.3 1.41 320 5.5 18.0 11.77 Silty clay 

C3 65–85 7.5 1.57 340 5.4 21.0 8.56 Silty clay loam 

Profile 5 

Ap 0–25 7.3 0.74 285 6.2 18.0 10.70 Clayey loam 

C1 25–45 7.2 1.50 266 5.0 19.0 12.84 Silty clay loam 

C2 45–63 7.2 1.08 339 4.3 18.0 8.56 Silty clay loam 

C3 63–85 7.4 0.88 284 4.4 6.7 5.35 Loam 

Profile 6 

Ap 0–25 7.0 0.98 245 5.0 1.6 3.74 Loam 

C1 25–45 7.5 0.35 380 6.3 19.0 11.23 Silty clay 

C2 45–75 7.3 0.86 292 5.9 18.0 11.77 Silty clay 

C3 75–100 7.3 0.26 282 5.2 19.0 12.30 Silt clay 

3.2 Available Phase-Soluble and Exchangeable 

Tables 2 and 3 showed that cadmium ions concentrations in the soluble and exchange-
able phases were in the range of ND to 0.03 µg ml− and 0.09–0.42 µg g−, respec-
tively. Exception for the soluble cadmium, the element levels in the exchangeable 
phase are restively low and represent 4.99% of the total cadmium content. The results 
were compatible with Ma and Rao [29], who did not record any values for dissolved 
cadmium although some soils contain high levels of total cadmium.
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Table 2 Cadmium concentrations bound to soil components 

Horizon Dept. 
cm 

Sol. 
µg ml− 

Exch. Carb. Oxid. OM Resid. Total 

µg g− 

Profile 1 

Ap 0–25 ND 0.28 0.56 0.60 1.15 0.60 3.19 

C1 25–50 ND 0.16 0.44 0.40 1.02 0.50 2.52 

C2 50–75 ND 0.09 0.08 0.35 0.74 0.07 1.33 

Profile 2 

Ap 0–22 0.001 0.35 1.40 1.92 1.90 1.20 6.77 

C1 22–45 ND 0.42 1.50 3.22 1.66 1.10 7.90 

C2 45–70 ND 0.21 1.19 2.76 1.65 1.00 6.81 

Profile 3 

Ap 0–20 0.003 0.35 1.40 3.38 1.71 1.10 7.94 

C1 20–50 0.001 0.42 1.40 2.99 1.52 0.90 7.23 

C2 50–80 0.001 0.35 1.12 1.84 2.09 0.90 6.30 

Profile 4 

Ap 0–20 0.003 0.35 1.05 3.22 2.09 1.30 8.01 

C1 20–42 0.002 0.21 1.33 2.30 2.09 1.10 7.03 

C2 42–65 0.002 0.28 0.91 2.66 2.28 1.20 7.33 

C3 65–85 0.001 0.28 1.12 3.22 1.90 0.80 7.32 

Profile 5 

Ap 0–25 0.001 0.25 1.00 1.81 1.56 0.70 5.32 

C1 25–45 ND 0.20 1.10 2.17 1.65 1.00 6.12 

C2 45–63 ND 0.19 1.00 1.80 1.00 0.80 4.79 

C3 63–85 ND 0.10 0.90 1.40 0.88 0.50 3.78 

Profile 6 

Ap 0–25 ND 0.35 1.00 1.40 0.88 0.60 4.23 

C1 25–45 ND 0.35 1.40 2.99 1.37 0.90 7.01 

C2 45–75 ND 0.38 1.30 2.30 1.23 0.80 6.01 

C3 75–100 ND 0.28 1.20 2.05 1.07 0.70 5.30

When comparing the exchangeable cadmium ions values recorded in the present 
study with the values in previous studies for different regions of Iraq, they were 
closed to the values of cadmium extracted by the DTPA solution by Kareem [31], 
when he examined the soil of the Al-raid project. As well as the results compatible 
with the results of Sillanpaa and Jansson [32], when they extracted cadmium by 
EDTA solution from 150 soil samples for different regions of Iraq. 

The data of Tables 1 and 2 showed that the distribution of exchangeable cadmium 
concentrations followed the distribution of the total carbonates content in Profiles 
1, 2, and 3. These results were compatible with Sillanpaa and Jansson [32], who
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Table 3 Percentage (%) of cadmium concentrations bound to soil components 

H CdEx/CdT CdCarb/ CdT CdOxid/ CdT CdOM/ CdT CdResid/CdT 

Profile 1 

Ap 8.70 17.50 18.80 36.05 18.80 

C1 6.30 17.40 15.80 40.40 19.84 

C2 6.70 6.00 26.30 55.60 5.20 

Profile 2 

Ap 5.10 20.60 28.30 28.00 17.70 

C1 5.30 18.90 40.70 21.00 13.90 

C2 3.00 17.40 40.50 24.20 14.60 

Profile 3 

Ap 4.40 17.60 42.50 21.50 13.80 

C1 5.78 19.30 41.30 21.00 12.40 

C2 5.50 17.70 29.20 33.10 14.20 

Profile 4 

Ap 4.30 13.10 40.10 26.00 16.20 

C1 2.90 18.90 32.70 29.70 15.60 

C2 3.80 12.40 36.20 31.10 16.30 

C3 3.80 15.30 43.90 25.90 10.90 

Profile 5 

Ap 4.70 18.80 34.00 29.30 13.15 

C1 3.20 17.97 35.40 26.96 16.30 

C2 3.90 20.80 37.50 20.80 16.70 

C3 2.64 23.80 37.00 23.20 13.20 

Profile 6 

Ap 8.27 23.60 33.00 20.80 14.20 

C1 5.00 20.00 42.00 19.50 12.80 

C2 6.32 21.60 38.20 20.40 13.30 

C3 5.30 22.60 38.70 20.20 13.20 

R 4.99 18.17 34.89 27.36 14.40

noticed that the amount of exchangeable cadmium was directly proportional to the 
carbonates content in soils. While this distribution differed with the distribution of 
the total carbonates content in Profiles 4–6. These may be due to the effects of the 
form of the carbonate minerals that exist in the soils [33]. 

The distribution of cadmium values also differed with the CEC values distribution 
on unexpected results, because the fact that the values of cation exchange capacity 
(CEC) can not give a clear prediction of the trace elements adsorption in neutral soils, 
or the fact that the ion exchange process is not always dominant in the adsorption
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process because the additional processes such as precipitation, complexation, and 
specific adsorption [34, 35]. 

3.3 Bound to Carbonates 

Cadmium ions concentrations in the range of 0.08–1.50 µg g− bound to carbonates 
of studied soils were partially high compared with concentrations of the element in 
the previously available phase, representing 18.17% of the total cadmium content 
(Tables 2 and 3). The present study assumes that cadmium ions might be bound 
with HCO3

− ions in an aqueous phase, producing complexes in form of cadmium 
of bicarbonates CdHCO3 

+ which have a very significant binding coefficient [36]. 
Alternatively, these ions can be bind with carbonates surface through a sorption 
reaction. 

McBride [33], explained that the affinity of the cadmium ions to the carbon-
ates surfaces is probably due to the large convergence of radius of these ions (0.97 
angstroms) with the calcium ions radius (0.99 angstroms), and because of that the 
cadmium ions replace the calcium ions on the carbonates surfaces according to the 
following equation 

CaCO3 + Cd2+ → Ca2+ + CdCO3 

Obviously that the essential issue of the existence of ions in the soil environment 
and its effects is an available phase determination that represents the weakest phase 
which is bound to colloidal surfaces [37], and the most hazardous, due to the ease 
of entering the food chain [38]. Therefore, the assumed phase of the cadmium ions 
which are bound to carbonates minerals in the present study had a strong affinity 
for binding the polluted ions (relatively) in the form of carbonate or bicarbonate 
cadmium complexes. 

3.4 Bound to Oxides 

The data in Table 1 showed that the values of total oxides ranged from 3.4 to 6.3 g Kg−. 
These values are low in all soils possibly due to the formative nature and large 
quantities of salts especially carbonate [39]. The study outcome also referred to 
distributed nature of these oxides did not take a specific pattern in Profiles for all 
soils. The results of this fraction agreed with those of Bazini [40], when he studied 
the distribution of oxides for the sedimentary plain, indicating that the distributed 
nature of these oxides was not subjected to a particular system within the horizons 
of the Profiles. 

Table 2 showed that the concentrations of cadmium ions that are bound to oxides 
are higher than those that are bound to other soil components, ranging from 0.35 to
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3.38 µg g− and account for 34.89% of the total element content (Table 3). The high 
concentrations of cadmium ions that bound with oxides component despite the fact 
the oxides had a low percentage compared with clay may be attributed to the high 
specific surface area (especially non-crystalline). 

Garcia-Miragaya and Page [41] reported that the non-crystalline iron oxides have 
a high affinity for cadmium sorption compared with clay due to their high surface 
area. The high affinity of these oxides to capture large amounts of cadmium ions was 
confirmed by Tessier et al. [28], who described these components as good scavengers 
for trace elements, which reflected on the ecological role of the oxides to adsorb a 
large content of cadmium ions in the soil with a pH above 7 [42]. 

3.5 Bound to Organic Matter 

The results showed the content of organic matter varied from 1.6 to 22.0 g Kg− 

(Table 1), noting the distribution of organic matter did not take a uniform pattern 
in all studying Profiles because of the variation in the effect of the sediments of 
Diyala and Tigris Rivers in conjunction with the impact of surrounding environmental 
conditions. It can be noted that the soil content of organic matter is low compared 
with the other components. However, the role of this component can not be neglected, 
and this is evident through its clear superiority in the adsorption of cadmium ions. 
The concentration of cadmium ions bound to organic matter ranged from 0.74 to 
2.28 µg g−, and accounted for 27.36% of the total content of the element (Tables 2 
and 3). 

The high effectiveness of organic matter for attracting cadmium ions may be 
attributed to the great attraction and preference of this component for cations, partic-
ularly M2+ [35, 43] because of its high cation exchange capacity (300 Meq/100 g 
organic matter) [44]. To explain the relationship between the soil amount of organic 
matter and the amounts of adsorbed cadmium ions, the distribution of these ions 
showed accordance with organic matter content in Profiles 1 and 5 due to the great 
attraction between organic matter and cadmium ions. While the distribution of these 
ions was not appearing to correspond to the content of the organic matter in Profiles 
2, 3, 4, and 6 due to the differences in the impact of surrounding conditions on organic 
matter or as a result of the presence of a relationship between organic colloids and 
precipitation of minerals [44, 45], which can be interpreted according to two expecta-
tions. Firstly, the high proportion of montmorillonite in soils can decrease the decay 
of organic matter [46], which affects adversely the provision of new charged organic 
surfaces. Secondly, the creation of interferences between organic matter and clays 
and oxides colloids can create the closure of available exchangeable sites on colloidal 
surfaces that lead to the difference in CEC values for those colloids.
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3.6 Bound to Residue 

The results of Table 2 showed that the concentrations of cadmium ions bound to 
the residue fraction (clay, silt, and sand) especially clay component especially clay, 
which is the important component that controls physio-chemical reactions in the soil 
[44, 47, 48] are low compared to the element ions bound to other soil constituents 
(carbonates, oxides, and organic matter). The concentrations of these ions bound to 
this fraction ranged from 0.07 to 1.3 µg g and constituted a percentage of 14.40% 
of the total content of the element (Tables 2 and 3). 

The decrease in the amount of cadmium ions associated with the residue fraction 
may be due to the intense competition that cadmium faced by calcium ions available 
in the soil solution to occupy the exchangeable sites. McBride [33] explained that 
the competition process between calcium ion and cadmium to occupy exchangeable 
sites is controlled by both radiuses of the ions and their concentration within the 
soil solution. However, the nature of the calcareous soil makes the concentration 
of calcium ions more than cadmium ions in the soil solution and thus removes it 
from the surfaces of the exchangeable sites. The results presented above confirm the 
dominance of the ion concentration effect, which reduced the amount of cadmium 
ions, bound to clay surfaces and increased their movement in the soil [49]. 

3.7 Total Concentration of Cadmium Ions 

The total concentration of cadmium ions, available and that bound with carbonates, 
oxides, organic matter, and residue represent total cadmium ions concentration in 
each horizon of Profiles. The results of Table 2 and Fig. 1 showed that total cadmium 
concentrations ranged from 1.33 to 8.01 µg g−, indicated a significant increase in 
their values in Profiles 2, 3, 4, and 6, possibly due to their proximity to pollution 
sources like wastewater, industrial, agricultural and rainwater in the areas of Al-
Fadhiliyah, Rustomia, and Sumadia. In addition, the phenomenon of reverse flow of 
the waters of the Diyala River at unspecified periods of the year due to the rise in the 
water levels of the Tigris River increased the concentrations of these polluting ions. 
Sillanpaa and Jansson [32] also reported that the use of phosphate fertilizers can add 
high values of cadmium ions to Iraqi soils.

The data indicated that there are no clear variances between values of total 
cadmium ions recorded in Profiles 2, 3, and 4, which could be attributed to the 
common effect of the conditions prevailing on the physio-chemical behavior of 
cadmium ions at those Profiles. As for the values of total cadmium ions recorded in 
Profiles 1 and 5, the results refer to the presence of a significant decrease in their 
values in Profile 1, which may result from the location of this Profile away from 
the pollution sources mentioned above. While the results of Profile 5 were another, 
although this Profile is located far from the sources of pollution, its relatively high 
values suggest that it may be affected by other sources of pollution.
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Fig. 1 Horizontal distribution of total cadmium in Profiles

3.8 Physio-chemical Pathway of Cadmium Ions in Soil 

Table 2 and Figs. 2, 3, 4, 5, and 6 showed the concentrations of cadmium ions that 
bound to the main soil components followed the following order: 

Oxides > Organic matter > Carbonates > Residue > Exchangeable > Soluble 

To clarify the dynamics of cadmium ions binding with the soil components, this 
study suggested the next physio-chemical mobility for these ions: 

At the point when the cadmium ions reach the soil body from different sources 
such as wind deposits and solid and liquid discharges, these ions become under the 
influences of varying compulsory forces between week attraction powers and strong

Fig. 2 Horizontal distribution of exchangeable cadmium in Profiles
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Fig. 3 Horizontal distribution of cadmium bound to carbonates in Profiles 

Fig. 4 Horizontal distribution of cadmium bound to oxides in Profiles

chemical bonds with the ions of the soil solution from one viewpoint, or with negative 
charges on the colloidal surfaces of carbonates, oxides, organic matter, and clay on 
other hand. These chemical bonds rely on numerous effects, concentration, ionic 
strength, equivalence, ion volume, substitution capacity, pH, and type and density of 
negative charges of colloidal surfaces. 

Because the studied soils are calcareous, calcium and bicarbonates ions are defi-
nitely, available in high concentrations in the soil solution, which can control the 
chemical reactions that occur in the medium. Thus, the high-concentration of Ca2+ 

ions must compete with the cadmium ions found at colloidal surfaces, which are 
highest on the surfaces of clay minerals due to most of them have permanent charges 
compared with non-permanent charges that found on the surfaces of other soil compo-
nents (oxides and organic matter). Hence, the negative charges on the clay surfaces
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Fig. 5 Horizontal distribution of cadmium bound to OM in Profiles 

Fig. 6 Horizontal distribution of cadmium bound to residue in Profiles

are quicker and stronger than those on the surfaces of oxides and organic matter, 
so the reaction of calcium ions with clay surfaces is quicker in the first time of the 
process than their adsorption by surfaces of oxides and organic matter, may accelerate 
the mobility of cadmium ions throw soil constituents [49]. 

This assumption is further improved by decreasing cadmium ions bound to the 
clay particles compared with other soil components. Tessier et al. [28] had shown that 
oxides and OM have a great ability to capture trace elements and act as scavengers. 
The above assumption can be seen in the results of Table 2 which confirm that oxides 
had the largest share in capture cadmium ions compared to other soil components. The 
percentage of ions (Table 3) bound with oxides was 34.89%, ranking first in capture 
cadmium ions due to their high surface area. Organic matter had an important and 
influential role similar to the role of oxides in capture cadmium ions. The results
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showed that ions bound by that component formed a percentage of 27.36% of the 
total element content, taking the second rank in the capture of cadmium ions after 
oxides. 

Adsorption of cadmium ions by charged organic matter surfaces resulting from 
dissociation and ionization of carboxylic groups and functional phenols [35, 44, 50– 
53] arises at pH < 6 [54], which is the most pronounced at the neutral conditions of 
the pH 7.0–7.5 [55]. Although the mechanism for the bound of ions by the functional 
groups has not been clearly defined [52], the current study explains it based on the 
following two equations proposed by Abd-Elfattah and Wada [54]. 

−O− 
−O− 

Ca2+ + Cd2+ � −O− 
−O− 

Cd2+ + Ca2+ (1) 

−COO− 
−COO− 

Ca2+ + Cd2+ � −COO− 
−COO− 

Cd2+ + Ca2+ (2) 

In addition to the physical, chemical, and biological conditions of the natural 
environment, particularly the plant roots exuding, organic, inorganic proteins, and 
ions and their alteration of medium acidity [34, 56], the difference of concentrations 
of cadmium ions from one component to another depends primarily on the added 
amount of this pollutant to ecosystems [57]. It is clear that the physio-chemical 
pathway of cadmium ions is a result of physical, chemical, and biological influences 
on the ecosystems in which the element is present and which in turn affects its 
biogeochemical cycle in these systems, as shown in Fig. 7.

4 Conclusions 

It can be concluded from the outcome of the present study, that all studied soils have 
been affected by various concentrations of polluted cadmium ions ranging from 
concentrations that did not exceed critical limits and concentrations that exceeded 
these limits as follow:

1. Soils near the pollutants discharge sites in Kargholia, Rustomia, and Sumadia 
(Profiles 3, 2, and 4) were affected by high concentrations of cadmium ions and 
exceeded the critical limits of cadmium ions in soils. 

2. An increase in the concentrations of cadmium ions in the soil of AL-Jadiria 
(Profile 5) exceeding the critical limits, indicates that they can be affected by 
other pollution sources. 

3. The soil of the AL-Boiatha Profile 6 was also clearly affected by the water of the 
Diyala River. 

4. The recorded concentrations of cadmium ions, although somewhat low in the 
soil north Baquba city (Profile1), are a sign that the source of pollution of these 
ions is the used irrigation water.
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Fig. 7 The expected mechanisms of the association of cadmium ions with soil components [58]

5. The high percentage of cadmium ions has been concentrated in solid soil compo-
nents, which means that these components are a potential source of pollution, 
which can be re-released from polluted ions when environmental conditions 
change. 

6. The values of cadmium ions were distributed according to the following order. 

Oxides > Organic matter > Carbonates > Residue 

> Exchangeable > Soluble.
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5 Recommendations 

The current study recommends the followings: 

1. Do not use the water of the Diyala River in its southern part for drinking purposes 
and use it carefully for irrigation purposes. 

2. Using Tessier’s method in the studies of environmental soils pollution with heavy 
elements because it gives a clear picture of heavy element mobility and its 
behavior from one component to another in the soils, and then know the degree 
of its binds to those components and thus assess the status of pollution. 

3. Work together with environmental research centers to monitor the environmental 
impacts of irresponsible discharge of untreated wastewater into rivers. 
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Land Degradation Due to MSW 
Dumping and Sanitary Landfilling: Iraq 
as a Case Study 

Salah Farhan A. Sharif 

Abstract Municipal Solid Waste (MSW) constitutes a major dilemma in all coun-
tries of the world because of the environmental and economic problems it requires 
and the complex and costly techniques needed to manage and dispose of it. In this 
chapter, one of the most important environmental impacts of waste was studied even 
after being treated with a sanitary landfill, which is the depletion of lands. Results 
showed that vast areas were depleted and their properties changed due to random 
landfills and sanitary landfills for domestic and industrial waste of all kinds. After 
presenting the types of waste, sanitary landfill methods and techniques used in calcu-
lating the depleted lands, it was noted that there is a close correlation between the 
depleted lands area and the population census. The study showed that the percentage 
of land that the sanitary landfills will cover to the total area of the city of Baghdad over 
the 15 years of preparing this study reaches 0.169%, while this percentage increases 
to 24% after 100 years due to the huge population growth of the province of Baghdad 
with the limited area of the province. And so for the rest of the provinces, where 
the percentage decreases when the area of the province is larger, as is evident in the 
provinces of Anbar, Muthanna and Najaf. 

Keywords Land degradation ·Municipal solid waste · Solid waste dumping ·
Sanitary land filling 

1 Introduction 

Solid waste is the useless and undesirable solid material that results from house-
hold, industrial, commercial and agricultural activities in a specific area. Solid waste 
can be classified according to its sources, such as domestic, industrial, commercial, 
construction, or agricultural. It can be, also, classified according to its contents of 
solid materials or the resulting harmful liquids or gases, such as organic materials, 
paper, plastic, glass, minerals. Another classification could be presented according
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to the possible risk of mismanagement of these wastes, such as being toxic, non-
toxic, radioactive, flammable, or conducive to transmitting a pathological infection. 
Efficient management of solid waste can reduce or eliminate negative impacts on the 
environment and human health in addition to helping achieve economic and social life 
development. The municipality can manage waste based on efficient measures such 
as awareness, monitoring, reducing waste, efficient collection, proper transportation, 
proper treatment, recycling, and sanitary landfill. 

The general arrangement for solid waste management acceptable to industrialized 
countries can be shown by Fig. 1 and summarized in the following order: 

• Reducing waste 
• Reuse of waste 
• Recycling waste 
• Recovering waste for use after converting it to other useful materials 
• Fermentation of waste and turning it into fertilizers 
• Burning waste to get rid of it or produce energy 
• Ground burial or sanitary landfill. 

Unfortunately, in Iraq, so as many other countries, there is not yet, good waste 
management. Most Iraqi cities still adopt indiscriminate landfills, sanitary landfills, 
and indiscriminate burning to dispose of all kinds of waste. It is worth noting that 
some individuals, in Iraq and most of developing countries, a manual isolation of 
materials that can be reused such as plastics, aluminum, wood, paper, and iron scrap.

Fig. 1 Waste management hierarchy shows the waste management measures order 
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Unfortunately, this is done manually and in very primitive ways, either during waste 
collection or when it is thrown into landfills. This method of waste disposal causes 
the exhaustion of vast areas of agricultural and vacant lands that can be turned into 
residential, industrial, or agricultural lands. 

The main objectives of this study are to find out the rate of lands degradation due 
to open dumping and landfilling of solid waste in the short and long term, the social 
and environmental impacts, and the measures that could be taken to stop this tragedy 
and land rehabilitation on the long term. 

2 Sanitary Landfill 

2.1 Identifications 

A landfill is simply defined as a final control measure of waste disposal on or inland 
and sometimes practiced as free or open dumping. Landfills could be categorized 
according to the waste source, such as sanitary landfills, industrial landfills and 
municipal solid waste landfills. It could be, also categorized according to the waste 
characteristics, such as liquid or solid waste landfill, hazardous or non-hazardous 
waste landfill, degradable or non-degradable waste landfill and toxic or nontoxic 
waste landfill [1]. 

A sanitary landfill is a type with the protected bottom where trash is buried in 
layers and compacted to make it more solid and less volume. There are several 
definitions of landfills in the publications, including what was mentioned by the 
American Society of Civil Engineers, that a sanitary landfill is a way to dispose 
of waste without causing damage or risks to public health or safety. This can be 
achieved, for example, by reducing the volume, and covering it with a layer of earth 
after each daily operation [2]. This leads to the truth that “a true sanitary landfill is 
not an open dump”. 

The main purpose of a sanitary landfill is to ensure waste is safe by reducing 
the negative impacts caused by accumulated waste and decomposition. Toxic gases 
such as methane are produced from waste decomposition, which can be collected 
from sanitary landfills and transferred to energy instead of being released into the 
atmosphere such as in open dumping. Clay liner or plastic sheets are used to isolate 
the trash and resulting leachate from the underground water. Moreover, it involves 
well-designed engineering methods to protect the environment from contamination 
by solid or liquid wastes. 

When land used as a sanitary landfill is full, a clay layer is used to cover it and 
then that area could be used for other purposes if that is confirmed that it is safe. In 
other words, sanitary landfill could be conserve of energy for future. 

Solid waste simply used to be dumped in large stacks before 1935. These garbage 
stacks produce many air pollutants such as methane, which is dangerous because 
a build-up of methane could cause an unwanted nuisance and expected explosion.
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Moreover, water pollution that leaches through waste could pollute groundwater. 
Systems of sanitary landfills were developed in Fresno—California, in 1935, and 
today more than 55% of international solid waste ends up in sanitary landfills [3]. 
However, the sanitary landfill system still causes severe environmental hazards. 

2.2 Comparison Between Open Dumping and Sanitary 
Landfilling 

An open dump can be defined as a pile of waste or garbage that has accumulated 
or is left at a collection site or a specific place where it is not supposed to be. Open 
dumps are illegal, and the person or group that causes the waste to be dumped in 
this way may be held accountable. Although such dumpsites directly and indirectly 
negatively impact health and the environment, many people still use this method 
because of the simple costs. These methods can pose many and very severe risks to 
health and the environment due to the intrusion of toxic substances into the air, water, 
and soil, Fig. 2. Typically, land sites prone to open dumps are roadsides, secluded 
areas, trenches, and often close to settlements. Because of this dumping, the site 
becomes attractive to mosquitoes, insects, disease-causing viruses, various harmful 
animals and emits foul odors. It also affects the quality of soil and groundwater, and 
in doing so, it will pose a major threat to public health [4].

Unhealthy landfills pose a great danger to health and the environment in the short 
and long term, which leads to the need for great attention to design healthy landfills 
according to accurate specifications subject to strict legislation and continuous moni-
toring to avoid emissions of any liquid or gaseous pollutants. Investigations of the 
long-term behavior of landfills show that it is necessary also to reduce the landfill’s 
emission potential during the operation and post-operation phase and cap the landfill 
only when this goal has been reached [3]. 

The traditional sanitary landfills follow a scientific, well-planned, and monitored 
waste management process, while open dumps are piles of garbage accumulated in 
an undefined location. 

Sanitary landfill can be considered a safer and more organized system or 
method for managing waste, which governments usually manage and supervise 
their implementation according to strict laws, regulations, and advanced treatment 
systems. 

The traditional landfill system was first established in 1935, in Fresno, California. 
The land site is designed to absorb waste by burying layers of compacted waste and 
covering it with layers of soil. The system consists of a large hole in the ground, with 
a thick plastic liner over which a compact earth lining is placed. At the bottom of 
the pit, a thick liner is placed that helps prevent the leakage of liquid waste (which 
often oozes from solid waste, especially if rainwater floods the landfill) as it can 
contaminate water supplies and groundwater. This liquid waste that is collected is 
called leachate. Then the waste is added to the landfill in the form of organized layers
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Fig. 2 Current status of 
landfilling and waste 
dumping in Iraqi areas
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(layers of waste alternating with layers of soil). This is done to get rid of unpleasant 
odors and speed up the process of rotting or decomposition. When the dumpsite is 
completely covered, it is sealed with a layer of compressed clay. Moreover, methane 
gas produced from the decomposition of organic waste is often collected using a 
special system to collect and pump it for consumption in power generation. It is 
worth noting that if the methane collection system is not managed accurately and 
effectively, it could lead to an explosion and fire that may cause a rise in the release 
of greenhouse gases. 

The following comparison between Sanitary Landfill and Open Dump helps to 
recognize between them: 

• Sanitary Landfills Indicates the location of the land selected and designed for 
waste management. Whereas, random or open dumps indicate the location of 
a specific land in which piles of garbage accumulate, even though they are not 
designated for this purpose. 

• A sanitary landfill is much bigger in area and volume than that of the random and 
open dump. This leads to a higher capacity of sanitary landfills. 

• Sanitary Landfills are an organized way of disposal of waste and are regulated 
by the specified authority. Whereas, random or open dumps are an unorganized, 
improper, and illegal way of disposing of waste. 

• Sanitary landfills have less danger to the health and environment, while random 
open dumps are very dangerous to the community health and environment. 

• Sanitary landfills include tight control systems to avoid unpleasant odors, insects 
and other harmful animals, while open random landfills are an attractive envi-
ronment such as rodents, flies, insects and all other harmful pests in addition to 
unpleasant and harmful odors. 

• Sanitary landfilling includes gas and Leachate collection and treatment systems, 
protection liners, firefighting, and safety measures while all are not included in 
the random open dumping. 

• Finally, the selection of sanitary landfill sites is subject to many specific factors 
according to special specifications and legislation, such as the distance between 
the landfill and residential areas and the nature of the geographical area. Whereas, 
random open dumps are located anywhere, even if it is close to residential areas, 
without considering any limitations or controls. 

Although sanitary landfills are superior to open dumps, due to their many advan-
tages, there are some disadvantages associated with sanitary landfills as well. Here 
are some of these disadvantages: 

1. Building and maintaining a landfill requires a large amount of money and labor. 
Even so, it only protects public health if it is managed well and meticulously. 

2. Failure to take the necessary control measures may lead to problems in the lining 
systems, which inevitably leads to the risk of groundwater contamination. 

3. It has been observed that over time, landfills may generate toxic gases that are 
released into the environment and this may happen because some wastes do not 
rot especially inorganic wastes.



Land Degradation Due to MSW Dumping and Sanitary … 263

4. Sometimes, methane may be released even though the landfill is covered with 
clay soil and the land is reused by covering it with greenery. One indication that 
this is happening is circular spots of dead grass, and this could be very dangerous 
as explosions and fires could occur. 

5. There may occasionally be collapses of the surface soil of old dumps, especially 
if they are used for urban purposes such as buildings and roads, causing huge 
material and human losses. 

6. The most important drawback is that sanitary landfills and random piles of waste 
are one of the main causes of land destruction and depletion, especially in large 
cities and dense residential communities. 

Although sanitary landfills also have their own drawbacks and alternatives are 
being contemplated, they are better than large piles of open garbage accumulations. 

2.3 Types of Sanitary Landfills 

There are three general types of Landfilling Systems: (A) Area System, (B) Trench 
System, and (C) Ramp, or Slope System [5]; 

(a) The area system is best suited for flat or slightly sloped areas where some lower 
lands may exist as shown in Fig. 3. Waste is leveled with a thickness of 50–80 cm 
and then compacted appropriately and then covered with excavation materials 
for the same landfill or suitable soil is drawn from neighboring areas. 

(b) The trench system consists of a natural or excavated trench into which the solid 
wastes are spread, compacted and covered, as shown in Fig. 4. The trench system 
is more convenient for nearly level land where the water table is not near the 
surface (deep). Usually the soil excavated from the trench is used again as a 
covering material. High attention is paid for the under lining, clay or plastic, to 
protect underground water as shown in Fig. 4.

Fig. 3 Flat area and trench landfill types [6] 
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Fig. 4 Trench landfill lining [6] 

(c) In uneven areas that include slopes and low-level areas, waste is spread on the 
slope, compacted and covered with material usually brought from areas close 
to the work site. The difference of slopes from flat areas may be positive in the 
waste leaching systems, in addition to exploiting depressions without the need 
for excavation. 

The landfill method can be adapted to suit many other circumstances, but there is 
usually one selected method for any specific land and certain waste type. 

2.4 Waste Stabilization in Landfills 

Historically, municipal solid waste sanitary landfills have been designed and operated 
as storage facilities with suboptimal degradation under anaerobic conditions resulting 
in slow waste stabilization, gaseous emissions and leachate formation [7]. Previous 
designs of landfills required extended maintenance after closure. Increasing strict 
regulations and shrinking availability of suitable sites for landfills may compel the 
designer to consider some new technologies that can accelerate the stability of solid 
waste. Stabilization is achieved through the degradation of sediment wastes, mainly 
through decomposition, which reduces the size of the landfill which inevitably leads 
to surface subsidence and the resulting harmful collapses. Landfill designs usually 
offer two options: dry or sealed landfill; Wet landfills are as follows: 

Dry landfills are designed to isolate solid waste to minimize leachate production, 
thus reducing the potential for leachate to seep out of the landfill system. Studies have 
shown that the decomposition of solid waste is very limited with the dry system. Due 
to the tight sealing of the waste, where air and water cannot reach it, this prevented
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the waste from decomposing in the long term. Although this method may require low 
maintenance costs, it may require maintenance for a long period of up to decades. 

Wet landfill, the present studies indicated that in wet systems, or landfills that use 
leachate recycling to accelerate decomposition; it has become the preferred option 
when considering solid waste stabilization as a landfill’s main objective. The complex 
interactions of bacteria cells result in the decomposition of most biological materials 
present in the waste, so “sanitary landfills” may also require the addition of air 
as well as the recycling of leachate to obtain aerobic decomposition in addition 
to the anaerobic decomposition that inevitably occurs in places where air does not 
reach. Tightly lined deigns of landfills preserve leachate (which also contains organic 
matter) while minimizing the risk of leakage into the groundwater. 

The emission of organic gases, the most important of which is methane, is a 
major environmental and safety problem in some landfills. Therefore, the designer 
must take tight measures to prevent gas leakage out of the system. The economics 
of methane extraction as an energy source makes methane gas production from wet 
landfills very beneficial and thus may require the designer to make the containment, 
collection, and recovery of methane an important part of the landfill design. 

Time required for reactions, the main advantage of a wet landfill is to increase the 
stability rate of solid waste in the landfill. Studies indicate that the leachate recycling 
process can accelerate the rate of reaction and decomposition of waste. The studies 
show that biological reactions in dry landfills may last for 50 years or more, while 
it may range from 5 to 10 years only for a wet landfill, and this confirms the speed 
of reaction in wet dumps [5]. Long-term financial savings through eliminated or 
reduced maintenance and long-term monitoring in dry landfills may outweigh the 
initial start-up costs and leachate recycling requirements in wet dumps. Therefore, 
the designer should consider this. 

2.5 Planning and Operation 

As long as the sanitary landfill is a pure engineering project, it is very necessary to pay 
high attention to the preliminary planning that must be carried out by a competent 
designer who is well versed in the characteristics of the waste. The climatic and 
geological conditions of the specified area, and the required designs and operational 
plan to ensure the success of the sanitary landfill on near and far terms. 

Technical and economic feasibility of the sanitary landfill: The feasibility study 
report for a new sanitary landfill should be prepared by engineers and professional 
experts in order to achieve the factors discussed above, and the report should include 
the advantages and costs of recycling waste, volume reduction, and waste reduction. 
The options for the new landfill must also be investigated. These options include 
extending the life of the landfill with minimal environmental impacts, alternative 
disposal methods, and the use of regional or private facilities. Suppose a decision 
to construct a sanitary landfill is reached. In that case, comprehensive plans should 
be submitted that clarify the current and final conditions, the topography of the
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landfill site, the surface drainage, the amount and location of the cover material, the 
requirements of the supporting facility, and the recommended operational procedures. 
In most countries, there are country-specific procedures to document the economic 
and technical feasibility of the landfill project and site. 

Operational data for planning: Possible efforts should be made to ensure that 
the designer’s directives are implemented during the operation of the landfill. The 
operational data and instructions prepared by the designer should include a detailed 
description of the mechanical equipment that will be used to treat the waste and 
operate the landfill, and the methods of laying the solid waste that will be used with 
all the details. 

Waste properties, data provided to the planner and designer should include a 
complete analysis of the solid waste to be disposed of, its types, contents, quantities 
and changes in delivery rates. The analysis should also be performed by the facility 
on which the project will be placed, or by another specialized facility. For new, non-
existing projects, analysis can be performed theoretically based on the population to 
be served and other major sources of solid waste. Based on numerous studies, the 
daily amount of solid waste per person can be considered from 2 to 3 kg of combined 
waste and garbage. 

Operating equipment, detailed information should be provided about the equip-
ment to be used, including transportation, assembly, delivery, and landfill opera-
tion. This should also include any planned changes to equipment due to aging and 
weather conditions. The efficiency and capabilities of this equipment must be taken 
into account when assessing operating conditions such as access roads, levels, fluid 
discharge, and operation in severe climates. 

Methods of operation, as mentioned earlier, there are two traditional methods of 
operating a landfill that are the most common: the flat or zigzag area method and 
the trench method. The choice of the most appropriate method depends on several 
conditions in the area, including the nature of the land, the size and composition 
of the waste, the availability of land … etc. In the area method, waste is placed in 
large open pits, stretched and compacted, and then covered with suitable material. 
As for the trench method, its name illustrates that the waste is disposed of in a trench 
and then covered with materials from the trench digging. Typical survey and trench 
operations are shown in Figs. 3 and 4. When considering the costs of lining the side 
slopes, and others in general, the trench method is less desirable than the area method. 
More details about the design of both methods will be explained in the following 
sections. 

2.6 Design and Site Selection of Sanitary Landfilling 

The appropriate and accurate design of the landfill will inevitably lead to the 
successful operation of the landfill, regardless of the nature of the sites chosen. 
The design includes a review of all technological alternatives that meet the require-
ments of the proposed landfill. The design should also result in a landfill capable
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of accepting specific solid waste materials for disposal with minimal environmental 
and economic impacts. The design is mainly based on survey data and analysis of 
the types and quantities of waste expected to be disposed of in the landfill. 

Site Selection 

Landfill site selection is the first and most important part of the design process and can 
be considered the most important step in setting up a landfill disposal facility. When 
choosing a landfill site, consideration must be taken of the balance between reducing 
the distances for transporting waste from its sources, which affects the economics of 
the landfill, and keeping the landfill away from residential areas, inhabited buildings, 
and other sites that are not suitable for the landfill. Large apartment complexes may 
require more than one landfill when the savings justify this from lower transportation 
distances. An initial landfill closure plan should be formulated and submitted prior to 
site selection to ensure closure scheduling and selection of alternative sites are consid-
ered. There are many uses for properly closed landfill sites with minimal damage to 
health, environment, and economics. This includes many areas of importance to the 
facility, such as amusement parks, exhibition lands, car parks, etc. [8]. 

Land depletion and land degradation in the region are important points that deserve 
attention when choosing the appropriate site and designs, especially in countries with 
overcrowded populations and limited lands. 

Other important considerations must be taken into account when selecting land-
fill sites, such as ground and surface water conditions, seismic impact areas, fault 
areas, geology, soil, topographic characteristics, types and quantities of solid and 
hazardous wastes, geographical factors, and environmental impacts. Also, wetlands 
and floodplains should be avoided for a period of at least 100 years. Endangered 
areas and single source aquifer recharge areas should be avoided as potential sites 
for landfill disposal facilities [9]. 

These areas may require a thorough site study with regard to environmentally 
sensitive conditions. 

Sit selection considerations of a sanitary landfill can be summarized in the 
following points: 

1. Disturbances—Although landfilling may be satisfactory in terms of appearance, 
some inherent inconveniences require consideration when preparing designs, 
such as traffic to and from the site, mechanical equipment noise, and dust. 

2. Accessibility—landfill sites must be accessed easily and passage through resi-
dential areas should be avoided. For the purpose of business continuity, there 
must be adequate roads in all weather conditions. Alternative methods should be 
provided in the event that the route is temporarily closed to ensure the continuity 
of collection and delivery of waste for disposal. The site represents two-thirds 
of the total cost of a landfill, and this percentage may increase depending on the 
availability of land in that area. The location close to the source of the waste is 
the most economically desirable site and may not be environmentally as well. 

3. Community and region development—When preparing designs, consideration 
should be given to the expected population and urban growth of the area in the
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short and long term, and the consequent change in the nature and density of 
municipal, commercial and industrial wastes. 

4. All local laws related to land division must be reviewed and observed to assess 
the legal aspects related to the project to ensure the legality of constructing the 
landfill. 

5. Utilities services—A well-operated and accurate sanitary landfill requires many 
services according to the size of the landfill and the flow of waste. This 
includes: water supply for sanitary purposes, washing equipment, dust control, 
fire protection, as well as electrical power for lighting, equipment, electrical 
equipment, telephone or wireless communications, and Sanitation services. All 
these services fall under one administration called “utility services”. 

6. Land requirements—The land area required for a sanitary landfill depends on 
several factors such as: the amount and characteristics of solid waste, filling 
depth, pressure efficiency, desired life and the plan for the landfill. Generally 
speaking, about 15 acres of area or size are needed per year per 10,000 inhabi-
tants []. Cover material requirements account for about 20 percent of the volume 
of compressed waste and should be readily available, either on or near the landfill 
site. 

7. Soil Information—Soils with good specification and practicality are desirable 
for landfill sites. Well-graded sandy loam soil conducive to good and necessary 
operation and compacting. It is also worth noting that the covering material 
should not crack when it becomes dry due to its high content of clay material. 
In other words, CH (Very heavy, sticky, plastic clays) soils are highly undesirable 
as covering material. The suitability of the existing soil for cover material should 
be determined based on engineering tests and evaluations [10]. 

8. Land end-use—The end-use of land is an important indicator that greatly influ-
ences design and site selection. The final uses of the landfill, after completion, 
are numerous, including parks, playgrounds, industrial estates, and agriculture. 

9. Climate—Climate is an important factor when designing and operating landfills 
as digging trenches preparing and transporting cover materials may become a 
problem in the winter months. Wind (intensity and directions) and rain (intensity 
and times) are all important factors to consider when designing. 

10. Geology—Before the final design of the landfill, a geological investigation of 
the site should be carried out as this helps to reduce the potential for ground 
and surface water contamination. The elements to consider are in this area: 

a. Determine the location of the landfill at a safe distance from streams, lakes, 
wells, and other water sources, 

b. Avoid choosing sites that are located above the aquifer with high perme-
ability because of the type of structure or cracks they contain, which will 
lead to the penetration of sap from the landfill to water sources, such as 
crushed limestone and others, 

c. Rising groundwater levels must be taken into account 
d. Use a ground cover that is as impervious as possible,
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e. It is necessary to provide suitable drainage ditches to transport surface water 
and rain water away from the site, and the depth of drainage should be not 
less than 3 m under the minimum planned height for the operation of the 
landfill. 

11. Seismic impact areas—areas of high seismic activity should be avoided. No part 
of the landfill should be in a seismic impact zone unless designed to withstand 
the corresponding pressure. 

12. Unstable areas—karst terrain will be avoided. Before a landfill is implemented in 
a geologically unstable area, it must be demonstrated to the relevant government 
agency that the planned landfill will not disrupt the integrity of the liner system 
and other structural components. 

13. Existing site facilities for the area—Sites traversed by pipes or underground 
channels (for sewage, rainwater, power cables, etc.) should be avoided unless 
moving them is possible. 

14. Airports—It can never be any part of the landfill <3000 m from the end of the 
runway used by turboprops or <1500 m from the end of the runway used by the 
piston-engine aircraft [6]. 

2.7 Estimation of Capacity, Volume, Area and Decomposition 
Rate 

It is very useful to take a look at the methods used in the world to calculate the 
size, capacity and area required for landfills, as many methods have been proposed 
in academic research [11] to make these calculations. All methods are based on the 
following indicators. 

1. The volume of waste discharged from the city or the region, where its volume 
is estimated by the amount of waste disposed per capita and multiplied by the 
population of the city or region. Very different numbers have appeared, as this 
depends on many factors, the most important of which are the standard of living, 
climate, local laws, and the extent of the country’s development in which that 
city is located, as will be mentioned later. 

2. The topography of the area, water table and the nature of the land directly affects 
the design of the landfill in terms of dimensions, size of soil layers used for burial, 
density of waste compression and so on. 

3. One of the most important factors affecting the estimation of the areas needed 
for dumps is the availability of land and the estimated age of dumps, which are 
also affected by the techniques used to develop and maintain dumps. 

Below, the simplest methods will be presented to estimate the areas required for 
dumpsites, and then they will be applied to one of the Iraqi cities for the current 
period. The lands that will be depleted throughout Iraq due to sanitary dumps will 
also be estimated, as the number can double if the dumps are unsanitary.
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Estimation Method (I) 

This method depends on the following assumptions and derived equations [12]: 

• Assume the current Waste generation per year = W (tons per year) 
• Increase (or decrease) waste generation rate per year= x (%), should be estimated. 

If data of waste generation growth rate not available, then population growth rate 
can be used. 

• Proposed life of landfill (in years) = n (years) [9, 13, 14] 
• Waste generation after (n) years = Wn 

Wn = W (1 + x/100)n (tons per year) (1) 

• Total waste generation in (n) years = (T) in (tons) 

T = 1/2 
[ 
W + W (1 + x/100)n

] 
n (tons) (2) 

• Efficiency of collection and compaction of solid waste ź (assumed 0.80) should 
be considered for safety. Then total waste generation in (n) years (T) in (tons) 
must be divided by 0.8. 

• Total volume of waste in (n) years is (Vw) (on the assumption of the density of 
waste = 0.85 tons/cubic meter) 

Vw = T/0.85 
( 
m3

) 
(3) 

• Total volume of daily cover in (n) years is (Vdc) (on the basis of 15 cm soil cover 
on top and sides for lift height of 1.5–2 m) 

Vdc = 0.1 Vw 

( 
m3) (4) 

• Total volume required for components of liner system and of cover system, on 
the assumption of 1.5 m thick liner system (including leachate collection layer) 
and 1.0 m thick cover system (including gas collection layer) 

Vc = k Vw 

( 
m3

) 
(5) 

Assume (k) = 0.25 for 10 m high landfill, 0.125 for 20 m high landfill and 0.08 for 30 m 
high landfill. This is valid for landfills where width of landfill is significantly larger than the 
height) 

• Volume of landfill will be shrink within 10 years due to settlement and 
biodegradation which likely becomes (Vs): 

VS = m Vw (m
3 ) (6)
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Assume (m) = 0.1 for biodegradable waste, while (m) could be less than 0.05 for incinerated 
and inert wastes) [12]. In this study (m) will be considered as 0.12 instead of 0.1, because 
of the hot weather in the Iraqi summer, which will enhance the degradation rate. 

• Total estimated landfill capacity (Ci) 

Ci = Vw + Vd + Vc − VS 
( 
m3

) 
(7) 

• The shape of the landfill in plan and section will be highly dependent, as mentioned 
before, on the topography of area, depth to the ground water table and other design 
factors such as; area type, trench type, slope rate, valley type, combination. 

• Estimation of landfill height and area: 

(a) For Restricted available area Ar (m3) 

Area required for infrastructural facilities = 0.15 Ar (m3) 

Area available for landfilling = 0.85 Ar (m3) 

Average landfill height required Hi (first estimate) above base level is: 

Hi = Ci / 0.9 Ar (m) (8) 

(Depending on the landfill type and area) 
(b) No limitation on Area 

Possible maximum average landfill Height (Hi), typically between heights 
10–20 m, rarely above 30 m. 

Area required for landfilling separations: 

Ai = Ci / Hi 
( 
m2

) 
(9) 

Depending on the landfill type and area 

Total area required AT (including infrastructural facilities) 

AT = 1.15 Ai 
( 
m2

) 
(10) 

• Estimates of the landfill’s capacity, height, and area can be improved after making 
the initial estimates. The daily cover size and the size of the lining system and the 
cover system can be changed, taking into account the final shape of the landfill. 
And also on the basis of whether the daily cover materials, the linear system and 
the cover system will be excavated from inside the landfill site or from other sites, 
causing their destruction as well. 

• After considering these revised values, landfill capacity, length, and area estimates 
can be improved.
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• However it should be noted that the values of the landfill’s capacity will be subject 
to review and scrutiny during the operation of the landfill when the quantities of 
waste received at the site differ from the quantities estimated before the start of 
the implementation of the landfill. 

Estimation Method (II) 

This method is, simply, used to estimate the required volume of landfills using a 
recommended formula for estimating the required annual volume [13]. The method 
requires knowledge of the amount of waste dumped from the population and 
its density before landfill and after compression, as the volume of waste varies 
significantly from one city to another for many reasons, as mentioned earlier. 

VLF  = (P × E × C) / Dc (11) 

where VLF = Volume of landfills (m3), 
P = population, 
E = ratio of cover (soil) to compacted fill, then: 

E = (Vsw + Vc) / Vsw (12) 

where Vc = volume of cover (m3). 
Vsw = volume of solid waste (m3). 
C = average mass of solid waste collected per capita per year (kg/person). 
Dc = density of compacted fill (kg/m3). 

Estimation Method (III) 

Another formula has been developed to calculate the Volume of Sanitary Landfill per 
capita per year (V1), which includes specific solid waste production rate, volumetric 
weight and compacting ratio. This formula can be briefed as follows: 

V1 = d[R/w + CV ] (13) 

where V1 = required landfill volume per one person per year (m3/capita-year). 
R = specific solid waste production rate, as an example (1 kg/capita-day). 
w = volumetric weight of compacted solid waste, as an example (800 kg/m3). 
CV = specific required volume for isolation layer at the bottom, covering layers 

between solid waste beds and final upper covering layer, as an example (0.0004 
m3/capita-day). 

d = number of day in one year (assumed 365 day/year). 
ź = efficiency of collection and compaction of solid waste (assumed 0.80). 
Dc = settlement and decomposition factor (assumed 0.8). 
Equation 13 can be written in another form when the efficiency of collection and 

compaction of the SW should be considered, as follows:
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V1 = d × [(R/w) × +  CV  ] × Dc (14) 

The required landfill volume per year Vyear, for population (N) and settle-
ment/decomposition factor (Dc) can be calculated by Eq. (15) as follows:  

Vyear = V1 × N × Dc (15) 

Estimation Method (IV) 

Potential or existing sanitary landfill sites should have a great capacity to meet the 
community’s needs for several years to come. This enables local officials to prepare 
structured plans for land acquisition and use and improve other components of the 
solid waste management system (such as collection, transportation, and treatment) 
to achieve greater efficiency. 

Calculating the required capacity of a sanitary landfill is an essential planning 
step to know, acquire and use land and improve other components of a solid waste 
management system. 

A monograph has been developed to facilitate calculations of this kind as shown 
in Fig. 5, which is often used in the United States of America [9]. By using this 
Monograph, it is possible to calculate the size of the landfill that corresponds to the 
data given about the city or region such as the population and the amount of waste 
produced by the individual. 

Fig. 5 Monograph for computing landfill area requirements and remaining site life [12]
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2.8 Estimation of Required Land Areas for Existing 
and Proposed Landfills in Iraq 

There are many methods for calculating the size and capacity of landfills and the area 
required to implement them. A section of them has been presented for the definition, 
as there are many other methods. 

As long as the main objective of this article is to focus on lands that may be depleted 
due to random landfill and sanitary landfill of waste, the applied calculations will 
deal with the calculation of the area of land required to meet the needs of landfills 
for all Iraqi cities, as a case study, without addressing the design details of dumps. 

In Tables 1, 2 and 3, the total volume and areas required for landfills (including 
infrastructural facilities) in the Iraqi governorates were calculated according to the 
Estimation Method (I). Table 3 shows the estimated areas of dumps in the Iraqi 
governorates and the whole of Iraq and the percentage of depleted areas relative to 
the total area in the short and long term.

The following conditions, design factors, and assumptions will be considered in 
the calculations of the landfill capacities: 

1. The population census for 2018 was approved for the Iraqi governorates to 
be used in calculations, which was taken from the Population Statistics for 
Countries, as shown in Table 1 [19]. 

2. The Central Statistical Organization (CSO) has stated, at 22/4/2021, that the 
average, per capita, generation of solid waste is 1.4 kg/day [20], while Alsamawi 
et al. (2009) were studied the estimation of MSW generated in Baghdad for 
the period 2006–2010 and reported that waste generation rates were 0.63 
(kg/capita/day) in 2006 and 0.74 (kg/capita, day) in 2010. Al-Rawi and Al-
Tayyar (2012) explored that the generation of solid waste in Mosul city was 
0.647 (kg/capita, day) in 2010, and it could be increased to reach 1.1 (kg/capita, 
day) in 2028. It can be concluded from the above studies and other’s that the 
average Iraqi per capita generation of waste in all cities ranges between 0.74 
and 1.40 (kg/capita, day) for the current year 2021. As a matter of precaution, 
the rate will be adopted as (1.07) (kg/capita, day) in this study’s calculations. 

3. Total days per year will be considered as 365 days for all calculations. 
4. Population annual growth in Iraq is 2.35% at 2018, as shown in Fig. 6 [21]. 

This growth percent will be considered the solid waste growth rate (x) for all 
calculations because there is no data available about solid the growth rate of 
solid waste.

5. Proposed life of landfill (n) (in years) will be taken as 15 years. 
6. Total volume of daily cover in (n) years (Vdc) (on the basis of 15 cm soil cover 

on top and sides for lift height of 1.5–2 m) [14]. 
7. Total volume required for components of liner system and cover system (on the 

assumption of 1.5 m thick liner system (including leachate collection layer) and 
1.0 m thick cover system (including gas collection layer). Height of landfills 
will be taken as 10 m because most of Iraqi lands topography is flat area. Then 
k = 0.25 for 10 m high landfill [12].
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Table 1 The population of the Governorates of Iraq and estimated generated solid waste [By author] 

Provience           
Name 

Abbr. Capital 

Whole 
Land 
Area 
A-L     

(km²) 

Population 
Estimate 

(E)** 
2018-07-01 

(capita) 

Total** 
Generated 

Solid 
waste 

Weight W  
(Tons/y) 

x106 

Iraq (Total) * IRQ Baghdad 435,050 38,124,182 14.889 

1. Al-anbar ANB Al-ramadi 135,000 1,771,656 0.692 

2. Al-Baṣrah [Basra] BSR Al-Baṣrah 19,070 2,908,491 1.136 

3. Al-Muthannā MTN As-Samāwah 51,740 814,371 0.318 

4. Al-Qādisiyah QAD Ad-Dīwāniyah 8,150 1,291,048 0.504 

5. An-Najaf NJF An-Najaf 28,820 1,471,592 0.575 

6. Arbīl [Erbil] ARB Arbīl 12,000 1,854,778 0.724 

7. As-Sulaymāniyah SLM Sulaymāniyah 20,000 2,053,305 0.802 

8. Bābil [Babylon] BAB Al-Ḥillah 5,800 2,065,042 0.807 

9. Baghdād BGD Baghdād 5,200 8,126,755 3.174 

10. Dahūk [Dohuk] DHK Dahūk 10,000 1,292,535 0.505 

11. Dhī Qār [Theqar] DHI An-Nāṣiriyah 12,900 2,095,172 0.818 

12. Diyālā DYL Ba'qūbah 14,700 1,637,226 0.639 

13. Ḥalabjah [Halabja 
] 

HLB Ḥalabjah 880 108,974 0.043 

14. Karbalā' [Karbala] KRB Karbalā' 5,030 1,218,732 0.476 

15. Kirkūk KRK Kirkūk 10,500 1,597,876 0.624 

16. Maysān MYS Al-'Amārah 16,070 1,112,673 0.435 

17. Nīnawā [Nineveh 
] 

NIN Al-Mawṣil 36,700 3,729,998 1.457 

18. Ṣalāḥ ad-
Dīn [Saladin] 

SLD Tikrīt 26,000 1,595,235 0.623 

19. Wasiṭ WST Al-Kūt 17,150 1,378,723 0.539 

* The mid-2020 total population is projected as 40,150,200. ** After; Central Organization for 
Statistics and Information Technology (web), https://www.citypopulation.de/en/iraq/cities/ (2018). 
** Population × (1.07) kg/capita, day × 365 [15, 16]

https://www.citypopulation.de/en/iraq/cities/
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Table 2 The estimated landfills volumes according to estimation method (I) [By author] 

Area 

Name 

A B C D E F J 
Total 

Generated 
Waste 

Weight W  
(Tons/year) 

x106 

Total 
Generated 

Waste after 
15 Years (T) 
(Tons) x106 

Total 
Volume  
after 15 

Years 
Vw (m3) 

x106 

Total 
Volume 
of Daily 
Cover 

Vdc (m3)  
x106 

Volume 
of Liner 

and Cover 
System  
Vc (m3)      

x106 

Volume of 
settlement 

and 
Degradatio 

n VS (m3)   
x106 

Estimated 
Landfills 
Volume 

Method (I) 
Ci (m3)  
x106 

(Eq.2) /0.8* B/0.85# C x 0.1 C x 0.25 C x 0.12 C + D + E -
F 

Iraq (Total) 14.889 303.317 356.844 35.684 8.921 42.821 358.628 

1. Al-Anbār 0.692 14.097 16.585 1.658 0.415 1.990 16.668 

2. Al-
Baṣrah [Basra] 

1.136 23.143 27.227 2.723 0.681 3.267 27.363 

3. Al-Muthannā 0.318 6.478 7.621 0.762 0.191 0.915 7.659 

4. Al-Qādisiyah 0.504 10.267 12.079 1.208 0.302 1.449 12.139 

5. An-Najaf 0.575 11.714 13.781 1.378 0.345 1.654 13.850 

6. Arbīl [Erbil] 0.724 14.749 17.352 1.735 0.434 2.082 17.439 

7. As-
Sulaymāniyah 

0.802 16.338 19.221 1.922 0.481 2.307 19.317 

8. Bābil [Babylon] 0.807 16.440 19.341 1.934 0.484 2.321 19.438 

9. Baghdād 3.174 64.660 76.071 7.607 1.902 9.128 76.451 

10. Dahūk [Dohuk] 0.505 10.288 12.104 1.210 0.303 1.452 12.164 

11. Dhi-
Qar  [Theqar] 

0.818 16.664 19.605 1.960 0.490 2.353 19.703 

12. Diyālā 0.639 13.018 15.315 1.532 0.383 1.838 15.392 

13. Ḥalabjah 
[Halabja] 

0.043 0.876 1.031 0.103 0.026 0.124 1.036 

14. Karbalā'            
[Karbala] 

0.476 9.697 11.408 1.141 0.285 1.369 11.465 

15. Kirkūk 0.624 12.712 14.955 1.496 0.374 1.795 15.030 

16. Maysān 0.435 8.862 10.426 1.043 0.261 1.251 10.478 

17. Nīnawā 
[Nineveh] 

1.457 29.682 34.920 3.492 0.873 4.190 35.095 

18. Ṣalāḥ ad-
Dīn [Saladin] 

0.623 12.692 14.932 1.493 0.373 1.792 15.006 

19. Wasiṭ 0.539 10.980 12.918 1.292 0.323 1.550 12.982 

* Efficiency of waste collection and compaction, # Density of compacted solid waste
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Table 3 Estimated landfills area according to methods (I) and land depletion ratio [By author] 

Area 

Name 

A B C D E F J 
The 

Whole 
Land 
Area 
(km²) 

Estimated 
Landfills 
Volume 
Method 
(I) Ci (m3)  

x106 

Estimated 
Landfills 
Area (Ai) 
Method 
(I) (m2) 

x106 

Total Est. 
Landfills 

Area (AT) # 
Method   
(I) (m2)    

x106 

Total Est. 
Landfills 
Area (AT) 

(km2)    

Land 
Depletion 
Ratio Dew 
to Landfills 

After 15 
years (%) 

Land 
Depletion 
Ratio Dew 
to Landfills 
After 100 
years (%)     

Table (2) Table (3) B/10* C x 1.15 D/106 (D/A)x100 Recalculat 
e 

Iraq (Total) 435,050 358.628 35.863 41.242 41.242 0.009 1.4 

1. Al-Anbār 135,000 16.668 1.667 1.917 1.917 0.001 0.2 

2. Al-Baṣrah [Basra] 19,070 27.363 2.736 3.147 3.147 0.017 2.4 

3. Al-Muthannā 51,740 7.659 0.766 0.881 0.881 0.002 0.2 

4. Al-Qādisiyah 8,150 12.139 1.214 1.396 1.396 0.017 2.5 

5. An-Najaf 28,820 13.850 1.385 1.593 1.593 0.006 0.8 

6. Arbīl [Erbil] 12,000 17.439 1.744 2.005 2.005 0.017 2.4 

7. As-Sulaymāniyah 20,000 19.317 1.932 2.221 2.221 0.011 1.6 

8. Bābil [Babylon] 5,800 19.438 1.944 2.235 2.235 0.039 5.5 

9. Baghdād 5,200 76.451 7.645 8.792 8.792 0.169 24.3 

10. Dahūk [Dohuk] 10,000 12.164 1.216 1.399 1.399 0.014 2.0 

11. Dhī Qār [Theqar] 12,900 19.703 1.970 2.266 2.266 0.018 2.5 

12. Diyālā 14,700 15.392 1.539 1.770 1.770 0.012 1.7 

13. Ḥalabjah [Halabja] 880 1.036 0.104 0.119 0.119 0.014 1.9 

14. Karbalā' [Karbala] 5,030 11.465 1.147 1.318 1.318 0.026 3.8 

15. Kirkūk 10,500 15.030 1.503 1.728 1.728 0.016 2.4 

16. Maysān 16,070 10.478 1.048 1.205 1.205 0.007 1.1 

17. Nīnawā [Nineveh] 36,700 35.095 3.510 4.036 4.036 0.011 1.6 

18. Ṣalāḥ ad-
Dīn [Saladin] 

26,000 15.006 1.501 1.726 1.726 0.007 1.0 

19. Wasiṭ 17,150 12.982 1.298 1.493 1.493 0.009 1.3 

* Landfills considered 10 m depth, # including landfills infrastructure [17, 18]

8. Volume of landfill most likely will be shrink within 10 years due to the settlement 
and biodegradation of waste then shrink factor m = 0.10 for biodegradable waste 
while it will be less than 0.05 for inert and incinerated wastes. 

9. Efficiency of waste collection and compaction through the landfill life time will 
be considered as 80%.
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Fig. 6 Population annual growth rate in Iraq [21]

10. Degradation and settlement factor (m) will be considered as 0.12 instead of 0.1, 
because of the hot weather in Iraq, which leads to higher degradation rate. 

2.9 Analysis of Estimated Areas Used for Existing 
and Future Landfills in Iraq 

When reviewing the results that were reached in Table 3, one can imagine the size of 
the big problem that results from the huge areas that can be depleted due to the waste 
dumping and sanitary landfill. Table 3 and Figs. 7 and 8 shows that, the percentage 
of depleted lands versus whole land areas are proportional to the populations and 
inversely to the total area of each governorate. The tables and drawings clearly show 
that the governorates with small areas and high population are more vulnerable to 
land depletion due to waste dumps such as Baghdad, Basra and Nineveh. Whereas 
in the governorates with large areas, the percentage of land depletion relative to the 
total areas is small, as in Anbar, Muthanna, Najaf and Sulaymania. Likewise, in Table 
3 and Fig. 8, the frightening increase of lands that will be depleted in the long run, 
as the figure shows depletion after 15 and 100 years, as the high percentage appears 
clearly in cities with high populations, such as Baghdad, Babylon, Basra, Qadisiyah, 
Karbala and Erbil.
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Fig. 7 Population and related land depletion dew to solid waste landfilling in Iraqi Provinces [By 
author] 
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Fig. 8 Short term and long term land depletion ratios of Iraqi Provinces (%) [By author] 

2.10 Landfills Impacts 

As a result of landfilling, whether sanitary or random dumping, in addition to the 
depletion of land, many environmental, health and social impacts result, the most 
important of which are briefly mentioned below. Extensive academic studies and 
research detail the various environmental and health impacts of random dumpsites
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and sanitary landfills [22, 17]. There is no room for details here, but the most important 
pollutants, sources, and environmental and health impacts will be presented. 

The main sources of emissions released from landfills and related activities are: 

1. Heavy equipment and trucks that collect waste and transport it to landfill sites is 
an important source of pollution and noise. 

2. The equipment that digs, receives, distributes and compresses waste in the landfill 
and backfills it with soil is also another source of dust, pollution and noise. 

3. Waste and dust flying off due to the winds are a source for spreading many 
pollutants to the neighboring areas. 

4. The gases released from the decomposition of waste in the landfill and its burning 
in some cases is a dangerous source of toxic and suffocating gases such as 
methane, ethane, ammonia, sulfur dioxide, carbon dioxide, dioxin, trace metals 
and other dangerous pollutants. 

5. The leachate released from the waste is an important source of dangerous 
pollutants that may cause contamination of groundwater and surface water. 

6. Complex chemicals that may be released from waste in the form of solid and 
liquid substances that lead to soil pollution and spoilage in terms of germination 
capacity and degradation of fertility. 

7. Dumpsites can spoil landscapes, archaeological and heritage sites, and this is 
in addition to the depletion of a huge amount of usable land to turn into lands 
unsuitable for agriculture, housing and infrastructure. 

8. In the absence of proper systems for collecting gases generated from decompo-
sition of organic waste or poor performance of these systems due to the lack of 
programmed maintenance, the landfill is exposed to explosion or fire that may 
cause unforeseen disasters. 

9. The landfill can be a source of the spread of rodents, insects and harmful animals, 
which can cause the spread of dangerous diseases in the area, which may be 
cumulative and carcinogenic diseases that do not appear in the short term. 

It can be said that landfills are mainly designed to store and reduce the volume 
of waste, as this process results in many potential risks, including what results from 
the migration of polluted leachate, gases and odors generated from chemical reac-
tions and organic decomposition. Therefore, the environmental impacts of the many 
landfills located around the world cannot be ignored, as shown in Fig. 9.

Suppose local solid waste is disposed of in a landfill without prior treatment. 
In that case, it results in major emissions (leachate and biogas) largely due to the 
anaerobic biological processes that take place in it, and emissions develop and may 
increase during the landfill operation and for a long period, even after the landfill is 
closed. 

Residents, who live within 5–10 km from the landfill site, are at grave risk to their 
health. Hydrogen sulfide is the most dangerous gas in terms of rapid injury from 
other emitted gases and death from lung cancer, death, and hospitalization from 
respiratory diseases. When the landfill reaches its capacity, the waste is covered with 
a clay layer or another plastic shield, and all this does not prevent the mentioned 
dangers, especially in hot climates [24].
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Fig. 9 Major impacts of 
land filling [23]

3 Published Literature and Research Works on Landfilling 

Despite the development of solid waste management in a number of countries of the 
world, especially the developed industrial countries, sanitary and random landfills 
remained the prevailing method of waste management with the growing quantities 
of waste in most of the world and especially in developing countries [25]. With the 
negative effects of landfilling, the number of researchers in universities, academic 
institutions, and relevant departments is increasing in studying ways to dispose of 
waste at the lowest costs and minimize the environmental and health impacts. There-
fore, we find a huge number of books, surveying studies and research works on 
sanitary landfill, their types, and methods of design, implementation, and mainte-
nance, the environmental impacts of landfills in the short and long term, and the 
special cases for each country, according to the geographical nature and climate. 

4 Up-to-Date Technologies of Waste Management 
and Treatment 

According to European Legislation, the advanced approach to waste management 
based on principle “waste hierarchy” [26, 27] which introduce the order of the 
priorities of solid waste management, as mentioned before (Fig. 1). 

Waste minimization can be briefed as the process of reducing the amount of waste 
produced by a person or a society. Reuse, simply means using an item more than once. 
This includes traditional reuse where the item is used again for the same function or
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re-used for a new function [26]. An example of this is the use of aluminum recycled 
from soft drink cans for several times after throwing them in the waste either for 
cans again or other products. So as happens for plastic, iron, wood, paper and other 
valuable materials. ِ Another examples, waste concrete rejected from industry or 
demolition can be used after crashing as a base for roads or concrete aggregates. 

Recycling and composting are processes of material waste recovery. Recycling 
means obtaining substances from waste, as a secondary raw materials, and their 
utilization as a substitution of the primary raw materials. Composting can be briefed 
as a biochemical decomposition of organic substances found in the waste to produce 
different types of fertilizer [28]. 

Energy recovery technologies are widely used to reduce waste volume and 
energy recovery, but high attention should be paid to properly disposing of residues, 
discarded and discharged materials according to local environmental legislation, 
guidelines, or laws. 

Accurate and comprehensive waste management techniques, are in short, the 
processes of recovering and generating energy from waste in its various forms. Waste-
To-Energy (WTE) is nowadays one of the preferred methods for managing all waste 
in a sustainable manner [29, 30]. 

5 Conclusions 

1. The most important conclusion reached through this article is the clear and 
important fact: the landfilling of all kinds of waste inevitably leads to land 
depletion. 

2. Unfortunately, in Iraq, there is not yet good waste management, as in many other 
countries, as most Iraqi cities still adopt indiscriminate landfills, sanitary landfill, 
and indiscriminate burning to dispose of all kinds of waste. It should be noted 
that some individuals doing manual isolation of materials that can be reused such 
as woods, plastics, aluminum, copper, and iron scrap for their own benefit. 

3. The appropriate and accurate design of the landfill will inevitably lead to the 
successful operation of the landfill, regardless of the nature of the sites chosen. 

4. Choosing a landfill site is the essential and very important part of the design stage, 
and it can be considered the most important step in establishing a successful 
sanitary landfill in the short and long term. 

5. The study showed that the lands used for sanitary landfills will not be suit-
able for civil and urban activities for a long period of time, not to mention the 
environmental and health effects of those landfills. 

6. Using various methods to estimate the land needed by landfill operations, it was 
found that the depletion of land in Iraqi cities is clearly related to the population 
census and the land area of those cities. The results of this study confirmed that 
the city’s most depleting the land are the big cities such as Baghdad, Basra and 
Mosul. The results also indicate that about 25% of Baghdad’s land area will be 
depleted during the next 100 years.
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7. From the researcher’s point of view, converting waste into fertilizers, through 
aerobic fermentation techniques, may be the most suitable option for the Iraqi 
conditions, as Iraq is considered one of the arable countries and was historically 
called “the land of blackness”. In addition, Iraq has large reserves of oil and gas 
and it may be unfeasible to use the waste-to-energy (WTE) method, although it 
is considered one of the best ways, in many countries, to solve the problem of 
waste management in a sustainable manner, as mentioned above. 

6 Recommendations 

The author’s recommendations are twofold: 

1. It is directed to the Iraqi government agencies as well as in other developing coun-
tries, which are responsible for planning and waste management. They should 
give the utmost attention to waste management and not resort to sanitary or 
unsanitary landfills, which are easier and less expensive in the short term. But, 
in the same time, it will simply cause more depletion and destruction of lands, 
which is considered the most absolutely expensive in the short and long term. 

2. It is directed to universities and research institutions to direct more research and 
studies that help solve and simplify waste management systems of all kinds in 
Iraqi cities and cities of other developing countries. We also recommend using 
modern planning and monitoring systems using remote sensing and GIS systems 
to avoid burying waste in the lands, causing further depletion of the lands. 
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RUSLE Model in the Northwest Part 
of the Zagros Mountain Belt 

Arsalan Ahmed Othman, Ahmed K. Obaid, Varoujan K. Sissakian, 
Ahmed F. Al- Maamar, and Ahmed T. Shihab 

Abstract Besides several causes, the researchers believed that erosion is a vital 
reason of land degradation. Therefore, understanding the nature and type of land 
erosion processes will benefit many sectors of society in a concerned region. The 
current study estimated the mean annual loss of soil in Al-Khabur River Basin 
(KhRB) in the northwest side of the western Zagros Range (Kurdistan Region/ Iraq). 
KhRB  is  a main tributary  of  the Tigris River. We have used DEM-SRTM,  TRMM,  
the HWSD, and Landsat imagery having 30 m pixel resolution to apply the RUSLE 
model. We have calculated six factors, which are the factor of rainfall and runoff 
erosivity (R), the factor of soil erodibility (K), the factor of slope length (L), the 
factor of slope-steepness (S), the factor of cover and management (C), and the factor 
of support practice related to slope direction (P). Results of RUSLE show that the 
minimum and the maximum values of the annual soil losses were zero t−1. ha−1. 
y−1and ~ 3618 t−1. ha−1. y−1, respectively. The sum of the annual soil losses for the 
KhRB was 317,273,283.4 t−1. ha−1. y−1with an average ~75.79 t−1. ha−1. y−1. The
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southern and northeastern parts of the KhRB exhibit low and very low annual loss 
of soil (<10 t−1. ha−1. y−1), while the central and northern parts of the KhRB exhibit 
high and very high annual loss of soil (>10 t−1. ha−1. y−1). Around 19% of the KhRB 
holds very high value of the annual soil losses (>50 t−1. ha−1. y−1). The study has 
found that the main factors that dominate the annual soil losses in the KhRB are LS, 
derived from the slope gradient and flow accumulation, and R factor, which is related 
to the precipitation. The most vulnerable areas to soil erosion are rough terrain, steep 
inclines, heavy precipitation, and low plant cover. Implementing the RUSLE model 
and anticipating soil loss distribution in the KhRB will help in potential land use and 
watershed management in Iraq. 

Keywords RUSLE · Erosion · Iraq · Kurdistan Region 

Abbreviations 

ρ Reflectance 
C Cover and Management Factor 
CAS Chinese Academy of Sciences 
DEM Digital Elevation Model 
E Energy 
ENVI Environment for Visualizing Images 
EROS Earth Resources Observation and Science 
FA Flow Accumulation 
FAO Food and Agriculture Organization of the United Nations 
FLAASH Fast Line-of-Sight Atmospheric Analysis of Spectral Hypercubes 
HWSD Harmonized World Soil Database 
I30 30-Minute intensity 
IDW Inverse Distance Weighting 
ISRIC International Soil Reference and Information Centre 
IIASA International Institute for Applied Systems Analysis 
JAXA Japan Aerospace Exploration Agency 
JRC Joint Research Centre of the European Commission 
K Soil Erodibility Factor 
KhRB Al-Khabur River Basin 
L Slope Length factor 
LS Slope Length and Slope-Steepness Factor 
NDVI Normalized Difference Vegetation Index 
NetCDF Network Common Data Form 
OC Soil Organic Carbon 
OM Soil Organic Matter 
P Support Practice Factor Related to Slope Direction 
S Slope Steepness Factor 
SoL Soil Loss
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SRTM Shuttle Radar Topography Mission 
R Rainfall and Runoff Erosivity Factor 
R2 Coefficient of determination 
RUSLE Revised Universal Soil Loss Equation 
TRMM Tropical Rainfall Measuring Mission 
USGS United States Geological Survey 
USLE Universal Soil Loss Equation 
UTM Universal Transverse Mercator 
VC Vegetation Cover 

1 Introduction 

In the last decades, huge researches have been done to quantify and understand the 
relation between tectonics and erosion. These two competing forces (i.e., tectonic 
and erosion) build and lower the topography [1]. The erosion is an action that is 
motivated by tectonic forces through the process of mountains building, creating 
instability within the earth’s surface. Thus, erosion is redistributing masses from the 
higher to the lower altitudes ending with the achievement of the equilibrium state; 
however, not in all cases, equilibrium can be achieved; therefore, many slopes still 
suffer from stability problems. 

Erosion is a geomorphic and natural process forced directly by rainfall intensity [2] 
and causes land degradation, which is responsible for about 84% of land degradation 
worldwide [3, 4]. It has a serious impact on soil fertility, sustainable agriculture, 
quality of the water, efficiency of the reservoir, and environmental health of the 
aquatic system [5]. Soil erosion exhibits huge fluctuation spatially and temporally 
across the world. Principally, this is because of the fluctuations in rainfall, soil type, 
human impact, land cover, and physiography of the area [6]. Moreover, economic, 
social, institutional, and political factors impact the intensity of soil erosion [7]. The 
rate of erosion controlling the sustainable soil and management of the land use [2]. 
The durability of soil and the depth of soil horizons are correlated with the soil 
erosion amount [8]. 

The Iraqi Kurdistan Region is characterized by a prolonged dry season followed 
by a season of heavy rain [9–13]. This situation motivated the erosion process, which 
will be worse in the higher slope regions [14], as in the Kurdistan Region [9–11]. 
Understanding erosional processes in this region are of importance for soil conser-
vation. Thus, to deduce and evaluate the range and magnitude of soil erosion require 
quantitative estimation of the amount of soil loss to accomplish effective manage-
ment planning. Moreover, results from [15] show that the average of the siltation that 
comes from the upstream region of the Mosul Dam is ~780 tons km−2 year−1. There-
fore, there is an urgent need to investigate sediment yield in the upstream area of the 
Mosul Dam (i.e., Al-Khabur River Basin, as inside the Iraqi territory is concerned). 
This may be vital when considering the problems of cavities, which occur in the
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foundation of the Mosul Dam [12] and the recent earthquake activity in the nearby 
area [16]. Then, this investigation will be necessary to suggest mitigations and span 
life of the Mosul Dam, where Mosul Dam, which impounds the Tigris River, suffers 
from different problems, is siltation [17]. 

Soil degradation has been determined as a critical problem regionally, locally, 
and globally [18, 19], which give on to thinking seriously about soil fertility as the 
main resource of food security to sustain mankind. Therefore, an investigation of the 
soil erosion by water and is wind very important to define the essential threat of soil 
[20]. In the last century, estimation has shown that ~56% of the global land has been 
deteriorated, and ~40% exploited for agricultural activity [21, 22]. 

Two well-known models allow the use of data for fluctuating accuracy. Regardless 
of their multiple insufficiencies, weaknesses, and limitations, the USLE suggested 
by [23] and the RUSLE by [24]; up to the present time they are the most considerably 
used models of erosion [25, 26]. 

2 Case Study 

The area of interest is the fifth-order KhRB located between the coordinates 
36°55'28"–37°47'01"N latitudes and 42°34'44"–43°29'5"E longitudes, along the 
border between Iraq and Turkey. It encompasses an area of 3500 km2 includes the 
Zakho city and Sarsing and Batufa towns (Fig. 1). Al-Khabur River and its tributaries 
store significant precipitation and feed the Mosul Reservoir to the southwest.

The KhRB suffers from considerable seasonal differences in rainfall, evapora-
tion, and temperature. It experiencing dry summer and rainy winter. Data from the 
Zakho meteorological station (2002–2007) shows that about 586 mm falls, yearly. It 
occurs between October and May. The maximum average monthly rainfall having an 
average amount of 134.3 mm, occurs in January. July’s maximum average monthly 
evaporation rate is recorded (354.7 mm). The monthly average temperature varies 
from 8.47 °C to 33.96 °C in January and July, respectively. The maximum monthly 
temperature in average of 41.31 °C was registered in July and the minimum average 
monthly temperature was measured in January (4.17 °C; Fig. 2).

3 Methodology 

3.1 Data and Software 

We mosaicked four scenes of DEM collected by SRTM, having 1 arc-second global 
(~30 m) resolution [28]. The use of SRTM allows multiple dataset comparisons 
through geocoding (orthorectification) [12]. The neighborhood resampling method 
was used to resample the DEM after the reprojection to UTM coordinate system.
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Fig. 1 Location of the KhRB

Fig. 2 The variation in climate parameters (rainfall, evaporation, temperature in the Zakho 
meteorological station collected from 2002 to 2007 [27]
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The DEM is utilized to calculate the slope gradient, FA, and drainage network. The 
drainage network is delineated within TecDEM 2.2, a MATLAB based toolbox. 
Besides the stream order and delineating the catchment area, TecDEM can extract 
the geomorphological indices [29–31]. 

We used 3B43-V7 of the TRMM data to prepare the precipitation map of the 
KhRB. The TRMM [32] was a shared space project between NASA and the JAXA. 
TRMM (3B43-V7) collects monthly rainfall with a 0.25° × 0.25° resolution [33]. 

The HWSD is the outcome of a collaboration between the FAO, CAS, IIASA, 
ISRIC, and JRC. The HWSD [34] is used to prepare K factor. Its pixel size is 30 
arc-second (~1 km). We resampled all spatial resolutions of each input raster to be 
30 m. 

Landsat image having a spatial resolution of 30 m, acquired on August 26, 2019, 
from the USGS is obtained without any charge from the EROS center. We selected 
one scene with excellent quality and less than 12.5% cloud cover for this study. These 
Landsat imageries (Level 1 T format) used in this research are geo-referenced and 
orthorectified. The KhRB is located in the Zone 38 N. All input parameters are of 
UTM projection and WGS 1984 datum. 

We have used GIS and remote sensing to perform the RUSLE model by estimating 
the soil erosion process in KhRB due to their capability to deal with enormous data 
from different sources [35]. All GIS functions (e.g., slope, interpolation, convert 
TRMM “NetCDF” to tiff extension, map algebra, and built base map, and final 
maps) were conducted using ArcGIS 10.6 [36]. Landsat data were processed using 
ENVI software for data processing (data preparation, Boolean algebra, radiometric 
calibration, and unsupervised classification (NDVI). Finally, statistical processes 
were made applying the Rstodio scripts. 

3.2 RUSLE Model Description 

The RUSLE has been broadly utilized to assess the yearly SoL [37, 38]. It is one 
of the robust, efficient, and simple models that addresses erosion problems through 
inserting the improved methods for calculating the soil erosion factors [37, 39]. The 
RUSLE is calculated by Eq. 1 [24]: 

AE = R.K .LS.C.P (1) 

where, AE is the actual erosion (yearly rate of the SoL (t−1. ha−1. y−1)), R is rainfall 
erosivity factor (MJ. mm. ha−1. ha−1. y−1), K is the soil erodibility factor (MJ. mm. 
ha−1. ha−1. y−1). LS is the slope length and slope-steepness factor (dimensionless). 
C is the cover management factor (dimensionless) and P is the support practice 
factor (dimensionless). The used data are obtained from various resolutions and 
sources within raster formats. The SoL and its parameters were estimated utilizing



RUSLE Model in the Northwest Part of the Zagros Mountain Belt 293

raster formats within a GIS environment. The adapted methodology is explained as 
follows. 

3.2.1 Rainfall and Runoff Erosivity I Factor 

The R factor indicates the ability of precipitation to induce soil erosion [40]. Detailed 
and continuous rainfall data is needed to assess the R factor [23, 38]. The R factor 
quantifies the influence of the precipitation on soil erosion [41] as there is a direct 
relationship between precipitation and soil detachment [42]. 

This chapter used annual mean rainfall (mm) of the TRMM to investigate the 
R factor. Until now, the TRMM is the most satellite data of the precipitation 
applied to estimate the R factor; because of its appropriated spatial and temporal 
resolution compared with other satellite-borne data [43]. Therefore, we computed 
the annual rainfall mean applying the TRMM 3B43-V7 data collected monthly 
between September 2002 and August 2017. Thirty cells have been appointed covering 
the KhRB areas. These pixels have been converted to vector (points), thereafter, 
interpolated applying an IDW technique obtaining continuous coverage. 

Several investigations have been tried to estimate the precipitation erosivity 
factor using long-term data. [44] suggested an Eq. (2) to calculate the precipita-
tion erosivity depends on the linear relationships between the annual precipitation 
and the computed E of the storm multiplied by its maximum I30 for Damodar valley 
area [45]. 

R = 81.5 + 0.38PA (2) 

where the R is the runoff erosivity factor in MJ. Mm. ha−1. Ha−1. Y−1 and PA is the 
average annual precipitation in mm. 

3.2.2 Soil Erodibility (K) Factor 

Water-borne erosion has different influences on various types of soil. The K factor is 
described as the potential soil sensitivity to the erosion caused by precipitation and 
runoff [43, 46]. Wide ranges of chemical and physical properties of soil affect soil 
susceptibility, all should be considered when applying the RUSLE equation. These 
properties of the soil could be determined quantitatively at laboratories [47]. K factor 
depends mostly on soil texture and the OM, which has an inverse relationship with 
the soil erodibility. Increasing OM reduces soil susceptibility to detachment [48]. 
The soil texture information within the HWSD dataset were used to compute the 
OM in a certain region. Table 1 [49] was used to compute the K- factors. According 
to [50], we converted the K factor in Table 1 from US Customary to S1 Units by 
multiplying the K factor by 0.131.
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Table 1 Estimating soil erodibility (k) based on the content of the soil texture and organic material 
(modified after [49]) 

Textural class Soil Composition % Mean K (based on 
% organic material) 

Sand Silt Clay < 2% ≥ 2% 

Clay 0–45 0–40 40–100 0.03144 0.02751 

Sandy clay 45–65 0–20 35–55 0.0262 0.0262 

Silty clay 0–20 40–60 40–60 0.03537 0.03406 

Sand 86–100 0–14 0–10 0.00393 0.00131 

Sandy loam 50–7– 0–50 0–20 0.01834 0.01572 

Clay loam 20–45 15–52 27–40 0.04323 0.03668 

Loam 23–52 28–50 7–27 0.04454 0.03406 

Loamy sand 70–86 0–30 0–15 0.00655 0.00524 

Sandy clay loam 45–80 0–28 20–35 0.0262 0.0262 

Silty clay loam 0–20 40–73 27–40 0.04585 0.0393 

Silt 0–20 88–100 0–12 0.05371 0.04847 

Silty loam 20–50 74–88 0–27 0.05371 0.04847 

[51] concluded that the OM includes 58% of carbon; therefore, the common factor 
has been estimated by applying the factor of 1.724, to the OC content (Eq. 3). 

OM  = 1.724 ∗ OC (3) 

3.2.3 Slope Length and Slope-Steepness Factor (LS) 

The LS factor reflects the vulnerability of erosion in soil to local topography. It is 
used to determine a landscape with different topography relief. It is represented by 
the combination of L and S factors and classified as the most difficult factors of the 
RUSLE [52, 53]. Several techniques have been suggested to estimate LS factor, such 
as [6, 23, 48, 54–57], which are summarized by [43]. We have used the L factor 
equation suggested by [54], according to the Eqs. (4–6). 

We created the LS factor using the slope map (in percent) and the FA. We classified 
the slope catchment into four groups, which are < 1%, 1% –3%, 3% –5%, and ≥ 5% 
using ArcGIS. 

L = ( 
λ 

22.12848 
)m (4)
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m = 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

0.2θ <  1% 
0.31% ≤ θ <  3% 
0.43% ≤ θ <  5% 

0.5θ ≥ 5% 

(5) 

λ = FA ∗ Ps (6) 

where L is normalized to the amount of the soil erosion on the slope length of 
22.12848 m, λ is the L, FA is flow accumulation, Ps is the pixel size of DEM, m is 
a variable length-slope exponent, and θ represents the slope in percent. 

We calculated the S factor by classifying the slope gradient (in percent) of the 
KhRB into three classes, less than 9%, 9% –18%, and greater than or equal to 18% 
(Eq. 7). We used Eq. (8) to estimate the LS factor. 

S = 

⎧ 
⎨ 

⎩ 

10.8.sinθ + 0.03θ <  9% 
16.8.sinθ − 0.059% ≤ θ <  18% 

21.9.sinθ − 0.96θ ≥ 18% 
(7) 

LS  = L ∗ S (8) 

where S represents the slope-steepness factor, θ represents the slope in percent, and 
LS  represents the slope length and slope-steepness factor [58]. 

3.2.4 Cover and Management Factor (C) 

The C factor is a significant dimensionless factor in the RUSLE model. It refers to 
the soil erosion amount associated with the VC. Therefore, the estimation of the VC 
is recognized as the most responsible aspect for evaluating the C factor [59]. 

In this research, we have used NDVI to characterize the C factor. To do that, the 
radiometric and atmospheric corrections were performed by applying the FLAASH 
model. The FLAASH model depends on a MODTRAN4 method to reduce the 
molecular absorption and particulate scattering, absorption, and adjacency effects 
to retrieve reflectance (at-surface) values (ρ) [60, 61]. We used the FLAASH model 
[62] to obtain the surface reflectance by performing Eq. (9). 

ρ = π ∗ Lλ ∗ D2 ∗ 
( 
Esun,λ ∗ cos(θ ) 

/0−1 
(9) 

where Lλ-the radiance (at sensor), DN-the data digital number, ρ-the reflectance 
(from 0 to 1), D- sun-earth distance, θ- the solar zenith angle and Esun,λ- the  solar  
spectral irradiance. 

We computed the NDVI [63] after the converted DN of Landsat OLI imagery to ρ 
(Eq. 10). Then, the NDVI was applied to estimate the C factor by employing Eq. 11
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[64–66]. 

NDV  I  = 
N I  R  − Red 
N I  R  + Red 

(10) 

where Red and N I  R  of the Landsat-8 OLI are the reflectance of the interval 0.636 μm
-0.673 μm (band 4) and the interval 0.851 μm -0.879 μm (band 5), respectively. 

C = Exp[−α ∗ NDV  I  

(β − NDV  I  )
] (11) 

where α, β are constants, which define the shape of the NDVI–C curve. We considered 
α, β to be equal to 2 and 1, respectively [64, 65]. 

3.2.5 Support Practice Factor Related to Slope Direction (P) 

This factor represents the proportion of the SoL by a specific support practice to the 
corresponding loss with up and downslope [6, 37]. Due to the rare field data of the 
conservation practices in Al-KhRB, we have used the modified Eq. (12) suggested 
by [67] to estimate the amount of the P factor. 

P = 0.2 + 0.003 ∗ θ (12) 

where, P is the Support practice factor, θ is the slope gradient in percent. By imple-
menting the [67] equation, the P factor of flat pixels (θ = 0) was found to be 0.2 (i.e., 
P = 0.2 + 0.008 * 0), and for the highest slope angle pixels (θ = 100) it was 1 (i.e., 
P = 0.2 + 0.008 * 100). 

For Using the natural breaks method, the RUSLE value model and its factors were 
divided into five groups (only the K factor was classified into three groups because 
the KhRB includes only three types of soil). The natural break method is one of the 
best used to classify the data within multi-ranges. It permits to decrease the within 
classes variance and maximizes the between classes variance [68]. Therefore, this 
method is helpful when the RUSLE and its factors histogram show distinct breaks. 

4 Estimation of RUSLE and Its Parameters 

4.1 R Factor 

We evaluated the appropriateness of TRMM data in the KhRB. We compared the in-
situ rainfall collected by the Zakho meteorological station and the corresponding pixel
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of the TRMM data. The rainfall data for sixty-two months were used, as measured 
between September 2002 and December 2007. A strong linear relationship has been 
shown in Fig. 3 between the monthly in-situ rainfall and TRMM dataset, where the 
R2 is 0.853, and the p-value is rejecting the null hypothesis. Rainfall ranges between 
562.85 mm yr−1 and 785 mm yr−1 for the southern and the northern parts of the 
KhRB, respectively. 

The amount of the R factor in the KhRB ranges between 2965.8 and 393 MJ. mm. 
ha−1. ha−1. y−1, while the mean value of the factor was 354 MJ. mm. ha−1. ha−1. 
y−1. Figure 4A shows the R factor map in the KhRB. The map is classified into five 
classes.

It is noted that the R factor in the southern part of the KhRB are lower than those 
in the northern part, where the area is mountainous.

Fig. 3 Comparison between the in-situ rainfall data Zakho meteorological station and the 
corresponding pixel of the TRMM data between September 2002- December 2007 
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Fig. 4 (A) R factor, and (B) K factor maps

Table 2 Soil type, soil texture, organic material content, and estimated K factor 

Soil type Texture class Sand % Silt % Clay % OC % OM K factor 

Lithosols Loam 43 34 23 1.4 2.4136 0.03406 

Calcic Xerosols Clay loam 40 37 23 0.56 0.96544 0.04323 

Chromic Vertisols Clay 16 29 55 0.75 1.293 0.03144 

4.2 K Factor 

The K factor map in the KhRB is shown in Fig. 4B. The minimum soil erodibility 
is 0.023 t·ha·h·ha−1·MJ−1·mm−1 in the southwestern part of the KhRB, while the 
maximum soil erodibility is 0.063 t·ha·h·ha−1·MJ−1·mm−1 in the northern and south-
eastern parts of the KhRB. Three soil groups are present in the study area: Lithosols, 
Calcic Xerosols, and Chromic Vertisols. The texture description and the K factor for 
these types of soils are presented in Table 2 and Fig. 4B. 

4.3 LS Factor 

Al-Khabur River Basin includes steep slopes where the highest slope is 77°, and the 
average slope is 17.5°. Almost all of the high slopes are located in the midstream 
and upstream of the KhRB. As a result of the differences in FA and slope gradient 
distribution, the LS factor ranges between 0 and 1619.6. The average value is 12.05, 
and a standard deviation is 12.74 (Fig. 5A). The KhRB, exhibited moderate LS factor
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Fig. 5 (A) the LS factor map, and (B) the C factor maps 

values, however these values drop to less than 10 in the areas near the downstream 
of the KhRB. 

4.4 C Factor 

We classified the values of the C factor range between 0.0 and 0.5999 (Fig. 5 B) and 
into five classes with frequency levels of 0.2, 0.28, 0.35, 0.45, 0.55, and 0.87. The 
VC value of the KhRB is < 10%, mainly existed in the southern part of the KhRB. 
Therefore, the very low (<0.1) values of the C factor (Fig. 5B) are dominant. On the 
other hand, the very high (>0.5) values of the C factor mostly exist in the central 
part of the KhRB. [69] stated that the regions with high C factor values, usually, are 
represented by exposed rocks, where the NDVI values are comparatively low. 

4.5 P Factor 

The values of the P factor in the KhRB range between 0 and 1 (Fig. 6 A). The low 
values of the P factor represent good conservation practice, whereas the high values 
represent poor conservation practice [38]. The P factor has been classified into five 
classes. The thresholds of these classes are 0, 0.12, 0.22, 0.35, 0.5, and 1. The high 
and very high (0.35–1) values of P factor mostly exist in the central part of the KhRB. 
Whereas the low and very low values (0–0.22) of the P factor mainly exist in the 
southern and northern parts of the KhRB (Fig. 6 A).
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Fig. 6 (A) the P factor map, and (B) the soil erosion map of the KhRB in t−1. ha−1. y−1 

4.6 Prediction of Soil Erosion 

We integrated the parameters of the RUSLE equation in ArcGIS for the estimation 
of the mean annual SoL in the KhRB (Fig. 6B). The SoL for each pixel has been 
computed (in t−1. ha−1. y−1) by multiplying all RUSLE parameters. Generally, it is 
difficult to validate spatial soil loss estimation [70]. Few researches have been done 
to assess the accuracy of the SoL estimation. Furthermore, according to [71], almost 
all offered results are outlet based, such as sediments deposited in the reservoirs or 
those load by rivers. The estimated average of the annual SoL in the KhRB was 11.16 
t−1. ha−1. y−1. The maximum and minimum annual SoL were 0 t−1. ha−1. y−1 and 
3617.6 t−1. ha−1. y−1, respectively. The sum of the annual SoL was 31,237,283.358 
t−1. ha−1. y−1. The low and very low (<10 t−1. ha−1. y−1) values of the annual SoL 
mainly exist in the southern and northeastern of the KhRB. The high and very high 
(>10 t−1. ha−1. y−1) values of the annual SoL mainly exist in the central and northern 
zones of the KhRB (Fig. 6 B). Less than 6.19% of the KhRB suffers from very high 
annual SoL (>50 t−1. ha−1. y−1). In fact, the main factor that controls the annual 
SoL is the LS factor, which means that the main proxy is the slope gradient [14] 
(Fig. 5A). The second factor affecting the annual SoL is the R factor related to the 
precipitation (Fig. 4A). Therefore, the annual SoL values are increased in rugged 
areas in the central and northern zones of the KhRB. 

The suggested dams might be influenced by siltation from the upstream areas 
leading to decreased planned life. The suggested check dams will prolong the lives 
of proposed dams (Fig. 7) and increase the Mosul dam’s useful life to the southwest 
of the KhRB. [72] have performed a study to select suitable dam sites in the KhRB. 
These dam sites will be affected by sediment accumulation from the upstream where 
there is no dam constructed. We suggested a dam site to reduce the SoL in the
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Fig. 7 Suggested dam sites in the KhRB (after [72])

upstream area (Fig. 8). Annually, this check dam will reduce ~80.53% of the total 
amounts of the annual SoL in the KhRB. The suggested check dam will definitely 
reduce the planned age of the selected dams’ numbers 1 and 11(Fig. 7), in addition 
to the Mosul dam. Thus, the RUSLE model application results will help in the dam’s 
conservation and developing methods to reduce soil erosion in this area. 

5 Conclusions 

This chapter is a robust example of integrating remote sensing imageries and GIS for 
the prediction of erosion in soils and degradation in lands. We selected the KhRB, 
that is one of the Tigris River tributaries to compute the RUSLE equation aiming to 
estimate the amount of the annual SoL. For the RUSLE model production, several 
parameters have been used: Factor of R, factor of K, factor of L, factor of S, factor 
of C, and factor of P. Results show that the average of the annual SoL within the 
KhRB was ~11.16 t−1. ha−1. y−1. The most influential factors to increase the soil 
loss are LS and C. These factors represent a vital and dominant role in showing the 
distribution pattern of the soil erosion areas, particularly those highly affected by 
the soil erosion. The minimum rate of the soil erosion values is concentrated in the 
southern and northeastern zones of the KhRB, while the maximum rate of the soil 
erosion values is located in the central and northern zones of the KhRB, which shows 
a clear correlation with the areas of steep and rugged topography and the increase of 
annual rainfall in addition to the areas with decreased VC values. There is an area 
with higher elevation, higher LS factor and higher precipitation; this area is more 
vulnerable to the soil erosion. The implementation of the RUSLE equation and the
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Fig. 8 Suggested dam for the upstream area of the KhRB; note the dam’s location and the depth 
of the valley that serve dam construction

prediction of the SoL map are fundamental steps in the management and perspective 
for sustainable land use of watersheds. 

6 Recommendations 

The acquired valuable and significant data from this study, encourage further studies 
to ensure the safety of the existing dams in Iraq. First, as the siltation problem is 
concerned, we recommended studying the annual SoL that will reach the planned 
dams in Iraq (which were recommended by the previous works) to secure their 
construction efficiency for the future. The future studies might include preparing 
a study to measure the total amount of the siltation that will affect dams’ planned 
life and accordingly to select the most suitable locations for dams. To maintain the 
Mosul Dam’s safety, we highly recommend studying the annual SoL within the 
Tigris River, apart from the current study considering the limits of the basin starting 
from the last constructed embankment on the river within Turkey. However, it is 
worth estimating the annual SoL for the big reservoirs in Iraq, where most of the 
existing dams were built more than 40 years ago. The annual SoL in the Greater 
Zab River and the Lower Zab River downstream from Dukan Dam is important to 
be investigated to keep the safety of Samarra Dam that is constructed on the Tigris
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River downstream from the merging point of both mentioned rivers with the Tigris 
River. In addition, estimating the annual SoL in the Lower Zab, Sirwan (Diyala), and 
Euphrates rivers in order to keep the safety of Dukan, Derbendikhan and Himreen, 
and Hadith, dams, respectively. The same study will enhance the performance of 
the constructed barrages on the Tigris and Euphrates rivers, such as Kut Barrage, 
and Al-Hindiya Barrage, both barrages exist on the southern parts of the Tigris and 
Euphrates rivers. 
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Changes in the Water Quality of Large 
Rivers in the Asian Part of Russia 
from the Standpoint of Achieving 
Sustainable Development Goals 

Alesya O. Danilenko, Lyudmila S. Kosmenko, Olga S. Reshetnyak, 
Maria Yu. Kondakova, and Mikhail M. Trofimchuk 

Abstract Among other Sustainable Development Goals (SDGs) for the period till 
2030, a special position belongs to Goal 6: provision of presence and rational use 
of water resources and sanitation for all. Its priority objective 6.3 is: “By 2030, [to] 
improve water quality by reducing pollution”. This can be monitored by gathering 
different countries’ reports on various indicators, including Indicator 6.3.2: “Share of 
natural clean water bodies”. These responsibilities are entrusted to the UN Environ-
mental Programme (UNEP). At present, the record of this indicator is not assigned 
to any office in the Russian Federation. As a result, despite a well-developed surface 
water pollution national monitoring system that includes more than 1,800 moni-
toring stations located at practically 1,200 water bodies, Russia is not taking part in 
the global data gathering regarding Indicator SDG 6.3.2. This research is the first 
one to adapt the application of Indicator SDG 6.3.2 in the Russian approaches to the 
quality evaluation of surface waters. We have studied the interim tendencies in water 
quality in the large rivers of the Asian part of Russia applying Indicator SDG 6.3.2 
methodology. The primary objective was to choose the so-called target values char-
acterizing good water quality. In Level 1 evaluation, we used national water quality 
standards, those recommended by UNEP, and individual target values for each region 
under discussion. The obtained results speak for the high informational content of
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Level 1 evaluation based on systemic integral indicators (acidity, salinity, oxygena-
tion and biogene content). Meanwhile, the national evaluations (Level 2 evaluations) 
serve as an effective test instrument enabling not just to reveal the fact of “not good” 
state, but also its reasons. 

Keywords Sustainable development goals · Target values ·Water quality · Large 
rivers · UNEP · Asian part of Russia 

1 Introduction 

One of the priority problems of today in the conservation of the environment and 
sustainable development of territories is adequate evaluation of the state of water 
resources, water quality variability and ecological state of aquatic ecosystems with 
account taken of the peculiarities of their functioning, as well as detecting the possible 
consequences of harmful external effects. The state of the natural ecosystems of any 
region is of paramount importance for the territory’s sustainable environmental and 
economic development. In September 2015, during the session of the UN Summit, 
enacted were 17 basic Sustainable Development Goals aimed at optimum utilization 
of limited resources and application of environment-oriented saving technologies, 
preservation of the stability of social and cultural systems, provision of integrity 
of biological and physical natural systems. Implementation of these goals should 
improve the quality of people’s lives and the “recovery” of the planet [1]. 

In accordance with the adopted UN Declarations, water is a resource that is making 
a basis of human life and activities [2]. Earth freshwater resources are limited, and the 
questions of their preservation and purity have been lately especially acute. Hence 
evaluation and forecast for the surface water quality changes are basic elements 
of efficient management of water resources. To prevent aquatic ecosystems from 
degradation, stabilize the ecological situation, improve the quality of water resources, 
water economy politics and water resources management should be based upon 
unbiased information on the quality of the surface waters. 

Water quality improvement is mentioned in SDG 6.3, which reads: “By 2030, [to] 
improve water quality by reducing pollution, eliminating dumping and minimizing 
release of hazardous chemicals and materials, halving the proportion of untreated 
wastewater and substantially increasing recycling and safe reuse globally” [3]. To 
evaluate the effectiveness of the measures aimed at water quality improvement in 
the countries much different in their monitoring programs, Indicator SDG 6.3.2 was 
developed. The central success element of this indicator application is a balance in 
comparing values at the global level and the national level. This is attained through 
obligatory measurements of the basic standard components (Level 1) at sufficient 
flexibility of methodology towards national and local conditions (Level 2) [3]. 

Record of Indicator SDG 6.3.2 is not yet assigned to any office in the Russian 
Federation. At the same time, the comparability of national water quality evaluations 
to global ones has always been relevant. We have compared approaches applied in the



Changes in the Water Quality of Large Rivers in the Asian … 309

Russian Federation to those proposed by the United Nations Environment Program 
(UNEP), and the results of different evaluation systems using the example of the 
outlets of the largest rivers of the Asian part of Russia. 

1.1 Global and National Approaches to Water Quality 
Evaluation Within the Context of Sustainable 
Development Goals Achievement 

As recommended by UNEP, while evaluating water quality (Level 1 monitoring data) 
used are, the simple properties of water characterizing its mineralization, acidity, 
the content of dissolved oxygen and biogenic substances—nitrogen and phosphorus 
compounds [4]. In most cases, this evaluation fails to reveal all the peculiarities of the 
qualitative composition of surface waters and their pollution. However, these rela-
tively simple characteristics might be measured directly in the field and are used by the 
monitoring schemes in most countries. This provides a possibility to compare eval-
uations obtained in various regions differing in their natural and climatic conditions 
and the nature of the human-induced impact. 

The water quality dynamics in the large rivers of the Asian part of Russia, 
according to the Level 1 monitoring data, will be viewed in detail in Sect. 3. On  
the other hand, Level 1 is limited in the volume of information; hence, providing 
positive data fails to reflect all freshwater quality indicators. Level 2 gets beyond 
this and enables different countries to apply while evaluating water quality, national 
approaches, methods and indices. Level 2 is required due to heterogeneity of the 
chemical composition of water bodies located at various territories both within one 
country and in different countries [3]. The distribution of chemical elements in natural 
waters is defined by the type of the natural system, elemental properties and generally 
complies with the basic geochemical regularities [5]. 

Currently, a content of more than 1,300 compounds is considered a norm in the 
water medium. No analysis of such a great number of chemicals is possible: it would 
be too wasteful, expensive and long. Besides, water quality evaluation involving 
a large number of ingredients causes definite difficulties linked with the need to 
consider significant number groups. These difficulties can be overcome by a complex 
evaluation in which the outcome indicator is a scalar value functionally associated 
with quite a number of values of the ingredients under consideration [6]. 

Countries with developed monitoring programs pay much attention to creating and 
applying those integral evaluations indicating a high formalization degree (see Fig. 1). 
These countries aggregate hydro chemical information using various techniques in 
observed and relative indicators [6–9].

Since the 1980s the Soviet Union (later the Russian Federation), in official water 
quality evaluations, has used indicators developed by Hydrochemical Institute (water 
pollution index or WPI and later DCWPI) and Ministry of Natural Resources and
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Fig. 1 Integral water quality indicators (from [7] with additions and modifications)

Ecology of the RF (chemical contamination index or CCI-10; is only used to reveal 
environmental disaster areas and zones of ecological disorders). 

Calculations of these criteria are based upon the measured concentration to stan-
dard value ratio. These indices are calculated upon a fixed number of indicators. 
Thus, DCWPI is calculated upon 15 indicators, CCI upon 10, and WPI upon 6. Stan-
dard are the maximum allowable concentrations (MAC) of hazardous substances 
for commercial fishery waters, drinking and household waters or cultural and social 
waters [9–11]. For DCWPI, the complexity of evaluations can also be reached by way 
of taking into account both the repeatability and the frequency of MAC exceedance 
[12]. The obligatory list of indices can be seen in Table 1.

The Federal Service on Hydrometeorology and Monitoring of the Environment 
(Rosgidromet) currently uses DCWPI as the principal index for water quality eval-
uations. Hydrochemical Institute (a research institution referred to Rosgidromet) 
annually publishes information on the level of pollution in the surface waters of the 
Russian Federation. 

The water quality classification made up based on DCWPI values, permits to 
subdivide surface waters into 5 classes depending on the level of their contamina-
tion rate [12]: Class 1–process water; Class 2–slightly polluted; Class 3–polluted or 
highly polluted; Class 4—dirty or highly dirty; Class 5—extremely dirty. In national 
evaluations, water quality dynamics in the large rivers of the Asian part of Russia is 
considered Sect. 3 (Results).
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Table 1 Water quality indicators used in the Russian Federation to evaluate water quality, and the 
reasons of their inclusion in the evaluation 

Group of parameters Parameter Reason for inclusion in the 
complex evaluation 

1. Oxygen (oxygenation) Water oxygen Oxygen deficiency level 

Biochemical oxygen demand in 
5 days  

Organic pollution level 

Chemical oxygen demand 

2. Contaminants Phenols Organic pollutants 

Oil derivatives 

3. Nitrogen Nitrite ions Nutrient pollution level 

Nitrite ions 

Ammonium ion 

4. Metals Total ferrum Biologically active double 
genesis substancesCopper compounds 

Zinc compounds 

Nickel compounds 

Manganese compounds 

5. Salinity Chlorides Water salinity level. Help 
characterize the water bodySulfates

2 Materials and Methods 

The principal question in the use of the Level 1 monitoring data in the evaluation of 
surface waters quality is a choice of a border whose violation may signify transition 
from good quality to bad quality. In terms of indicator SDG 6.3.2, a border of the 
kind is named “target value” (TV). Target values are specific for each water quality 
parameter; they define concentrations that promote the preservation of ecosystems 
or their return to the natural or close-to-natural state [3, 13]. 

Firstly, national water quality standards may be used as such borders. In the 
Russian Federation, MAC for commercial fishery waters are the most stringent water 
quality standards. One of the basic objections in applying joint Russian MAC stan-
dards (national water quality standards) is the failure to consider the natural climatic 
peculiarities of formation of the chemical composition and quality of water in large 
river basins. For example, northern rivers are much less mineralized against southern 
rivers, containing less biogenic substances. 

Secondly, UNEP recommended target values may also be applied. These were 
defined on the basis of the analysis of the data collected from a large number of 
objects, yet mainly on the territory of Europe. Still, due to significant differences in 
the natural factors of formation of the Asian rivers of the Arctic Ocean basin and 
European rivers, these borders might fail to objectively show a transition from bad 
state to good state and the other way round.
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Thirdly (and this seems most reasonable and environmentally appropriate), indi-
vidual target values may be defined for each stretch under discussion in each param-
eter supported by the information concerning the natural or initial state of water. The 
latter variant is rather rare due to the uncertainty of the methodology of defining such 
individual borders. 

In general, according to UNEP recommendations, standards may be both national 
and specific for each definite water body or its stretch. The more definite are the 
water quality standards, the better they reveal potential pollution problems [4]. This 
investigation demonstrates the results of evaluations of the surface waters quality 
dynamics based on the three approaches listed above. 

In the Russian Federation, Order of the Ministry of Agriculture No 552 dated 
13.12.2016 “Approval of Water Quality Standards for Commercial Fishery Water 
Bodies, Including Standards of Maximum Allowable Concentrations of Hazardous 
Substances in Commercial Fishery Water Bodies” [14] is a document defining the 
strictest water quality borders. Recommended MACs for commercial fishery water 
bodies defined by this document, are shown in Table 2. 

However, this Order does not contain all basic values for the evaluation of indi-
cator 6.3.2. Thus, it neither standardize salinity surface waters nor gives definite 
instructions concerning the borders of standard pH variability. These two indicators

Table 2 Target values for defining the water quality according to the national standards of the 
Russian Federation and UNEP recommendations 

Parameter group Source of target values 

National documents of the Russian 
Federation [14, 15] 

Based on GEMS/Water “Optional 
Target Value” [13] 

1. Oxygenation Dissolved oxygen 
>6,0 mg l−1 

% saturation 80–120% 
or dissolved oxygen >8,0 mg l−1 

2. Acidification pH 6,5–8,5 pH 6–9 

3. Salinity Mineralization 
1000 mg l−1 

Electrical conductivity 
500 µS cm−1 

4. Nitrogen N-NO3: 9000 µg N l−1 

N-NO2: 20  µg N l−1 

N-NH4: 400 µg N l−1 

Total nitrogen: 700 µg N l−1 

Oxidized nitrogen: 250 µg N l−1 

Or using Pan European WaterBase 
Data—40% percentile derived from 
all available data for the respective 
parameters in Waterbase over the 
entire time period (1992–2018) 
N-NO3: 1,039 mg l−1 

5. Phosphorus Orthophosphate: depending on the 
water body trophicity: 
50 µg P l−1—oligotrophic, 
150 µg P l−1—mesotrophic, 
200 µg P l−1—eutrophic 

Total phosphorus: 20 µg P l−1 

Orthophosphate: 10 µg P l−1 

Or using Pan European WaterBase 
Data—0% percentile derived from all 
available data for TRP (TDP) in 
Waterbase over the entire time period 
(1992–2018) 
Total phosphorus: 33 µg P l−1 
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are standardized not so strictly and are mentioned by another national document, 
Sanitary Rules and Norms 1.2.3685-21 [15]. Table 2 also shows UNEP target values. 

The first factor leading to significant differences in the Level 1 monitoring eval-
uations is target values for biogenic compounds, especially oxidized nitrogen forms 
(nitrite ions). Besides, Russia has comparatively “elastic” borders in phosphate ion 
content water quality evaluations, even in terms of oligotrophic waters only. 

Still another problem in evaluating the quality of surface waters of the large 
rivers in the Asian part of Russia in the context of SDG 6.3.2 achievement is a 
discrepancy of approaches to measuring the salinity indicator. So UNEP recommends 
using the information on specific conductivity, while in the Russian Federation, 
they most frequently measure the sum of ions (mineralization). These indicators are 
functionally related, yet no direct conversion between them is possible due to the 
different conductivity of solutions of various salts and the temperature impact on this 
indicator. 

In this chapter, we have to take, as an inevitable condition, the use of the factor of 
conversion between these two parameters: 0.5 (in other words, 500 µScm−1 roughly 
corresponds to salt concentration in natural water 250 mgl−1). Such mineralization 
allows referring these waters to fresh (200–500 mgl−1), which corresponds to the 
natural factors of formation of the rivers in the Far North. 

The methodology of finding individual target values (hereinafter referred to as I-
TV) presents an original approach, which deserves a more detailed description. The 
natural concentration of chemical substances in rivers may be viewed as systemic 
parameters whose variability, within certain limits, guarantees a steady-state of an 
aquatic ecosystem [16]. A rational method enabling to find steady states of dynamic 
systems, aquatic ecosystems too, is the analysis of their phase pictures. A phase 
space used to construct a dynamic phase picture is a plane whose coordinate axes 
contain variables characterizing the state of the ecosystem. At this moment of time, 
the system’s state is characterized by a point in the phase space named “a describing 
point”. As the state changes, the describing point draws some curve called “a phase 
path” in the phase space. A set of phase paths is “a phase picture of the system”. An 
attractive set that embraces a number of points is named “an attractor” [17]. A phase 
picture might have one or several attractors. Examples of phase pictures can be seen 
in Figs. 3–8. 

The phase picture analysis used here is focused on the study of the path of 
describing point in C and dC/dt coordinates, where C is the empirically measured 
mass concentration of a substance, and dC/dt is its change rate. 

To construct a phase picture, one needs data taken with definite time discreetness. 
The discrete interval is defined by the dynamic properties of the system. It must be 
less than the time of its reconstruction in response to the impact, yet long enough to 
diffuse the effects of accidental and seasonal fluctuations. That is why it would be 
reasonable to take one year as a time unit, while the resulting concentration would 
be 80% percentile of yearly data since this is a threshold offered by the methodology 
of water quality evaluations for indicator SDG 6.3.2. 

An empirical phase picture thus constructed has a shape of an ellipse and is charac-
terized by greater or lesser density of points, availability of loops, number of attractors
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and other features essential for its further visual analysis. The disadvantage of phase 
pictures in visualizing the dynamics of this or that water quality parameter, is in the 
absence of a formalized algorithm of its analysis. However, one apparent advantage 
is its visual expression. Evaluations of surface water quality were carried out with the 
use of the monitoring data obtained by Rosgidromet subdivisions. Chosen were some 
outlets of the large rivers in the Asian part of the Russian Federation (see Fig. 2). 
Such outlets restrict the river basin, hence their water quality in a sense characterizes 
the state of this basin. It should be noted though that one must not simply extrapolate 
outlet water quality to the whole basin of such large rivers. 

We chose six flows and correspondingly six observation points: (a) the Yenisey 
near the city of Igarka, (b) the Ob near the city of Salekhard, (c) the Lena near 
village Kusur, (d) the Yana near-polar station Yubileynaya, (e) the Indigirka near 
village Chokudakh, and (f) the Kolyma near village Kolymskoe. All these places are 
located within the extent of harsh continental climate and the spread of perennially 
frozen rocks. The local ecosystems are extremely sensitive to both man’s impact and 
the climatic changes that have presently begun to show. We studied the dynamics 
of surface waters quality evaluations calculated according to the mass results of 
observations collected between the years 2000 and 2019. There were 4–12 water 
sample collections with further analyses of their composition.

Fig. 2 The schematic map of the observation points location in outlets of large rivers in the Asian 
part of Russia
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Fig. 3 Phase pictures of the Yenisey river (Igarka) stretch in general water quality parameters and 
water quality evaluation with the use of target values of various specificity levels. Note the path 
starts with an empty circle and finishes with an empty triangle

3 Results 

Application of national target values (hereinafter referred to as RF-TV), as well as 
those recommended by UNEP (UNEP-TV), even in perennial dynamics, virtually 
does not reveal problems (see Table 3). Generally speaking, all the outlets of the large 
rivers of Russia are characterized by high-quality water. Exceptions are the Ob due to 
comparatively high concentrations of inorganic phosphorus and, in occasional years, 
the Lena (in mineralization), the Yana and the Indigirka (also in inorganic phosphorus 
concentrations). However, in our opinion, the specificity of target values RF-TV and 
UNEP-TV is insufficient to consider the natural variety of water objects and their 
areas. UNEP recommendations state that if there is information of a monitoring 
station level, it is better to develop I–TV for it [13].

That is all the more reasonable for those rivers discussed in this paper because 
their waters occupy large territories and may be located within several contrasting 
natural and climatic zones.
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Table 3 Ranges of 80% percentile data between 2000 and 2019 

River, 
monitoring 
location 

Parameter 

Oxygen, mg 
l−1 

Acidification, 
Units pH 

Salinity, mg 
l−1 

Nitrogen (of 

NO− 
3 ), µg l

−1 

Phosphorus (of 

PO3− 
4 ), µg l−1 

Yenisey, 
Igarka 

9.1–12.7 7.1–7.8 119–174 <42 <26 

Ob, 
Salekhard 

8.5–13.7 7.2–8.6 134–567 75–278 28–188 

Lena, Kusur 10.9–15.7 6.9–7.6 67–256 5–144 6–15 

Yana, 
Yubileynaya 

9.4–13.7 6.3–8.1 71–194 24–122 3–23 

Indigirka, 
Chokurdakh 

9.5–13.0 6.4–7.6 75–143 20–286 <59 

Kolyma, 
Kolymskoe 

11.0–13.1 7.0–8.0 71–137 58–544 <18

I-TV calculation methodology is not strictly drawn. We used a combination of 
two approaches: statistic analysis of hydrochemical data and visual analysis of phase 
pictures. 

The first stage was the calculation of 80 percentile for each year. These figures 
made independent samples which we later processed. The following distribution 
quartiles were calculated: 

(1) for salinity, nitrogen and phosphorus: the 95th available data distribution quartile 
permitting to obtain a parameter value which, with a probability of 95%, will 
not exceed 80% of yearly data; 

(2) for acidification: range of values between the 5th and 95th available data 
distribution quartiles; 

(3) for oxygen: the 5th available data distribution quartile permits obtaining a 
parameter value that, with a probability of 95%, will not exceed 80% of yearly 
data. 

Calculating distribution quartiles, we took into account the character of the phase 
path of the describing point. Thus, while calculating I-TV for pH at a stretch of the 
river Yenisey near the city of Dudinka (see Fig. 2), one should not use recent data 
(since 2014), making a separate attractor in the phase picture. Then we describe 
all cases of the use of the phase picture visual analysis while correcting the I-TV 
statistical calculation. Combining these two approaches, we obtained the following 
individual target values for the outlet of the Yenisey and other rivers (see Table 4).

The formation of an additional attractor in the Yenisey phase picture in the acid-
ification parameter may indicate some negative quality tendencies (Fig. 2). In the 
Far North, where the stretches of these rivers are located, pH level is typically close 
to neutral, off-centered towards the weakly alkaline section due to the local lime-
stone soil. Precipitation of air sulfur-containing and nitrogen-containing compounds 
might result in surface waters acidification, especially in the areas where water, due
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Table 4 Individual target values proposed for the studied river stretches 

River, 
monitoring 
location 

Parameter 

Oxygen, mg 
l−1 

Acidification, 
Units pH 

Salinity, mg 
l−1 

Nitrogen (of 

NO− 
3 ), 

µg l−1 

Phosphorus (of 

PO3− 
4 ), µg l−1 

Yenisey, 
Igarka 

9.3 7.4–7.8 170 38 20 

Ob, 
Salekhard 

10.1 7.3–7.9 244 253 89 

Lena, Kusur 13.3 7.0–7.5 256 72 13 

Yana, 
Yubileynaya 

9.9 6.8–8.0 118 47 21 

Indigirka, 
Chokurdakh 

9.7 6.7–7.2 128 189 20 

Kolyma, 
Kolymskoe 

11.1 7.0–7.8 127 115 8

to natural reasons, is characterized by low hardness and alkalinity. For the acidifi-
cation parameter, RF-TV and UNEP-TV of the rivers under discussion are of a too 
large scale. Generally, natural fluctuations stay within the range of 7–8 pH units. 

The path of the phase picture describing point in oxygenized nitrogen concen-
tration is also worth noting (see Fig. 3). It is formed by a number of loops whose 
centers are mutually shifted to the right. This might be caused by forming a positive 
trend in oxygenized nitrogen forms concentrations, and it is an ecologically adverse 
event. Although nitrogen is a vitally important nutrient, its supply from man-made 
sources exceeding natural levels might adversely affect the health of a fragile water 
ecosystem. This tendency is possibly linked with the appearance of an additional 
attractor in the phase picture in the acidification parameter in the area of lower pH 
values. 

It should be emphasized, for further discussion too, that nitrate-nitrogen was 
chosen for water quality evaluations in compliance with UNEP recommendations 
[13]. Any nitrogen forms can be used (total nitrogen, mineral nitrogen, oxidized 
nitrogen, Kjeldahl nitrogen), yet the total oxidized nitrogen is more effective for 
evaluating indicator 6.3.2 as it is easier to be analytically measured. The share of 
nitrates in surface waters is typically extremely small (less than 1% from the total) 
and it is of the same little importance for practical purposes. 

The path of the describing point phase picture in inorganic phosphorus concen-
tration is noteworthy for a big loop in the low concentration area (up to 4 µgl−1), 
this loop being formed by the data collected between 2000 and 2005 (see Fig. 3). 
Although since 2006 the describing points have been lying in the higher concentra-
tion area, yet the amplitude of their fluctuations gradually falls, which may speak for 
the fact that the system is approaching steady state condition in this parameter (in
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a steady-state this parameter change rate equals zero). In calculating Yenisey I-TV 
(phosphorus) the points making this loop were excluded from the sample. 

The Ob differs from the other studied water bodies by the fact that the quality 
of its water, even according to the Level 1 monitoring data, complies with neither 
national standards, nor UNEP due to phosphates high concentration. As is nitrogen, 
phosphorus is a vitally important nutrient present in water in a number of forms: 
orthophosphate ions, particle-bound phosphorus, organic particle-bound phosphorus, 
within dissolved organic forms. Orthophosphates are the form most accessible for use 
by aquatic vegetation. Since most fresh water ecosystems in their natural state have 
phosphorus as a limiting factor for gross crop, then even its insignificant increase 
might result in a notable growth of algae [13]. 

However, a visual analysis of the phase picture suggests a steady state condition 
of a stretch in this parameter despite relatively high concentrations (see Fig. 4). 
The Ob river basin is enormous. In the southern part, it flows across regions of 
intensive agricultural reclamation, including the countries neighboring Russia. Hence 
phosphate (and oxidized nitrogen) concentrations in the Ob might be higher than in 
other rivers of Siberia, mainly flowing across the territories of perennially frozen 
rocks. That is why orthophosphate I–TV for Ob (Salekhard) appeared to be higher 
than national.

The phase pictures of the salinity and acidification parameters demonstrate big 
loops (see Fig. 4). The points entering such a loop may characterize the limits that 
have been actually reached, which limits the water body can still get back to its steady-
state. However, it would make sense to exclude such points from the calculation of 
individual target values. 

In the last few years, the water of this river stretch is characterized by higher 
oxygen concentrations and close to such concentrations in other rivers, which was 
taken into account during the calculation of the individual target value for the water 
oxygen (see Fig. 4; Table 4). 

In recent years, the Lena (Kusur) water oxygen concentration has gone down 
(see Fig. 5). Meanwhile, in absolute terms these concentrations still remain rather 
high. Such high dissolved oxygen concentrations are of exceptional significance for 
the health of ecosystems since they support aerobic respiration of all of their trophic 
levels. Dissolved oxygen weakening should be referred to as a negative phenomenon. 
Hence the later years’ data were excluded from the I-TV calculation.

Another parameter where the phase picture visual analysis lets partially exclude 
some data from the I-TV calculation is nitrogen. This picture’s loop is formed by one 
value, which denotes a limit that has been actually reached, yet after which the system 
may get back to its steady-state; however, this limit is not desirable for reaching. 

The Yana outlet is notable because its general water quality parameters have 
separate loops characterizing episodic water quality impairment (see Fig. 6). In this 
connection, corresponding percentiles were calculated with the exception of loop 
forming points. As with the outlet of the Lena, recent years have also shown a lower 
concentration of dissolved oxygen here. Yet in absolute terms concentrations also 
remain above average. While calculating I-TV for oxygen, we excluded the data of 
the last 7 years.
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Fig. 4 Phase pictures of the Ob river (Salekhard) stretch in general water quality parameters and 
water quality evaluation with the use of target values of various specificity levels. Note the path 
starts with an empty circle and finishes with an empty triangle

General quality parameters in the outlet of the river Indigirka also speak for a 
predominantly steady state of the water body (see Fig. 7). This is with the exception 
of nitrogen, which with the use of UNEP-TV and with some periodicity, is responsible 
for water quality impairment. In the phase picture, this is also reflected as a number 
of loops to the right of the main major mass of points (attractor). With respect to 
this asymmetry of the phase picture, those points forming such loops were excluded 
from the I-TV calculation for oxidized nitrogen.

Since 2003, the Kolyma river has been showing significant changes in biogenic 
substances concentration. During the whole period of studies, nitrogen oxidized 
forms have steadily gone down. In the phase picture plane this looks like a “stretched 
spring” whose diameter narrows in the area of lower concentrations. Phosphate 
concentrations also go down in time after their fast growth of 2009–2011. In abso-
lute terms this “boost” was not too great (reaching 18.4 µg l−1); however this river 
stretch showed in 2003–2008 phosphate concentrations that were lower than their 
determination limit (see Fig. 8).
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Fig. 5 Phase pictures of the Lena river (Kusur) stretch in general water quality parameters and 
water quality evaluation with the use of target values of various specificity levels. Note the path 
starts with an empty circle and finishes with an empty triangle

Thus, in this part of our work we defined water quality in the outlets of the large 
rivers of the Asian part of Russia applying global approaches offered by UNEP. Water 
quality evaluation using RF-TV and UNEP-TV by the Level 1 monitoring data does 
not reveal any significant problems with water bodies, except the Ob, whose water 
is steadily polluted with phosphates. I-TV application reveals new risks: some pH 
reduction in the Yenisey against an increase in content of oxidized nitrogen forms, 
periodic water quality impairment in the Indigirka in biogenic elements content, 
potential water quality impairment in the Kolyma in nonorganic phosphates and 
oxidized nitrogen content. Besides, the obtained evaluations fail to embrace all signif-
icant water quality indicators, that is why we proceeded with the analysis of the 
perennial dynamics of national quality evaluations (DCWPI) taking into account not 
less than 15 obligatory indicators (Table 1).
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Fig. 6 Phase pictures of the Yana river (Yubileynaya) stretch in general water quality parameters 
and water quality evaluation with the use of target values of various specificity levels. Note the path 
starts with an empty circle and finishes with an empty triangle

4 Discussion 

Are the water quality dynamics in the large rivers of the Asian part of Russia 
According to the Level 2 Monitoring Data consistent to the Level 1 Monitoring Data? 
Recent investigations have shown that long and ongoing anthropogenic impact on the 
river ecosystems of the Arctic Regions of Russia resulted in an anthropogenic trans-
formation of their environmental position. This above all happens due to a higher 
level of water medium pollution and enhanced host processes of ecological regres-
sion. The latter gives rise to the possibility of oppressed development of particular 
communities of aquatic organisms, even perhaps their extinction. Greater becomes 
an ecological risk of ecosystems’ degradation [18–21]. Noted is also enhancement of 
man-induced processes in the water bodies of the Arctic area [22–24]. Toxic pollu-
tion of waters, eutrophication, acidulation and other negative processes lead to the 
disturbance of a delicate balance in the Arctic ecosystems.
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Fig. 7 Phase pictures of the Indigirka river (Chokurdakh) stretch in general water quality parame-
ters and water quality evaluation with the use of target values of various specificity levels. Note the 
path starts with an empty circle and finishes with an empty triangle

In this context, it is most important and topical to study the long dynamics of 
Arctic water quality formed under harsh natural and climatic conditions at a low 
potential for self-purification of river ecosystems. 

Complex evaluation of water quality in the large rivers of the Asian part of Russia 
for a long time was carried out using DCWPI [12], a complex relative index of the 
degree of pollution of surface waters in hydrochemical indicators. DCWPI value 
may vary in the waters of pollution degree ranging from 1 to 16. The greater is the 
index value, the worse is water quality in various outlets, points, etc. A DCWPI water 
quality rate scale permitting to divide surface waters into 5 classes depending on the 
degree of their pollution, is shown in Table 5.

Quality and degree of pollution in the outlets of the Arctic rivers of the Asian part 
of Russia are shown between the years 2000 and 2019 (see Fig. 9). In general, the 
quality of water in the rivers of the studied part of the Arctic zone changes during 
many years within the range of the 3rd and 4th quality classes. In occasional years 
there was deterioration reaching the 5th class.
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Fig. 8 Phase pictures of the Kolyma river (Kolymskoye) stretch in general water quality parameters 
and water quality evaluation with the use of target values of various specificity levels. Note: the 
path starts with an empty circle and finishes with an empty triangle

Table 5 Water quality rate scale according to hydrochemical indicators (from [12] with additions) 

Water quality class Water pollution degree DCWPI value Water quality category 

Class 1 Process water lower than 1.0 Good 

Class 2 Slightly polluted (1.0; 2.0] Good 

Class 3 Subclass a Polluted (2.0; 3.0] Good 

Subclass b Highly polluted (3.0; 4.0] Good 

Class 4 Subclasses a and b Dirty (4.0; 8.0] Not good 

Subclasses c and d Highly dirty (8.0; 11.0] Not good 

Class 5 Extremely dirty over 11.0 Not good
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Fig. 9 Dynamics of water quality in the rivers of the Asian part of the Arctic zone of the RF during 
many years 

The most polluted river stretches are located in the western segment of the Asian 
part of the Russian Arctic zone. In the 80 s, their water pollution degree corresponded 
to the 4th (“dirty” and “very dirty”) and 5th quality classes (“extremely dirty”). A 
slight improvement in water quality has been observed in recent years [25, 26]. 

During many years, tendencies to water quality changes in the studied large Arctic 
rivers are multidirectional. In the last years (2000–2019) notable were the following 
basic tendencies in the quality of water and degree of its pollution [21]: 

(1) improvement of water quality from class 4 to class 3 (from ‘not good’ to ‘good’) 
characteristic of the stretches of the Yenisey, the Kolyma and the Yana; 

(2) stabilization of water quality at the 3rd class level can be observed at the outlets 
of the Lena and the Indigirka; 

(3) even at the most polluted stretches of the rivers of the Asian part of the Arctic 
zone there is slight water quality improvement from class 5 to class 4 (the Ob).
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At last we carried out generalization of the results of water quality evaluations in 
the rivers of the Asian part of the Arctic zone of Russia and water quality classification 
with ‘good’ or ‘bad’ scaling. To accomplish this, we accepted the following: if the 
water quality class at a definite river stretch shows correspondence between classes 1 
and 3, then water quality is deemed good; if it is between classes 4 and 5, then water 
quality is deemed bad. A long period of observations provides us with 20 values of the 
quality class, and to define good or bad water quality we used a threshold at which 
80% of cases and more correspond to standards [3]. Hence, if water quality was 
characterized as good in 80% and more years (cases), then the outcome evaluation 
was classified as good quality. 

The results of compilation in what concerns water quality with the use of the 
national system of water quality evaluations are mentioned in Table 6. 

Thus, this section of our work defines water quality in the outlets of the large rivers 
of the Asian part of Russia with the use of the national approaches of the Russian 
Federation with adaptation to the UNEP scale (good/not good water quality). As 
with the use of Level 1 monitoring data, bad water quality has long typical for the 
outlet of the Ob, while good water quality for the Lena. Both evaluation kinds can also 
reveal episodic water quality impairments in the Indigirka and the Kolyma. Apparent 
discrepancy of results was noted for the Yenisey. Systemic parameters indicate that 
the latter ecosystem is in a good state, but with an allowance for additional factors 
(mainly exceedance of concentrations of iron, copper, zinc, manganese compounds 
against statutory values) evaluation goes down. The said discrepancy of results might 
occur because natural elements can form elevated concentrations of these substances. 
Indirectly it was confirmed by the fact that production level, freshwater intake and 
waste water discharge have decreased; however, this has not led to any improvement 
in surface water quality [27].

Table 6 Classification of water quality in the large rivers of the Asian part of the Arctic zone of 
the RF during many years (according the Level 1 and Level 2 monitoring data) 

№ River Monitoring 
location 

Level 1 Level 2 

RF-TV UNEP-TV I-TV 

1 Yenisey Igarka Good Good Mostly good Mostly not 
good 

2 Ob Salekhard Not good Not good Not good Not good 

3 Lena Kusur Good Mostly Good Mostly good Good 

4 Yana Yubileynaya Good Good Mostly good Mostly 
good 

5 Indigirka Chokurdakh Mostly good Fluctuations 
between good 
and 
Not good 

Fluctuations 
between good 
and 
Not good 

Good 

6 Kolyma Kolymskoe Good Good Not good Mostly 
good 
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5 Conclusions 

We have analyzed the results of water quality evaluations in the large rivers in the 
Asian part of Russia with regard to reaching SDG 6.3.2. With the use of Level 1 
monitoring data, in spite of significant differences in the target values accepted by 
UNEP and in the RF, evaluations appear very close and denote low quality of water in 
the Ob near Salekhard. However, the use of the target values that are individual for the 
stretch enables to reveal new possible tendencies towards water quality deterioration, 
although these tendencies do not yet show themselves in the so-called simple water 
quality index [4]. 

Being deceptively unsophisticated, this evaluation is nevertheless truly helpful 
and informative as it is supported by systemic integral indicators of surface waters 
quality. At this level, effective is screening of violations of good water quality without 
revelation of the root causes of the phenomenon. The said evaluation for those trans-
border water bodies that need some common standards and universal classification 
for surface waters quality is even more useful. 

National evaluation is based upon regard for a set of quality indicators, and it 
acts as a diagnostic test revealing definite problems of pollution of a water body. It 
has generally confirmed the conclusions made on Level 1. Bad water quality can be 
observed in the Ob outlet. East Siberian rivers are only characterized by episodic 
water quality deterioration, although at times this deterioration may be rather long 
like in the outlet of the Kolyma. As we think, there is a discrepancy between the 
evaluations of Level 1 and Level 2 for the Yenisey results from the natural factors 
of its water formation. This permits us to make the following assumption. Level 2 
water quality evaluations should not use national water quality standards, but, like 
with Level 1, individual target values oriented towards the natural state of the water 
body. It is evident that the more specific are the standards for a definite water body or 
its stretch, the better they reveal possible problems leading to its pollution or change 
of its state. 

6 Recommendation 

The Arctic zone intensive development and economic activity in the large rivers 
basins of the Russian Asian part can violate ecological well-being in vulnerable 
Arctic ecosystems. This, in turn, will lead to ecosystems degradation and violation 
of the sustainable development principle of these territories. 

The Arctic rivers water quality research is important as the regional level, as 
the global scale. To achieve sustainable development goals in part of water resources 
conservation, it is necessary to work out environmentally well-founded water protec-
tion activity, reduce the anthropogenic pressure level on the Arctic rivers estuaries, 
and provide ecological safety in the region as a whole.
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The results obtained can be used to solve the above issues, as well as in the 
preparation of predictive assessments of the arctic rivers water quality in conditions 
of current climate change and the development of regional criteria for assessing water 
quality and the aquatic ecosystems state Arctic rivers. 
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A Sustainable Way for Fish Health 
Management by Replacement 
of Chemical and Drugs by Earthworm 
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Abstract Now a day population is drastically increasing. So, there is a challenging 
task to provide food for an increasing population. Fish culture is an alternative method 
to provide food but the Fish diseases have become a major problem for their culturing. 
It is well known that the farmed fishes are more vulnerable to disease causing agents 
than the fishes found in their wild conditions due to presence of artificial conditions 
in intensive farming. There is no doubt that the use of chemicals and drugs to cure fish 
diseases is effective, but it results in residual effects in fish organs. In this direction, 
antibiotics are used at a lower concentration to minimize effect but pathogens become 
resistant that has been responsible for further spreading of diseases. Due to the 
residual effect of chemicals and drugs may cause bio-magnification and bioaccumu-
lation effects in higher tropic levels; simultaneously, these chemicals also cause water 
pollution. The residual effect of used chemicals, drugs and antibiotics, becomesthe 
major cause of antimicrobial resistance. Therefore, there is a need of a sustainable 
way for fish health management and earthworms play a key role in this approach. In 
China, Vietnam and other Asian countries, earthworms have been used as medicinal 
sources to cure various diseases for many centuries. Earthworms (Eisenia fetida, 
Eudrilus eugeniae and Pherethima posthuma) have the potential for antimicrobial 
properties against pathogenic microbes which could cure many fish diseases. Earth-
worm extract/paste has anti-inflammatory, antipyretic, antioxidant, antibacterial and 
antifungal properties. Aeromonas hydrophila and Bacillus megaterium were demon-
strated to be sensitive to the coelomic fluid of the earthworm. This chapter highlighted 
the potential use of earthworms to cure fish diseases. 
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Abbreviations 

AVPF Antibacterial Vermi-Peptides Family 
CAT Catalase 
EE Earthworm extract 
EFE Earthworm fibrinolytic enzyme 
GPx Glutathione peroxidase 
GSH Glutathione 
IL Interleukin 
LK Lumbrokinase 
MAS Motile Aeromonas Septicaemia 
MMP Matrix Metalloproteinase 
PAGE Poly Acrylamide Gel Electrophoresis 
RNA Ribo Nucleic Acid 
SDS Sodium Dodecyl Sulphate 
SOD Super Oxide Dismutase 
TGF Transforming Growth Factor 
TNF Tumor Necrosis Factor 
VHS Viral Hemorrhagic Septicaemia 

1 Introduction 

As the world population increases day by day, it puts pressure on the animal food 
industry. So, in the past few decades, this food industry evolved expeditiously. As 
a result of the high level of human interference, many fish health-related problems 
arise [1–4]. 

Although aquaculture progresses, the intensification and commercialization of 
aquaculture lead to risk and spread of new fish diseases, which finally causes envi-
ronmental degradation, leading to stress on cultured fishes. The frequent incidence 
of disease outbreaks in aquaculture is primarily due to intensive cultural practices 
for higher economic gain [2, 5]. In aquaculture, under different stress factors like 
over stoking, nutritionally deficient diet, low water quality and high microbial load, 
opportunistic agents become pathogenic which may cause severe damage in fishes 
[6]. One reason for microbial infection and stressful conditions in fish farming may 
be the development of intensification of cultured fishes [7]. Fish health management 
is a management practice in aquaculture to prevent fish diseases [8]. 

Asian countries contribute almost 90% to world aquaculture production. In these 
countries, fishes are used as protein source among animal food sources. Neverthe-
less, the fish disease becomes a major challenge to fulfillment of requirements [9, 
10]. Worldwide, the main constraints for fishes’ growth, survival, reproduction, and 
disease resistance are disease infection and malnutrition. There is no doubt that 
chemicals, drugs and antibiotics are used to cure fish diseases. But their residues are
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noticed in fish organs. Now people are aware that the drugs, chemicals and antibiotics 
used to cure fish diseases leads to residual effect in their body. These chemical residue 
may cause bio-magnification and bioaccumulation in the different organisms (birds, 
human) and familiarise the severe threat to environment and public health [11, 12]. 

After the bio-magnification and bioaccumulation, the second most concern is 
microbial resistance against the residue of chemicals, drugs, and antibiotics in fishes. 
The pathogenic microorganism of fish develops antimicrobial resistance with time 
and which may affect human and environmental health directly or indirectly [9, 12, 
13]. So, people are demanding those fishes which are free from residual effects. 
Therefore, there is a need for sustainable ways to cure diseased fishes that are 
economically cheap, safe to consume in the long term and cause no side effects. 

In Asian countries, different earthworm species have been used as therapeutic 
drugs to cure diseases by using different earthworm forms like powder, extract, 
paste, and whole live earthworm. In addition, to control disease outbreaks, earth-
worms also accomplish the nutritious necessities for fishes’ immune system so that 
the quality of fish is maintained for a long time. Earthworms are also used as a 
protein diet to enhance the growth of fishes [4, 11, 14]. The researchers have done 
several studies to evaluate the various therapeutic properties of earthworm powder, 
extract, coelomocyte, paste. But the almost negligible attempt has been carried for its 
extra-ordinary medicinal properties to cure diseased fishes. Therefore, this chapter 
describes a sustainable way of replacing chemicals and drugs by earthworms for fish 
health management (Fig. 1).

2 Causative Agent for Fish Diseases 

2.1 Bacterial Diseases 

In fishes, bacterial disease is the most common disease and is most often internal, 
but these can also be external. The causative bacteria generally saprophytic in nature 
and become pathogenic in poor nutritional diet, non-optimal water, physiological 
unbalanced fishes. These stressed conditions allow the opportunistic bacterial infec-
tion to spread in cultured fish farming. Different symptoms like fluid-filled abdomen, 
haemorrhagic spot or ulcer on body wall and protruded eye were observed in these 
diseases. 

In general, there are four types of bacterial infections. 

1. Fin Rot: It generally results from undesirable environmental condition 
2. Bacterial Gill Disease: gill of fish are damaged 
3. Bacterial Ulceration: Fish bodies have shallow to deep lesions are developed 
4. The Systematic Infective Bacterial Disease: This disease is caused by invading 

bacteria inside the body and affecting the internal organ [8, 15]. 

Some important bacterial diseases are discussed here.
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1. Columnaris Disease: This disease is caused by the external bacteria Flavobac-
terium columnare that affects cultured and wild fishes. This bacterium causes 
skin lesions, gills necrosis and fin infection. It may be occurred due to rough 
handling. Small whitish pale discoloration surrounded by radish tinge type lesion 
is developed on head or back resembling saddle-back. Therefore, also known as 
a saddle-back disease [2, 16]. 

2. Motile Aeromonas Septicaemia (MAS): This disease mainly caused by 
Aeromonas hydrophila, A. veronii and A. caviae. This disease was reported world-
wide especially in brackish and freshwater fishes. This disease is also known 
as “red disease” because red patches develop on the body, reddened fin, diffuse 
haemorrhage on the skin. These bacteria also affect the internal part like the intes-
tine, connective tissue, kidney, spleen etc. Sometimes sudden death is reported 
that causes high economic loss in cultured freshwater fish [2, 17]. 

2.2 Fungal Diseases of Fish 

Mainly fungi have economic value because they use debris. But if fish are under 
stressed conditions (maybe due to disease, injury, poor nutritional diet, poor environ-
mental condition), fungi may infect the fish [2, 17]. Some important fungal diseases 
are discussed here. 

1. Saprolegniasis: This fungal disease is mainly caused by Saprolegnia species 
known as “Water molds”. This disease occurs in both brackish and freshwater 
due to poor environmental conditions and injured fish. These water moldsare 
visible as cottony white, grey, greenish or brownish-red masses on fish’s gills 
and skin [18, 19]. 

2. Branchiomycosis: This disease is also known as “gill rot”. Infections are mainly 
caused by Branchiomyces sanguinis and B. demigrans. They affect the gill of 
fish and cause respiratory distress. Fish may become lethargic and gills appear 
striated or marbled with pale areas. This disease may cause high economic loss 
[19, 20]. 

2.3 Viral Diseases of Fish 

The viral disease cannot be cured by medication because the virus uses the host 
machinery. Therefore, need to provide good nursing care so that fish own immune 
system can cure viral disease. Some important viral diseases are discussed here. 

1. Viral Hemorrhagic Septicaemia (VHS): This disease caused by Novirhab-
dovirus (VHS virus) belongs to Rhabdoviridae family. It is a fatal disease for fish 
responsible for high economic loss. The virus genome has single-stranded RNA 
[21]. Rainbow trout is most susceptible to this disease. Clinical symptoms are, 
damage to endothelial lining of the internal body part, discolouration of the gills,
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darkening of the body. Over the year, its host range has expanded and it transfers 
its genetic material by a horizontal gene transfer mechanism [22, 23]. 

2. Lymphocystis: It is caused by a lymphocystis virus identified as iridovirus. Its 
distribution is the cosmopolitan effect of the fresh, brackish and marine water 
fishes. It is the oldest known virus in fish. These viruses are large icosahedral viral 
particles having diameter 120 to 340 nm [23, 24]. Hypertrophy of fibroblastic 
cells in the dermis of connective tissue is a characteristic feature of this disease. 
Infected fish have a small cream-coloured nodular lesion on the skin and fin 
[24, 25]. 

2.4 Parasitic Diseases of Fish 

Parasites that cause disease in fish belong to diverse groups. Parasites that flourish 
mainly include protozoan, cestodes, copepods, crustaceans, leeches, monogeneans, 
nematodes, acanthocephalans, pentastomes, trematodes and tubellarians. Fish may 
serve as host at any stage of the parasite life cycle [26, 27]. Some important parasitic 
diseases are discussed here. 

1. White Spot Disease: It is also known as “Ich” and is caused by ciliated protozoan 
Ichthyophthirius multifiliis. “Ich” is an obligate parasite and capable of causing 
100% motility. They develop white, raised nodules up to 1 mm on the body wall 
and/or fins. This disease was reported in freshwater fishes. If the infection is only 
limited to gills, no white spot will be visible. Gills will appear swollen with thick 
mucus covering [27, 28]. 

2. Blue Slime Disease: This is caused by a very small-sized flagellate parasite 
Ichthyobodo (formerly known as Costia) and difficult to identify. They can be 
located on the skin, gills and fins. Infected freshwater fishes secrete huge amounts 
of mucus. Therefore, the farmers called it “blue slime disease” [26, 28]. In this 
disease fry, young and stressed fishes have greater mortality. Fishes face respi-
ratory problems and become lethargic. Immediate death may occur before any 
clinical symptoms were seen [27, 28]. 

3 Drugs or Chemicals Used to Cure Fish Diseases 

A variety of drugs and antibiotics are utilized in aquaculture for fish health manage-
ment. These are commonly administered by prolonged immersion or mixing into 
their diet [10]. The most commonly used antibiotics are Florfenicol, Oxytetracycline, 
Enrofloxacin, Chloramphenicol, Erythromycin, Trimethoprim + Sulfametoxazol 
[7].
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4 Impact of Drugs/Chemicals 

With the tremendous expansion of aquaculture, the use of chemicals, antibiotics and 
aqua drugs are increasing. 

4.1 Bio-Magnification 

The chemicals or drugs used for the treatment of diseases may bio-accumulate in 
fishes. Bio-magnification occurs whenother organisms including humans eat these 
fishes. This is a major concern because due to persistence of these drugs in fish may 
affect human and environmental health. Bio-magnification affects the survival of 
organisms directly or indirectly and may cause the extinction of any species from 
that particular ecosystem. So, there is the risk of exposure of fish to different dugs 
[29, 30]. 

4.2 Adverse Effects of Antibiotics 

Among the drugs used in fish health management, antibiotics are the severest environ-
mental pollutants. The input of antibiotics into the aquatic environment may lead to 
the evolution of antibiotic-resistant genes in pathogenic bacterial species [13, 30–32]. 
Consequently, over time, excessive use of antibiotics in aquaculture contributes to 
spreading diseases-resistant bacteria in consuming organisms like birds and humans. 
Another problem rise due to excessive use of antibiotics is its residue in different 
water bodies like ponds, water sediments and in different fish products which leads 
to undetected consumption of antibiotics by fish consumers. These residues in food 
items may cause allergy and toxicity to its consumers. Suppose we used sewage 
treated water for culturing of fish. There is no doubt that the residue of antibi-
otics remains in this treated water, which affects fish physiology and biochemical 
functioning [10, 33, 34]. 

5 Therapeutic Properties of Earthworms 

For many centuries, earthworms have been used as a source of food in Ayurveda, 
Traditional Chinese Medicine (TCM), and other Asian countries like Japan, Vietnam, 
and Korea. But gradually there are research evidence and renewed efforts through 
bioprospecting to understand the mechanism of action; whether earthworms are used 
as food and/or as a source of potential therapeutic products [4, 35, 36].
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Since 1340 AD they have been exploited in medicine to treat a variety of 
diseases. However, the research on the therapeutic properties of earthworms has 
been started after the development of biochemical technologies [37–39]. Several 
bioactive molecules that can be used as a potential drug have been found in earth-
worms during the research. These bioactive molecules showed diverse activities, like 
anti-microbial, fibrinolytic, anti-coagulative and anticancer. Therefore, they can be 
exploited to treat various diseases [4, 39, 40]. 

Earthworms species that are usually used in natural medicine are Lumbricus 
rubellus, Lampito mauritii, Eisenia fetida and Pheretima sp [36]. Earthworm L. 
mauritii, which is found throughout India, especially south India, have antiulcer, anti-
inflammatory, antimicrobial and antioxidative properties [4, 41, 42]. Earthworms are 
appreciated and used for the treatment of a variety of ailments in most eastern and 
Southeast Asian countries. In China, Vietnam, Korea, and most South East Asia, 
earthworms have been known as “Earth Dragons” and used for their therapeutic 
properties and recognized in oriental medicine [43]. In Korea, earthworms are used 
to prevent a wide array of ailments and to boost general health [9, 44]. In India, 
various tribes and people from remote villages have been used earthworms to cure 
various types of diseases [9]. In Iran, they are believed to reduce bladder stones 
when baked and consumed with bread. Similarly, earthworms have been regarded as 
a potent and effective therapeutic agent in other Asian countries like Japan, Burma, 
Laos and Taiwan [40]. 

5.1 Earthworms as a Source of Biologically Active Molecules 

The coelomic fluid and tissue homogenate of earthworms act as a valuable mixture 
of bio-active molecules, which exhibit potential therapeutic properties and could be 
very useful in veterinary and human medicine. Some of the bioactive molecules 
which have been extracted from earthworms include glycoproteins, polysaccha-
rides, peptides, amino acids, glutathione, fibrinolytic enzymes, vitamins, lumbro-
febrin, lumbritin, purine, choline, microelements, fatty acids, terrestrolumbrolysin 
and cholestrin [45, 46]. These bioactive molecules target the cellular host and foreign 
proteins which are essential for the progression of the disease and play a vital role in 
the maintenaning homeostasis, wound healing and induction of proliferation [47]. 

Thus, the earthworms could be a useful and economical source of biologically 
active molecules, which have the biomedical potential to cure a variety of diseases. 
Extraction and use of bioactive molecules from earthworms have been carried out 
by local communities worldwide, especially in Asian countries like China, India, 
Korea, Vietnam and Myanmar [9, 48].
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5.2 Anticarcinogenic Property 

Earthworm tissue and coelomic fluid contain active molecules which are involved 
in antitumor and cytotoxic activities. The anticarcinogenic property of these active 
ingredients from earthworms has been observed in several in vitro and in vivo exper-
iments. Proteases and earthworm fibrinolytic enzyme (EFE) present in earthworm 
extract (EE) show remarkable anticarcinogenic activity in heptoma cells. Matrix 
Metalloproteinase-2 (MMP-2) involves in invasion and metastasis of cancer cells. 
Earthworm fibrinolytic enzyme (EFE) suppresses this enzyme and thus protect the 
cell [37, 39]. EE prevents the excess uptake of glucose and thus shows anticarcino-
genic properties. In earthworms’ coelomic fluid, the atumorilytic factor analogous to 
the vertebrate “cytokine tumor necrosis factor” was identified by SDS-PAGE analysis 
[49]. 

5.3 Skin Wound Healing 

Skin wound healing is a complicated biological process, which involves various 
phases like, inflammation, new tissue formation, hemostasis, proliferation, granu-
lation, production of matrix and remodelling [50, 51]. The coelomic fluid of earth-
worms contains some proteins which aid in skin wound healing by increasing the 
expression of growth factors and stimulating the proliferation and differentiation 
of epithelial cells and fibroblasts [52]. Different preparations from earthworms, L. 
rubellus and E. fetida shortened the time of healing and promoted wound healing by 
increasing granulation, epithelization and collagen synthesis [39].

• Mode of action Earthworm Extract (EE) in wound healing [53] 

1. The EE accelerates the secretion of hydroxyproline and transforming growth 
factor-β (TGF-β), which increases collagen synthesis, promotes and expands the 
blood capillaries, and the proliferation of fibroblasts. 

2. Expanded blood capillaries increase the permeability of local blood capillaries, 
circulation of blood, transportation of nutrients, stimulating the secretion of 
different cytokines, and inducing cells to enter injured tissue. 

3. It accelerates the formation of white blood cells, platelets, and interlukin-6, 
speeding up the elimination of foreign particles and necrotic tissue. 

4. Accelerated white blood cells, granulocytes and platelets promote angiogenesis, 
enhance the metabolism rate of injured tissue, reduce inflammation injury and 
boost the local circulation of the wound. 

5. It also promotes the repair of injured endothelial cells, which provide nutrition to 
the new granulation tissue and plays an essential role in hyperplasia by assisting 
the proliferation of platelets. 

6. Thus EE promotes wound healing, reduces infection risk and improves immunity.
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5.4 Antipyretic Property 

Earthworms contain antipyretic substances (substances that can lower body temper-
ature and inhibit bacterial growth) such as arachidonic acid, antipurin, anti-toxins 
and vitamins. They also have antibacterial compounds that inhibit the growth of 
pathogenic bacteria [14]. The elevated body temperature may also be suppressed by 
anti-inflammatory effects of earthworm extract [54]. 

5.5 Antioxidative Property 

Antioxidants are biomolecules that protect cells from free radical damage and 
some other oxygen species in the body of organisms. Earthworm extract has been 
found to show extremely high antioxidative properties due to the presence of high 
concentrations of antioxidants such as superoxide dismutase (SOD), catalase (CAT), 
glutathione peroxidase (GPX) and glutathione (GSH) [55]. It also contains a large 
concentration of phenolic compounds which neutralize the free radicals, due to the 
presence of the hydroxyl group [41]. 

5.6 Antiulcer Property 

Earthworm paste reduces the quantity of gastric juice, acidity and gastric ulcer index, 
distinctly indicating its efficacy in reducing these factors, which lead to ulcers. 
Its highly proteinaceous nature and polyphenolic compounds are responsible for 
reducing gastric secretions and inhibiting histamine receptors, respectively. The main 
mechanism that results in ulcer formation is lipid peroxidation. It destroys the cell 
membrane by releasing intracellular constituents such as lysosomal enzymes, leading 
to further tissue damage. But the administration of earthworm paste increases the 
levels of anti-oxidant enzymes. It lowers the peroxidation index, indicating the scav-
enging of free radicals and reducing lipid peroxidation [42]. Earthworms have a high 
amount of bio-copper, which has a strong inhibitory effect on gastric secretions. It 
can be given orally and effectively to treat peptic ulcers, especially gastric ulcers 
[55, 56]. 

5.7 Anti-Inflammatory Property 

Earthworm extract has anti-transductive, anti-proliferative, and anti-histaminic activ-
ities responsible for inhibiting inflammation mediators like Tumor necrosis factor 
(TNF-α) [38, 54]. TNF-α is a cytokine, which mediates different functions involved
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Fig. 2 Mechanism of action of Earthworm Extract as an Anti-inflammatory agent 

in systemic inflammation like the stimulation of acute-phase reaction, fever induc-
tion, death of apoptotic cells, inflammation, inhibition of tumorigenesis and viral 
replication etc. A large concentration of TNF is released by various types of cells 
such as cardiac myocytes, fibroblasts, lymphoid cells, endothelial cells, mast cells, 
neurons and adipose tissue in response to inflammatory agents like lipopolysac-
charide, carrageenan, bacterial products and Interleukin (IL)-1etc. IL-10 is also a 
cytokine, which down-regulates the inflammatory reactions and its concentration 
increases during the suppression of inflammation as mentioned in the mechanism of 
action [57] in Fig.  2. 

5.8 Hepato-Protective Property 

Hepatotoxic chemicals and several types of drugs cause damage to liver cells 
primarily by lipid peroxidation and other oxidative damages. The particular damage 
in liver cells is indicated by decreased liver antioxidants and increased activities 
of serum enzymes, like Alkaline phosphatase (ALP), Aspartate aminotransferase 
(AST), Alanine aminotransferase (ALT), Thiobarbituric acid reactive substances 
(TBARS) and bilirubin [55]. When treated with earthworm extract, these effects 
get reversed. The earthworm extract acts as a hepatoprotective agent as it increases 
the activities of the liver by enhancement in the activities and amount of liver antioxi-
dants (GSH, SOD, GPX, and CAT) and decreases the activities and amounts of serum 
enzymes (AST, ALP, ALT, TBARS and bilirubin). The mechanism of action of earth-
worm extract (Fig. 3) modulates the genes involved in the synthesis of antioxidant 
enzymes in liver tissue prevents the formation of the reactive oxygen species [41].
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Fig. 3 Mechanism of action of earthworm extract in the damaged liver 

5.9 Analgesic Properties 

Important analgesic properties of earthworms are. 

1. Earthworm extract increases the pain threshold and exhibits peripheral but not 
central analgesic effects. 

2. In addition, it decreases serum neural transmitters, such as nitric oxide synthase 
(NOS), nor-epinephrine (NE) and 5-hydroxytryptamine (5-HT) concentration 
like other analgesic drugs e.g. aspirin and morphine. 

3. Therefore, EE could be used as a promising peripheral analgesic drug [58]. 

5.9.1 Anticoagulative or Fibrinolytic Property 

In biological systems, the development of fibrin clot and its lysis are usually well 
balanced, but if fibrin is not hydrolyzed due to some disorder, thrombosis can occur. 
In blood clot formation, fibrin is the chief protein constituent which is formed from 
fibrinogen by thrombin [47]. 

Earthworms act as an attractive source of the fibrinolytic enzymes, urokinase, 
tissue plasminogen activator (t-PA), physiologically active compounds, such as serine 
peptidases (eg. peptidase PI and PII) and cytotoxic components (coelomic cytolytic 
factor—eiseniapore). These biomolecules have very strong anticoagulant and fibri-
nolytic properties [47, 52]. Urokinase-type plasminogen activators (u-PA) are usually 
known as lumbrokinase (LK). They convert plasminogen into plasmin by stimulating 
the activity of endogenous t-PA activity or dissolve the fibrin clots itself. This reac-
tion indirectly lengthens the time of clotting and helps in fibrinolysis. LK has been 
used to dissolve clots, bring down blood viscosity, and lower platelet aggregation
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Table 1 Some of the antimicrobial peptides identified from earthworms are 

Sr. No Earthworm species Antimicrobial peptides References 

1 Pheretima tschiliensis and Eisenia 
fetida 

Two, (PP1 and OEP3121) [63] 

2 Pheretima guillelmi lumbricin-PG from skin secretions [64] 

3 E. fetida Six, antibacterial vermipeptides 
family (AVPF) from coelomic fluid 
and tissue homogenate 

[62] 

4 Lumbricus rubellus Lumbricin I [65] 

[47]. The anticoagulants found in earthworms particularly interfere in the intrinsic 
pathway of the blood clotting cascade [59, 60]. In China, earthworm protein extracts 
and lumbrokinase have been studied extensively and have been used to maintain a 
healthier blood state [36]. 

5.9.2 Antibacterial Properties 

The coelomic fluid and extracts of earthworms are known to have potential enzymes 
exhibiting antibacterial properties that can inhibit the growth of gram-positive and 
gram-negative pathogenic bacteria [61]. This antibacterial activity is ascribed to some 
proteins, such as fetidins, lysozymes, haemolytic factors and coelomic cytolytic 
factors [32]. Earthworms also have lumbricin (a Group of antimicrobial proteins) 
which are produced in response to pathogen invasion [14]. Their molecular weight 
was generally below 10 kDa and can either perform direct antibacterial functions or 
indirect functions as a signal peptide [62] (Table 1). 

5.9.3 Benefits of Earthworm as a Natural Medicine 

1. Earthworm extracts are naturally found and rarely exert side effects. 
2. Safe for all ages 
3. Safe for continuous and long-term consumption 
4. It can be used in conjunction with other medications and it also enhances the 

other drugs work [36]. 

6 Immune System of Earthworm 

Earthworms lack anticipatory, specific and lymphocyte based immune mechanisms 
and rely on natural, nonspecific and innate immune mechanisms [66] (Fig. 4) which 
are based on pattern recognition receptors (PRRs) [67]. So far three types of PRRs
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Fig. 4 Components of the immune system of Earthworms 

(Coelomic cytolytic factor CCF, lipopolysaccharide-binding protein EaLBI/BPI, 
Toll-like receptor EaTLR) have been described in earthworms [67–69]. 

6.1 First Line of Defense 

Skin: The earthworm’s skin, combined with mucus membrane, provides the first line 
of defense as it acts as the non-specific protective barrier against invasion by microbes 
or parasites. It covers the entire body of the earthworm and formed of the epidermis 
and a thin layer of cuticle. The cuticle contains antimicrobial mucopolysaccharides 
[66, 70] and the epidermis contains single-layer epithelium formed of three different 
cells: 

1. Supportive Cells 
2. Basal Cells: These cells are involved in graft rejection, wound healing and exhibit 

phagocytic activity 
3. Secretory Cells: They secrete mucus having mucopolysaccharide-lipid-protein 

complex and several antibacterial factors [66, 71]. 

The earthworm’s skin cannot properly prevent the microbes from entering the 
coelomic cavity as it possesses a dorsal pore in every segment of the coelomic cavity 
[72]. Consequently, some microbes penetrate the earthworm’s first line of defense 
and enter the coelomic cavity, where they encounter soluble and membrane-bound
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pattern recognition receptors (PRRs), that identify pathogen-associated molecular 
patterns (PAMPs). After this recognition, pathogens are attacked by coelomocytes 
(cellular defense) and a variety of humoral factors (humoral defense) secreted by 
coelomocytes [66]. 

6.2 Cellular Defense Mechanism 

Cellular defense mechanism mainly involves the activity of various types of coelo-
mocytes, which are very important for building the innate immunity of earthworms. 
Based on functional and morphological behaviour, they are differentiated into three 
different types of immune cells such as granulocytes, eleocytes and amoebocytes 
[73]. 

1. Eleocytes: They are derived from chloragogen cells found around the intestinal 
area and exert excretory, trophic and immunological functions by synthe-
sizing and secreting agglutinins, opsonins, cytotoxic and antimicrobial factors in 
coelomic fluid [74–76]. They resemble the invertebrate liver cells in certain func-
tions, e.g. they transport nutrients by circulation into coelomic fluid and other 
organs and cells. They are also associated with the metabolism and storage of 
lipids and glycogen [77]. 

2. Amoebocytes: They originate from the mesenchymal layer around the coelom 
and characterized by the comparatively large eccentric nucleus and several pseu-
dopodia [76]. They perform cellular immune functions such as phagocytosis and 
cytotoxicity (NK cell-like activity) [78–81]. In addition, they fight with multicel-
lular invaders, like nematodes through encapsulation (brown body development) 
[76]. 

3. Granulocytes: These are spherical, acidophilic and composed of centrally 
located nuclei. They produce humoral factors due to the presence of eosinophilic 
granules and various vacuoles [73, 82]. 

The coelomocytes are involved in innate cellular mechanisms, such as encapsu-
lation, phagocytosis, and cytotoxicity, to fight pathogenic microorganisms [83, 84]. 
These coelomocytic elementary processes can be regulated by opsonins or humoral 
factors covering foreign bodies and facilitating their encapsulation and phagocytosis 
[73, 81] as mentioned in Fig. 5.

Encapsulation: It is a cellular immune function used for foreign objects which 
are not phagocytosed due to their large size [85]. The encapsulated cellular capsule 
can also be called a “brown body” due to the presence of melanin pigments, which are 
produced by the activation of the prophenoloxidase cascade [72, 86]. Moreover, some 
coelomocytes possess cytotoxic activity like natural killer cells [66]. The mechanism 
of encapsulation [86] is shown in Fig. 6.
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Fig. 5 Mechanism of Phagocytosis

Fig. 6 Mechanism of encapsulation
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Fig. 7 Functions of some of the humoral components of coelomic fluid [72, 81, 85, 88, 91, 92] 

6.3 Humoral Defense Mechanism 

Earthworms’ coelomic fluidcomprises humoral immunity components (examples; 
agglutinins, lysins, proteases, fetidin, CCF, lumbricin I andeiseniapore) that are 
synthesized by coelomocytes. These humoral components are responsible for agglu-
tination, opsonisation, lysis of non-self-bodies, clotting, and phenoloxidase cascade 
reaction [87–89]. In earthworms Lysis cause by fetidins, CCF-1, lysenin and eise-
niapore, whereas agglutination and lysis caused by H1, H2 and H3 molecules [90] 
(Fig. 7). 

7 Role of Earthworm to Control Fish Diseases 

As we discussed earthworm coelomic fluid have different immunogenic component 
having important biological properties like antimicrobial, proteolysis, cytolysis and 
mitogenic. The coelomic fluid of different earthworms has the potential to control 
a range of fish diseases especially bacterial diseases. Earthworms can also be used 
to treat fish diseases resistant to antimicrobial drugs, and the results were significant 
[9, 11].
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Fig. 8 Different forms of earthworm use 

8 Different Method/Strategies to Use Earthworm 

Due to the different beneficial attributes of earthworms (which we already studied 
above), they are used in a different form [4] (Fig. 8). Their activity differs in different 
solvents like acetone, ethanol etc. [11, 93–95]. 

9 Comparative Study of Treated and Untreated Fish 

1. Morphological Changes 

Perionyx excavatus diet significantly increased the growth of mirror carp (Cyprinus 
carpio) [11]. Increased growth performance, survivability, and length of C. carpio 
were observed when earthworm extract was used in combination with fish diets



A Sustainable Way for Fish Health Management … 347

compared to control fish [9]. E. fetida extract enhances Caspian roach growth perfor-
mance [94]. Limited substitution of earthworm meal (Libyodrilus violaceus) also  
enhances African catfish (Clarias gariepinus) growth [96]. 

2. Haemato-Immunological Studies 

Extracts from the different earthworm species significantly affect RBC count and 
haemoglobin value than the control fish. Bansal [9] observed a rise in RBC count, 
leukocyte count, and packed cell volume in fish after using earthworm extract of E. 
fetida in C. carpio. Similarly, Rawling et al. [11] also noticed a rise in haemoglobin but 
decrement of total leukocyte level in mirror carp (C. carpio) when given earthworm 
(Perionyx excavatus) meal as compared to soyabean meal. But, Rufchaei et al. [94] 
observed E. fetida extract positively affect the innate response in the C. roach. So, 
we can say that earthworms can increase the haematological parameters in fishes. 

10 Conclusions 

As the world population increases, food security is becoming a major problem. This 
put pressure on agricultural land and fish farming. As a result, many fish disease is 
being reported. Drugs, antibiotics, and chemicals used to treat fish diseases finally 
causes bio-magnification and bio-accumulation. Thus, earthworm provides the alter-
native and sustainable way to cure fish disease. Mainly fish bacterial diseases can be 
cured by different earthworm products like its extract, powder either individual or in 
combination with fish diet at different doses. So, we can conclude from this chapter 
that the earthworms play a vital role to cure fish diseases sustainably. 

11 Future Prospective 

There is no doubt that modern practices through the use of chemicals, drugs and 
antibiotics cure fish diseases. But the persistence of these chemicals has an ill effect 
on the environment as well as on human health along with its effects on water quality. 
Now a day, people are not only concerned about their health but also the environment 
and other organism’s health. Therefore, these practices become questionable. This 
chapter highlights the different sustainable ways to cure fish diseases. There is also 
a need to find some new methods and strategies for an efficient way to cure fish 
diseases by the use of earthworms. A challenge for the future is developing socio-
economically, genetically modified disease-resistant fish through sustainable ways, 
either by using earthworms or another suitable organism.
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Recommendations 

Further research needs to find out active compounds from different species of earth-
worms that can be used to cure diseases in fish and other animals. At large scale 
commercial products can be formed by using earthworms. 
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Abstract The urbanization process has been inflicting detrimental environmental 
conditions across urban centres irrespective of their size and shape globally. Bankura 
municipality, a town of West Bengal, India, with a population of only 137,386, 
according to the Census of 2011, is also a victim of the ill effects of urbaniza-
tion. In order to facilitate sustainable urban planning of a budding developmental 
epicentre, this chapter helps in highlighting the wards with poorer environmental 
quality. Landsat 8 OLI of 2019 was used to assess the biophysical condition such as 
Land Surface Temperature (LST), Normalized Differential Vegetation Index (NDVI), 
Normalised Difference Water Index (NDWI) and Normalised Differential Built-up 
Index (NDBI). Field investigations to identify the level of noise pollution and water 
pollution, aided with a portable sound meter, pH meter, DO meter, EC/TDS meter 
and turbidity meter was done. Air quality assessment was carried out from the data 
of the Central Pollution Control Board’s monitoring stations. Vehicular frequency 
assessment and noise pollution measurements were also conducted during off-peak 
and rush hours at major road intersections. The monitored data were spatially inter-
polated using Inverse Distance Weighted Method (IDW) for air pollution as well as 
transport flow and Kriging for noise pollution. Principal Component Analysis (PCA) 
was carried out using these indicators and ward level Urban Environmental Quality 
Index (UEQI) was mapped. The wards identified with the worst environmental quality 
were 2, 12, and 17, with localities such as College More, Tamliband, Machantala 
and Panchbaga being the most affected ones. The main problems in these wards 
were honking near hospitals, schools, and colleges; narrow road intersections with 
high vehicular frequencies; high air pollution, poor surface water quality sites and 
congested built-up. An increase in vegetation cover, grassing of footpaths, effective 
solid waste management, intelligent traffic regulation systems were suggested in this 
study for improvement of the urban environmental condition of Bankura municipal 
area.
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1 Introduction 

The term urban and the process of urbanisation have diverse meanings [1, 2]. The 
selection of definition of urban can shape the level and rate of urbanization in a country 
[3]. In March 2020, in order to categorise urban and rural areas through various 
statistical parameters, the United Nations Statistical Commission devised a method 
that also enabled comprehension of the degree of urbanisation [4]. According to 
this new method, sustainability indicators were considered, such as public transport, 
poverty, access to green space, air pollution, noise pollution, population density, 
and many more. Contrastingly in India, the Census defines an urban area as any 
municipality, corporation, cantonment board, notified town area, and any other places 
with over 5000 population and 75% male working in the non-agricultural sector 
and a population density of 400 persons/sq. km. As a result, cities in India and 
upcoming towns severely lack the required facilities and infrastructure to become 
sustainable. More over these cities have sprawled in an unplanned and uneven manner 
[5–9] resulting in degraded environmental quality. According to Chiu [10] the basic 
environmental qualities necessary for sustaining human habitats are those which 
guarantee a hygienic and healthy living environment. Clean water, clean air, and clean 
internal and external environments are the primary requirements. These parameters 
are comparable to those essential for sustainable cities as well. 

Studies on Indian cities have unconnectedly looked into the condition of air pollu-
tion [11–14] water pollution [15–19], water depletion [20–22], noise pollution [23, 
24], solid waste management [25–28], urban heat island [29–35], vehicular conges-
tion [36–38], housing conditions and availability of various other infrastructure facil-
ities and pressures on them. According to these studies, most Indian cities have poor 
air quality, depleted water quality with water logging problems, improper drainage 
system, unmanaged solid waste, slum problems and high noise pollution. Pieces 
of literature have tried to identify the correlation between heat island formation 
and pollution [39], noise pollution and vehicular density [23, 24, 40]. But very few 
studies in India have holistically looked into the environmental quality [41, 42]. 
This research endeavour thus attempts to look into all the parameters required for a 
sustainable Bankura town and assesses the environmental quality to address policy 
initiatives. 

2 Study Area 

The Bankura district is an archaeological hub with relics dating back to the chal-
colithic age. It is a place where proto-Dravidian and proto-australoids have once
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inhabited. Several dynasties have also ruled this land since seventh century AD. 
The district headquarter, Bankura Municipality is one of the oldest towns in the 
western region of the state of West Bengal in India. The Bankura Municipality was 
constituted in 1865. An area of 18.65 sq. km extends from 87° 1' 30'' East to 87° 
4' 30'' East and 23° 12' North to 23° 15' 30'' North. It is divided into 24 munic-
ipal wards. It is surrounded by agrarian landscape and located in one of the most 
economically backward regions of the country [43, 44]. With the centralised facility 
of employment opportunities in various service sectors, business enterprises, better 
education through schools and colleges, and better health facilities, Bankura munici-
pality draws people from all around the district and neighbouring districts. According 
to Census of India, Bankura municipality saw a steady rise in population. In 1981 
there were 94,954 persons, 1991 (114,927 persons), 2001 (128,811 persons) and in 
2011 (137,386 persons). Though the decadal growth rate has slowed down, with 
pre-existing urban settlements since the British rule, the increasing population has 
created pressure on the town’s carrying capacity, leading to unplanned growth both 
horizontally and vertically. 

The Gandheswari River flanks in the north and Darakeshwar River in the south. 
The climate here is tropical, sub-humid and dry with an annual rainfall of 1420 mm 
and summer temperatures ranging to 45 °C maximum during June and 9 °C minimum 
during January. Connected by State Highway No. 9 and National Highway No. 60 and 
60A, south eastern railway, Bankura attracts many floating and immigrant population. 
Figure 1 shows the administrative location of Bankura Municipality.

3 Materials and Methods 

Knowledge of environmental quality in the administrative units of cities allows prior-
itization of intervention in areas with higher environmental conflicts [45]. It also 
enables improved zoning, which is one of several tools that urban planners use to 
control the city’s physical characteristics [46]. Studies on environmental quality in 
Indian cities have been rare but quite a few studies have been carried out in cities of 
North America [47–49] and South America Escobar [50, 51]. In these research works, 
socio-economic indicators such as population density, housing density, and income 
and proxy variables such as size and rent of houses were used. Literacy, electricity, 
water supply were also considered in addition to ecological indicators such as tree 
density, availability of open space, sewage and drainage facility, waste management, 
nearness of landfills, traffic density, etc. These parameters are regulators of sustain-
able cities. High building density, low vegetation cover and depleted water bodies 
often lead to high LST, thus creating urban heat islands [52–54]. The increased air 
pollution further aggravates the problems because of traffic congestions [39, 55–58]. 
Other than degrading the environmental quality, these factors have serious human 
health implications [59–64].
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Fig. 1 Location map of Bankura municipality along with ward boundaries

Higher population density and poverty among the residents of the cities make them 
even more vulnerable. Bankura being remotely located, lacks well distributed moni-
toring sites for measuring environmental data. Moreover, very coarse data on socio-
economic conditions are available at the ward level through a census. Considering 
these factors to identify the most environmentally degraded ward, which requires 
special planning initiatives, this study undertook a geospatial analysis with where 
integration of remote sensing. Secondary data and field observations have been 
carried out to assess the environmental quality of the wards in Bankura. So, proxy 
biophysical parameters such as NDWI (Normalised Difference Water Index), NDBI 
(Normalised Difference Built up Index), NDVI (Normalised Difference Vegetation 
Index), LST (Land Surface Temperature) derived from remotely sensed images were 
also taken into account. These indices would represent water quality issues, building 
density, vegetation quality and thermal environment, respectively [65, 66]. Figure 2 
provides a schematic representation of the research methodology undertaken for 
carrying out this study.

This chapter looked into the current situation of the different environmental 
aspects and hence did not deal with temporal data purposively. Firstly the ward
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Fig. 2 Methodological flow chart for assessment of urban environmental quality

map which was procured from the Bankura municipality office was scanned, georef-
erenced and digitized. The Landsat 8OLI of 27th April 2019 was downloaded from 
https://earthexplorer.usgs.gov/. The path and row number were 139 and 044, respec-
tively. Atmospheric correction, radiometric correction and sun angle rectification for 
each of the bands in the images were carried out in Erdas 2014 following [67]. Equa-
tion 1 shows the software’s background algorithm to perform radiometric correction 
on each band of the Landsat-8 image. 

pλ' = mpQcal  + Ap (1) 

TOA reflectance with a correction for the sun angle was then conducted using 
Eq. 2 

pλ' = pλ 
cos(θsz) 

= pλ 
sin(θ SE) 

(2) 

where, 

pλ' = TOA planetary reflectance, without correction for solar angle.

https://earthexplorer.usgs.gov/


360 A. D. Roy et al.

mp = Band-specific multiplication rescaling factor from the metadata 
(REFLECTANCE_MULT_BAND_X. where ‘X’ is the band number). 
Ap  = Band-specific additive rescaling factor from the metadata 
(REFLECTANCE_ADD_BAND_X. where ‘X’ is the band number). 
Qcal = Quantized and calibrated standard product pixel values (DN). 
SE = Solar Elevation. 

These atmospherically corrected bands were used to produced NDWI, NDVI, 
NDBI and LST using the band ratio techniques given in Eqs. 2, 3, 4, 5 and 6, 
respectively [52, 68]. 

NDW  I  = 
N I  R  − SW I  R  

N I  R  + SW I  R  
(3) 

NDV  I  = 
N I  R  − RE  D  

N I  R  + RE  D  
(4) 

ND  B  I  = 
SW I  R  − N I  R  

SW I  R  + N I  R  
(5) 

LST  = TB 

1 + 
( 
λ ∗ TB 

ρ 

) 
∗ ln ε 

(6) 

where NIR is near-infrared band, SWIR is the shortwave infrared band and Red is 
the band itself. TB is the total brightness value of the pixel, λ is the wavelength of 
emitted radiance (m), e is surface emissivity, ρ is hc/K (1.438 × 10−2 mK), h is 
equal to the Planck’s constant (6.26 × 10−34 J see), c—velocity of light (2.998 × 
10 s m/see). 

The land use land cover (LULC) map was generated from georectified high-
resolution Google earth image. In ENVI 5.3, software object-based classification 
technique was applied for accurate classification of LULC. The population density 
was computed at the ward level from population data obtained from the census, 
divided by the area of the wards obtained from the digitized map in GIS environment. 

The road networks were digitized in ArcGIS 10.4.1 from the georectified high-
resolution Google Earth image. The length of the roads within each ward was 
computed and divided by the area of the ward as shown in Eq. 7 to obtain a map of 
ward level road density [69]. 

ROAD DENSITY = 
TOTAL LENGTH OF THE ROAD INSIDE A WARD 

AREA OF THE MUNICIPALITY WARD 
(7) 

In order to assess the level of air pollution in the Bankura town, data on SO2, NO2 

and PM10 monitored by the West Bengal Pollution Control Board (WBPCB) was 
used. The data is monitored on a bi-weekly basis from January 2016 onward. For this 
study data of annual average data 2019 was used. Inverse distance weighted (IDW)
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interpolation method was applied to map the pre pandemic/lockdown scenario’s 
average concentration [39, 70]. As Bankura has only one monitoring station, the data 
for the nearest 8 more stations were included in the computation which is also sparsely 
situated. The stations included are Purulia town (23.3322° N, 86.3616° E), Barjora 
(23.4259° N, 87.2855° E), Asansol (23.6889° N, 86.9661° E), Benachity (23.5569° 
N, 87.2768° E), Bidhan Nagar (23.5178° N, 87.3460° E), Jamuria (23.7061° N, 
87.0774° E), PCBL more (23.505639° N, 87.317552° E) and Raniganj (23.6234° N, 
87.1143° E). The pollution concentration value at point i (N0) is calculated through 
the formula shown in Eq. 8, where N; represents the number of measurement points, 
Ni; represents the pollutant value at position i, Pi; the weight of the pollutant value 
at i position. Pi weights are calculated using Eq. 9, which shows that it is a function 
of the distance between the reference point and the interpolation point according to 
the idea that the effect of the closer points are higher than distant ones and k is the 
power of the distance. di is the horizontal distance between the interpolation point 
at (x0, y0) and the reference points at (xi, yi) and is calculated by Eq. 10 [39]. 

N0 = 

n∑ 
i=1 

Ni Pi 

n∑ 
i=1 

Ni 

(8) 

Pi = 
1 

dk 
i 

(9) 

di =
√  

((xi − xi )2) + (yi − y0)2 (10) 

WBPCB also monitors water quality for two surface water bodies in Bankura town. 
One monitoring site located at a lake near Sati Ghat and another near the water intake 
point on the River Darakeshwar. The parameters measured by WBPCB for water 
quality assessment are ammonia, BOD, conductivity, Dissolved Oxygen (DO), Fecal 
Coliform, Fecal Streptococci, Nitrate—N, pH, Temperature (Water), Total Coliform, 
Boron, Calcium, Chloride, COD, Fluoride, Magnesium, Phosphate—P, Potassium, 
Sodium, Sulphate, Total Alkalinity, Total Dissolved Solids (TDS), Total Fixed Solids 
(TFS), Total Hardness as CaCo3, Total Suspended Solids (TSS), Turbidity. The data 
were monitored on an approximately quarterly basis from 2010 onwards. The rivers 
would represent the pollutant load contributed from the entire catchment and not 
exclusively of the Bankura town, though the town drains most of its effluents into the 
river. There are high probabilities of non-point source pollution from the agrarian 
land within the rivers’ watershed would be contributing significantly to pollution. 
Analysis of the water quality data of these two WBPCB won’t represent the ward 
level water pollution too and was thus not considered for this study. Figure 3a shows  
the polluted Gandeshwari River at Sati Ghat and Fig. 3b shows Darakeshwar River.

Bankura municipality is strewn with a large number of big and small water bodies 
as shown in Fig. 4. So to get an overview of the water quality at ward levels, randomly 
selected ponds were tested for quality parameters at every ward. In-situ measurement
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Fig. 3 a Sati Ghat on Gandeshwari river. b Water intake point at Darakeshwar river near Bankura

of temperature and pH of the water samples were carried out using a pH meter (model 
HI 98130 HANNA, Mauritius, IramacSdn. Bhd.). With the help of three standard 
solutions (pH 4.0, 7.0, and 10.0) the pH meter was calibrated. 

Prior to the measurement of Electrical conductivity (EC), the probe of the Elec-
trical conductivity meter (model HI 98130 HANNA, Mauritius, IramacSdn. Bhd.) 
was calibrated using a standard solution of a known conductivity. To measure the 
EC of the collected samples, the probe was submerged in the water samples until 
the stability indicator on the screen disappeared. Before measuring each sample, the 
probe was rinsed with deionized water [71]. Total dissolved solids (TDS), were exam-
ined by the Aquasol Digital Water proof Hand-held Tester, dissolve oxygen (DO) 
was tested by the Digital Meter of Lutron DO-5510, and Turbidity by NOVA LYNX 
270-WQ730 Turbidity Sensor. The test’s quality verification and assessment were 
guaranteed following the instruments’ standard operating protocol (SOP). Repeated

Fig. 4 Water bodies in and around Bankura municipality and in-situ water sample quality 
measurements 
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instrument calibrations were carried out. Figure 4 shows the location of ponds from 
where the water samples were tested. Some of the geo-tagged photographs of highly 
polluted water bodies and the process of in-situ measurements at field have also been 
shown alongside. On the basis of these sampled water bodies through the composite 
index (ranking method) of the pollutants, the most polluted water body was identi-
fied, keeping in mind the designated best use water quality criteria of CPCB, stan-
dard values set by the World Health Organization (WHO), local standards set by 
National Drinking Water Quality Standard (NDWQS). Those pollutants exceeding 
the permissible limit were ranked 2 and those within permissible limit was ranked 
1. The average ranks for all the parameters were computed except temperature. The 
results were extrapolated at ward levels. From the photographs of the water bodies 
it is explicit that they are mainly dumping grounds of solid waste and are subjected 
to eutrophication. 

Apart from the water sampling, traffic density and sound pollution were estimated 
at 15 major road intersections. According to HCM, 2000, traffic density is considered 
as the primary measure for quantifying congestion of roadways other than signalized. 
Traffic density is computed as the number of vehicles occupying a given length 
of roadway [72]. For calculating traffic density, two ways are broadly adopted in 
literatures: one is through traffic survey and the other is estimation method on the 
basis of fixed detectors data. Traffic surveys can be done through in–out traffic flow 
surveys and also through high altitude photographs, but the traffic surveys are pricey 
and hence are often avoided. May [73] writes that aerial photography is the direct 
method for field measurement of traffic density, which is very difficult to implement 
in the field. Before the 1950s only photographic techniques were employed. 

Measuring traffic density is complex; hence indirect methods have been adopted in 
literature such as flow, speed or occupancy [72]. During early 1960s, three approaches 
were being undertaken in parallel: one was calculation of traffic density from input– 
output counts, the second method was an estimation of traffic density from measured 
speed and flow, and the third was the measurement of percent occupancy of the streets. 
Video filming was also been used for estimating macroscopic density from an elevated 
vantage point from which the highway section under study can be observed [74]. 
Al Kherret et al. [75] discussed about the automatic extraction techniques of traffic 
density characteristics carried out from video images using detection and tracking. In 
Biswas et al.’s study [76] used traffic cameras, which were previously integrated to the 
traffic infrastructure. Biswas et al. [77] also did a lane-wise car counting to estimate 
the density with respect to time using traffic cameras. In modern developed nations, 
magnetic loop detectors and surveillance cameras are also widely used for traffic 
density estimation. The hardwire specific technique like Magnetic loop detectors 
demands a lot of physical work and is very costly to install and maintain. Wireless 
vehicle sensors and speed guns are also used [78, 79]. The paper by Al-Sobky and 
Mousa [80] presents an approach for the utilization of smartphones in measuring 
temporal and spatial macroscopic traffic density on road networks. Following Al-
Sobky and Mousa [80], the vehicular frequencies were monitored twice in their study. 
One measurement was done around 9.45 to 10 am and the other was done during 
the evening 5.15 to 5.30 pm at the major road intersections. This time was chosen
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as the rush to reach schools and workplaces was the highest between 9.30 and 10 
am. Even local trains are scheduled to reach Bankura town during this time to help 
floating populating and daily commuters reach their respective work places from 
neighbouring blocks and districts. Similarly, in the evening, the time around 5.15 to 
5.30 pm was considered for observation as the office hour’s end at this time. 

Due to lack of CCTV footage or other monitoring devices video recordings via 
smart phones were done at the major road intersections shown in Fig. 5, for the flowing 
traffics and the vehicles were later counted from the videos. The vehicular frequencies 
were calculated for non-polluting two-wheelers and three-wheelers like bicycle, cycle 
rickshaws, cycle vans, CNG (Compressed Natural Gas) operated auto-rickshaws and 
battery operated auto-rickshaws also known as toto. The number of polluting two-
wheelers such as motor bikes and scooters [81–83], three wheelers such as motor 
vans and four-wheelers such as cars, trucks, buses and other utility vehicles [84– 
86] were also counted. The average numbers of vehicles were then calculated from 
the two survey periods based on their categories. In order to represent the vehicular 
frequency, transport flow maps of the different polluting two and four-wheelers were 
used using IDW interpolation method. The total polluting traffic density at these 
major road intersections were then extrapolated to the wards in which they were 
located. To avoid reverberation, in order to show the proportion of different vehicles 
at a particular road intersection, the representation was done through pie graphs. 
Figure 5 shows the road intersections where the traffic flow was monitored.

Simultaneously using a digital sound meter during these durations at these road 
intersections, noise pollution was also monitored. The average values in decibels were 
mapped and interpolation was carried out using the kriging interpolation technique. 
Research papers by Aumond et al. [87], Mehrjardi Taghizadeh et al. [88] and Harman 
et al. [89] showed that kriging is one of the best interpolation techniques used for 
mapping noise pollution. Kriging uses the following formula (Eq. 11) 

Ẑ (S0) = 
N∑ 

i=1 

λi Z (Si ) (11) 

where Z(Si) = the measured value at the ith location, λi = an unknown weight for 
the measured value at the ith location, S0 = the prediction location, N = the number 
of measured values. 

In ArcGIS 10.4.1 using the zonal statistics arctool, the wards’ average noise 
pollution concentration values were mapped. Using this very technique ward level 
maps were also made with average NDWI, NDVI, NDBI, LST, road density, vehicular 
frequency, air pollution, water pollution values. According to the database procured 
from the municipality office solid waste management is equally bad in all the wards. 
75 tons per day (TPD) of waste are generated. There are no segregation, no landfill 
site, and very little door-to-door collection system. Hence this parameter was not 
considered for the study. In order to classify the wards based on environmental quality 
using these various bio-physical, environmental and socio-economic parameters, it
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Fig. 5 Road network and intersections for monitoring traffic density as well as noise pollution in 
Bankura municipality

was imperative to calculate UEQI (Urban Environmental Quality Index) [41, 48]. 
Multivariate methods and principal component analysis are frequently used to assess 
UEQI. Other techniques have also been used in literature including weighting score 
according to the level of importance to obtain a final score or by overlaying values 
(summed) using the vector map of each indicator in a geographic information system 
[45]. PCA technique has been preferred in this study because all eigen values and 
eigen vectors are calculated and sorted in PCA. Then, the top most eigen vectors 
are selected to project the input data. By projecting the input data into the chosen 
eigen vectors, the dimension of the input data is, practically, reduced [90]. PCA is a 
data transformation technique that transforms many correlated input variables into a 
smaller number of uncorrelated components latent dimensions that explain the input 
information [47, 91]. Jolliffe and Cadima [92] has researched and given a detailed 
description of PCA well. 

The integration of values derived from band ratio images, census, WBPCB and 
field survey at ward level were performed by principal component analysis (PCA), 
using SPSS v.19 software. Before performing PCA, the Pearson’s correlations among 
all the 9 indicators were computed, to inspect the relationships among these indicators 
[93]. Kaiser–Meyer–Olkin sampling adequacy test and Bartlett’s sphericity tests were 
also conducted. As the first component explains most of the variance in the data the 
derived components with eigen values greater than 1 were reserved [94]. To acquire
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the UEQI, the scores of the larger generated components were combined with the 
variance of each one using a linear model [48]. Equation 12 explains the process. 

UE  Q  I  = 
n∑ 

1 

fi wi (12) 

where n is the number of components extracted, f i is the component score and wi is 
the percentage of variance explained by component i maps of the components. The 
UEQI were created to depict the spatial expression of each component and the envi-
ronmental quality at a ward level. The values of UEQI were grouped into categories, 
which will enable planning authorities to monitor the environmental quality. 

4 Results and Discussion 

The LULC map was generated from Google Earth images through object-based 
classification (Fig. 6). Built-up comprised of 82% of the total area, 13% of the area 
was occupied by vegetation, 3% by the sand bars and open spaces, while the rest 
of the LULC was under water bodies. The percentage area occupied by each of the 
LULC at a ward level also plays a pivotal role in determining its environmental 
quality. So, indices such as NDBI, NDVI, and NDWI which act as substitutes for 
building density, vegetation quality and extension of water bodies respectively were 
used. The NDBI is used to understand the extent and density of built up from remote 
sensing images. For quick mapping of built up areas NDBI is an excellent alternative 
[95]. The values more than 0 are considered to be categorised as built up, but often 
presence of sand in the building material and sand in the soil leads to categorisation 
in one group. In Fig. 7a the NDBI values in Bankura Municipality are seen to have 
ranged from 0.22 to −0.260. The highest values are present in the sand bars of 
the Darakeshwar River flowing south of the study area. The negative NDBI values 
mainly occupied the vegetated patches and water bodies. The juxtaposition of Figs. 6 
and 7a visually speaks about the building density in the wards and rationalises the 
spatial variation of NDBI values. The building density in Bankura municipality can 
thus be considered as semi dense because the wards are scattered with vegetation 
along the roads, along the river banks, in open spaces and recreational parks. The 
wards have large number of ponds and lakes as well. The average NDBI values when 
extrapolated to the wards and choropleth was done showed negative values, which 
indicated lack of dense or compact built up area. In Fig. 7b, the ward 2, 3, 13, 14, 
19 and 24 have higher but negative NDBI values. Ward 2, 3 primarily have compact 
built up. Ward 13, 14 and 24 have more fallow agricultural land. In ward 19 open 
space or barren land and sand bars are occupying major portions. These LULCs share 
similar spectral properties with that of built up and henceforth have higher NDBI 
values [96].
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Fig. 6 Land use land cover map of Bankura municipality 

Fig. 7 a NDBI of Bankura municipality b Mean NDBI at different wards in Bankura municipality 

NDBI often do not therefore present an accurate picture because of spectral 
mixing between built up and other LULCs. Ward number 4, 15 and 21 have a higher 
percentage of area covered by vegetation and water bodies and hence belonged to 
the category of wards with lower NDBI values and are environmentally better-off 
than the other wards. Presence of vegetation and water bodies act as a coolant against 
higher LST [52, 97–99]. These wards with higher NDBI values would have higher 
LST values (Fig. 10). 

NDVI values represent the quality and density of vegetation. The healthy vege-
tation has low red-light reflectance and high near-infrared reflectance, producing
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Fig. 8 a NDVI of Bankura municipality. b Mean NDVI at different wards in Bankura municipality 

high NDVI values [100]. NDVI values range from +1.0 to −1.0. Land cover such 
as barren rock, sand, or snow show very low NDVI values (0.1 or less). Scrubby 
vegetation, shrubs, grasslands or croplands show moderate NDVI values (ranging 
from 0.2 to 0.5). High NDVI values (0.6 to 0.9) can be associated with areas of dense 
vegetation especially temperate and tropical forests or even crops during their peak 
growth stage [101]. In Bankura as shown in Fig. 8a the NDVI values range from 0.02 
to 0.432. The lower NDVI values coincide with the areas of built up, water bodies 
and current fallow lands. The vegetation here is mostly scattered trees, shrubs, some 
croplands and grasses. The mean NDVI values generated from Zonal statistics in 
ArcGIS were then extrapolated to the ward map which is shown in Fig. 8b. 

It can be visualised that ward number 15, 16 and 18 has the highest NDVI values 
(0.22–0.23). Though the areal extent of the vegetation patches is not that significant 
in ward number 15, 16, yet the vegetation’s density and good health have impacted 
the high values. More houses have large trees, herbs, and shrubs planted in their 
backyards and gardens, contributing to low NDBI but high NDVI values in many 
wards. These wards have large tress, like sal, mango, jackfruit, neem etc. Ward 
number 4, 11, 13, 17, 21, 22 and 23, covered with trees lining the roads, parks 
boundaries and open abandoned spaces. Ward number 1, 2, 3, 5, 6, 8, 10, 12 are fully 
concretised with impervious surface dominating the LULC in these wards. There is 
lack of vegetation cover and hence the NDVI values are the least here. 

The NDWI is also dimensionless like any other band ratio indices whose value 
varies from−1 to+1. Water features have positive values, whereas soil and terrestrial 
vegetation features have zero or negative values [65]. NDWI helps delineate water 
bodies and assess the water content in vegetation canopies [102]. 

The vegetation quality has been very poor in most parts of the study area. The 
NDWI values have ranged from 0.028 to −0.382 (Fig. 9a). The vegetated areas, 
shown in green colour in Fig. 8a show very little moisture content, especially because 
the satellite image belongs to the summer month of April. Low NDVI and low NDWI 
have created environmental stress in the area. The mean NDWI values extrapolated 
to the ward map have shown negative values for all the wards (Fig. 9b). The wards
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16 and 18 had relatively higher NDVI values, but the presence of sand bars, built-up 
areas, and open space has counter balanced or negated the impact of vegetation. 
Similar results are seen in ward 4, 11, 16, 15, 19, 21, 22, 23. 

NDBI, NDVI, NDWI, which all act as a representative biophysical parameter 
to determine the environmental health of a region, has an enormous impact on the 
LST of that region. Research has identified a positive correlation between NDBI 
and LST and a negative correlation between NDVI and NDWI with LST [52, 54]. 
The indices NDBI, NDVI and NDWI showed predictably results of high LST values 
across the different wards in Bankura. The LST ranged from 35.98 to 28.47 °C 
because of summer temperatures (Fig. 10a). The spatially averaged values in each 
ward represented that ward 3 and 19 had the highest LST. The reasons responsible 
were high NDBI and low NDVI values dominated by built up in the LULCof ward 
number 3 and 19, (Fig. 10b). The high NDBI values in ward 19 have resulted from the 
reflectance properties of sand bars that equally dominate the LULC of the ward beside 
the built up. The lowest LST have been identified in ward number 9, 11, 15 and 22

Fig. 9 a NDWI of Bankura municipality.bMean NDWI at different wards in Bankura municipality 

Fig. 10 a LST of Bankura municipality b Mean LST at different wards in Bankura municipality 
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where vegetation cover, presence of sparsely distributed settlements, and relatively 
higher NDWI values can be seen. The presence of vegetation cover and low density 
built up had resulted in lower LST values. Rest all the other wards too experienced 
high LST ranging from 30.82 to 32.04 °C. On 27th April 2019 the recorded maximum 
air temperature was 29.1 °C (India Meteorological Department). The LST and air 
temperature often rises above 40 °C (India Meteorological Department, Kolkata), 
which being higher than the comfort level of human tolerance [103] may often have 
serious human health implications [104, 105]. 

After the analysis of ward wise variation of the biophysical parameters derived 
from the remote sensing images, a field based investigation to assess the physico-
chemical characteristics of water sample from random water bodies from each and 
every ward was done. Table 1 shows the parameters that were tested for the water 
bodies and its values. The values were categorised into two classes based on being 
within permissible limit or exceeding permissible limit of drinking and bathing water 
as per NDWQS, CPCB and WHO norms. According to WHO, the permissible limit 
of conductivity is 1000 μS/cm as per NDWQS, pH between 6.5 and 8.5 as per CPCB, 
turbidity of 5NTU and TDS of 500–1200 mg/l according to WHO, The ranks were 
averaged and a choropleth map was produced from the generated index as shown in 
Fig. 11.

It was observed that the water body from ward 4, 13 and 24 were in the worst 
condition. Though the DO level was high in the water bodies and TDS was within the 
permissible limits but the pH level, turbidity, EC were much beyond the permissible 
limit of drinking water. The wards 1, 2, 8, 14, 18, 20 had relatively better water 
quality though it been violated the standards in some of the parameters. Overall the 
odor and color of the water too suggested that it was not suitable for drinking. Few 
other chemical analyses could have strengthened the claims and remains a limitation 
in this paper. 

Some other field investigations that were carried out included surveying of traffic 
density and noise pollution at major road intersections in Bankura municipality. 
The location of the major road intersections are mapped in Fig. 5. The buses and 
heavy vehicles that connect the town with other neighouring areas have their entry at 
Keranibandh through Lalbazar, Bankura Railway station, Machantala, Bhairabsthan 
and then to the bus depots located at Katjurianga. The exit route of these vehicles is 
different. It initiates from Katjuridanga through Panchbaga, Junbedia, Sati Ghat, and 
Gandheswari Bridge. The road networks were first mapped and a network density 
computed. The network density is shown in Fig. 12a. Ward 2, 8, 10, 11, 15, 21, 
22 have high density of road networks. While ward number 13, 14, 17, 18, 19 are 
larger in size and have longer but fewer roads leading them to be wards with low 
road density. The almost straight road joining Kathjuridanga and Keranibandh is 
one of the most frequented by vehicles in the study area. Along the roads are major 
market centers, schools, colleges, offices. Katjuridanga, the bus depot as can be seen 
in juxtaposition with Figs. 5 and 12b has government and private run buses picking 
and dropping passenger from neighbouring blocks and districts. Moreover many 
other vehicles such as toto, auto, bikes and scooters congregate here to pick and 
drop people within the municipal boundaries. A 15 min observation was done on
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Fig. 11 Water quality status 
of ponds in different wards 
of Bankura municipality

25th April, 2019 during morning and evening hours. Figure 12b through the IDW 
represents that about 1150 polluting vehicle passed through the intersection. Of the 
total vehicle load, 22% were non-polluting cycles, totos/e-rickshaws and rickshaws. 
70% included scooters and motor bikes and 8% were buses and cars. 

Fig. 12 a Road density map of Bankura municipality, b Traffic composition at various road 
intersections c Traffic density at ward level in Bankura municipality
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The very next bus stop Panchbaga, from where the larger and heavier vehicles exit 
out of Bankura town and smaller vehicles move inside showed that of the vehicle 
count, 30% were non-polluting vehicles, 40% comprised of motorbikes and scooters 
while the rest included the buses, cars and trucks. The railway crossing near Panch-
baga often created long halting time for the vehicles leading to traffic jams. The 
road that diverged into the Bankura town crossing College More, Bankura Zilla 
School More and Machantala is also one of the busiest. The road here is lined by 
important educational institutes like Christian College, Bankura Saradamani Mahila 
Mahavidyapith, Bankura Mission Girls High School and various other govern-
ment offices where people flock with their vehicles during the hours of observation 
(Fig. 13c). 700–1000 polluting vehicles passed through these intersections during 
the 15 min of observation (averaged). 

These polluting two wheelers comprised 75% of the total load of vehicles, 20% 
included cycles and totos that are non-polluting and 5% included cars. Buses are not 
permitted through this road excepting one or two school buses. The road further 
links Machantala, the central market area of the town. There are shops, stores,

Fig. 13 a Noise pollution level in Bankura municipality, b Noise level in different wards in Bankura 
Municipality c Location of educational institutes, factories and hospitals on Bankura municipality 
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houses, banks, ATMs, post office and various other service providers at Machan-
tala. Around 700 polluting vehicles cross this intersection. Of the total vehicular 
load 45% belonged to cycles and totos, 45% belonged to scooters and bikes and 10% 
of the vehicles were mostly small vans used to transport various goods to the shops. 

Bankura railway stations, Lalbazar too are busy because through these routes, 
large vehicles such as buses and trucks enter into Bankura. The ward map derived 
the mean values of the total polluting vehicles on the basis of spatial joining from the 
interpolated map. From Fig. 12c it can be visualised that ward number 11, 22 had 
the maximum traffic density followed by ward number 10, 12, 13 and 21. The least 
vehicular density can be observed in ward number 7, 8, 18, 19, 23. Here the road 
density (Fig. 12a), population density (Fig. 15) is also less, dominated by agricultural 
land, water bodies, and vegetated areas, leading to lower vehicular frequency. 

Higher traffic density mostly causes noise pollution. Studies by [106, 107] show  
that noise level is closely related to the number and composition of road traffic. 
A noise pollution monitoring was carried out at similar road intersections where 
vehicular frequency was monitored for 15 min during morning and evening hours. 
The data was averaged and then interpolated using Kriging. The noise recorded at 
different places throughout the Bankura town ranged from 59.78 to 75.99 decibels 
(Fig. 13a). The road intersection at Bhairabsthan bus stop recorded the least noise. 
The maximum noise was recorded at Bankura railway station, Lalbazar and Katjuri-
ganga bus depot. Throughout the town the noise levels are seen to have exceeded the 
permissible limit of 45 dB at residential zones set by CPCB. More over the maximum 
noise is found to be near Jeeban Suraksha Hospital, Anamoy Nursing Home and Ma 
Mahamaya Hospital which are just 750 and 550 m away from Katjuridanga as shown 
in Fig. 13c. Moreover several other hospitals and health centres are situated in the 
vicinity of Bankura railway station. Even the various educational institutes that are 
located along the roads face severe noise pollution. 

The average noise pollution value allotted spatially from the interpolated map to 
the wards 3, 4, 5, 6 and 23 had the highest noise pollution. Following which ward 1, 
2, 7, 13, 14, 18, 19 were also facing high noise pollution. 

Besides the noise pollution, air pollution is also contributed to the study area by the 
vehicles, adjacent industries, brick kilns, Hindu cremation grounds and stone crushers 
located at a radius of 1 km as shown Fig. 13c. Industrial belts and commercial hubs 
located in adjacent districts of Bankura too greatly influence on the spatial distribution 
of air pollution here [108, 109]. Therefore, the air quality of those CPCB monitoring 
stations was also considered within this study. The IDW used for interpolation and 
mapping of pollutants distribution are shown in Fig. 14. The PM10, SO2 and NO2 

are shown in Fig. 14a–e respectively. The maps show that the PM10 concentration 
is high near the western part of Bankura municipality (112.51 μg/m3). These are 
the regions with highest road and traffic density. The east of Bankura Municipality 
areas has relatively low PM10 concentration (97.9451 μg/m3), but these values were 
also slightly higher than the permissible limit set by the CPCB (100 μg/m3). The 
extrapolated map in Fig. 14b showed that the most polluted wards are 13, 14, 15 and 
22. The areas near the colleges, schools and market places within ward number 11,
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17 and 21 have comparatively less PM10 concentration, though slightly higher than 
the required CPCB norms. 

Following similar spatial distribution to PM10, the NO2 and SO2 are also concen-
trated towards the western part of Bankura municipality and decreases towards the 
east. Both NO2 and SO2 are within the permissible limits stated by CPCB, which 
are 80 and 100 μg/m3 respectively. As can be seen in Fig. 14c the SO2 concentra-
tion ranged from 2.12 to 3.50 μg/m3, whereas the concentration of NO2 varied from 
20.10 to 22.61 μg/m3 as can be seen in Fig. 14e. The Fig. 14d and f shows the ward 
level distribution of the mean SO2 and NO2 concentrations respectively. 

The various pollutant levels and other environmental quality aspects affect the well 
being of residents of that particular region [110–112]. Moreover, a study by [113]

Fig. 14 Air pollution concentration in Bankura municipality a PM10, b PM10 at ward level, c 
SO2, d SO2 at ward level, e NO2, f NO2 at ward level
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Fig. 15 Population density distribution at ward level in Bankura Municipality

has established that higher population density can lead to higher LST. The higher and 
denser the population of an area, the more pressure is created on the natural resources 
of that region, if not sustainably utilised [114, 115]. Hence it becomes crucial to know 
the population density of the wards with different pollution levels and environmental 
stressors. This would provide an overview of the wards where there is acute pressure 
on its resources and it also illustrates the number of people vulnerable to the impacts 
of environmental degradation. Thus mapped in Fig. 15, the population density shows 
that ward number 3 and 6 are the most densely populated because of their smaller 
areal extent. The population density on a ward level is comparable to some of the 
wards of large metropolitan cities of India, such as Delhi [113] and Kolkata [116, 
117]. But the infrastructural facilities here lag far behind of those of the metro cities, 
presenting a grim scenario. 

Besides identifying the different wards with degraded environmental conditions 
for various parameters, it is essential to understand the overall condition in terms 
of all environmental stressors cumulatively. This approach would provide a holistic 
scenario of the wards, for prioritising policy interventions. Henceforth a principal 
component analysis was carried out. In the principal component analysis, the corre-
lation matrix was first computed between the 12 variables taken into consideration 
for the study. Principal component analysis was used to identify the meaningful 
dimensions, i.e., uncorrelated components that account for most of the variance in 
the original indicators [118]. 

The communality among variables and the Kaiser–Meyer–Olkin measure of 
sampling adequacy and Bartlett’s Test of sphericity (based on a probability model 
chi-square) was carried out to assess the partial correlations of data arrays. Tables 2 
and 3 show the correlation matrix between the variables used and the KMO and
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Bartlett’s test. Strong negative correlation can be seen between the air pollutants, 
NDVI and NDWI. Moderately strong positive correlation is found between NDBI 
and LST (0.767). The test result of KMO was 0.633 and statistical significance was 
0.000. These facts prove that principal component analysis can be performed among 
the variables chosen in this study.

Table 4 shows the results of the derived initial eigen values. On the basis of these 
eigen values which were greater than 1, the 12 variables considered in this study 
have been reduced to four components using the Kaiser criteria [94]. Figure 16 also 
shows steep breaks in the slope of the scree plot at four different points, which 
also signifies formation of four components. The percentage variance of the four 
components cumulatively showed 89.813% variance of the input data. Excepting 
the variables noise pollution (NOISE) and population density (POPDEN), the other 
variables accounted for more than 95% of the total communality. To obtain a better 
interpretation these components were then rotated using Varimax methods [118]. As 
shown in Table 5 the component loadings help in establishing a relationship between 
components and the variables used. Component 1 showed very strong positive load-
ings (correlation) with the pollutants considered for the study (PM10, NO2, SO2) and 
moderate correlation with traffic density (TRAFDEN) which are responsible for the 
pollution to a large extent. Component 2 showed a strong negative correlation with 
NDVI and positive correlation with NDWI. Population density (POPDEN) and road 
network density (ROADDEN) showed moderate positive correlation with compo-
nent 2. Component 3 demonstrated strong positive correlation with LST and moderate 
positive relation with NOISE and NDBI, whereas moderate negative correlation with 
TRAFDEN and ROADDEN. The last component 4 shows very high correlation with 
the water quality Index (WQI). Higher scores of the components with adverse effects 
on the environment signify degraded environmental quality.

The scores derived from each component for the 24 wards in Bankura municipality 
are shown in Table 6. The different dimensions of environmental quality have been 
depicted.

The four components have been mapped in Fig. 17a–d. From Fig. 17a it can be 
concluded that component 1 which predominantly considers traffic density and its 
resultant pollutant, has affected ward number 4,7, 18 and 20 the most. Component 2 
mapped in Fig. 17b shows that in terms of bio-physical indicators like NDBI, NDWI 
and NDVI, ward number 16 and 18 are the worst affected. Component 3 which 
has clubbed together the building density and its ensuing land surface temperature in 
combination with road density, traffic density and their effect on noise pollution show 
ward number 8, 10, 11, 15, 21 and 22 to be in an environmentally critical condition. 
Component 4, where water quality aspects have been emphasised, portrays ward 
number 1, 2, 8, 10, 14, 17, 18 and 20 to have depleted surface water quality.

These four components represent different aspects of urban environmental quality 
(air quality, water quality, built up and vegetation quality and living condition), the 
scores of these components were further used to generate an overall urban envi-
ronmental quality index (UEQI) and identify the wards which required immediate 
attention. Due to the lack of available criteria for weighting the components, authors 
[48, 93] proposed to use the percentage of variance obtained in the analysis as the
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Table 3 Results of the KMO sampling adequacy test and Bartlett’s sphericity 

KMO and Bartlett’s test 

Kaiser–Meyer–Olkin measure of sampling adequacy 0.632 

Bartlett’s test of sphericity Approx. chi-square 860.766 

df 66 

Sig 0.000

Table 4 Initial eigen values, variance and communalities 

Component Initial Eigenvalues 

Total % of variance Cumulative % Communality 

ROADDEN 5.269 43.910 43.910 0.836 

NDBI 2.563 21.357 65.267 0.895 

NDVI 1.916 15.966 81.233 0.965 

NDWI 1.030 8.580 89.813 0.959 

LST 0.477 3.972 93.785 0.951 

NOISE 0.329 2.745 96.530 0.722 

WQI 0.228 1.902 98.432 0.960 

NO2 0.168 1.400 99.832 0.972 

SO2 0.017 0.139 99.971 0.972 

PM10 0.003 0.029 100.000 0.973 

TRAFDEN 0.000 0.000 100.000 0.854 

POPDEN 0.000 0.000 100.000 0.717 

Fig. 16 Scree plot of principal component analysis showing the Eigen values and their respective 
components
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Table 5 Rotated components loading matrix 

Variables Component 

1 2 3 4 

PM10 0.945 −0.280 0.004 0.032 

NO2 0.945 −0.279 0.007 0.032 

SO2 0.945 −0.279 0.006 0.032 

TRAFDEN 0.684 −0.012 −0.591 0.191 

NDVI 0.226 −0.943 −0.126 0.096 

NDWI −0.291 0.928 0.036 −0.112 

POPDEN −0.385 0.730 0.183 0.047 

LST −0.027 0.233 0.945 0.047 

ROADDEN −0.061 0.535 −0.739 0.020 

NDBI 0.464 0.500 0.655 −0.003 

NOISE −0.413 0.293 0.625 0.276 

WQI 0.092 −0.112 0.058 0.967

weights. All the components make a negative contribution to environment quality 
and it was therefore necessary to square the products and sum them up in order to get 
a positive value followed by normalization which was done by finally dividing the 
result by 100 to have values between 0 and 1 [45]. The map shown in Fig. 18 repre-
sents the urban environmental quality index for each ward. The classification was 
performed using five classes to express the environmental quality: very poor (UEQI 
values 0.11–0.14), poor (0.15–0.31), moderate (0.32–0.43) good (0.44–0.60), and 
very good (0.61–1). The map of the environmental quality index for Bankura munic-
ipality reflects that, in general, the city’s environmental quality is bad. Of 24 wards, 9 
have been categorised under very poor and poor classes. While only two wards (13, 
14) have very good environmental quality. Ward number 2, 12 and 17 need imme-
diate policy intervention such as reducing noise pollution, green roofing, cleaning 
and restoration of ponds.

5 Conclusions 

Apposite biophysical, air quality, water quality, noise and traffic density as well 
as and population density parameters were used to understand the environmental 
quality of Bankura town at ward level. Remote sensing images used to derive band 
ratios and field investigation were done to collect water quality, noise, and traffic 
density data. Secondary database was used to procure information on air quality and 
population density. Interpolation and extrapolation of data were done to map these 
environmental parameters at ward level. The principal component analysis and an
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Table 6 Component scores for the wards of Bankura municipality 

Ward no Component1 Component2 Component3 Component4 

1 −0.751 0.457 −0.291 −1.059 

2 0.111 2.453 0.411 −1.063 

3 −0.350 2.165 1.125 0.096 

4 −1.284 −0.824 −0.089 2.294 

5 −0.776 0.615 0.484 1.100 

6 −0.765 1.025 0.686 0.308 

6 −0.745 0.768 0.674 0.208 

7 −1.098 −0.449 −0.395 0.796 

8 −0.848 0.426 −0.956 −1.124 

9 −0.540 −0.089 −0.934 −0.340 

10 0.323 1.092 −1.638 −0.957 

11 0.364 −0.011 −1.506 0.967 

12 −0.071 0.827 −0.500 0.832 

13 1.865 −0.307 0.736 0.730 

13 1.862 −0.274 0.737 0.743 

14 2.302 −0.047 1.419 −1.458 

15 0.709 −0.649 −1.357 −0.091 

16 0.479 −1.216 −0.050 −0.546 

17 −0.014 −1.004 0.267 −1.534 

18 −1.036 −2.002 0.852 −1.302 

19 −0.447 −0.660 1.997 0.559 

20 −0.951 −0.598 0.080 −0.961 

21 0.137 −0.634 −1.675 −0.132 

22 1.212 −0.177 −1.221 0.347 

23 −0.782 −0.902 1.065 −0.036 

24 1.093 0.014 0.077 1.622

UEQI map were generated to assess the most vulnerable wards that need urgent plan-
ning intervention to improve environmental quality. Intervention such as increased 
green patches, regulated traffic flow and noise pollution, recovery of polluted water 
bodies, appropriate solid waste management would improve the overall environ-
mental quality of the wards. Various other techniques and parameters can also be 
used based on data availability. Periodic assessments are also needed using these 
techniques to understand the impacts of various interventions and improvements 
made.
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Fig. 17 a Map of the scores for component 1, b Map of the scores for component 2, c Map of the 
scores for component 3, d Map of the scores for component 4

Fig. 18 Map of urban environmental quality index at ward level of Bankura municipality
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6 Recommendations 

The use of UEQI and various other weighted analyses, Analytic Hierarchic Process 
(AHP) and other urban models can prove to be extremely useful for under-
standing micro level environmental problems in urban areas, especially those that 
are upcoming ones. It would result in better decision making and sustainable devel-
opmental processes. In order to address the urban environmental problems remote 
sensing data of high resolution, detailed survey data, people’s perception survey 
and public participation in mapping their environment would increase the efficiency 
towards problem solving. Poverty reduction, improved waste management system, 
sanitation facilities are a must have in urban areas. Waste water treatment and reuse 
should be initiated, and low-cost alternatives must be identified. To reduce air pollu-
tion usage of public vehicles, solar or battery operated vehicles, green technologies 
in adjacent industries should be promoted. Noise pollution regulations should be 
strictly implemented. Increased vegetated patches and clean water bodies in urban 
centres would improve the environmental quality. 

References 

1. Montgomery MR, Sren R, Cohen B, Reed HE (2013) Panel on urban population dynamics. 
Urban population dynamics, pp 108–154. http://www.nap.edu/catalog.php?record_id=10693 

2. UN Statistics Division (2013) Final draft—principles and recommendations for a vital 
statistics system, revision 3. http://unstats.un.org/unsd/demographic/standmeth/principles/ 
unedited_M19Rev3en.pdf 

3. Wineman A, Alia DY, Anderson CL (2020) Definitions of “rural” and “urban” and under-
standings of economic transformation: evidence from Tanzania. J Rural Stud 79:254–268. 
ISSN 0743-0167. https://doi.org/10.1016/j.jrurstud.2020.08.014 

4. Dijkstra L, Florczyk AJ, Freire S, Kemper T, Melchiorri M, Pesaresi M, Schiavina M (2020) 
Applying the degree of urbanisation to the globe: a new harmonised definition reveals a 
different picture of global urbanisation. J Urban Econ 103312. ISSN 0094-1190. https://doi. 
org/10.1016/j.jue.2020.103312 

5. Bhatta B, Saraswati S, Bandyopadhyay D (2010) Urban sprawl measurement from remote 
sensing data. Appl Geogr 30(4):731–740. ISSN 0143-6228. https://doi.org/10.1016/j.apgeog. 
2010.02.002 

6. Nengroo ZRA, Bhat MS, Kuchay NRA (2017) Measuring urban sprawl of Srinagar city, 
Jammu and Kashmir, India. J Urban Manag 6(Issue 2):45–55. ISSN 2226-5856. https://doi. 
org/10.1016/j.jum.2017.08.001 

7. Roy B, Kasemi N (2021) Monitoring urban growth dynamics using remote sensing and 
GIS techniques of Raiganj Urban Agglomeration, India. Egypt J Remote Sens Space Sci 
24(2):221–230. ISSN 1110-9823. https://doi.org/10.1016/j.ejrs.2021.02.001 

8. Vaz E, Taubenböck H, Kotha M, Arsanjani JJ (2017) Urban change in Goa, India. Habitat Int 
68:24–29. ISSN 0197-3975. https://doi.org/10.1016/j.habitatint.2017.07.010 

9. Shukla A, Jain K (2021) Analyzing the impact of changing landscape pattern and dynamics 
on land surface temperature in Lucknow city, India. Urban For Urban Green 58:126877. ISSN 
1618-8667. https://doi.org/10.1016/j.ufug.2020.126877 

10. Chiu RLH (2012) International encyclopedia of housing and home. Elsevier, pp 91–96. ISBN 
9780080471716. https://doi.org/10.1016/B978-0-08-047163-1.00688-3

http://www.nap.edu/catalog.php?record_id=10693
http://unstats.un.org/unsd/demographic/standmeth/principles/unedited_M19Rev3en.pdf
http://unstats.un.org/unsd/demographic/standmeth/principles/unedited_M19Rev3en.pdf
https://doi.org/10.1016/j.jrurstud.2020.08.014
https://doi.org/10.1016/j.jue.2020.103312
https://doi.org/10.1016/j.jue.2020.103312
https://doi.org/10.1016/j.apgeog.2010.02.002
https://doi.org/10.1016/j.apgeog.2010.02.002
https://doi.org/10.1016/j.jum.2017.08.001
https://doi.org/10.1016/j.jum.2017.08.001
https://doi.org/10.1016/j.ejrs.2021.02.001
https://doi.org/10.1016/j.habitatint.2017.07.010
https://doi.org/10.1016/j.ufug.2020.126877
https://doi.org/10.1016/B978-0-08-047163-1.00688-3


384 A. D. Roy et al.

11. Lawrence A, Fatima N (2014) Urban air pollution & its assessment in Lucknow City—the 
second largest city of North India. Sci Total Environ 488–489:447–455. https://doi.org/10. 
1016/j.scitotenv.2013.10.106 

12. Ghosh S, Rabha R, Chowdhury M, Padhy PK (2018) Source and chemical species characteri-
zation of PM10 and human health risk assessment of semi-urban, urban and industrial areas of 
West Bengal, India. Chemosphere 207:626–636. ISSN 0045-6535. https://doi.org/10.1016/j. 
chemosphere.2018.05.133 

13. Agrawal G, Mohan D, Rahman H (2021) Ambient air pollution in selected small cities in India: 
observed trends and future challenges. IATSS Res 45(1):19–30. ISSN 0386-1112. https://doi. 
org/10.1016/j.iatssr.2021.03.004 

14. Prashanth GP (2021) India’s air pollution: the need for city-centric plans and regula-
tions. Lancet Planet Health 5(4):e185. ISSN 2542-5196. https://doi.org/10.1016/S2542-519 
6(21)00032-2 

15. Pandit DN, Kumari R, Shitanshu SK (2020) A comparative assessment of the status of Sura-
jkund and Rani Pond, Aurangabad, Bihar, India using overall index of pollution and water 
quality index. Acta Ecol Sin. ISSN 1872-2032. https://doi.org/10.1016/j.chnaes.2020.11.009 

16. Kumar M, Ram B, Honda R, Poopipattana C, Canh VD, Chaminda T, Furumai H (2019) 
Concurrence of antibiotic resistant bacteria (ARB), viruses, pharmaceuticals and personal care 
products (PPCPs) in ambient waters of Guwahati, India: Urban vulnerability and resilience 
perspective. Sci Total Environ 693:133640. ISSN 0048-9697. https://doi.org/10.1016/j.scitot 
env.2019.133640 

17. Jyothi SN, Thomas GM, RV RR, Masetti A, Tammana A, Motheram M, Gutlapalli NC 
(2021).Assessment of water quality Index and study of the impact of pollution on the rivers 
of Kerala. Mater Today Proc. ISSN 2214-7853. https://doi.org/10.1016/j.matpr.2020.09.084 

18. Mishra R, Singh D (2020) Impact of pollution on Kelo River of Raigarh District. Mater Today 
Proc 29(Part 2):310–315. ISSN 2214-7853. https://doi.org/10.1016/j.matpr.2020.07.280 

19. Suthar S, Nema AK, Chabukdhara M, Gupta SK (2009) Assessment of metals in water and 
sediments of Hindon River, India: impact of industrial and urban discharges. J Hazard Mater 
171(Issues 1–3):1088–1095. ISSN 0304-3894. https://doi.org/10.1016/j.jhazmat.2009.06.109 

20. Singh S, Hariteja N, Renuka Prasad TJ, Janardhana NR, Ramakrishna Ch (2020) Impact 
assessment of faecal sludge on groundwater and river water quality in Lucknow environs, 
Uttar Pradesh, India. Groundw Sustain Dev 11:100461. ISSN 2352-801X. https://doi.org/10. 
1016/j.gsd.2020.100461 

21. Ghosh S, Majumder S, Roy CT (2019) Assessment of the effect of urban pollution on surface 
water-groundwater system of Adi Ganga, a historical outlet of river Ganga. Chemosphere 
237:124507. ISSN 0045-6535. https://doi.org/10.1016/j.chemosphere.2019.124507 

22. Ahmad S, Mazhar SN (2020) Hydro chemical characteristics, groundwater quality and sources 
of solute in the Ramganga Aquifer, Central Ganga Plain, Bareilly District, Uttar Pradesh. J 
Geol Soc India 95(6):616–625. https://doi.org/10.1007/s12594-020-1488-y 

23. Hunashal RB, Yogesh PB (2012) Assessment of noise pollution indices in the City of Kolhapur, 
India. Proc Soc Behav Sci 37:448–457. ISSN 1877-0428.https://doi.org/10.1016/j.sbspro. 
2012.03.310 

24. Das P, Talukdar S, Ziaul Sk, Das S, Pal S (2019) Noise mapping and assessing vulnerability 
in meso level urban environment of Eastern India. Sustain Cities Soc 46:101416. ISSN 2210-
6707. https://doi.org/10.1016/j.scs.2019.01.001 

25. De Shaoli, Debnath B (2016) Prevalence of health hazards associated with solid waste 
disposal—a case study of Kolkata, India. Proc Environ Sci 35:201–208. ISSN 1878-0296. 
https://doi.org/10.1016/j.proenv.2016.07.081 

26. Gautam S, Brema J, Dhasarathan R (2020) Spatio-temporal estimates of solid waste disposal in 
an urban city of India: a remote sensing and GIS approach. Environ Technol Innov 18:100650. 
ISSN 2352-1864. https://doi.org/10.1016/j.eti.2020.100650 

27. Sudhir V, Muraleedharan VR, Srinivasan G (1996) Integrated solid waste management in 
Urban India: a critical operational research framework. Socio-Econ Plan Sci 30(Issue 3):163– 
181. ISSN 0038-0121. https://doi.org/10.1016/0038-0121(96)00012-2

https://doi.org/10.1016/j.scitotenv.2013.10.106
https://doi.org/10.1016/j.scitotenv.2013.10.106
https://doi.org/10.1016/j.chemosphere.2018.05.133
https://doi.org/10.1016/j.chemosphere.2018.05.133
https://doi.org/10.1016/j.iatssr.2021.03.004
https://doi.org/10.1016/j.iatssr.2021.03.004
https://doi.org/10.1016/S2542-5196(21)00032-2
https://doi.org/10.1016/S2542-5196(21)00032-2
https://doi.org/10.1016/j.chnaes.2020.11.009
https://doi.org/10.1016/j.scitotenv.2019.133640
https://doi.org/10.1016/j.scitotenv.2019.133640
https://doi.org/10.1016/j.matpr.2020.09.084
https://doi.org/10.1016/j.matpr.2020.07.280
https://doi.org/10.1016/j.jhazmat.2009.06.109
https://doi.org/10.1016/j.gsd.2020.100461
https://doi.org/10.1016/j.gsd.2020.100461
https://doi.org/10.1016/j.chemosphere.2019.124507
https://doi.org/10.1007/s12594-020-1488-y
https://doi.org/10.1016/j.sbspro.2012.03.310
https://doi.org/10.1016/j.sbspro.2012.03.310
https://doi.org/10.1016/j.scs.2019.01.001
https://doi.org/10.1016/j.proenv.2016.07.081
https://doi.org/10.1016/j.eti.2020.100650
https://doi.org/10.1016/0038-0121(96)00012-2


Integration of Field Investigation and Geoinformatics … 385

28. Kumar A, Agrawal A (2020) Recent trends in solid waste management status, challenges, and 
potential for the future Indian cities—a review. Curr Res Environ Sustain 2:100011. https:// 
doi.org/10.1016/j.crsust.2020.100011 

29. Mohan M, Sati AP, Bhati S (2020) Urban sprawl during five decadal period over National 
Capital Region of India: impact on urban heat island and thermal comfort. Urban Clim 
33:100647. ISSN 2212-0955. https://doi.org/10.1016/j.uclim.2020.100647 

30. Dutta I, Das A (2020) Exploring the spatio-temporal pattern of regional heat island (RHI) in 
an urban agglomeration of secondary cities in Eastern India. Urban Clim 34:100679. ISSN 
2212-0955. https://doi.org/10.1016/j.uclim.2020.100679 

31. Raj S, Paul SK, Chakraborty A, Kuttippurath J (2020) Anthropogenic forcing exacerbating 
the urban heat islands in India. J Environ Manag 257:110006. ISSN 0301-4797. https://doi. 
org/10.1016/j.jenvman.2019.110006 

32. Mathew A, Khandelwal S, Kaul N (2016) Spatial and temporal variations of urban heat 
island effect and the effect of percentage impervious surface area and elevation on land 
surface temperature: study of Chandigarh city, India. Sustain Cities Soc 26:264–277. ISSN 
2210-6707. https://doi.org/10.1016/j.scs.2016.06.018 

33. Thomas G, Sherin AP, Ansar S, Zachariah EJ (2014) Analysis of urban heat island in Kochi, 
India, using a modified local climate zone classification. Proc Environ Sci 21:3–13. ISSN 
1878-0296. https://doi.org/10.1016/j.proenv.2014.09.002 

34. Kikon N, Singh P, Singh SK, Vyas A (2016) Assessment of urban heat islands (UHI) of Noida 
City, India using multi-temporal satellite data. Sustain Cities Soc 22:19–28. ISSN 2210-6707. 
https://doi.org/10.1016/j.scs.2016.01.005 

35. Borbora J, Das AK (2014) Summer time urban heat island study for Guwahati city, 
India. Sustain Cities Soc 11:61–66. ISSN 2210-6707. https://doi.org/10.1016/j.scs.2013. 
12.001 

36. Muneera CP, Krishnamurthy K (2020) Economic evaluation of traffic congestion at inter-
section: case study from an Indian City. Transp Res Proc 48:1766–1777. ISSN 2352-1465. 
https://doi.org/10.1016/j.trpro.2020.08.212 

37. Lal G, Divya LG, Nithin KJ, Mathew S, Kuriakose B (2016) Sustainable traffic improvement 
for urban road intersections of developing countries: a case study of Ettumanoor, India. Proc 
Technol 25:115–121. ISSN 2212-0173. https://doi.org/10.1016/j.protcy.2016.08.088 

38. Padma S, Velmurugan S, Kalsi N, Ravinder K, Erramapalli M, Kannan S (2020) Traffic impact 
assessment for sustainable development in urban areas. Transp Res Proc 48:3173–3187. ISSN 
2352-1465.https://doi.org/10.1016/j.trpro.2020.08.165 

39. Dutta Roy A, Parial MD, Mukherjee K (2020) Synergy between air quality, various urban 
forms, and land surface temperature: a case study of Kolkata metropolitan area. In: Handbook 
of research on resource management for pollution and waste treatment. IGI Global, pp 576– 
609. ISBN 9781799803690. https://doi.org/10.4018/978-1-7998-0369-0.ch024 

40. Firdaus G, Ahmad A (2010) Noise pollution and human health: a case study of Municipal 
Corporation of Delhi. Indoor Built Environ 19(6):648–656 

41. Rao KRM, Kant Y, Gahlaut N, Roy PS (2012) Assessment of quality of life in Uttarakhand, 
India using geospatial techniques. Geocarto Int 27(4):315–328. https://doi.org/10.1080/101 
06049.2011.627470 

42. Sruthi KV, Mohammed FC (2020) Regional urban environmental quality assessment and 
spatial analysis. J Urban Manag 9(Issue 2):191–204. ISSN 2226-5856. https://doi.org/10. 
1016/j.jum.2020.03.001 

43. Shamim Md (2002) Regional disparities in socioeconomic development in West Bengal. 
Aligarh Muslim University, Aligarh 

44. Government of West Bengal (2007) West Bengal human development report. Development 
and Planning Department 

45. Musse MA, Barona DA, Rodriguez LMS (2018) Urban environmental quality assessment 
using remote sensing and census data. Int J Appl Earth Observ Geoinf 71:95–108. ISSN 
0303-2434. https://doi.org/10.1016/j.jag.2018.05.010

https://doi.org/10.1016/j.crsust.2020.100011
https://doi.org/10.1016/j.crsust.2020.100011
https://doi.org/10.1016/j.uclim.2020.100647
https://doi.org/10.1016/j.uclim.2020.100679
https://doi.org/10.1016/j.jenvman.2019.110006
https://doi.org/10.1016/j.jenvman.2019.110006
https://doi.org/10.1016/j.scs.2016.06.018
https://doi.org/10.1016/j.proenv.2014.09.002
https://doi.org/10.1016/j.scs.2016.01.005
https://doi.org/10.1016/j.scs.2013.12.001
https://doi.org/10.1016/j.scs.2013.12.001
https://doi.org/10.1016/j.trpro.2020.08.212
https://doi.org/10.1016/j.protcy.2016.08.088
https://doi.org/10.1016/j.trpro.2020.08.165
https://doi.org/10.4018/978-1-7998-0369-0.ch024
https://doi.org/10.1080/10106049.2011.627470
https://doi.org/10.1080/10106049.2011.627470
https://doi.org/10.1016/j.jum.2020.03.001
https://doi.org/10.1016/j.jum.2020.03.001
https://doi.org/10.1016/j.jag.2018.05.010


386 A. D. Roy et al.

46. Wilson JS, Clay M, Martin E, Stuckey D, Vedder-Risch K (2003) Evaluating environ-
mental influences of zoning in urban ecosystems with remote sensing. Remote Sens Environ 
86(3):303–321. https://doi.org/10.1016/S0034-4257(03)00084-1 

47. Lo CP (1997) Application of Landsat TM data for quality of life assessment in an urban 
environment. Comput Environ Urban Syst 21(3):259–276 

48. Li G, Weng Q (2007) Measuring the quality of life in city of Indianapolis by integration of 
remote sensing and census data. Int J Remote Sens 28(2):249–267. https://doi.org/10.1080/ 
01431160600735624 

49. Ogneva-Himmelberger Y, Rakshit R, Pearsall H (2012) Examining the impact of environ-
mental factors on quality of life across Massachusetts. Prof Geogr 65(2):187–204. https://doi. 
org/10.1080/00330124.2011.639631 

50. Escobar Jaramillo LA (2010) El valor económico de la calidadambientalurbana. Universidad 
del Valle, Cali, Colombia, p 306 

51. Santana LM, Escobar JLA, Capote PA (2010) Estimación de uníndice de calidadambientalur-
bano, a partir de imágenes. Revista de GeografíaNorte Grande 45:77–95 

52. Dutta Roy A, Parial MD (2019) Estimating the relationship between land use land cover 
and surface temperature: a case study of Kolkata Metropolitan Area. Int J Integr Res Dev 
2:189–207 

53. Alqasemi AS, Hereher ME, Al-Quraishi AMF, Saibi H, Aldahan A, Abuelgasim A (2020) 
Retrieval of monthly maximum and minimum air temperature using MODIS Aqua land 
surface temperature data over the United Arab Emirates (UAE). Geocarto Int. https://doi. 
org/10.1080/10106049.2020.1837261 

54. Das N, Mondal P, Sutradhar S, Ghosh R (2021) Assessment of variation of land use/land 
cover and its impact on land surface temperature of Asansol subdivision. Egypt J Remote 
Sens Space Sci 24(Issue 1):131–149. ISSN 1110-9823. https://doi.org/10.1016/j.ejrs.2020. 
05.001 

55. Liang Z, Huang J, Wang Y, Wei F, Wu S, Jiang H, Zhang X, Li S (2021) The mediating effect 
of air pollution in the impacts of urban form on night time urban heat island intensity. Sustain 
Cities Soc 102985. ISSN 2210-6707. https://doi.org/10.1016/j.scs.2021.102985 

56. Alqasemi AS, Hereher ME, Kaplan G, Al-Quraishi AMF, Saibi H (2021) Impact of COVID-
19 lockdown upon the air quality and surface urban heat island intensity over the United Arab 
Emirates. Sci Total Environ 767:144330 

57. Wan L, Wang H (2021) Control of urban river water pollution is studied based on SMS. 
Environ Technol Innov 22:101468. ISSN 2352-1864 

58. Yan R, Gao Y, Li L, Gao J (2019) Estimation of water environmental capacity and pollution 
load reduction for urban lakeside of Lake Taihu, eastern China. Ecol Eng 139:105587. ISSN 
0925-8574. https://doi.org/10.1016/j.ecoleng.2019.105587 

59. Singh N, Singh S, Mall RK (2020) Urban ecology and human health: implications of urban heat 
island, air pollution and climate change nexus, chap. 17, pp 317–334. ISBN 9780128207307. 
https://doi.org/10.1016/B978-0-12-820730-7.00017-3 

60. Wong LP, Alias H, Aghamohammadi N, Aghazadeh S, Sulaiman NMN (2017) Urban heat 
island experience, control measures and health impact: a survey among working community 
in the city of Kuala Lumpur. Sustain Cities Soc 35:660–668. ISSN 2210-6707. https://doi. 
org/10.1016/j.scs.2017.09.026 

61. Khwarahm NR, Qader S, Ararat K, Al-Quraishi AMF (2021) Predicting and mapping land 
cover/land use changes in Erbil/Iraq using CA-Markov synergy model. Earth Sci Inf 14:393– 
406 

62. Mohamed AMO, Paleologos EK, Howari FM (2021) Noise pollution and its impact on human 
health and the environment. In: Pollution assessment for sustainable practices in applied 
sciences and engineering. Butterworth-Heinemann, pp 975–1026. ISBN 9780128095829. 
https://doi.org/10.1016/B978-0-12-809582-9.00019-0 

63. Nadrian H, Taghdisi MH, Pouyesh K, Khazaee-Pool M, Babazadeh T (2019) “I am sick and 
tired of this congestion”: perceptions of Sanandaj inhabitants on the family mental health 
impacts of urban traffic jam. J Transp Health 14:100587. ISSN 2214-1405. https://doi.org/10. 
1016/j.jth.2019.100587

https://doi.org/10.1016/S0034-4257(03)00084-1
https://doi.org/10.1080/01431160600735624
https://doi.org/10.1080/01431160600735624
https://doi.org/10.1080/00330124.2011.639631
https://doi.org/10.1080/00330124.2011.639631
https://doi.org/10.1080/10106049.2020.1837261
https://doi.org/10.1080/10106049.2020.1837261
https://doi.org/10.1016/j.ejrs.2020.05.001
https://doi.org/10.1016/j.ejrs.2020.05.001
https://doi.org/10.1016/j.scs.2021.102985
https://doi.org/10.1016/j.ecoleng.2019.105587
https://doi.org/10.1016/B978-0-12-820730-7.00017-3
https://doi.org/10.1016/j.scs.2017.09.026
https://doi.org/10.1016/j.scs.2017.09.026
https://doi.org/10.1016/B978-0-12-809582-9.00019-0
https://doi.org/10.1016/j.jth.2019.100587
https://doi.org/10.1016/j.jth.2019.100587


Integration of Field Investigation and Geoinformatics … 387

64. Dasgupta S, Lall S, Wheeler D (2021) Spatiotemporal analysis of traffic congestion, air 
pollution, and exposure vulnerability in Tanzania. Sci Total Environ 147114. ISSN 0048-9697. 
https://doi.org/10.1016/j.scitotenv.2021.147114 

65. Tucker CJ (1979) Red and photographic infrared linear combinations for monitoring 
vegetation. Remote Sens Environ 8:127–150 

66. McFeeters SK (1996) The use of the normalized difference water index (NDWI) in the 
delineation of open water features. Int J Remote Sens 17:1425–1432 

67. KC A, Chalise A, Parajuli D, Dhital N, Shrestha S, Kandel T (2019) Surface water quality 
assessment using remote sensing, GIS and artificial intelligence. Tech J 1(1):113–122. ISSN: 
2676-1416. https://doi.org/10.3126/tj.v1i1.27709 

68. Guha S, Govil H, Gill N, Dey A (2020) Analytical study on the relationship between land 
surface temperature and land use/land cover indices. Ann GIS 26(2):201–216. https://doi.org/ 
10.1080/19475683.2020.1754291 

69. Wan L, Jiang B (2013) Road density analysis algorithm and optimization based on constrained 
D-TIN. Inf Technol J 12:5147–5153 

70. Yu X, Ivey C, Huang Z, Gurram S, Sivaraman V, Shen H, Eluru N, Hasan S, Henneman L, 
Shi G, Zhang H, Yu H, Zheng J (2020) Quantifying the impact of daily mobility on errors in 
air pollution exposure estimation using mobile phone location data. Environ Int 141:105772. 
ISSN 0160-4120 https://doi.org/10.1016/j.envint.2020.105772 

71. Rahmanian N, Ali SHB, Homayoonfard M, Ali JN, Rehan M, Sadef Y, Nizami SA (2015) 
Analysis of physiochemical parameters to evaluate the drinking water quality in the state of 
Perak, Malaysia. J Chem 2015:10p, Article ID 716125. https://doi.org/10.1155/2015/716125 

72. Raj J, Bahuleyan H, Vanajakshi L (2016) Application of data mining techniques for traffic 
density estimation and prediction. Transp Res Proc 17:321–330. https://doi.org/10.1016/j. 
trpro.2016.11.102 

73. May AD (1990) Traffic flow fundamentals. Prentice Hall Inc., Englewood Cliffs 
74. Thabet O (2010) Modeling and macroscopic simulation of traffic streams on multi-lane 

highways (Master thesis). Cairo University, Giza 
75. Al Kherret AR, Al Sobky A, Mousa R (2015) Video-based detection and tracking model 

for traffic surveillance. Presented at the 94th TRB annual meeting, Washington, DC (No. 
15-1465) 

76. Biswas D, Su H, Wang C, Stevanovic A, Wang W (2019) An automatic traffic density estima-
tion using single shot detection (SSD) and MobileNet-SSD. Phys Chem Earth Parts A/B/C 
110:176–184. https://doi.org/10.1016/j.pce.2018.12.001 

77. Biswas D, Su H, Wang C, Blankenship J, Stevanovic A (2017) An automatic car counting 
system using OverFeat framework. Sensors 17(7):1535 

78. Morarescu IC, Canudas-de CW (2011) Highway traffic model-based density estimation. In: 
American control conference (ACC), pp 2012–2017 

79. Tabibiazar A, Basir O (2011) Kernel-based optimization for traffic density estimation. In: 
IEEE vehicular technology conference (VTC Fall), pp 1–5 

80. Al-Sobky ASA, Mousa RM (2016) Traffic density determination and its applications using 
smartphone. Alex Eng J 55(1):513–523. ISSN 1110-0168. https://doi.org/10.1016/j.aej.2015. 
12.010 

81. Voinov A, Morales J, Hogenkamp H (2019) Analyzing the social impacts of scooters with 
geo-spatial methods. J Environ Manag 242:529–538.4797. https://doi.org/10.1016/j.jenvman. 
2019.04.114 

82. Platt S, Haddad I, Pieber S et al (2014) Two-stroke scooters are a dominant source of air 
pollution in many cities. Nat Commun 5:3749. https://doi.org/10.1038/ncomms4749 

83. Kamalan MSH (2005) Air quality deterioration in Tehran due to motorcycles. J Environ Health 
Sci Eng 2(3):145–152 

84. Affek HP, Eiler JM (2006) Abundance of mass 47 CO2 in urban air, car exhaust, and human 
breath. Geo Chim Cosmo Chim Acta 70(1):1–12. ISSN 0016–7037. https://doi.org/10.1016/ 
j.gca.2005.08.021

https://doi.org/10.1016/j.scitotenv.2021.147114
https://doi.org/10.3126/tj.v1i1.27709
https://doi.org/10.1080/19475683.2020.1754291
https://doi.org/10.1080/19475683.2020.1754291
https://doi.org/10.1016/j.envint.2020.105772
https://doi.org/10.1155/2015/716125
https://doi.org/10.1016/j.trpro.2016.11.102
https://doi.org/10.1016/j.trpro.2016.11.102
https://doi.org/10.1016/j.pce.2018.12.001
https://doi.org/10.1016/j.aej.2015.12.010
https://doi.org/10.1016/j.aej.2015.12.010
https://doi.org/10.1016/j.jenvman.2019.04.114
https://doi.org/10.1016/j.jenvman.2019.04.114
https://doi.org/10.1038/ncomms4749
https://doi.org/10.1016/j.gca.2005.08.021
https://doi.org/10.1016/j.gca.2005.08.021


388 A. D. Roy et al.

85. Faiz A, Gautam S, Burki E (1995) Air pollution from motor vehicles: issues and options for 
Latin American countries. Sci Total Environ 169(1–3):303–310. ISSN 0048–9697. https:// 
doi.org/10.1016/0048-9697(95)04662-K 

86. Palmgren F, Berkowicz R, Ziv A, Hertel O (1999) Actual car fleet emissions estimated from 
urban air quality measurements and street pollution models. Sci Total Environ 235(1–3):101– 
109. ISSN 0048-9697. https://doi.org/10.1016/S0048-9697(99)00196-5 

87. Aumond P, Can A, Mallet V, De Coensel B, Ribeiro C, Botteldooren D, Lavandier C (2018) 
Kriging-based spatial interpolation from measurements for sound level mapping in urban 
areas. J Acoust Soc Am 143(5):2847–2857 

88. Mehrjardi Taghizadeh R, Zare M, Zare S (2013) Mapping of noise pollution by different 
interpolation methods in recovery section of Ghandi telecommunication cables company. J 
Occup Health Epidemiol 2(1):1–11 

89. Harman BI, Koseoglu H, Yigit CO (2016) Performance evaluation of IDW, Kriging and 
multiquadric interpolation methods in producing noise mapping: a case study at the city of 
Isparta, Turkey. Appl Acoust 112:147–157 

90. Damavandinejadmonfared S, Mobarakeh AK, Azmin SS, Affendi RB (2012) Evaluate and 
determine the most appropriate method to identify finger vein. Proc Eng 41:516–521. ISSN 
1877-7058. https://doi.org/10.1016/j.proeng.2012.07.206 

91. Torbick N, Becker B (2009) Evaluating principal components analysis for identifying optimal 
bands using wetland hyperspectral measurements from the Great Lakes, USA. Remote Sens. 
1(3):408–417. https://doi.org/10.3390/rs1030408 

92. Jolliffe IT, Cadima J (2016) Principal component analysis: a review and recent developments. 
Philos Trans R Soc 374201502022015020. https://doi.org/10.1098/rsta.2015.0202 

93. Liang B, Weng Q (2011) Assessing urban environmental quality change of Indianapolis, 
United States, by the remote sensing and GIS integration. IEEE J Sel Top Appl Earth Obs 
Remote Sens 4(1):43–55. https://doi.org/10.1109/JSTARS.2010.2060316 

94. Kaiser HF (1960) The application of electronic computers to factor analysis. Educ Psychol 
Measur 20:141–151 

95. Zha Y, Gao J, Ni S (2003) Use of normalized difference built-up index in automatically 
mapping urban areas from TM imagery. Int J Remote Sens 24:583–594. https://doi.org/10. 
1080/01431160304987 

96. Bhatti SS, Tripathi NK (2014) Built-up area extraction using Landsat 8 OLI imagery. GIS 
Remote Sens 51(4):445–446. https://doi.org/10.1080/15481603.2014.939539 

97. Guha S, Govil H, Diwan P (2020) Monitoring LST-NDVI relationship using premonsoon 
landsat datasets. Adv Meteorol 2020:15p. https://doi.org/10.1155/2020/4539684 

98. Guha S, Govil H (2021) An assessment on the relationship between land surface temperature 
and normalized difference vegetation index. Environ Dev Sustain 23:1944–1963. https://doi. 
org/10.1007/s10668-020-00657-6 

99. Gorgani SA, Panahi M, Rezaie F (2013) The relationship between NDVI and LST in the urban 
area of Mashhad, Iran. In: International conference on civil engineering architecture & urban 
sustainable development 

100. Saravanan S, Jegankumar R, Selvaraj A, Jennifer JJ, Parthasarathy KSS (2019) Utility of 
landsat data for assessing mangrove degradation in Muthupet Lagoon, South India, Chapter 20, 
pp 471–484. ISBN 9780128143506. https://doi.org/10.1016/B978-0-12-814350-6.00020-3 

101. https://www.usgs.gov/landsat-missions/landsat-enhanced-vegetation-index 
102. Serrano J, Shahidian S, Marques Da Silva J (2019) Evaluation of normalized difference water 

index as a tool for monitoring pasture seasonal and inter-annual variability in a mediterranean 
agro-silvo-pastoral system. Water 11:62.https://doi.org/10.3390/w11010062 

103. Nag PK, Ashtekar SP, Nag A, Kothari D, Bandyopadhyay P, Desai H (1997) Human heat 
tolerance in simulated environment. Indian J Med Res 105:226–234 

104. Heaviside C, Macintyre H, Vardoulakis S (2017) The urban heat island: implications for health 
in a changing environment. Curr Environ Health Rep 4(3):296–305. https://doi.org/10.1007/ 
s40572-017-0150-3

https://doi.org/10.1016/0048-9697(95)04662-K
https://doi.org/10.1016/0048-9697(95)04662-K
https://doi.org/10.1016/S0048-9697(99)00196-5
https://doi.org/10.1016/j.proeng.2012.07.206
https://doi.org/10.3390/rs1030408
https://doi.org/10.1098/rsta.2015.0202
https://doi.org/10.1109/JSTARS.2010.2060316
https://doi.org/10.1080/01431160304987
https://doi.org/10.1080/01431160304987
https://doi.org/10.1080/15481603.2014.939539
https://doi.org/10.1155/2020/4539684
https://doi.org/10.1007/s10668-020-00657-6
https://doi.org/10.1007/s10668-020-00657-6
https://doi.org/10.1016/B978-0-12-814350-6.00020-3
https://www.usgs.gov/landsat-missions/landsat-enhanced-vegetation-index
https://doi.org/10.3390/w11010062
https://doi.org/10.1007/s40572-017-0150-3
https://doi.org/10.1007/s40572-017-0150-3


Integration of Field Investigation and Geoinformatics … 389

105. Mirzaei M, Verrelst J, Arbabi M, Shaklabadi Z, Lotfizadeh M (2020) Urban heat island 
monitoring and impacts on citizen’s general health status in Isfahan Metropolis: a remote 
sensing and field survey approach. Remote Sens 12:1–17. https://doi.org/10.3390/rs12081350 

106. Manea L, Manea A, Florea D, Tarulescu S (2017) Road traffic noise pollution analysis for 
Cernavoda city. In: IOP conference series: materials science and engineering, vol 252, No. 1. 
IOP Publishing, p 012057 

107. Pal D, Bhattacharya D (2012) Effect of road traffic noise pollution on human work efficiency 
in government offices, private organizations, and commercial business centres in Agartala 
City using fuzzy expert system: a case study. Adv Fuzzy Syst 2012:9. https://doi.org/10. 
1155/2012/828593 

108. Reddy GS, Ruj B (2003) Ambient air quality status in Raniganj-Asansol area, India. Environ 
Monit Assess 89(2):153–163. https://doi.org/10.1023/a:1026070506481 

109. West Bengal Pollution Control Board and The energy and Resource Institute (2004) Air 
quality status of West Bengal. A state environment Report, New Delhi 

110. Speldewinde CP, Cook A, Davies P, Weinstein P (2009) A relationship between environmental 
degradation and mental health in rural Western Australia. Health Place 15(Issue 3):880–887. 
ISSN 1353-8292. https://doi.org/10.1016/j.healthplace.2009.02.011 

111. Archana DC, Tiwari P (2016) Impact of environmental degradation on human health. Int Res 
J Manag IT Soc Sci 3(1):1–6. https://sloap.org/journals/index.php/irjmis/article/view/341 

112. Gwangndi MI, Muhammad YA, Tagi SM (2016) The impact of environmental degradation 
on human health and its relevance to the right to health under international law. Eur Sci J 
12(10):485. https://doi.org/10.19044/esj.2016.v12n10p485 

113. Mallick J, Rahman A (2012) Impact of population density on the surface temperature and 
micro-climate of Delhi. Curr Sci 102:1708–1713 

114. Leblois A (2018) Remote-sensing evidence about national deforestation rates in developing 
countries: what can be learned from the last decade. Reference module in earth systems and 
environmental sciences. ISBN 9780124095489. https://doi.org/10.1016/B978-0-12-409548-
9.10871-1 

115. Shrestha Nanda R (1982) A preliminary report on population pressure and land resources in 
Nepal. J Dev Areas 16(2):197–212. http://www.jstor.org/stable/4191001 

116. Nath B, Majumder S, Rahman MM, Sen J (2020) Dealing with Covid-19 infections in Kolkata, 
India: a GIS based risk analysis and implications for future scenarios. GeoHealth 5(4). https:// 
doi.org/10.1101/2020.08.31.20185215 

117. Ali SA, Ahmad A (2018) Using analytic hierarchy process with GIS for Dengue risk mapping 
in Kolkata Municipal Corporation, West Bengal, India. Spat Inf Res 26(4):449–469. https:// 
doi.org/10.1007/s41324-018-0187-x 

118. Musse MA, Barona DA, Rodriguez LMS (2018) Urban environmental quality assessment 
using remote sensing and census data. Int J Appl Earth Observ Geoinf 71:95–108. ISSN 
0303-2434. https://doi.org/10.1016/j.jag.2018.05.010

https://doi.org/10.3390/rs12081350
https://doi.org/10.1155/2012/828593
https://doi.org/10.1155/2012/828593
https://doi.org/10.1023/a:1026070506481
https://doi.org/10.1016/j.healthplace.2009.02.011
https://sloap.org/journals/index.php/irjmis/article/view/341
https://doi.org/10.19044/esj.2016.v12n10p485
https://doi.org/10.1016/B978-0-12-409548-9.10871-1
https://doi.org/10.1016/B978-0-12-409548-9.10871-1
http://www.jstor.org/stable/4191001
https://doi.org/10.1101/2020.08.31.20185215
https://doi.org/10.1101/2020.08.31.20185215
https://doi.org/10.1007/s41324-018-0187-x
https://doi.org/10.1007/s41324-018-0187-x
https://doi.org/10.1016/j.jag.2018.05.010


Urban Heat Island Under 
the Background of Urbanization: A Case 
Study in Nan Jing City, China 

Zhanya Xu, Xiao Liu, Xiangang Luo, Shuang Zhu, Ning Zhang, and Qi Guo 

Abstract Since the beginning of the twenty-first century, urban heat island (UHI) 
has become a problem of the urban ecological environment. Land Surface Tempera-
ture (LST) is one of the most effective methods to study UHI. Taking Nanjing, Jiangsu 
province, China, as an example, we identified and discussed the changes of urban 
heat island associated with the nature of the underlying surface of the city. Besides 
the potential driving forces in Nanjing from 2000 to 2015 using GIS (geographic 
information system), RS (remote sensing) technologies, and statistical methods. The 
results showed that Nanjing experienced rapid urbanization from 2000 to 2015, which 
caused dramatic changes in land cover types. A large amount of cultivated land was 
converted into construction land. The global spatial autocorrelation and local spatial 
autocorrelation results showed that LST has obvious agglomeration characteristics 
(Moran’s I > 0.22). This agglomeration characteristic gradually weakens with the 
development of the city and finally stabilizes. In addition, according to correlation 
analysis and stepwise regression analysis, LULC and social economy have a signif-
icant correlation with LST, and the construction land is the main cause of the UHI 
(r > 0.6). The correlation coefficient between most landscape metrics and LST is 
low, meaning that landscape metrics have little effect on LST, but its impact on LST 
gradually increases with urbanization. Furthermore, Topography, including DEM
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and slope, has no impact on LST in a small-scale area without significant relief. 
These findings can provide city planners with practical measures to alleviate UHI. 

Keywords Urban heat island (UHI) · Land surface temperature (LST) · Driving 
factors · Spatiotemporal variations · Nanjing city 

1 Introduction 

The proportion of the urban population in the total population increased from 30% in 
1950 to 55% in 2018 and is predicted to increase to 65% [1], with the rapid progress 
of urbanization. This unprecedented rapid urbanization has caused a large number of 
natural surfaces to be converted into impervious surfaces and permanently changed 
the properties of the surface and the way the energy exchanges between the surface 
and the atmosphere [2, 3]. These changes resulted in many problems, including 
the destruction of the ecological environment and biodiversity and local climate 
changes, which have attracted more and more people’s attention [4–6]. The most 
significant impact on daily human life is the urban heat island (UHI), a phenomenon 
first discovered by British climatologist Lake Howard [7–9]. 

UHI means that the surface temperature of the urban center is higher than the 
surface temperature of the surrounding non-urban areas and has caused many prob-
lems. On the one hand, UHI profoundly affects urban biodiversity, climatic condi-
tions, water resources and air quality, and energy consumption [10–13]. On the other 
hand, it has many negative effects on urban residents’ physical and mental health 
and well-being, such as increasing the risk of illness and death [14, 15]. Therefore, 
a better understanding of the UHI effect has an important guiding role in providing 
decision-making agencies with measures to alleviate the urban heat island effect and 
improve residents’ happiness [16, 17]. 

At present, there are two main types of urban heat islands based on the previous 
research. The first type is canopy heat islands, often calculated using temperature 
data from monitoring stations distributed in cities and rural areas [18]. The second is 
the surface heat island retrieved from various remote sensing images through band 
calculations [19]. Due to the scattered distribution of ground meteorological moni-
toring stations, it is difficult to rely solely on ground monitoring data to accurately 
and quantitatively describe UHI [20–22]. With the development of remote sensing 
technology in recent years, remote sensing data has been widely used in urban surface 
heat island research [23, 24] and has gradually become a main method for studying 
UHI. At the same time, remote sensing data is easy to obtain and can provide different 
resolutions for research [25, 26]. As a result, we use remote sensing images to explore 
UHI effects in this article. 

In order to understand the Spatiotemporal changes of urban heat island and the 
leading driving factors in the process of urbanization, this chapter takes Nanjing 
City, Jiangsu Province, China as the research area, and global autocorrelation, local
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autocorrelation, correlation analysis, and stepwise regression methods are compre-
hensively used to provide policymaker practical suggestions and measures to alle-
viate UHI, optimize urban spatial patterns, and improve the sustainable develop-
ment of cities. This study aims to: (1) explore the LULC change and development 
model of Nanjing during the urbanization process from 2000 to 2015. (2) Explore the 
temporal and spatial changes of the spatial distribution of surface temperature density 
and its spatial autocorrelation. (3) Use correlation analysis and stepwise regression 
to explore the correlation between each driving factor and LST and the dominant 
driving factors leading to the change of LST in the process of urbanization. 

2 The Surface Heat Island 

Although remote sensing data can effectively help researchers describe the spatial 
distribution pattern of surface temperature, it is difficult to propose measures to 
mitigate urban heat islands only through the spatial distribution of surface temper-
ature [27]. The interaction between surface temperature and influencing factors 
leads to the difference in surface temperature distribution. Therefore, in the previous 
thermal environment research, the quantitative relationship between various influ-
encing factors and LST has been widely studied [28]. The type of land cover and 
land use (LULC) significantly influences the surface temperature, and different types 
of LULC have different surface temperatures [29]. The surface temperature of the 
impervious surface, the leading cause of UHI, is often high, while the temperature 
in areas covered by much vegetation is relatively low [30, 31]. 

Therefore, the transformation of a large amount of forest land and arable land 
into the impervious surface in the process of urbanization aggravated the heat island 
effect to a certain extent [32]. Several studies confirmed that the normalized building 
index (NDBI) [33, 34] and the normalized vegetation index (NDVI) [33, 35, 36] 
have a good linear relationship with LST. In addition, landscape metrics (including 
landscape configuration, composition, and diversity) [37, 38] and socio-economic 
[39, 40] have also been confirmed to be correlated with LST. 

Although existing studies have shown that LULC, landscape metrics, and social-
economic impact the change of LST, most studies only consider the effect of one 
or several factors on LST and few studies comprehensively consider all of them. 
Peng Jian et al. [27] used OLS and stepwise regression methods to clarify the corre-
lation between LULC, landscape metrics, and socio-economic driving factors, and 
LST in summer, winter, and transitional seasons. It fails to effectively explain the 
spatial distribution of LST and the spatiotemporal non-stationary of each driving 
factor. Therefore, this study comprehensively combines topography, LULC, land-
scape metrics, social economy, and other driving factors to explain LST’s temporal 
and spatial evolution. Furthermore, it establishes a comprehensive driving factor 
system, determines the dominant influencing factors of LST, and then analyzes the 
spatial heterogeneity and Mechanism.
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Fig. 1 Location of the study (the red area represents Hubei province) 

3 Materials and Methods 

3.1 Study Area 

Nanjing (118°22'~119°14' E, 31°14'~32°37' N), the capital of Jiangsu Province, is 
located in the middle and lower reaches of the Yangtze River in eastern China (shown 
in Fig. 1). It is the only megacity in the Yangtze River Delta and East China and is 
sited in the humid foothills of the North subtropical zone, with an average annual 
rainfall of 1200 mm and an average annual temperature of 15.4 °C. The urbanization 
rate of Nanjing has increased substantially in recent years. The total population of 
Nanjing has increased from 6.14 million in 2000 to 8.43 million, and the proportion 
of the urban population has increased from 56.8 to 82.5%. 

3.2 Materials and Preprocessing 

In order to obtain the annual difference in surface temperature, we selected an 8-day 
composite land surface temperature data MOD11A2 in 2000, 2005, 2010, and 2015, 
with an image resolution of 1 km. MOD11A2 data includes night surface temperature 
data (observation time at 22:30) and daytime surface temperature data (observation 
time at 10:30). Wan et al. (2008) compared MODIS V5 LST with measured data 
from the ground monitoring station and found that the two are consistent (root mean 
square error is less than 0.7 k). The result shows that the MOD11A2 data has high 
accuracy in representing the surface thermal properties of LULC. In this study, the 
study used daytime data. To reflect the LST changes in different years, we combine 
the data of July and August based on the average value of the pixels at the same
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location. All original MODIS data were geo-corrected, reprojected and combined to 
generate spatial mosaic LST datasets within the study area. 

The LULC data used in this article comes from the Resource and Environmental 
Science Data Center of the Chinese Academy of Sciences (http://www.resdc.cn). 
The data includes 6 first-level classes and 25 s-level classes and the date of data 
are consistent with the MOD11A2 datasets. Liu et al. [41] found that the overall 
classification accuracy of the first-level class of land cover data exceeded 94.3%, 
and the overall classification accuracy of the second-level classes also reached more 
than 91.2% in their study [41, 42]. In order to better distinguish the type of the 
LULC and show the changes in land cover between years, we merged the original 
LULC types into six categories: farmland (including paddy fields and dry land), forest 
land (including the land with natural forests, plantations and urban trees, grassland 
(including natural grassland and managed grassland), water bodies (Including rivers, 
natural lakes, and artificial lakes), construction land (including buildings, streets and 
other artificial surfaces), and unutilized land (including bare land and wasteland). 

The population and GDP data are also from the Resource and Environmental 
Science Data Center of the Chinese Academy of Sciences (http://www.resdc.cn), with 
a resolution of 1 km and the data date is synchronized with the surface temperature 
data. This study used SRTM DEM data from the geospatial data cloud (http://www. 
gscloud.cn/) with a resolution of 90 m to obtain terrain factors. All data have been 
reprojected and resampled to 1000 * 1000 m resolution. All remote sensing data 
preprocessing is carried out in the ArcGis 10.2 platform [13]. 

3.3 Study Methods 

3.3.1 LST Retrieval 

Due to the existence of the deviation, the MOD11A2 data cannot be directly 
expressed as the surface temperature, and it needs to be transformed through a certain 
relationship. This conversion relationship is shown in the formula (1) [43]: 

Ti = DNi ∗ 0.02 − 273.15 (1) 

DNi represents the brightness value of pixel i, and DNi represents the real surface 
temperature (°C) of pixel i after conversion. 

3.3.2 The Classification of First Zones 

There are many methods for the classification of LST zones. This chapter adopts 
the mean-standard deviation method [32] to classify surface temperature due to the 
atmospheric and sunshine conditions are different in different years. Besides quan-
titatively comparing the changes of LST zone in different years and their response

http://www.resdc.cn
http://www.resdc.cn
http://www.gscloud.cn/
http://www.gscloud.cn/
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Table 1 The classification of 
LST zones 

Classification LST zones 

TS < µ  − std Low 

µ − std < T S ≤ µ − 0.5 std Sub-low 

µ − 0.5 std < T S ≤ µ + 0.5 std Medium 

µ + 0.5 std < T S ≤ µ + std Sub-high 

TS > µ  + std High 

mechanisms to changes in land cover types, the obtained surface temperature needs 
to be normalized. The normalization rule is shown in formula (2). Then, the surface 
temperature is divided into six levels according to the mean and standard value, as 
shown in Table 1 below. 

TS = 
Ti − Tmin 

Tmax 
(2) 

Tmax , Tmin ,Ts represent the minimum surface temperature value, the maximum 
surface temperature value, the normalized surface temperature value, respectively. 

3.3.3 Selection of the Driving Factors 

In order to comprehensively analyze the driving factors of LST change, we selected 
15 influencing factors and divided them into 4-factor layers, including land cover, 
socio-economic, topographic and landscape metrics. The landscape metrics include 
three levels: patch level, class level and landscape level. This study selected eight 
landscape-level indices to describe the landscape’s composition, shape, and spatial 
arrangement. The details of the impact factors are shown in Table 2. We use a 4 km  
* 4 km grid to cut the data and then calculate the landscape metrics of each grid in 
the FRAG STATS 4.2 software package. The average value of each indicator and 
LST in each grid was counted to analyze the relationship between LST and driving 
factors. Based on the previous studies [32, 44], this study used Pearson correlations 
and stepwise regression to determine the impacts of different driving factors on the 
UHI. All statistical analyses are performed in SPSS 25 [45].

3.3.4 Spatial Autocorrelation Analysis 

Spatial autocorrelation analysis [48–50] has the function of identifying spatial 
agglomeration, which can determine whether a variable is spatially correlated and 
its degree of correlation. There are many statistics for spatial autocorrelation anal-
ysis. This article chooses Moran’s I index to reflect the overall characteristics of 
the spatial agglomeration pattern of surface temperature. The calculation formula of
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Table 2 Influencing factors 
of land surface temperature 
(LST) used in this study 

Categories Variables Meaning of variables 

LULC Ecological land Percentage of 
ecological land 

Construction land Percentage of 
construction land 

Farmland Percentage of 
farmland 

Landscape metrics PD Patch density 

LPI Largest patch index 

ED Edge density 

LSI Landscape shape 
index 

MSI Mean shape index 

CONTAG Contagion 

SHDI Shannon’s diversity 
index 

AI Aggregation index 

Socio-economic GDP GDP density in the 
spatial unit 

POP Population density in 
the spatial unit 

Topography DEM Average altitude of 
the spatial unit 

Slope Average slope of the 
spatial unit 

Note Ecological land [46, 47] includes forest land, grassland and 
water body

global Moran’s I is as follows (3). The value range of the global Moran’s I index 
is [−1, 1]. When Moran’s I is close to 0, there is no spatial autocorrelation. The 
observations are randomly arranged in space. However, if Moran’s I > 0 or < 0, it 
means that there is a positive or negative correlation between the observations. 

Moran’s I  = 
n 
∑n 

i=1 

∑n 
j=1wi j  (xi − x)(x j − x) 

∑n 
i=1 

∑n 
j=1wi j  

∑n 
i=1(xi − x)2

(3) 

The calculation formula of local Moran’s I [51] is as follows  (4):  

Moran’s Ii = 
xi − x 
S2 

n∑ 

j=1 

wi j  
( 
x j − x 

) 
(4) 

S2 = 
1 

n 

∑n 

i=1 
(x j − x)2
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x = 
1 

n 

n∑ 

i=1 

xi 

n represents the total number of units involved in the analysis; xi and x j are the 
attribute values at positions i and j, respectively; x is the average value of attribute 
values at all positions; wi j  is the spatial weight; S is the standard deviation. 

4 Results 

4.1 Urbanization Process and Land Cover Changes 
in Nanjing 

Figure 2 shows that with the development of the economy and under the guidance of 
relevant policies, the urban scale of Nanjing has continued to expand and the built-
up area has increased significantly. The results revealed that from 2000 to 2005, the 
overall development direction of Nanjing was southeast, south and northwest, and 
the development in the south and southeast is the most significant. The expansion 
is mainly based on the city center, expanding to the periphery and suburbs of the 
original city center. From 2005 to 2010, several main development directions of 
the city include northwest, southwest, and northeast. The development direction 
was relatively scattered and there was no obvious core. Driven by policies, the areas 
along the Yangtze River and some satellite towns have developed rapidly. In contrast, 
the extent of development on the urban fringe has dropped significantly compared 
with the previous period. From 2010 to 2015, the development speed of the city 
was relatively slower, the change was small, there was no clear direction, and the 
expansion in all directions was small.

With the advancement of urbanization, the types of LULC have undergone signif-
icant changes with human activities for the needs of urban expansion and functions. 
Figure 3 shows the statistics of the dynamic changes of LULC in Nanjing. The 
outcomes showed that the farmland and construction land area changed most signifi-
cantly. The area of construction land increased from 1017 to 1435 km2 in 2000–2015 
and the growth rate reached 41.1%. In contrast, the area of farmland decreased from 
4116 km2 in 2000 to 3613 km2 in 2015 and the net loss reached 12.2%. With the 
implementation of the policy of returning farmland to forest and people’s awareness 
of environmental protection, planners have paid more and more attention to protecting 
forest land and grassland in the process of urban development. This is why the minor 
changes of forest land and grassland in Nanjing from 2000 to 2015. The water body 
area varies with the inter-annual rainfall, but overall there is no significant change. 
The above analysis indicated that in the rapid urbanization process, a large amount 
of farmland in the city’s surrounding areas had been transformed into an impervious
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Fig. 2 LULC maps of Zhengzhou City in a 2000, b 2005, c 2010, and d 2015
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Fig. 3 Area change for the LULC categories from 2000 to 2015 

surface because of the needs of urban development and woodland occupation, and 
grassland is relatively small. 

4.2 The Variation of LST Zones 

According to Eq. (1), we get the annual LST in Nanjing. According to the calculation 
results, the average temperature in Nanjing increased from 29.42 °C in 2000 to 
30.82 °C in 2015, an increase of 1.4 °C. Meanwhile, the lowest temperature, 20.08 
°C appeared in 2005, and the highest temperature was 37.13 °C, appeared in 2000. 

This study calculated the average temperature by six land cover types from 2000 
to 2018, as shown in Table 3. The results reflected that the surface temperature of 
water bodies, forest land and grassland is low. On the contrary, the surface temper-
ature of construction land is the highest. Because construction land is composed of 
various impervious surfaces, such as roads, buildings, factories, etc., these ground 
objects have the characteristics of small specific heat capacity and rapid heating. 
However, due to the influence of agricultural work, the surface temperature of the 
farmland is relatively high. Similarly, on account of lack of vegetation cover, unuti-
lized land also has a relatively high surface temperature. In general, the difference 
in the thermal properties of the surface of the different LULC results in the different 
surface temperatures of different LULC.

As shown in Fig. 4, the spatial distribution of surface temperature showed that 
the surface temperature in urban areas during 2000–2015 was significantly higher 
than that in surrounding areas. High and sub-high temperature zones are mainly 
distributed in cities. Some larger satellite towns full of buildings, commercial areas 
and roads, and sub-high temperatures are always distributed around high-temperature 
areas, indicating that the existence of high temperatures has a certain impact on 
the surrounding environment. The low-temperature zones and sub-low-temperature
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Table 3 Mean surface temperature (°C) of different LULC 

LULC categories 2000 2005 2010 2015 

Farmland 31.56 ± 1.49 31.06 ± 1.41 32.64 ± 1.65 33.39 ± 1.43 
Forest land 31.9 ± 1.53 31.17 ± 1.41 32.47 ± 1.5 32.98 ± 1.43 
Grassland 29.73 ± 1.71 29.6 ± 1.39 30.51 ± 1.85 31.75 ± 1.96 
Water body 29.86 ± 1.87 29.81 ± 1.79 31.09 ± 2.05 31.91 ± 1.98 
Construction land 32.62 ± 2.25 32.78 ± 2.66 34.5 ± 2.58 35.09 ± 2.18 
Unutilized land 32.43 ± 1.48 30.66 ± 0.49 32.5 ± 0.74 33.28 ± 1.18 

Note Mean ± standard deviation

zones are mainly distributed in areas covered by vegetation or water. At the same 
time, the results (as shown in Fig. 5) reflected that with the development of cities, 
the area of high-temperature zones was increasing year by year, while the areas of 
medium-temperature and sub-high temperature zones continued to decrease. The 
possible reason for this phenomenon is that the farmland around the city is converted 
into construction land, which leads to the transition of the medium temperature Zone 
and sub-high temperature zone to high-temperature zone.

4.3 Spatial Autocorrelation of LST Zones 

Through the spatial analysis of the global autocorrelation, as shown in Table 4, 
Moran’s I index of the LST zones from 2000 to 2015 are all positive, and the P value 
is less than 0.001. Indicating that the Nanjing heat island has a significant spatial 
positive correlation, meaning the high values or low values have obvious aggregation. 
And we can see that the Moran’s I index from 2000 to 2015 is gradually decreasing. 
The possible reason is that a large number of natural landscapes have turned into 
impervious surfaces and urban landscape patterns have become more scattered with 
the process of urbanization. As a result, the correlation of spatial autocorrelation 
between heat island regions is weakened.

The local spatial autocorrelation of urban heat island intensity reflects the spatial 
agglomeration characteristics of urban heat island intensity. Figure 6 shows that the 
“high-high” type, high urban heat island intensity clusters, are mainly concentrated in 
urban built-up areas and some satellite towns, and with the progress of urbanization, 
the area of “high-high” clusters has increased significantly, Basically consistent with 
the development of the city. The “low-low” type, low-temperature areas, are mainly 
distributed in water and forest coverage areas, and the spatial distribution of low-low 
clusters varies greatly in different years.
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Fig. 4 Spatial pattern of LST zones from 2000 to 2015. a 2000. b 2005. c 2010. d 2015
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Fig. 5 Changes in the area of LST zones

Table 4 Global autocorrelation coefficient from 2000 to 2015 

index 2000 2005 2010 2015 

Moran’s I 0.300498 0.268810 0.233196 0.226416 

Z scores 14.150906 17.896740 11.316172 11.120972 

P value <0.001 <0.001 <0.001 <0.001

Fig. 6 Local spatial autocorrelation distribution map
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4.4 Driving Factors Analysis 

4.4.1 The Relationship Between Driving Factors and LST 

As shown in Table 5, we calculated the Pearson correlation coefficients between 15 
driving factors of 4 factor layers and LST. The three driving factors of the LULC 
have the highest correlation with LST. All have passed the 0.01 level of a significance 
test. There is a significant positive correlation between construction land and LST (r 
> 0.6), indicating that construction land is an important cause of UHI. In addition, 
there is a significant negative correlation between the proportion of ecological land 
(r < −0.3) and farmland (r < −0.2) and surface temperature, revealing that green 
vegetation and water bodies can alleviate the heat island effect to a certain extent. 
Secondly, there is a significant correlation between socio-economic and LST.

The results show that population density and GDP have a significant positive 
correlation with LST and the correlation coefficient r is greater than 0.15 and 0.2, 
respectively. With the urbanization process, the correlation between GDP and LST 
is getting higher and higher, and the correlation between population density and LST 
is getting weaker. The correlation between each factor and LST is not stable for the 
landscape metrics. In general, with urbanization, the correlation between most land-
scape metrics (eg LSI, MSI, and SHDI) and LST has gradually increased. However, 
their correlation is relatively weak compared with LULC and socio-economic indi-
cators. As for the terrain factor index, there is no significant correlation between 
DEM and slope and LST and the correlation coefficient r is close to 0. The results 
reflect that the topography has little influence on LST change in the region with a 
small regional range and small topographic relief. 

4.4.2 Analysis of Leading Factors 

The results of stepwise regression analysis of driving factors and LST of each factor 
layer are shown in Table 4. Each year, the land cover has the highest degree of 
explanation for LST (R2 = 0.512 in 2000, R2 = 0.563 in 2005, R2 = 0.643 in 2010, 
R2 = 0.694 in 2015). All factors have entered the stepwise regression equation, 
indicating that land cover is the main reason for LST change. At the same time, 
the results of correlation analysis show that construction land will aggravate urban 
heat islands. On the other hand, ecological land (forest land, grassland, water bodies, 
etc.) and farmland can alleviate the UHI to varying degrees. The GDP and population 
density of economic indicators have also entered the stepwise regression equation 
(R2 > 0.2), showing that economic indicators are an important factor leading to urban 
heat islands in the process of urbanization. 

For the urban landscape metrics, its explanation for the changes in LST is rela-
tively low. However, with urbanization, the degree of interpretation of the landscape 
metrics for the change of LST gradually increases (from 0.017 in 2000 to 0.14 in 
2015), because the shape and proportion of the urban landscape pattern are caused by
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urbanization have changed significantly. For terrain factors, DEM and slope did not 
enter the regression equation in all years, which shows that terrain cannot effectively 
explain the change of LST on a small scale. In general, land cover and economic 
indicators have the strongest impact on LST, and land cover can most effectively 
explain the change of LST, which is the main reason for the formation of UHI. 

5 Discussions 

Based on the results of the temporal and spatial dynamics of LULC and heat island 
regions, this study analyzed the impact of some important features of LULC on UHI 
in the process of urbanization and discussed the impact of various factors on surface 
temperature. First, Nanjing’s construction land increased significantly from 2000 
to 2015, indicating that Nanjing has experienced rapid urbanization. This result is 
similar to the results of other studies [32, 51]. In addition, urbanization has led to 
huge changes in land cover. Due to development needs, a large amount of farmland 
around the city has been converted into construction land. Secondly, changes in LULC 
led to dramatic changes in the urban thermal environment. High-temperature areas 
continued to increase from 2000 to 2015. At the same time, it can be found that high-
temperature areas and sub-high-temperature areas are mainly located in construction 
land, while low-temperature areas are mainly located in vegetation coverage areas 
and water areas. This finding is consistent with the research results of others [32]. 

We have also analyzed the spatial distribution of different levels of surface temper-
ature areas in the process of urbanization. The results show significant spatial clus-
tering characteristics in surface temperature regions, and this clustering feature grad-
ually weakens and stabilizes with the urbanization process. The results also showed 
that the drastic changes in LULC in urbanization lead to more urban landscape frag-
mentation, which weakens the spatial autocorrelation between heat island regions. 
The correlation analysis and LSR analysis results show that land cover and economic 
indicators are the leading causes of urban heat islands. However, compared to other 
research results [37, 52], this article’s urban landscape index has a lower degree of 
explanation for LST. The reason may be that rapid Urbanization urbanization leads 
to an increase in artificial surface area. The corresponding artificial green space will 
also increase, making the urban landscape pattern more fragmented, resulting in LST 
being affected by multiple interaction factors. 

In addition, our research also provides some suggestions for urban planners to alle-
viate urban heat islands. For example, the results show that high-density construction 
land will aggravate urban heat islands, and lower vegetation and water temperature 
can alleviate urban heat islands. Therefore, vegetation and water areas should be 
appropriately increased in urban development, such as building parks and artificial 
lakes. At the same time, the results show that optimizing the urban internal spatial 
structure and increasing the pattern of green vegetation patches are effective means 
to alleviate the urban heat island.
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6 Conclusions 

We use RS and GIS technology to comprehensively explore the temporal and spatial 
changes of urban heat islands in this tudy. At same time, we explore the impact of 
various driving factors, including LULC, socio-economic, landscape metrics, and 
topography, on the urban heat island in the process of urbanization. 

From this study, we mainly concluded: (1) From 2000 to 2015, Nanjing expe-
rienced rapid urbanization. Urbanization has caused drastic changes in LULC, and 
a large amount of farmland has been converted into construction land. (2) High-
temperature areas are mainly located in city business districts and satellite towns, 
while low-temperature areas are mainly located in vegetation coverage areas and 
waters. LULC has a significant impact on urban heat island. The area of high-
temperature areas has increased year by year with urbanization. (3) The LST zones 
have a noticeable agglomeration effect (high-high clustering and low-low clustering) 
in spatial distribution. This agglomeration effect gradually weakens with the urban-
ization process and will eventually stabilize. (4) LULC and socio-economic index 
are the main factors affecting urban heat islands. 

The results show that construction land is the most important cause of urban heat 
islands. At the same time, GDP and population density also aggravate the heat island 
effect, while ecological land (woodland, grassland, and water) can effectively alle-
viate the heat island effect. In addition, the results reveal that the urban landscape 
configuration has a small impact on the urban heat island, and this impact gradu-
ally increases with the process of urbanization. Therefore, in the process of urban 
construction, we can take some measures (such as increasing vegetation coverage 
and water areas, adjusting the spatial distribution of different landscapes) to alleviate 
the urban heat island effect. 

This study reveals the influence and changes of LULC, socio-economy, topog-
raphy, and landscape metrics on land surface temperature in urbanization. With the 
rapid development of remote sensing technology, we can more accurately explore the 
impact of various LULC on the surface temperature at a finer scale. In addition, this 
study did not consider the impact of human behavior, climate conditions, seasonal 
changes, and the interaction of various driving factors on the surface temperature at 
different scales. 

7 Recommendations 

In the future, we should pay more attention to mitigating the effects of UHI by 
optimizing spatial patterns of all kinds of driving factors, especially LULC, combined 
with understanding the formation mechanism of urban heat islands. Decision-makers 
should consider optimizing the urban spatial pattern and increasing the green area 
reasonably to mitigate the urban heat island and improve the residents’ happiness.
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Optimization of Ecological Environment 
Sensor Network Sites with Multiple 
Monitoring Targets 

Xiangang Luo, Kai Luo, Yangchun Li, Fukun Zhu, Libo Zhou, and Bei Xu 

Abstract Regular monitoring is essential for understanding the ecological and 
hydrological processes at the basin scale. There are complex trade-offs in the layout 
and optimization of more than one ecological environment index monitoring network. 
This article introduces an optimization method that uses the universal cokriging 
(UCK) model to establish multiple monitoring target variables in the watershed. 
After establishing a multivariate linear model, the spatial trend of the target vari-
able is eliminated, and the Linear Model of Coregionalization (LMC) is used to fit 
the cross-variation function and regression residual variance. The weighted average 
of the mean regression kriging variance (MRKV) of multiple target variables is 
used as the objective function. The spatial simulated annealing algorithm (SSA) is 
used for sampling optimization. The optimized sample is combined with Pareto’s 
method to make the final optimization sample. This paper takes the establishment of 
a multi-objective wireless monitoring network for surface temperature, soil moisture, 
and rainfall in the Jinsha River Basin as the research object. The results show that 
the multi-objective optimization design based on the UCK model can well show the 
spatial variability of the target variables. It can also better solve other multi-objective 
optimization trade-offs such as economic maintenance based on entropy other than
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non-target monitoring variables. The final result realizes the dual multi-objective site 
optimization of multi-objective variables and multi-objective benefits. 

Keywords Spatial simulated annealing · Multi-objective · Regression kriging ·
Entropy · Site optimization 

1 Introduction 

Obtaining baseline data to assess the impact and protection of regional ecosystems, 
and developing and validating ecological hydrological models is a vital [1–4]. In 
general practice, the ecological hydrological observations of a river basin are mainly 
through fixed-point ground stations or satellite remote sensing data. Although remote 
sensing data can quickly obtain massive large-area dynamic and comprehensive 
observational data. Some relevant verification studies have shown that these products 
may be biased, and the accuracy of the data needs to be verified by ground observation 
data [5]. Relatively speaking, a fixed-point observation station on the ground can 
obtain more accurate observation data. The original sites are often sparse in spatial 
distribution. A site needs to monitor a large spatial range, which makes it difficult 
to ensure the accuracy of the monitored values. High-density site deployment often 
consumes a lot of manpower and material resources [6, 7]. Developing a complete 
set of program software for deploying and optimizing a multi-objective ecological, 
hydrological site monitoring network is vital to establishing a future hydrological 
and ecological integrated monitoring network. 

In most cases, ecological hydrological variables are spatially autocorrelated. 
Therefore, methods based on geostatistical models can be used to optimize WSN 
sampling locations [6]. According to the spatial correlation, the model may be estab-
lished with the difference between isotropy and anisotropy. The optimization methods 
for ecological hydrological sites can be summarized as traditional mathematical 
statistics [6, 8], network optimization methods [9, 10], information entropy methods 
[11–14], and geostatistical methods [15–18]. Many studies have focused on its opti-
mization criteria, such as choosing the smallest mean regression kriging prediction 
variance (MRKV) as the sampling model to obtain the best sampling sample. So 
far, the optimized SSA (Spatial Simulated Annealing) algorithm [19] for sampling 
a single target has been widely used in the ecological environment. 

The monitoring station of multiple target variables often involves the spatial distri-
bution of multiple variables, and multi-target variables always have a close relation-
ship [6]. Such as precipitation, soil moisture and surface temperature have a spatial 
correlation in a certain area. A spatial sampling method with multiple target vari-
ables is proposed and applied to soil sampling. This method can better consider the 
spatial correlation of multiple target variables. Multi-objective optimization algo-
rithms are widely used in multi-objective problems in ecological environment, such 
as SA (simulated annealing) algorithm [20], genetic algorithm (GA) [21, 22], particle 
swarm algorithm (PSO) [23], and their various variant algorithms [24–29].
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In practical applications, the number of points is huge, which means that the search 
is extremely time-consuming. It is particularly important to use an effective search 
algorithm to find a combination with the smallest MRKV value. Among them, the 
space simulated annealing algorithm (SSA), which is developed from the simulated 
annealing algorithm to solve the problem of spatial location optimization, can help 
find the global optimum [19]. SSA can say that the mean regression kriging variance 
(MRKV) of ordinary kriging (OK) is minimized, which will lead to the distribution of 
the sample to the entire area. The experimental results of [19] show that the optimized 
spatial sampling sample is essentially a compromise between geographic space and 
feature space. 

The problem of multi-objective combination optimization problem (MOCOP) has 
also received extensive attention from various industries [29–31]. A multi-objective 
algorithm is used to obtain the Pareto solution set by establishing multiple objective 
functions. Find a set of optimal solutions in the Pareto solution set as the final opti-
mization result. Many new multi-objective algorithms have been applied to spatial 
sampling and layout optimization [18, 32–34]. 

Optimization of the maximum space coverage and multi-objective optimization of 
the comprehensive benefits of a single variable. Both are just a single consideration 
of space coverage or comprehensive economics. In reality, we often need to consider 
both. In this chapter, we elaborated a sampling optimization methodology for multi-
objective factors. In addition to considering the spatial coverage, we also consider 
the need for information redundancy and economic efficiency. We planned a two-
stage site design and layout plan. The goal of the first phase was to show the spatial 
relationship between precipitation, land surface temperature, soil moisture, etc. and 
environmental covariates, and get their spatial trends. The goal of second phase 
was to reflect the relationship between precipitation, surface temperature and soil 
moisture and other constraints. The final site distribution can consider the influence 
of the spatial trend (i.e. variograms) and the sampling constraints and information 
redundancy of the sites. 

2 Study Area and Data 

2.1 Study Area 

The Jinsha River basin is located in the upper reaches of the Yangtze River Basin 
(Fig. 1). It is the collective name for the upper reaches of the Yangtze River from 
the source to the Xiangjiaba reservoir in Yibin city. The JinSha River basin has an 
about area of 340,000 km2 with a longitude range 90 °E–105 °E and latitude 24 
°N–36 °N. The altitude ranges from 500 to 5000 m. The Jinsha River Basin is rich in 
hydropower resources. The water resources in this area account for nearly 40% and 
15% of the entire Yangtze River Basin and China, respectively. The Jinsha River basin
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has obvious spatial heterogeneity, affected by vegetation, climate, hydrology, topog-
raphy, etc. Most of the Jinsha River basin is located in mountainous areas, and the 
topography varies greatly. The topography and topography will significantly impact 
the basin’s forest ecosystem and hydrological processes. These factors determine 
that there are also many climate types in the Jinsha River basin, such as monsoon 
climate, vertical climate, and plateau climate [35, 36].

2.2 Data Description 

The data of the study area mainly includes basic geographic data and auxiliary 
environmental data. This study used data from 31 existing weather stations in the 
study area. The 31 stations are roughly scattered in the west and densely distributed 
in the east. Basic geographic data includes Jinsha River basin boundary data, water 
system data, DEM data, road data, etc. The target variable data is related to the prior 
data of the multi-target site data that needs to be monitored, such as Land Surface 
Temperature (LST), precipitation, and soil moisture. Environmental covariate data 
includes altitude, slope, aspect, longitude, and latitude. Due to the difference in the 
data, this research uniformly rasterizes the target variable data and environmental 
covariate data into a spatial resolution of 1 km × 1 km.  

2.2.1 Basic Geographic Data 

The basic geographic data describes the natural geographic environmental conditions 
in the Jinsha River basin, including basin boundary, river, existing weather station, 
slope, aspect and Digital Elevation Model (DEM). The slope and aspect data are 
extracted from the DEM data downloaded from the Geospatial Data Cloud (http:// 
www.gscloud.cn/) (Fig. 2). The basin boundary and river system data are extracted 
from DEM data using the ArcSWAT model [37].

2.2.2 Environmental Auxiliary Data 

Environmental auxiliary data were used to provide as prior information about mainly 
ecohydrology variables. In view of the fact that there is no observation data of 
the three target variables before the monitoring site is deployed. Therefore, these 
data are needed as a priori knowledge of annual average precipitation, land surface 
temperature (LST), and soil moisture (Fig. 3).

1. Precipitation data 

Precipitation data were obtained from the website of WorldClim.org. The website 
provides the global precipitation data obtained by spatial interpolation of more than

http://www.gscloud.cn/
http://www.gscloud.cn/
https://WorldClim.org
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Fig. 2 Basic geographic data a elevation b slope c aspect

15,000 weather stations worldwide [38]. We used the 2019 precipitation data as the 
prior precipitation information, with the spatial resolution 1 km. 

2. LST 

Annual average data of LST was obtained from the Moderate Resolution Imaging 
Spectroradiometer (MODIS). The data comes from the MOD11A2 data retrieved 
from the Earthdata website of the National Geological Survey, with a spatial resolu-
tion of 1 km and a temporal resolution of 8 days [39–41]. By performing pixel-based 
weight overlap addition on 46 scenes of image data in a year, MODIS data has missing 
values at some pixels because clouds cover it. The weighted overlap addition based 
on pixels can solve the overlap calculation of missing values very well. When calcu-
lating the average, record the number of non-missing values as weight for each pixel 
in all layers. After overlay analysis, divide by the weight value corresponding to
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Fig. 3 Environmental auxiliary data. a Annual average MODIS land surface temperature product. 
b Annual mean precipitation product. c Topographic wetness index calculated from DEM data to 
represent soil moisture

each pixel to get the average value. This method can ensure that the average value 
of pixels with missing values is not too large or too small. 

3. Soil moisture data 

The spatial resolution of the existing product data of commonly used soil moisture is 
0.25°. As the resolution accuracy is low, it is not suitable for the use of this research. 
Therefore, the soil moisture data is calculated based on the TWI (topographic wetness 
index) [42, 43] calculated from DEM products. Based on DEM, TWI reflects the 
spatial distribution characteristics of soil moisture by quantitatively describing the 
catchment area and slope of the upslope of the basin. This method is simple to calcu-
late, easy to obtain parameters, and comprehensively considers topography, soil and 
other factors, which can better simulate the spatial distribution pattern of water, and
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thus has been widely used. TWI calculated with the multiple-flow direction algorithm 
(FD8) [44, 45]. 

4. The latitude and longitude data 

The latitude and longitude data is a grid of 1 km * 1 km. The information exists in 
each raster dataset. 

3 Methodology 

The site optimization of this research is a two-phase optimization. The first phase 
(Spatial trend optimization): establish a regression relationship between multiple 
target variables based on UCK trend modeling, and use the weighted average (WA) 
regression kriging variance of the three variables as the objective function. The spatial 
simulated annealing algorithm obtains the distribution of stations. The second phase 
(combine objective optimization): a multi-objective solution function for WA, joint 
information entropy ratio, and information redundancy is established through infor-
mation entropy theory. The multi-objective function selects and adjusts the stations 
added in the first step to obtain the final station distribution. The main optimization 
process is shown in Fig. 4.

3.1 Trend Modeling 

The optimization objectives of this study are three target variables: soil moisture, 
precipitation, and soil temperature. A multiple linear regression model establishes 
the relationship between the target variable and environmental covariates and simu-
lates the target variable’s spatial trend. As shown in Fig. 4 (matrix table of correlation 
between each other), it can be seen from the correlation matrix that elevation has a 
correlation with surface temperature, precipitation, and soil moisture, especially a 
strong correlation with surface temperature and precipitation. The slope also corre-
lates with the target variable, indicating that the method of predicting the target 
variable employing environmental covariates is reliable. There is also a strong corre-
lation between surface temperature and precipitation (r = 0.72). There is a weak 
correlation between soil moisture and surface temperature (r = 0.24). The surface 
temperature and latitude and longitude also have a strong correlation. Regression 
models of target variables are established from environment variables with strong 
correlations. 

We used stepwise regression to model the multivariate linear model, and the 
Akaike information criterion (AIC) to filter the corresponding explanatory variables 
of the respective target variables. It can be seen from stepwise regression modeling 
that surface temperature has a regression relationship with longitude, latitude, eleva-
tion, and slope. In contrast, precipitation has a regression relationship with longitude,
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Fig. 4 The main 
optimization steps of the 
study
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Table 1 Trend parameters of object variances 

Variable Trend variances 

LST Longitude, latitude, slope, aspect, elevation, b 

Precipitation Longitude, latitude, aspect, elevation, b 

Soil moisture (TWI) Longitude, latitude, slope, elevation, b 

Note b = intercept 

Table 2 Shapes and parameters of the LMC fitted to experimental variograms 

Variable Shape Psill Nugget Sill Nugget to sill ratio (%) Range (m) 

LST Spherical 4.4146 6.7062 11.1208 60.30% 300,000 

Precipitation Spherical 28.3865 0.5291 28.9156 18.30% 300,000 

Soil moisture Spherical 0.4041 3.8253 4.2294 90.45% 300,000 

latitude, elevation, and slope, and soil moisture has a regression relationship with 
longitude, latitude, slope, elevation, and aspect. 

There are spatial differences between multiple target variables, and a single 
variogram fitting separately becomes unsuitable. It is not simple to use cross-
variation function and self-variation function to describe the geostatistical covariates 
of multiple target variables. We can fit a LMC model to meet the constraints of various 
constraints. The R language gstat package [46] is used to fit the semi-variogram 
according to the Linear Model of Coregionalization (LMC) modeling. LMC uses the 
same variograms to describe the spatial dependence of LST, precipitation and soil 
moisture. LMC parameters are listed in Tables 1 and 2 (Fig. 5).

3.2 Optimize the Target 

In this chapter, mean regression kriging variance (MRKV) is used as the target 
function of a single target variable. The final objective function WA is defined as the 
weighted average of multiple MRKVs. 

3.2.1 Univariate Prediction 

In this section, single target variable in UCK model is defined as: 

Z (s) = 
m∑ 

j=0 

β j χ j (s) + ξ(s) (1)
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Fig. 5 Correlation coefficient matrix of object variances (LST, precipitation, soil moisture) and 
covariate data (longitude, latitude, aspect, slope, elevation)

Z(s) is the target environmental variable, here is precipitation, soil humidity or 
surface temperature, χ(s) is m environmental covariates (such as elevation, slope, 
aspect, etc.), s = (x, y) means Two-dimensional space coordinates, β is the regres-
sion coefficient to be estimated, and ξ(s) is the residual term after the regression of 
the target variable and the oblique variable, which obeys a normal distribution with 
a mean of 0. The spatial autocorrelation of ξ(s) can thus be quantitatively expressed 
by the covariance function or the variogram. Written in matrix form: 

Z (s) = x '(s)β + ξ (s) (2) 

where x and β are column vectors of m + 1 covariates and m + 1 regression 
coefficients, respectively. Which is expressed as: 

z∧(s0) = m∧(s0) + e∧(s0) = 
p∑ 

k=0 

β∧
k · qk(s0) + 

n∑ 

i=1 

λi · e(si ) (3)
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m∧(s0) is the drift value of the fitting, e∧(s0) is the inserted residual, β∧
k is 

the regression coefficient of multiple linear regression, which is divided into (OLS) 
β∧

OLS  and (GLS) β
∧
GL  S . 

From the multiple linear regression of ordinary least squares (OLS), the regression 
coefficient β∧

OLS  is: 

β∧ 
OLS  = (qT · q)

−1 · qT · Z (s) (4) 

However, in geographic statistics, multiple linear regression using generalized 
least squares (GLS) is more reliable than the ordinary least squares regression. Then 
the regression coefficient β∧

GL  S  is: 

β∧
GL  S  = 

( 
X 'CX  

)−1 
X 'CZ  (s) (5) 

C is the covariance matrix of n × n residuals. X is the predictor matrix of n × (m 
+ 1) as the sampling position. 

Thus, the best linear unbiased estimation (BLUE) value at any point can be 
obtained. The general kriging prediction of the unobserved position s0 from n 
observations Z (si ) is given by: 

z∧(s0) = x0 · β∧
GL  S  + λT 

0 · (z − x · β∧
GL  S) (6) 

Formula (6) has two parts, the first half is the vector of the trend item or regression 
term xT 0 is the value of the covariate at the point to be estimated, and the residual item 
in the second half is the covariance established by OLS The function is inversely 
solved. λT 

0 is (Cov(Z(s0), Z(s1)), …, Cov(Z(s0), Z(sn))) which is the vector of kriging 
weights. Bring β∧

GL  S  in (5) into formula (6). 

σ 2 RK  (s0) = (C0 + C1) − cT 0 · C−1 · c0(x0 − X T · C−1 · x0) T 

· (X T + ·C−1 · X )−1 · (x0 − X T · C−1 · c0) (7) 

For regression kriging, the variance consists of two parts: the variance of the 
residual prediction error, and the other is the variance of the estimated error of the 
trend term. (C0 + C1) = c(0) = Var(Z(s0)) is the sill value (sill = Nugget + Partial 
sill), x0 is the vector [14] formed by the covariance between the sample point and 
the point to be estimated 2007. C and c0 can be obtained from the variation diagram 
of the residual. 

3.2.2 Multivariable Prediction 

Multivariate prediction includes the joint prediction of multiple spatial and covariate 
related variables. For n variances, Let {Zi (s), Xi , βi , εi , xi (s0), ci , Ci } equivalent to
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{Z (s), X, β, ε,  x(s0), c, C}. So that the i variance is let Z (s) = (Z1(s)
', . . . ,  Zn(s)

')', 
β(s) = (β1' 

, . . . , βn' 
)
'
, ε(s) = (ε1(s)', . . . , εn(s)')'. 

It can be seen from formula (7) that the variance of regression kriging is irrelevant 
with the predicted value but is only related to the geographic location of the sample, 
environmental covariates, and the variance function of the residual. This makes it 
possible to calculate the average regression Kriging variance of the points to be 
estimated in the study area before the data is collected at the Iwamoto point. The 
minimum variance of mean regression kriging is used as the objective function of 
optimization. The variograms and cross-variation function fitted by LMC are shown 
in Fig. 6 and Table 2. 

Optimizing a single objective in geographic space often uses an optimization 
criterion of mean regression kriging variance (MRKV) minimization [15, 47, 48]. 
The prediction error variance depends tightly on the sampling location, and the known 
environmental variables can be exhausted through the variance–covariance matrix.

Fig. 6 Direct variograms (diagonal) and cross-variograms (off-diagonal) for LST, precipitation 
and soil moisture variables fitted with LMC 
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The observed value of the target variable is used to calculate the prediction error 
variance, which allows the error variance to be estimated before the observations are 
collected. Therefore, for optimizing the three target variables LST, precipitation, and 
soil moisture, the optimization criterion can be selected as the weighted average of 
the MKV values of the three target variables. 

W A  = 
M1 

S1 
∗ w1 + 

M2 

S2 
∗ w2 + 

M3 

S3 
∗ w3 (8) 

WA is the weighted sum of three single goals. Mi are the MRKV values of the 
three target variables, and Si are the sill values of the corresponding variograms of 
the target variables. M/S can unify the three target variables into a quantified scale 
[17]. wi is the weight, and we set three target variables here to be equally important. 
The calculation of WA is based on the intamapInteractive package (a package of R 
language), and the target variable function script is redefined based on its code to 
meet the needs of this research. 

3.3 Sampling Method 

The current sampling methods are mainly based on probability sampling, geometry-
based sampling, and model-based sampling. Model-based sampling methods are 
usually more effective when the target variable has a significant spatial structure. In 
this study, the three target variables have obvious spatial structure. We use a universal 
cokriging (UCK) model to optimize the sampling of multi-objective variables. Exper-
iments in the Babao River Basin show that the UCK model is significantly better than 
simple random sampling model (SRS) and simple coverage sampling model (SCS) 
[6]. The sampling based on geostatistical models is usually the best sample. The 
mean regression kriging variance (MRKV) of the sample is required to be minimum. 
The best linear unbiased estimator (BLUE) can use the zoom method to convert the 
observation value of a certain index of WSN to a grid format covering the entire 
watershed. Inverse distance weighting (IDW) is used when there is auxiliary data, 
and Kriging is better when there is no auxiliary data. Ecological hydrological wireless 
sensor network (EHWSN), highly non-average data, must introduce related auxiliary 
data. 

To determine the appropriate number of sites, it is necessary to obtain the rela-
tionship between the number of sites and the corresponding minimum standard. 
According to the corresponding analysis, as the number of stations increases, the 
WA value will decrease, but when a certain value is reached, the WA value will no 
longer change significantly. This inflection point value is regarded as the appropriate 
number of stations.
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3.4 Optimization Algorithm 

A brief introduction to the spatial simulated annealing algorithm will be given 
below. For a more detailed description, please refer to [47, 48]. (1) Initialization 
of control parameters, sampling correlation coefficient; (2) Determine the auxiliary 
grid required for the objective function; (3) Calculate the initial objective function 
value according to the weighted objective function value, and regard it as the current 
optimal solution; (4) Randomly select a sample point and move it in a random direc-
tion between |h| and max. When the objective function value obtained after moving 
a point is less than or equal to the minimum objective function value encountered 
initially, then this disturbance is accepted as The new initial value. And record the 
optimal objective function value at this time, and the coordinate value of each point 
at this time. Otherwise, accept it as the new initial position with a certain probability. 
Repeat the disturbance process. (5) The optimal solution obtained at this time is 
closest to the optimal solution of the objective function. 

Several parameters need to be defined for simulated annealing, such as the initial 
annealing temperature, the maximum number of iterations, the average probability 
of accepting the deteriorating design, and the maximum allowable number is 200 of 
Markov chains. The stopping criterion of the optimization process is a key parameter 
to avoid excessive optimization time. 

P(Di → Di+1) = 

{ 
1, i f  Φ(Di+1) ≤ Φ(Di ) 
exp 

(
Φ(Di )−Φ(Di+1) 

c 

) 
, i f  Φ(Di+1) > Φ(Di ) 

(9) 

where Di and Di+1 are the previous and the new combination, c is the positive 
control parameter (so-called “system temperature”, which is lowered as optimization 
progresses) and Φ(·) is the quality measure (objective function). 

3.5 Entropy 

In ecological site monitoring, each site can be regarded as an information source, 
and the information volume of LST, precipitation and soil moisture contained in each 
site can be represented by information entropy H(X). Divide into s groups according 
to the observation sequence, count the number of each group, pi is the probability 
of each group [11, 12, 49, 50]. 

H (X ) = 
s∑ 

i=1 

pi log2 
1 

pi 
(10) 

When there are N sites (X1, X2, · · ·  , Xn) in the monitoring network, the total 
amount of information contained in the sites can be combined by information
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entropy H (X1, X2, · · ·  , Xn), pi . . .  pn represents variables (X1, X2, · · ·  , Xn) joint 
probability density function. 

H (X1, X2, · · ·  , Xn) = −  
N1∑ 

i1=1 

N2∑ 

i2=1 

· · ·  
Nn∑ 

in=1 

pi . . .  pnlog[pi . . .  pn] (11) 

The redundancy information (also called mutual information) between two sites 
can be expressed by I(X; Y), where H(X) and H(Y) are X and Y respectively. The 
information entropy of each site, H(X; Y) is the joint information entropy between 
X and Y. 

I (X; Y ) = H (X ) + H (Y ) − H (X; Y ) (12) 

3.6 Distribution Adjustment 

The precipitation, surface temperature, and soil moisture of each site are taken as 
observations of random variables, and the information entropy H (xi ) of each obser-
vation is calculated, and the point with the largest information entropy is taken as 
the first point x1 of the site selection. The remaining (n − 1) sites take the point xi 
with the smallest mutual information with x1 as the second site x2, and so on, select 
the remaining sites to determine the order of all sites. 

F(X) = 

⎧ 
⎪⎨ 

⎪⎩ 

F1(x) = W A  
F2(x) = K = H (x1,x2,··· ,xm ) 

H(x1,x2,··· ,xm ,··· ,xn ) 
F3(x) = E I  = 

∑n−1 
i=1 

∑n 
j=i+1 I (xi ,x j ) 
c2 n 

(13) 

F1(x) is the WA value optimized in the first step, and F2(x) is the current m sites 
to the joint information entropy of all n sites. F3(x) is the average value of the mutual 
information between the two stations, which represents the amount of information 
redundancy between the stations, or the degree of information redundancy. The larger 
the value, the greater the degree of redundancy. 

For the multi-objective solution, the ideal point method is used. Calculate the 
sum of square deviations S(x) between the general point and the ideal solution. The 
formula of the ideal point method is as follows: 

S(x) = 

[|||
3∑ 

i=1 

[Fi (x) − F⋆ 
i ]2 (14)
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WA is the weighted mean regression kriging variance after the first step optimiza-
tion, reflecting the site’s coverage. K is the current ratio of joint information entropy 
of m sites to n sites. K reflects the current total size of information. If K is too small, 
the selected site combination cannot fully reflect the information of all sites, such as 
surface temperature, precipitation, and soil moisture. If K is too large, it means that 
the selected site combination has enough information. This may cause information 
redundancy. EI is the average value of mutual information between two sites, indi-
cating the degree of information overlap between sites or information redundancy. 
The larger the value, the greater the information redundancy. 

4 Results and Discussion 

4.1 Number of Optimization Sites 

Based on the original existing 31 sites, the sites in the study area are encrypted. 
Based on the objective function of WA, as we add more stations, the value of the 
objective function will become smaller. But based on economy and reality, we need to 
determine a more appropriate number of sites. As shown in Fig. 7, when the number 
of stations keeps increasing, the value of WA will gradually become smaller. When 
the number of stations is 81, the value of WA will no longer decrease significantly but 
become stable. Therefore, 81 is determined as the most suitable number of stations 
in the study area.

4.2 Spatial Trend Optimization 

50 new sites are optimized through SSA algorithm, and the final value of WA is 
0.37428. The optimized site’s location was then obtained. In Fig. 8a, Black points 
represent the original site locations, and Green points represent the 50 new site loca-
tions. As shown in Fig. 9, the sample distributions of LST, precipitation, soil moisture, 
DEM, slope and aspect of the 50 newly added stations are basically consistent with 
the overall distribution of the entire study area. It shows that the 50 newly added sites 
are very representative.

Only the main slope, aspect, elevation, latitude, and longitude were used as envi-
ronmental covariates when building the UCK model. The three target variables LST, 
precipitation, and soil moisture are not affected by these factors, and each will also 
be affected by other factors. For example, soil moisture is also closely related to 
vegetation coverage and the transpiration rate. Some factors have no obvious spatial 
sub-correlation in space, which results in a larger nugget and the ratio of the nugget 
to the sill of the corresponding variogram (Fig. 6).
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Fig. 7 WA values under different numbers of sites (the number of test intervals is 5)

4.3 Combine Objective Optimization Result 

Sort the added 50 sites according to the site ranking rules. Site order and each step 
MRKV, K and EI are shown in Table 3. Perform site network evaluation based on 
the MRKV, K and EI values of the three objective functions of the combination of 
different sites. The resulting line chart is shown in Fig. 10a. The WA value will begin 
to decrease rapidly with the increase of site data, decreasing steadily. Both K and EI 
increase with the increase of sites.

Figure 10a shows that after the number of stations is 45, the values of WA, EI and 
K tend to be stable. Figure 10b also shows that the value of the objective function also 
tends to be stable, so choose 45–50 to form the Pareto solution set. In the composed 
Pareto solution set, K reached 98% of the information at 46. It has been able to obtain 
most of the information. The EI value will become larger and larger, so 46 is selected 
as the final number of sites. After removing the redundant four sites, the new site 
distribution is shown in Fig. 8b.
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Fig. 8 a Spatial trend optimization: distribution of Jinsha River Basin’s existing sites location and 
added sites location (color of black is existing sites (31) and color of red is added sites (50)). b 
Combine objective optimization: distribution of Jinsha River Basin’s existing sites location, added 
sites location and removed sites location (color of black is existing sites (31), color of red is added 
sites (46) and color of blue is removed redundant sites(4))
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Table 3 Computed result for site order per step of WA, EI and K 

Number of sites Site number WA K EI 

1 45 – 0.052 – 

2 43 1.15E+16 0.1781 9.28E−07 

3 19 5.44E+13 0.2823 7.04E−05 

4 1 5.97E+13 0.3562 0.000117 

5 15 2.16E+12 0.4135 0.000161 

6 14 29.12965 0.4604 0.000207 

7 29 8.167191 0.5 0.000254 

8 9 4.506026 0.5343 0.000342 

9 4 4.068209 0.5646 0.000413 

10 25 2.56216 0.5916 0.000531 

11 50 2.264591 0.6161 0.00067 

12 10 2.175304 0.6385 0.000761 

13 11 1.978275 0.6591 0.000847 

14 39 1.442543 0.6781 0.000974 

15 6 1.363774 0.6958 0.00105 

16 27 1.255115 0.7124 0.001131 

17 30 1.216104 0.728 0.001208 

18 49 1.151726 0.7427 0.001903 

19 32 1.134644 0.7566 0.002139 

20 5 1.095794 0.7698 0.002459 

21 16 0.989437 0.7823 0.003547 

22 41 0.925549 0.7942 0.004858 

23 18 0.875266 0.8057 0.005945 

24 12 0.784524 ara> 0.8166 0.006298 

25 33 0.773647 0.8271 0.00739 

26 48 0.722451 0.8372 0.007767 

27 38 0.699694 0.8469 0.008805 

28 28 0.672949 0.8562 0.009402 

29 17 0.656272 0.8652 0.009852 

30 3 0.640008 0.8739 0.010354 

31 37 0.621514 0.8824 0.01089 

32 7 0.61631 0.8905 0.011595 

33 47 0.607413 0.8984 0.012305 

34 20 0.591428 0.9061 0.012776 

35 36 0.581399 0.9135 0.01344 

36 8 0.574167 0.9208 0.013938

(continued)
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Table 3 (continued)

Number of sites Site number WA K EI

37 31 0.565574 0.9278 0.014358 

38 23 0.560299 0.9347 0.014827 

39 26 0.54557 0.9413 0.015246 

40 40 0.543173 0.9479 0.015878 

41 35 0.538307 0.9542 0.016296 

42 46 0.533193 0.9604 0.016754 

43 22 0.528777 0.9664 0.017209 

44 34 0.524761 0.9723 0.017735 

45 44 0.518171 0.9781 0.018781 

46 2 0.512587 0.9838 0.019214 

47 21 0.503627 0.9893 0.020214 

48 13 0.498755 0.9947 0.020671 

49 42 0.495222 1 0.021177 

50 24 0.490566 1 0.023039

4.4 Sampling Comparison of SRS, SCS and UCK 

Figure 11 shows that the WA value of the UCK-based sampling mode is less than 
the WA value of SRS and SCS in most cases. This shows that the sampling method 
of UCK-based trend modeling in the Jinsha River Basin is significantly better than 
the sampling methods of SRS and SCS, and its sample points can better represent 
the spatial characteristics of the study area.

4.5 Discussion 

The Jinsha River basin’s LST, precipitation, and soil moisture have different spatial 
distribution patterns. Precipitation and LST have a relatively obvious continuous 
spatial distribution, and their spatial distribution is closely related to elevation (Figs. 2 
and 3). The soil moisture does not have strong spatial continuity in space (Fig. 3). The 
proportion of soil moisture nugget to sill ratio value is as high as 90.45%, showing 
that its spatial autocorrelation is not strong. The LST nugget accounts for 60.30% 
of the sill value, indicating that the LST has a moderate spatial autocorrelation in 
this area. The precipitation has a strong spatial autocorrelation due to 18.30% of 
the nugget to sill ratio. In this study, the contribution of LST, precipitation and soil 
moisture to the WA value was 39.7%, 12.2%, and 48.1%, respectively. This shows 
that the spatial changes of soil moisture and surface temperature greatly affect the 
spatial distribution of the site.
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Fig. 10 a The relationship of WA, K (joint entropy ratio), EI (average mutual information) and the 
number of sites. b Objective function values of the Pareto solution set of site combinations
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Fig. 11 Comparison of WA values of SRS, SCS and UCK sampling methods

In the upper reaches of the Jinsha River Basin, the terrain is not very undulating, 
and the precipitation and LST are relatively evenly distributed. Therefore, when 
there are fewer existing sites, the distribution of add sites tends to be regular. In the 
downstream area, there are many existing sites. After adding new sites, the probability 
of site information redundancy is greater, so the four removed sites are all in the 
downstream area. 

This research is based on spatial research and does not consider the time factor. In 
addition to the influence of spatial factors such as topography, latitude, and longitude, 
and slope aspect, soil moisture, precipitation, and the land surface temperature will 
also have obvious time differences. This study selected only the data of soil mois-
ture, precipitation, and surface temperature in a single year, without considering the 
temporal and spatial variability of the target variables in long-term years. 

The soil moisture data is replaced by TWI (topographic wetness index), but in 
actual operation, using TWI data instead of soil moisture data has some obvious 
disadvantages. For some of the more vulgar areas, its uniqueness cannot be well 
displayed. Due to spatial resolution constraints, soil moisture data with a resolution 
of 0.25° is not directly used. Besides, the soil moisture data is divided into multiple 
monitoring levels in monitoring, such as 0–10 cm, 10–20 cm, etc. In addition, other
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factors such as transpiration, vegetation coverage, precipitation, etc. These error 
factors will directly lead to the fitting of the LMC trend. 

5 Conclusions 

The research results of this article show that the site layout of the newly-added multi-
target wireless monitoring network in the river basin can be more evenly distributed in 
the study area. Through UCK-based trend modeling, the layout optimization of new 
sites with multiple goals is established. The spatial trend is determined by multiple 
linear regression, and the variance map and the cross variance map of the calculated 
residuals are obtained, and the LMC method is used for fitting prediction. The first 
phase uses the weighted MRKV value of multiple targets as the objective function 
and uses the spatial simulated annealing algorithm SSA to optimize the sampling. 
In the second phase, the optimization results of the previous step and other factors 
(roads, costs) are normalized to an objective function using the idea of Pareto, and 
the final sample sampling is obtained by obtaining the minimum objective function 
value. 

Through the two-phase optimization process, it is possible to consider the balance 
of spatial heterogeneity of multiple targets and consider the economic benefits of 
multiple cost factors. The final site distribution is significantly better than the ordi-
nary sampling optimization distribution. The spatial trend distribution can be highly 
correlated with the study area, and some optimizations have been made in terms of 
site redundancy. 

Recommendations 

• Establish a multi-object real-time wireless monitoring network in the Jinsha River 
Basin. 

• Combine more new multi-objective algorithms to optimize the ecological envi-
ronment multi-objective sites. 
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44. Kopecký M, Čížková Š (2010) Using topographic wetness index in vegetation ecology: does 
the algorithm matter? Appl Veg Sci 13:450–459 

45. Kopecký M, Macek M, Wild J (2021) Topographic Wetness Index calculation guidelines based 
on measured soil moisture and plant species composition. Sci Total Environ 757:143785 

46. Pebesma E (2004) Multivariable geostatistics in S: the gstat package. Comput Geosci 30:683– 
691 

47. van Groenigen J-W (1999) Constrained optimisation of spatial sampling: a geostatistical 
approach ([sn]) 

48. van Groenigen JW, Stein A (1998) Constrained optimization of spatial sampling using 
continuous simulated annealing. J Environ Qual 27:1078–1086 

49. Bayat B, Nasseri M, Hosseini K, Karami H (2021) Nested augmentation of rainfall monitoring 
network: proposing a hybrid implementation of block kriging and entropy theory. Water Resour 
Manag



438 X. Luo et al.

50. Zhou S, Wang Y, Li Z, Chang J, Guo A (2021) Quantifying the uncertainty interaction between 
the model input and structure on hydrological processes. Water Resour Manag 1–21



The Influence of Large Scales 
of Reservoir Construction in the Upper 
Yangtze River Basin on Regional 
Precipitation 

Shuang Zhu, Jianan Wei, Jiang Li, Yuying Wang, and Siwen Cao 

Abstract The interaction between human activities and climate change has made 
the global climate change trend to unstable in the past 10 years. Extreme floods and 
droughts have occurred frequently. Large-scale reservoir construction in the Chinese 
Upper Yangtze River Basin has huge flood control and beneficial benefits. However, 
its impact on regional ecological changes cannot be ignored for its contribution to the 
changes of land use types and destruction of the natural runoff rhythm. Therefore, 
the focus of this study is to explore the temporal and spatial trend of precipitation 
for the Upper Yangtze River Basin (UYRB) during 2001–2019 and the impact of 
reservoir construction in UYRB on precipitation changes for the first time. In order to 
better study the spatial feature of precipitation change, this study uses multi-satellite 
precipitation datasets as the research data. The estimation accuracy of IMERG and 
TMPA products was evaluated. Then the Mann–Kendall test, spatial analysis, and 
probability analysis were implemented to search the impact of reservoir construction 
on annual and monthly average precipitation changes and extreme daily precipitation. 
The results indicated that: (1) the monthly and annual precipitation in the Jialing 
River Basin showed an obvious upward trend, and the precipitation in the southern 
part of Jinsha River Basin showed a clear downward trend. These are places where 
reservoirs are densely built. (2) In the Reservoir Affected Area (RAA), the maximum 
daily precipitation shows an unstable trend, and its upward and downward trends are 
more obvious than that in the Non-Reservoir Affected Area (N-RAA). (3) The impact 
increased as the total storage capacity of the reservoir increased. It was found that
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large-scale reservoir construction has a certain impact on the rising and falling trends 
of regional precipitation changes, and its impact is related to the total storage capacity, 
distribution density, and the time of operation of the reservoir. 

Keywords IMERG · Extreme precipitation · Impact · Reservoir · Upper Yangtze 
River Basin 

1 Introduction 

Climate change has great effects on the ecological environment and agricultural 
production everywhere in the globe. It has led to increasing events of drought, floods, 
water scarcity, sea levels rising and crop failures [1–3], and most of these natural 
phenomes are directly or indirectly related to changes in precipitation pattern [4, 
5]. The spatial–temporal evolution of precipitation becomes an important issue of 
climatological, meteorological and hydrological areas. 

A variety of existing methods can be used for precipitation spatial–temporal evolu-
tion analysis, such as Mann–Kendall (MK) test, Theil-Sen analysis method (TSA), 
seasonal Kendall method and Modified MK test (MMK) [6–10]. Yacoub and Tayfur 
used rain gauge data to study the drought trend in Mauritania over a long time series 
and obtain historical drought intensity and drought frequency [11]. Toride used rain 
gauge data to study the historical precipitation trends in the Shasta Dam basin [12], 
and further analyze the extreme precipitation changes in the area. Generally, ground 
rain gauge observation is the most reliable surface precipitation data source, which is 
indispensable in hydrological simulation and climate change research [13–15]. Due 
to various restricted conditions, especially in cold high-altitude areas and econom-
ically underdeveloped areas (Mondal et al. 2018). With the launch of the Tropical 
Precipitation Measurement Mission (TRMM) satellite [16], satellite precipitation 
dataset successfully solves the problem of global coverage [17–20]. 

Gan verified the reliability of precipitation estimation of IMERG V6 in the 
Nan River  Basin [21]. Using a larger study area and a variety of satellite data 
[22] confirmed the performance of Climate Hazards Group InfraRed Precipitation 
with Station data (CHIRPS) [23] and TRMM Multi-satellite Precipitation Analysis 
(TMPA) in Indian precipitation estimation. Yangtze River Basin (YRB) is the first 
largest river basin in China. Also, it is the third-largest river basin in the world. 
Its total area is 1.8 million sq. km, accounting for 18.8% of China’s land area. 
Scholars analyzed and evaluated different satellite precipitation estimations in the 
YRB. TRMM 3B42V6, CHIRPS and TRMM 3B42V7 were proved alternatives for 
the precipitation temporal and spatial evolution study in the Yangtze River Basin 
[24]. 

Furthermore, scholars are eager to explain the driving force of long-term changes 
of these meteorological and hydrological variables to understand precipitation’s 
temporal and spatial evolution. Urbanization brings a series of adverse effects such 
as the urban heat island and reduction of bare soil land type, which impact regional
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temperature, rainstorm, and waterlogging [25, 26]. However, the situation is more 
characteristic and complicated for the upper Yangtze River Basin (UYRB). Large-
scale reservoirs have been built and put into operation on the mainstream and tribu-
taries, including Jinsha River, Yalong River, Min River, Jialing River and Wu River 
in the last years. The total water storage capacity is more than 100 billion m3; regu-
lated storage capacity is 46 billion m3, flood control storage capacity is 36 billion 
m3, and installed capacity is 76 million kilowatts [27]. The construction of a huge 
reservoir system widened the river’s water surface, expanded the water area, and 
increased water evaporation. The natural hydrological rhythm of the Yangtze River 
is also affected due to reservoir action [28–30]. 

To clarify the hydrological impact of reservoir construction, recently, Wang simu-
lated the regional hydrology process and found that the operation of cascade reser-
voirs in the UYRB caused the river water temperature to rise in spring [27], drop 
in autumn and winter. Su and Chen found reservoir is one of the impact factors of 
nonstationary change of extreme value distribution of streamflow [31]. However, 
it’s important to note that relevant researches were just carried out, and studies on 
the influence of reservoir construction on precipitation pattern change are relatively 
rarer. Precipitation is the most direct response to climate change and human activ-
ities. Compared with the river flow and river water temperature, precipitation has 
a more widespread spatial distribution and complicated temporal change, the influ-
ence of reservoirs on rainfall is not concentrated in several locations but spatially 
heterogeneous. 

From the above, this chapter aims to reveal the total and local impact of the existing 
reservoirs on precipitation change in the UYRB using multi-source precipitation data 
for the first time. To achieve the goal, the accuracy of the satellite precipitation prod-
ucts on each sub-basin and time scales of day, month, and year was evaluated. Then 
the temporal and spatial changes of precipitation and extreme precipitation in the 
UYRB were analyzed. Ultimately collect the information of reservoir location and 
storage capacity, the impact of reservoir construction on extreme precipitation was 
finally studied using the spatial analysis method. The study work provides a first refer-
ence for understanding the relation of regional reservoir planning and precipitation 
changes. 

2 Materials and Methods 

2.1 Study Area 

Yangtze River Basin is the largest in China, with a total catchment area of about 1.8 
million km2. It located between 24° 30'–35° 45' N and 90° 33'–122° 25' E, plays 
a leading role in China’s climate evolution. UYRB covers an area of 1.3 million 
km2 from Tanggula Mountain in Tibet to Yichang in Hubei Province. It is mainly 
composed of mainstream and Jinsha River Basin (JSRB), Jialing River Basin (JLRB),
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Min River Basin (MRB) and Wu River Basin (WRB). The JSRB is the largest sub-
basin of UYRB. Its entire elevation is high in the west and low in the east, and the 
climate is complex and diverse. It is composed of a typical plateau climate, an abrupt 
climate, and a monsoon climate [32, 33]. The JLRB has a subtropical monsoon 
climate. Affected by that, the seasonal precipitation varies greatly. Precipitation is 
mainly concentrated in the rainy season from May to September, accounting for 70– 
90% of the annual precipitation [34–36]. The MRB has a complex topography, with 
a maximum elevation drop of nearly 6000 m in the entire basin [37]. Compared with 
the other basins, the elevation of WRB is relatively low, and the subtropical monsoon 
climate makes WRB have a mild climate and abundant rainfall. 

The topography and climate of the four sub-basins in UYRB show significant 
differences. In this study, the performance of satellite precipitation datasets was 
respectively evaluated for four sub-basins. Figure 1 shows the location of UYRB 
and the 88 national rain gauges. Figure 1a shows the latitude and longitude of China 
and the location map of UYRB in China, Fig. 1b shows the location of the UYRB sub-
basins, Fig. 1c shows the DEM distribution of UYRB, Fig. 1d shows the distribution 
of UYRB surface rain gauge stations.

2.2 Satellite Datasets 

Considering the different available time periods of the multi-satellite precipitation 
products, this study uses the IMERG-Final (IMERG-F) and TMPA-3B42 V7 and 
daily precipitation data sets from 2001 to 2019. IMERG is a global (90° S–90° N, 
60° S–60° N is the complete coverage) multi-satellite precipitation dataset, which is 
the third-level product of the GPM mission [38]. The algorithm adopted in TRMM 
satellite precipitation products is version 7 TRMM multi-satellite precipitation anal-
ysis, called TMPA [2]. TMPA is a quasi-global (60° S–60° N) precipitation dataset. 
It is one of the best multi-satellite precipitation datasets in the TRMM era. The time 
resolution of two satellite precipitation datasets has 3 h, daily and monthly. 

2.3 Ground-Based Dataset 

The rain gauge observation daily data comes from the Chinese Meteorological 
Department (CMD). Eighty-eight national rain gauge stations are located in the 
UYRB, including 35 rain gauge stations in the JSRB, 14 rain gauge stations in the 
JLRB, 13 Rain gauge stations in the MRB, and 13 rain gauge stations in the WRB. 
Monthly and annual data are obtained through daily data accumulation.
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Fig. 2 Schematic diagram of the spatial distribution of the medium and large reservoirs in the 
UYRB 

2.4 UYRB Reservoir Data 

There are a large number of reservoirs in the UYRB. Figure 2 is a schematic diagram 
of the spatial distribution of medium and large reservoirs. The Three Gorges Project 
is located nearly in the outlet of the UYRB and was put into use in 2003. The Three 
Gorges hydropower station and the Gezhouba hydropower stations not far down-
stream have formed a cascade dispatching power station. It is the largest hydropower 
station globally in terms of flood control, drought resistance, shipping and power 
generation. It is also the largest engineering project ever built in China. The middle 
reaches of the JSRB have a large elevation drop, and the distribution of reservoirs is 
relatively dense. The Yalong River flows into the lower reaches of JSRB reservoirs’ 
total storage capacity. The total storage capacity of reservoirs downstream of the 
JSRB is larger than that in the middle reaches. The storage capacity of the reser-
voirs built in the MRB is relatively small. In the JRB and WRB, the distribution of 
reservoirs is relatively even, and the storage capacity of the reservoirs is relatively 
large. 

2.5 Accuracy Assessment of Satellite Precipitation Estimation 

The accuracy of the satellite precipitation dataset is evaluated based on the ground 
rain gauge data [39]. In this study, the UYRB is divided into JSRB, JLRB, MRB
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and WRB. Each sub-basin is assessed separately. With the point-to-point extraction 
of the satellite precipitation estimation data at the rain gauge location, the obtained 
observed precipitation data and the estimated precipitation data are used to calculate 
the Bias and RMSE. The accuracy of the satellite precipitation dataset is evaluated 
at three kinds of time resolutions, including day, month and year. The formulas of 
Bias and RMSE are as follows: 

Bias = 
∑n 

i=1 Pi − Gi 

n 
(1) 

RM  SE  = 

/
∑n 

i=1(Pi − Gi )
2 

n 
(2) 

where Pi and Gi respectively represent the satellite precipitation estimation value 
and the station precipitation observation value at time i . 

2.6 Mann–Kendall Trend Analysis 

Mann–Kendall test is widely used in the trend analysis of meteorological and hydro-
logical variables. It is a non-parametric test, and does not make strict assumptions 
about the overall distribution of variables of interest [40]. The calculation formula is 
[41, 42]: 

Z = 

⎧ 
⎪⎨ 

⎪⎩ 

S−1 √
var(S) , S > 0 
0, S = 0 

S+1 √
var(S) , S < 0 

(3) 

The positive or negative sign of Z can be used to indicate the rising or falling 
trend of precipitation time series, and the absolute value of Z can be used to evaluate 
its significance. Where 

S = 
n−1∑

i=1 

n∑

k=i+1 

sgn(xk − xi ) (4) 

sgn(θ ) = 

⎧ 
⎨ 

⎩ 

1, θ  >  0 
0, θ  = 0 

−1, θ  <  0 
(5) 

var [S] =
[
n(n − 1)(2n + 5) − 

∑ 
t t(t − 1)(2t + 5)

]

18 
(6)
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xk represents the value of the variable x at the time k, n is the sample number of the 
time series, and t is the year or month in this study. 

The index to measure the trend of MK test results is expressed by β: 

β = Median

(
xi − x j 
i − j

)

, ∀ j < i (7) 

where 0 < j < i < n, when β > 0, it means that the time series shows an upward trend, 
when β < 0, it shows a downward trend, and the value of β indicates the intensity of 
the trend. 

2.7 Reservoir Affected/Non-affected Area 

The impact area of reservoirs should be different according to the water storage 
scale. In this study, the impact radius of a reservoir with a total storage capacity 
of 1 billion m3 is set to 10 km, 5 billion m3 is set to 50 km, 10 billion m3 is set 
to 100 km. Following this trend, each reservoir’s impact area can be interpolated 
calculated according to its storage capacity. For instance, the total storage capacity 
of Xiluodu reservoir is 12.67 billion m3, and the influence radius is set to 130 km. The 
total storage capacity of Crane Beach reservoir is 20.6 billion m3, and the influence 
radius is set to 210 km. The total storage capacity of Three Gorges is 39.3 billion m3, 
and the influence radius is set to 400 km. Then UYRB can be divided into reservoir 
affected area (RAA) and Non-reservoir affected area (N-RAA). 

2.8 Probability Distribution of Precipitation Evaluation 
in RAA and NRAA 

The probability density function can be used to analyze the overall situation of a 
variable. It can reflect the probability of a variable being distributed in a certain 
numerical interval. By comparing the probability distributions of the precipitation 
trend values in the two regions, whether the construction of the reservoir has a 
significant impact on precipitation will be clear. In addition, RAA is divided into 
five levels according to the size of the reservoirs. Reservoirs with a total storage 
capacity of less than 5 billion m3 and reservoirs with a total storage capacity of 5– 
10 billion m3 are classified as one level. Super-large reservoirs with a total storage 
capacity of more than 10 billion m3 are one of its own levels, through the probability 
distribution of extreme precipitation change trend to judge the impact of different 
levels of reservoirs on extreme precipitation.
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3 Results and Discussion 

3.1 Multi-satellite Data Validation Using Ground Gauges 

Satellite precipitation data will average the local high-intensity precipitation with the 
surrounding low-intensity precipitation. Therefore, the difference in rainfall inten-
sity at the location of the rain gauge maybe have a certain impact on the verification 
results. It means that if local precipitation is high and the surrounding precipita-
tion is relatively low. Satellite precipitation observations maybe underestimate the 
observed precipitation. On the contrary, satellite precipitation’s observed value may 
overestimate the measured precipitation. 

During the 9-year evaluation period from 2001 to 2019, IMERG and TMPA were 
compared with the rain gauge data. Figure 3 shows that the Bias spatial distribution 
of satellite precipitation data compares with rain gauge data in the four sub-basins of 
UYRB. (a) Bias distribution of precipitation for JLRB satellite precipitation products. 
In JLRB, IMERG data slightly underestimates the measured precipitation. On the 
contrary, TMPA data overestimate the measured precipitation. From the results of 
Bias distribution, both satellite precipitation products underestimate the precipitation 
in the eastern part of JLRB to a certain extent. The upper Bailong River Basin is mostly 
mountainous and the terrain is complex. Both satellite precipitation products have 
a certain overestimate compare with measured precipitation. (b) Bias distribution 
map for JSRB satellite precipitation products. We can observe that both products 
overestimate the precipitation of JSRB.

Compared with the TMPA data, the estimated performance of IMERG data for 
JSRB is better than that of TMPA. In the central of JSRB, the spatial distribution 
of Bias for two satellite precipitation products showed similarity. The observation 
effect of IMERG showed a certain underestimation in the northwest of JSRB. (c) Bias 
distribution map for MRB satellite precipitation product. Both satellite precipitation 
datasets have a certain underestimation of the observed precipitation. The climate of 
MRB is complex and diverse. Affected by the difference between MRB’s southern 
and northern topography, Bias distribution in southern and northern MRB showed 
an obvious difference. Both satellite precipitation products have a certain overesti-
mation compared with measured precipitation for the northern MRB. This may be 
attributed to the complex topographical drop in the northern mountains. The down-
stream channel of MRB widens and flows into the Sichuan Basin. Mild and humid 
climate with abundant precipitation. Both satellite precipitation datasets underesti-
mate the observed precipitation in downstream of MRB. In the southeast of Min 
River, TMPA has a slightly underestimate compared with observed precipitation, 
while the precipitation estimates of IMERG showed an inevitable overestimation. 
(d) Bias distribution map for WRB satellite precipitation product. From the distri-
bution results, TMPA has a relatively obvious precipitation underestimation in the 
southern part of WRB. 

Table 2 shows the Bias and RMSE results of two satellite precipitation datasets 
for the four sub-basins of UYRB, including the average Bias and RMSE values of
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Table 2 Bias and RMSE results of the four UYRB sub-basins 

Datasets Jialing Jinsha Min Wu 

Bias RMSE Bias RMSE Bias RMSE Bias RMSE 

Daily IMERG −0.04 10.35 0.01 6.69 −0.09 9.69 −0.02 10.48 

TMPA 0.03 11.39 0.1 7.15 −0.02 10.15 −0.03 11.17 

Monthly IMERG −1.21 33.93 0.11 22.63 −2.81 38.23 −0.89 33.04 

TMPA 0.95 33.98 3.09 26.38 −0.61 42.75 −0.97 36.13 

Annual IMERG 14.56 129.92 1.35 102.74 −33.78 200.33 −10.54 141.65 

TMPA 11.38 126.46 37.02 121.45 −7.26 223.36 −11.59 152.97 

three-time scales of daily, monthly and annual. The observation effect of TMPA in 
JSRB is far inferior to IMERG. In MRB, the effect of precipitation estimation of 
IMERG is relatively poor. In addition, both the two satellite precipitation datasets 
showed a good performance in the four sub-basins. As a derived product of TMPA, 
IMERG data in UYRB showed good observation effects. 

3.2 Yearly and Monthly Precipitation Trend Analysis 

The accuracy of evaluation results shows that the precipitation estimates of TMPA 
in JLRB and MRB are better than IMERG. In JSRB and WRB, the precipitation 
estimates of IMERG are better than TMPA. Therefore, TMPA data is used for the 
trend analysis of JLRB and MRB, and IMERG data is used for the trend analysis of 
JSRB and WRB, and the analysis period is 2001–2019. 

Check the significance level of the MK test results (Z statistics) by performing 
MK test on the satellite precipitation data for the four sub-basins from 2001 to 2019 
on monthly and annual scales. Figure 4 shows that the spatial distribution of the Z 
statistics about MK test for satellite precipitation data. Both the annual and monthly 
precipitation has shown a positive trend. Central and northwestern parts of the JLRB 
have been observed a positive and significant trend in annual precipitation. The 
annual precipitation of northern JSRB has also observed a significant positive trend. 
At the same time, the southwest region of JSRB showed a significant negative trend 
on both monthly and annual scales. In the southern part of MRB, a negative trend 
was observed on both monthly and annual scales, although this negative trend seems 
insignificant. Both the MRB and WRB have not shown significant trends on monthly 
and annual scales, including the positive and negative trends.

In order to further observe the changing trend of precipitation in the UYRB during 
the study period, the precipitation trend index β of monthly and annual precipitation 
for four sub-basins of UYRB during the study period was calculated. Figure 5 shows 
the spatial distribution of precipitation change trend on the annual scale for four 
sub-basins of UYRB from 2001 to 2019. The value of β expresses size of the trend. 
According to the results of MK test, in terms of the annual precipitation from 2001 to
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2019. The annual precipitation for JLRB showed a certain downward trend. Except 
for a small part of the northwest of JLRB, the annual precipitation of the entire 
JLRB is basically on the rise. Compared with other regions, the central part of 
JLRB showed the most obvious upward trend. For JSRB, the annual precipitation of 
southwestern JSRB showed an obvious downward trend. The annual precipitation 
for the midstream of JSRB showed a slight upward trend. MRB precipitation was 
relatively stable from 2001 to 2019, and there was no obvious upward or downward 
trend for annual precipitation. Compared with the other three sub-basins of UYRB, 
precipitation for most areas of WRB showed a downward trend, which the downward 
trend was more obvious in the northern part of WRB, while the southern part showed 
a slight upward trend.

In addition, by analyzing the relationship between the location of reservoirs and 
the change in the trend of annual precipitation, it can be observed that the distribution 
of reservoirs seems to be related to the changing trend of regional precipitation. In 
the area around the reservoirs of the Upper-JLRB, annual precipitation showed an 
obvious upward trend. The Tingzikou reservoir and Baozhusi reservoir were put 
into used in 2012 and 1996, respectively. In the southern part of JLRB, annual 
precipitation also showed a certain upward trend, and the area is also the RAA. On 
the contrary, In the south of JSRB and downstream of WRB, reservoirs in these 
two regions are more densely distributed. The operation time of reservoirs was late. 
The total storage capacity is relatively small, affected by the diversion of the rivers 
during the construction of cascade dams. The trend of annual precipitation showed 
an obvious downward trend. The Zipingpu reservoir with a total storage capacity of 
more than 1 billion m3 was put into use in 2005. In the RAA of Zipingpu, annual 
precipitation also had a certain upward trend during the study period. 

Figure 6 shows the spatial distribution of the monthly precipitation change trend 
for the four sub-basins of UYRB from 2001 to 2019. In view of the small trend value 
of monthly precipitation during the study period, this study divided the size of the 
trend into five levels, named downward, downward (not obvious), no obvious trend, 
upward (not obvious) and upward. The monthly precipitation for MRB generally 
shows an upward trend, and the upward trend in the northeast of MRB is more 
obvious. The monthly precipitation for the southern part of WRB also showed an 
obvious upward trend. In addition, monthly precipitation is relatively stable for most 
areas of the other two basins. In the central part of WRB, monthly precipitation 
showed a slight downward trend.

By observing the relationship between the location distribution of reservoirs and 
the spatial distribution of the monthly precipitation change trend, the monthly precip-
itation of JLRB and JSRB does not seem to be significantly affected by reservoirs. 
However, in the southern part of JSRB and downstream of WRB, monthly precipita-
tion also showed a certain downward trend like that the trend of annual precipitation. 
Zipingpu reservoir is located upstream of MRB. The reservoir was put into use 
in 2005, with a total storage capacity of more than 1 billion m3. Affected by the 
upstream catchment of Zipingpu reservoir, monthly precipitation showed a visible 
upward trend.
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Fig. 5 Spatial distribution of annual precipitation trends in UYRB sub-basins from 2001 to 2019

3.3 Precipitation Extreme Value Trend Analysis 

The annual maximum 1/3-day precipitation can reflect the level of heavy precipitation 
and continuous heavy precipitation in the study area. This study finally used IMERG 
data to analyze the extreme precipitation change trend for UYRB from 2001 to 2019 
and analyzes the changing trend of extreme precipitation within the UYRB during 
the study period by changing the annual maximum 1/3-day precipitation over time 
series.
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Fig. 6 Spatial distribution of monthly precipitation trends in UYRB sub-basins from 2001 to 2019

Figure 7 shows the results of the MK test using the UYRB satellite precipitation 
dataset for the extreme (1 day) precipitation. (a) Spatial distribution of Z statistics 
for UYRB extreme (1 day) precipitation from 2001 to 2019. Figure 7 shows a signif-
icant upward trend of extreme (1 day) precipitation in the northern JSRB.. On the 
contrary, the downward trend of extreme (1 day) precipitation in the southwestern 
JSRB is somewhat significant. On the whole, UYRB has a significant upward trend in 
precipitation on extreme (1-day) precipitation. (b) Spatial distribution of β for UYRB 
extreme (1 day) precipitation from 2001 to 2019. An inevitable upward trend has 
been observed from Fig. 7 for the extreme (1 day) precipitation upstream of JSRB. 
At the same time, the junction of the middle reaches of JSRB and the downstream
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of Yalong River shows a relatively obvious downward trend. In the downstream of 
the three basins of MRB, JLRB, and WRB near the mainstream of the Yangtze River 
(Middle area of UYRB), extreme (1 day) precipitation has shown an obvious upward 
trend. In the upper reaches of these three sub-basins (MRB, JLRB and WRB), the 
extreme (1 day) precipitation all showed a partial downward trend.

Figure 8 shows the UYRB extreme (3 days) precipitation trend analysis results. 
The results show that the spatial distribution of extreme (3 days) precipitation upward 
and downward is consistent with the extreme (3 days) precipitation trend. The upward 
trend of extreme (3 days) precipitation upstream of JSRB is more significant than 
extreme (1 day) precipitation. According to the spatial distribution of extreme (3 days) 
precipitation trend, it can be observed that the precipitation change trend in the 
north and south of UYRB showed obvious differences. Except for the upstream of 
JLRB, the northern part of UYRB has a certain upward trend. The extreme (3 days) 
precipitation has the most obvious upward trend in the central part of UYRB.

3.4 The Influence of Reservoirs on Extreme Daily 
Precipitation 

In order to further explore the influence of reservoirs on extreme precipitation 
(1 day/3 days), Fig. 9 shows the spatial distribution map of RAA and N-RAA extreme 
(1 day) precipitation. One phenomenon is observed in Fig. 9: the extreme (1 day) 
precipitation has a relatively obvious upward trend in areas with more reservoirs 
downstream of the JLRB and WRB. Affected by the Three Gorges Dam and some 
reservoirs downstream of JLRB, the annual maximum daily precipitation in the 
eastern part of RAA has a significant upward trend. On the contrary, the annual 
maximum daily precipitation in parts of the RAA downstream in JSRB has a signif-
icant downward trend. In addition, the annual maximum daily precipitation in the 
lower reaches of MRB and JLRB near the mainstream of the Yangtze River has a 
clear upward trend.

Figure 10 shows that the spatial distribution of extreme (3 days) precipitation in 
RAA and N-RAA. Its distribution is basically consistent with the spatial distribu-
tion of the extreme (1-day) precipitation change trend. Compared with the annual 
maximum 1-day precipitation trend spatial distribution, the annual maximum 3-
day precipitation change trend is more significant in NRAA. This trend is mainly 
manifested in downstream of MRB. On the contrary, the trend of extreme (3 days) 
precipitation in the middle of JSRB has a relatively small upward trend.

Divide UYRB into two regions, RAA and N-RAA, and analyze the changing 
trend of the extreme (1/3-day) precipitation in the two regions. Figure 11 shows the 
probability distribution of extreme precipitation trends in the two regions. Figure 11’s 
upper part shows the probability distribution of the extreme (1 day) precipitation in 
RAA and N-RAA. Figure 11 shows that the changing trend of the extreme (1 day) 
precipitation in N-RAA is concentrated between 0 and 1.
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Fig. 9 Spatial distribution of the extreme (1 day) precipitation change trend in RAA and N-RAA 
from 2001 to 2019

Fig. 10 Spatial distribution of the extreme (3 days) precipitation change trend in RAA and N-RAA 
from 2001 to 2019

The probability at x = 0.5 is as high as 0.65, and the overall change trend is small. 
In RAA, the extreme (1 day) precipitation change trend is more distributed far away 
from x = 0, which is in obvious contrast with the N-RAA region between −2 and 
−0.5 and between 1 and 3. The lower part shows the probability distribution of the 
extreme (3 days) precipitation in RAA and N-RAA. Compared with the extreme 
(1 day) precipitation change trend distribution, the downward trend in RAA and 
N-RAA is relatively close, and there is no obvious difference between x = 0 and 
x = 1.5. The distribution of N-RAA is significantly higher than that of RAA. In 
the region of x > 2, RAA showed a more obvious upward trend. According to the 
probability distribution function, the reservoir had a certain impact on UYRB extreme 
precipitation (1 day/3 days). The upward trend of the extreme (3 days) precipitation 
is more affected than the downward trend. 

The RAA is divided into five areas according to the size of reservoirs. Figure 12 
shows the probability distribution of the extreme (1 day/3 days) precipitation trend
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Fig. 11 The probability distribution function of extreme precipitation changes over RAA and N-
RAA from 2001to 2019

in the five sub-regions of RAA. The upper part of Fig. 12 showed the probability 
distribution about extreme (1 day) precipitation trends in five sub-regions. From 
Fig. 12, it can be observed that the precipitation trend of Three Gorges RAA is totally 
different from the other regions. The annual maximum daily precipitation has a clear 
upward trend in Three Gorges RAA. The probability distribution of the other four 
regions is basically the same in the upward and downward trends. In RAA, with a total 
storage capacity of less than 5 billion m3, the annual maximum daily precipitation 
also changes significantly. The change is mainly manifested as a downward trend. 
The lower part of Fig. 12 showed the probability distribution of the extreme (3 days) 
precipitation trend in the five sub-regions of RAA. Compared with the changing trend 
of the annual maximum 1-day precipitation, the 3-day maximum annual precipitation 
change trend is more affected by the grade of reservoirs. The probability distribution 
of the five sub-regions of RAA all has a deviation in the direction of x > 0. The 
probability distribution of the annual maximum 3-day precipitation trend in the RAA 
of different grades of reservoirs is also showed more differences.
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Fig. 12 Probability distribution of extreme rainfall change trend of different scales of RAA from 
2001 to 2019 

3.5 Influence of the Construction Year and Storage Capacity 
of the Reservoirs 

From the perspective of the operation time and the total storage capacity of reservoirs, 
mostly reservoirs in the middle reaches of JSRB were completed around 2015. The 
capacity of these reservoirs was all less than 1 billion m3, which has not caused 
a significant impact on the upward trend of extreme (1 day/3 days) precipitation 
during 2001–2019. At the downstream of JSRB and MRB, Pubugou, Xiluodu and 
Xiangjiaba were put into operation in 2009, 2013, and 2012 respectively, and the 
total storage capacity of the reservoir was all above 5 billion m3. Within the range of 
influence of these reservoirs, extreme precipitation has shown a relatively obvious 
upward trend. 

In the RAA of four reservoirs in the central of WRB (Wujiangdu, Goupitan, Silin, 
Shatuo), extreme precipitation has a certain degree of a downward trend. However, its 
downward trend is relatively small compared with the surrounding N-RAA area. Most
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of the reservoirs in downstream of WRB were put into operation before 2010. Within 
the range of influence of these reservoirs, extreme precipitation had a relatively 
obvious upward trend during 2001–2019. Three Gorges was put into use in 2003. 
Within the RAA of Three Gorges, the extreme (1 day) precipitation upward trend 
point accounted for 89.07% of the total area. The extreme (3 days) precipitation 
upward trend point accounted for 78.56% of the total area. Compared with other 
scales, RAA has a more obvious upward trend. 

4 Conclusions 

This study evaluated the precipitation performance of IMERG and TMPA in UYRB 
based on observations during 2005–2013. It also focuses on the impact of large-scale 
reservoir construction on the temporal and spatial trends of regional precipitation 
from 2001 to 2019. The main conclusions are summarized below: 

(1) As the derivative product of TMPA, precipitation estimates of IMERG show 
acceptable observation effects in UYRB. 

(2) From 2001 to 2019, the upward trend of annual precipitation in the central part 
of JSRB and the northern part of JLRB showed strong significance. The annual 
precipitation in the southern part of JSRB showed a significant downward trend. 
The spatial distribution of the annual precipitation trend is the same as that of 
the reservoir. 

(3) The monthly and annual precipitation from 2001 to 2019 showed an obvious 
upward trend in the central part of UYRB, while the precipitation in the 
southwest part of UYRB showed a clear downward trend. 

(4) Compared with the annual maximum 3-day precipitation, the impact of reservoir 
construction on the annual maximum 1-day precipitation is more prominent. In 
Three Gorges RAA, extreme precipitation showed the most obvious upward 
trend. 

This paper studies the impact of reservoir construction on precipitation and found 
that large-scale reservoirs have a significant impact on regional annual precipitation 
and extreme precipitation changes. In subsequent studies, more methods such as 
hydrological models and more data sources will be introduced to analyze the impact 
of reservoirs on the whole water cycle and find the main driving factors that cause 
temporal and spatial changes in regional climate. 

5 Recommendations 

Based on the study results, it can be recommended the following points:
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• It is advised to apply multi-source fusion precipitation products to hydrological 
research. 

• Comprehensive research can be carried out by combining climate influencing 
factors such as temperature and air pressure with precipitation. 

• It is advised to evaluate the accuracy of satellite precipitation products through 
hydrological simulation. 

Acknowledgements This work was supported by the National Natural Science Foundation of 
China (No. 51809242). 
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Impact of Climate Changes 
and Landuse/Land Cover Changes 
on Water Resources in Malaysia 

Hadi Hamaaziz Muhammed, Nuraddeen Mukhtar Nasidi, 
and Aimrun Wayayok 

Abstract This study explored various research conducted on the impact of climate 
change, land use, and cover change (LULC) on Malaysia’s availability of water 
resources. The country has abundant surface water reservoirs with adequate annual 
rainfall, which has been projected to be higher in the future. However, climate 
change and LULC have been global issues with consequences on water resources 
everywhere. The rate of rainfall erosivity in Malaysia was increased considerably as 
climate change continued increase caused by global warming. Several parts of the 
country have reported cases of increasing flash floods and soil degradations such as 
soil erosion and sedimentation. Moreover, the LULC has shown a serious effect on 
water availability for domestic uses in several regions of the country. For instance, 
Selangor has consumed the largest volume of water in excess of about 4,000 MLD, 
which has been increasing on an annual basis. However, the supply has no longer 
meet the water demand with occasional interruptions due to sudden water pollution. 
This phenomenon has been attributed to variation in climate parameters, leading 
to frequent occurrences of flash flood, severe soil erosion, and sedimentation. Ulti-
mately, the domestic water supplies are affected which depend mainly on river water 
resources and thus, changes in climate will indirectly influence the resident and indus-
trial water supplies. Additionally, LULC has indicated that more lands are highly 
becoming erosion potentials by surface exposure due to conversion of forestlands to 
other forms of land use such as agriculture and developments. The combined effect of 
climate change and LULC is undoubtedly increasing soil erosion and sedimentation
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of water reservoirs. Thereby, causing water quality deterioration and reducing water 
storage volumes by reducing water reservoirs’ carrying capacities. 

Keywords Flash flood · Climate change ·Water quality · Lan use change ·
Sedimentation ·Water availability 

1 Introduction 

Climate change and land-use change are among the significant factors influencing 
water resources and the regional hydrological cycle. Change of land use affects 
water resources quality, availability and hydrological processes by changing surface 
roughness, canopy cover, soil properties, and rate of evapotranspiration, whereas 
change in climate alters main components of hydrological cycle such as evapora-
tion, precipitation, groundwater availability, soil moisture, quantity and timing of 
runoff [1]. Understanding the possible implications of land use change and climate 
change on water quantity and quality on a regional scale is critical for long-term 
water resource management and planning. Land use and climate change’s hydrolog-
ical implications have received growing attention from water resources experts and 
decision-makers as water scarcity, droughts, and floods have become more common 
[2]. Alteration in the local and regional hydrological cycle may increase intensity 
and frequency of storms, floods, and droughts [3]. It is critical to dynamically eval-
uate the simultaneous hydrological effects of land use change and climate change in 
order to optimally manage the quantity and quality of water resources in response 
to development and population growth. This will further help to optimally manage 
quantity and quality of water resources in response to development and population 
growth. 

In a worldwide setting, there is a growing interest in understanding how land use 
change and climate change affect water supplies, including in Malaysia. Malaysia 
is a country in Southeast Asia that is divided into two regions: Malaysian Borneo 
and Peninsular Malaysia. In 2017, the country’s population was predicted to be 
over 32 million people, with a total land area of 330, 803 km2 [4]. Because of 
anthropogenic activities such as urbanization, agricultural growth, and deforestation, 
Malaysia has seen significant land use and cover changes. Furthermore, the country 
has an equatorial climate characterized by hot and humid weather throughout the year, 
as well as rainfall inconsistencies in recent decades. As a result, various research 
on the effects of land use change, climate change, and both land use change and 
climate change on water resources in Malaysia have been done Tang [3] and Tan 
et al. [4]. According to Nainar et al. [5], the forest catchment converted to oil palm 
catchment exhibited highly variable discharge, quick reactions during storm events, 
but extremely low baseflow at all times. According to the study, the primary forests 
also supported the highest stream baseflow and good runoff control. Another study 
by Saadatkhah et al. [6] found that the increase in severe water flow in the Kelantan 
River basin is a result of urbanization and the conversion of forest lands to low-canopy



Impact of Climate Changes and Landuse/Land Cover … 467

plantations like oil palm, rubber, and mixed agriculture. Malaysian rivers have also 
been contaminated as a result of increased industrial growth, forest degradation, 
and agricultural expansion, resulting in unregulated and uncontrollable LULC. As 
a result, ongoing developments have resulted in a worsening of water quality [7]. 
According to Camara et al. [8], agricultural and logging activities had a greater 
impact on water quality due to their significant positive correlation with chemical 
and physical indicators of water quality, whereas urbanization had a greater impact on 
water quality due to changes in hydrological processes such as erosion and runoff. In 
addition to the effects of land use change and climate change, studies of the combined 
effects of land use and climate change on Malaysia’s water resources have been 
conducted. Tan et al. [3] investigated the effects of land use change and climate change 
on the hydrological components of the Johor River basin. The authors determined 
that the combined effects of land use and climate change cause an increase of 4.4 and 
1.2% in annual streamflow and evaporation, respectively. Adnan and Atkinson [9] 
discovered that climate and land use change enhanced streamflow in the wet season 
and lowered streamflow in the dry season in the Kelantan River basin. 

The fundamental motivation for this research is that climate change and anthro-
pogenic activities such as deforestation, agricultural development, and urbaniza-
tion have continually worsened the state of Malaysia’s lands and water resources 
throughout the country. Despite the fact that there has been a lot of study done to 
address the issues described above, this review was important to incorporate the 
major findings of the previous studies to help policymakers identify specific basins 
that need to be improved and prioritized. As a result, this review aims to highlight 
the most recent trends and potential impacts of land use change, climate change, 
and combined land use and climate change impacts on water quantity and quality in 
various parts of Malaysia and identify the major sources of water resource degrada-
tion. Based on the current study’s findings, the review also suggests mitigation and 
adaptation strategies for managing water resources. 

2 Impact of Climate Changes on Malaysian Water 
Resources 

2.1 Introduction to Climate Change 

The climate system results from a complex interrelation of atmosphere, ocean, land 
surfaces, cryosphere, biosphere and lithosphere [10, 11]. The cryosphere comprises 
land surface covered by ices (ice shelves and glaciers), snow and sea ice. The 
biosphere refers to all living organisms on the planet that spread throughout the 
ocean and land surfaces. The role of land surfaces as a climate system component is 
more pronounced by major impacts of green vegetation. The solid earth portion is 
regarded as lithosphere which facilitates the distribution of ocean basins, mountain 
ranges, including the incidence of volcanic eruption [12]. The chemical composition
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in the atmosphere can be considered as component of climate change. Both internal 
undercurrent and external factors influence climate system. The forcing mechanisms 
usually refer to external factors, including natural phenomena such as volcanic erup-
tions, solar variations, and human-induced factors. Human factors include contin-
uous burning of fossil fuels and the depleting natural vegetation cover, both actions 
lead to changes in atmospheric composition. The amount of solar radiation entering 
the earth’s atmosphere and surface has been in balance with the amount of energy 
emitted. The latter is made up of shortwave and longwave components in each case. 
Meanwhile, the earth’s surface absorbs roughly half of the incoming radiation; this 
energy is transported back to the atmosphere, warming the air in contact with the 
surface (sensitivity heat), evaporating water (latent heat), or absorbed by clouds and 
green gases. Long wave energy is eventually radiated back to the planet as well as 
out into space by the atmosphere [13]. 

Nowadays, climate change is one of the most severe challenges facing humanity 
around the world [14, 15]. This problem drew the attention of international and multi-
disciplinary researchers and organizations to direct their efforts towards global envi-
ronmental sustainability. Among these organizations are Intergovernmental Panel for 
Climate Change (IPCC), United Nation Environment Program (UNEP) and World 
Metrological Organization (WMO). The main objective of establishing these orga-
nizations was to provide the world with clear idea of current knowledge on climate 
change and its potential impact on the environment and global socioeconomic activ-
ities. Both global and regional climate changes are complex phenomenon which 
human activities are the major influencing factors for their changes [10]. The studies 
conducted by IPCC working groups show that, change in climate have indicated posi-
tive and negative consequences in future. However, the negative effect will prevail 
with large rates of climate change to be observed globally. Among the anticipated 
adverse impacts of climate change are excessive changes in extreme rainfall and 
temperature events [16]. Moreover, the patterns in some climate system variables 
were expected to include more hot days and heat waves in some regions, while in 
other regions, there were fewer cold days and cold waves. Eventually, it may lead 
to rise in global precipitation, a greater number of severe events (flood and drought) 
and a catastrophic overall ecosystem [12]. There are clear convictions that the global 
environment is already changing and that more changes are inevitable. For example, 
the average global temperature rose by about 0.74 °C over the last century from 1906 
to 2005 [16]. 

The IPCC recently released studies that showed solid evidence of rising global 
average sea level. The melting of snow cover and mountain glaciers is thought to have 
caused a total worldwide mean sea level rise of 12.22 cm during the twentieth century 
[17]. It was also discovered that there have been changes in the amount, intensity, 
frequency, and types of precipitation over the last century [18]. Furthermore, it was 
predicted that by the year 2100, the earth’s surface temperature is expected to rise by 
1.1–6.4 °C. Latest evidence has revealed that the climate system has been steadily 
heating since the 1950s, with more spectacular observable changes spanning decades 
to millennia.
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Similarly, increased warming has been observed in both temperature and ocean 
water while the amount of snow and ice have reduced and both sea level and concen-
tration of GHG have increased. In addition, the earth has been successively warmer 
in each of the last three decades at the surface of the earth than any preceding decade 
since the year 1850. Energy stored in the climate system has been dominated by 
ocean warming, accounting for more than 90% of the energy accumulated between 
the year 1971 and the year 2010 [19]. Recent studies have shown that, there have 
been reductions in the mass of the Greenland and Antarctica ice sheets during the 
last two decades. This indicates a worldwide shrinkage of glacier with both Arctic 
Sea ice and Northern Hemisphere spring snow cover have continued to reduce in 
sizes. Similarly, the rate of sea level rise since the mid-nineteenth century has been 
larger than the mean rate during the two previous millennia. 

Carbon dioxide (CO2), methane (CH4), and nitrogenous oxide (NO2) concentra-
tions in the atmosphere have also surged to levels not seen in at least 800,000 years. 
Carbon dioxide concentrations have risen by 40% from pre-industrial times, owing 
largely to fossil fuel emissions. Although the ocean absorbed around 30% of the 
produced anthropogenic carbon dioxide, the alterations have triggered land use emis-
sions changes, leading to ocean acidification [20]. Natural and manufactured chemi-
cals and processes that modify the earth’s energy budget are main component climate 
change drivers [14]. According to Nasidi et al. [21], climate drivers are the elements 
that contribute to GHG emissions directly or indirectly. Interaction of the climate 
system components can lead to important climate processes. This may lead to a 
possible imbalance in the earth ecosystem with a global consequence requiring other 
components to respond accordingly. 

2.2 Impact of Climate Change on Water Resources 
in Malaysia 

Several studies were conducted with respect to climate change, land use/cover 
change (LULC), and available water resources. These studies have revealed changes 
in climate variables, increased rainfall frequency and expansion of surface water 
storage. For example, Amin et al. [22] reported an increase in future temperature 
of Malaysia by 36.3% from baseline condition for the twenty-first century with a 
corresponding change in precipitation of 45.4% due to climate change. This agrees 
with Tan and Nying [23] where high temperature and precipitation are projected to 
occur due to climate change at Pahang in 2069 period. The study also highlighted 
the need to follow management control guidelines to curtail erosion and landslide 
problems that affect water resources quality. Moreover, earlier studies have reported 
the significance of restricting any unsustainable agriculture practice because of its 
severe impacts on the environment, wildlife, tourism, and humans. Their impacts are 
further impinging on quality and quantity of water supplies from upstream down to 
the surrounding lowlands regions of Malaysia. Similarly, Razali et al. [24] conducted
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review on land use change in highlands and its impact on river water quality and 
reported considerable water quality deterioration due to change of land use which 
largely caused by development and agriculture activities. 

2.3 Water Quality and Quantity Changes Due to Climate 
Change 

Peninsular Malaysia has a rich network of rivers and streams that produce approxi-
mately 150 major river basins. The Pahang River is the longest, running for 434 km 
before reaching the South China Sea. The drainage catchment area is approximately 
29,000 km2. The Kelantan, Terengganu, Dungun, Endau, and Sedili rivers all drain 
into the South China Sea in a similar manner [25]. The major river basins in the 
east of Malaysia are larger than those in Peninsular Malaysia. The Rajang River in 
Sarawak, eastern Malaysia, has the longest river in the country at 563 km. The quality 
and quantity of water in these rivers kept changing over considerable time [26, 27]. 
Climate change has significantly affected the variability of water received from the 
atmosphere, consequently influencing environmental sustainability. 

Similarly, the quality of available water has been affected considerably that 
causes intermittent disruption of domestic water supply in several states, for example 
Selangor and Kedah [28]. Nasidi et al. [18] reported that increased rainfall in most 
parts of Malaysia is the main reason for increasing water contamination from high 
inflow of soil erosion and sedimentation. The study has further connected high 
erosive rainfall with influence of climate change on climate variables. Thus, it leads 
to increasing contamination of surface water storage such as dams and riverbanks. 
Consequently, affect the quality of domestic water supply in most towns and cities 
of Malaysia. Furthermore, Ismail [28] assessed the availability of water resources 
in Perak which shared a boundary with Pahang from west and correlated it with 
land degradation. The results showed a clear agreement between the volume of 
water received and soil erosion. Abdullah et al. [27] has further evaluated the rainfall 
received in Pahang state of Malaysia and found the average rainfall received has been 
increased by 26% of the past three decades. The disadvantage of this study is that, 
since erosivity is reported yearly, two months erosivity is insufficient to conclude 
soil erosion for a particular study location. 

For instance, Nasidi et al. [26] conducted a study on the impact of climate change 
on erosion severity, water resources, and corresponding area coverage under different 
emission scenarios (Fig. 1). The study selected two future periods for the impact 
assessment (2050s and 2080s). The results revealed a progressive increase in degree 
of erosion which translates into high rate of water contamination. Reference with 
baseline period (1976–2005), future scenarios indicate more areas to be affected 
by high soil erosion intensities under each Representative Concentration Pathway 
(RCP). In addition, high area extent was found to experience more intense soil degra-
dation and water contamination in 2080s than the corresponding period in 2050s.
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Fig. 1 Soil erosion severity change due to climate change [18] 

However, both climate change projection periods have shown considerable increase 
of soil erosion relative to the baseline condition. 

However, the demand for water use in Malaysia rises annually due to a rise in 
population and economic growth, resulting in a water deficit experienced since 2010. 
Perlis, Kedah, Pulau Pinang, Selangor, and Melaka are among the states in Penin-
sular Malaysia that are affected [25]. In 2010, severe water scarcity was recorded 
in Kedah and Selangor, with deficits of 1,852 Mm3 and 1,278 Mm3, respectively. 
Water shortfalls are expected to rise until 2050, according to projections. According 
to the Water Resources Study undertaken for the period 2015–2050, the Northern 
States, especially Perlis, Kedah, and Penang, have been experiencing water short-
ages of around 246–221 Mm3. Selangor and Melaka are next, with estimates of over 
1,000 Mm3 and about 200–336 Mm3 respectively. Despite the fact that Selangor’s 
population has been growing over the years, the state faced a water crisis in 2014 due 
to a drought season that led the dam level to drop. The main factor responsible for 
this scarcity of water resources was attributed to the climate change. Figure 2 shows 
change of domestic water consumption in Malaysia in million liters per day (MLD). 
With the increase in climate variability, these figures might have increased by now 
and will continue to increase.

Moreover, roughly 360 km3 of the entire annual rainfall volume of 990 km3 is lost 
to evapotranspiration [25]. Similarly, total surface runoff is 566 km3, and groundwater 
recharge is about 64 km3 (about 7% of total annual rainfall). Despite this, about 80%
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Fig. 2 Water resources in Malaysia from 2007–2012 [25]

of groundwater is returned to rivers and is not considered a separate resource. As a 
result, Malaysia’s total internal water resources are projected to be 580 km3 per year. 

2.4 Factors Affecting Water Demand and Supply in Malaysia 

Globally, studies have reported that climate change influences the demand and supply 
of water e.g. [29–31]. Similarly, according to a Malaysian assessment, climate change 
is a major contributor to changes in water demand and supply, including reservoir 
operations, water quality, hydroelectric generation, and navigation [18, 25]. During 
dry seasons, the demand for water in agriculture activities tends to increase. As a result 
of climate change, water supplies are becoming increasingly scarce and expensive. 
Population, affluence, as well as the expansion of the ecology system and recreational 
usage, all influence water demand. As a result, water consumption efficiency must 
strike a balance between water supply constraints and rising demand.
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3 Land Use Change Impacts on Quality and Quantity 
of Water 

3.1 Land Use Change Trends and Implications 

Land use and land cover change (LULC) management is still a major environ-
mental issue that society must solve. LULC is one of the key causes of environ-
mental change, with substantial consequences for human livelihoods, in addition 
to ecosystem fragility. Hydrological, climatological, and biodiversity responses all 
show such changes [32]. Over the world, expansion of cropland and urban areas is 
at the expense of forest and grasslands [33]. LULC change is one of the important 
driving factors forcing environmental changes at spatiotemporal scales, significantly 
contributing to earth surface processes and forest fragmentations. In addition, the 
hydrological response of watershed is notably changed due to LULC alterations 
[34]. An example of this phenomenon is a study by Gyamfi et al. [35] who reported 
that groundwater flow is higher and surface runoff is lower in the vegetative lands 
due to the greater percolation of rainfall into the shallow and deep aquifer. While 
vegetation is absent in the cleared lands, groundwater flow is lower and surface runoff 
is higher. Urbanization, deforestation, and other human land use activities can signif-
icantly change seasonal and annual distribution of stream flow. Understanding how 
these changes impact water quantity will enable policymakers and planners to formu-
late plans towards minimizing the negative effects of projected land use changes on 
runoff rate and stream flow patterns. The situation is more critical in high rainfall 
regions like Malaysia [36]. 

In Malaysia, population growth and human activities have increased pressure on 
land, forests, and water resources causing misuse of the land use. In the last decades, 
Malaysia has experienced intensified and rapid urbanization since its independence 
because of high economic growth [37]. Agricultural productions are still critical to 
the country’s economic development, even though the country’s development policy 
has shifted from the agricultural to the manufacturing sectors since the 1980s [38]. 
Consequently, most of the forestland has been turned to cropland, especially oil 
palm and rubber plantations. Furthermore, the development of wood and non-timber 
resources that provide the country with socio-economic benefits has resulted in the 
loss of most of Malaysia’s forested land (Table 1). The land use change trends of 
intensified rubber and oil palm crops over the last century have altered the features 
of Malaysia’s landscape. Accordingly, forest land has been converted to rubber and 
oil palm lands until the mid of 1990s, thereafter not only forest land rather rubber 
and oil palm plantation areas were converted to urban and built-up areas due to 
industrialization in the region [39]. These findings revealed that the rapid industrial 
development remarkably increased the rate of urban and built-up area. Such frag-
mentation, landscape pattern changes and heterogeneity have affected the integrity 
of different ecological systems including water quantity and quality. Several studies 
such as Olaniyi et al. [40] and Pourebrahim et al. [41] have confirmed that land 
use transition was made in Malaysia mainly due to agricultural productions up to
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Table 1 A summary of numerous studies conducted on land use/cover change extent in various 
parts of Malaysia 

Target Observations/results Location Studies 

Hydrologic characteristics 
and land use assessment 

Built-up and oil palm area 
were increased at the expense 
of forest area 

Tasik Chini’s Feeder 
Rivers/Pahang 

[36] 

Changes in agricultural 
landscape pattern and its 
relationship with forestland 

(1966–1981) the total area of 
oil palm was increased 4.7% 
per year, while total area of 
forest declined 0.2% per year 

Selangor, Peninsular [38] 

Generating insights on the 
changing process of land 
use/land cover and 
landscape pattern 

(1966–1995) the total area of 
oil palm plantation was 
increased from 866 (ha) to 
6967 (ha), while total area of 
forests was reduced from 
2137 (ha) to 2087 (ha) 

Selangor State [42] 

Relationship between 
landscape pattern and 
landscape type response to 
changes in land use 

Recently, land use conversion 
has been more associated 
with urbanization than using 
to crop lands 

Selangor State [39] 

Assessment of Drivers of 
Coastal Land Use Change 

Between (1980–2000) 
Urbanized area was increased 
from 26.1% to 33.7% 
whereas mangrove forested 
area was increased by 4.6% 

Perak State [40] 

Land cover and industrial 
plantation distribution in 
The Peatlands of Peninsular 
Malaysia, Sumatra, and 
Borneo 

Between (2007–2015) 
deforestation rate of 4.1% per 
year was performed. 
Industrial plantation was the 
major reason for the change 

Sarawak State [43] 

Determination of land 
cover changes in the city of 
Seremban 

Between (1990–2010) 
non-vegetative land was 
increased from 3.55 to 7.25% 

Negeri Sembilan State [44] 

1990s. Afterward, land cover changes were attributed to urbanization and the indus-
trial sector development. All the studies in the (Table 1) concluded that urbanized 
area and industrial plantation are the two main driving factors contributing to forest 
clearance and land use change. 

3.2 Water Quantity Response to Land Use Change 

When local and regional development rise, land use and land cover shift as well. Such 
changes are increasingly influencing the hydrological process, resulting in water 
yields, streamflow, surface runoff, flow regimes, soil moisture, and evapotranspira-
tion [44]. The land will become impervious when the forest takes over and vegetative
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sections are converted to built-up areas. Furthermore, forested places differ from 
barren fields, short crops, and built-up areas in terms of roughness and morphology. 
Rainfall that falls in urban areas enters waterways quickly, creating stormwater runoff 
and erosion [45]. Malaysia’s economic transformation from an agriculture-based to 
an industry-based economy has rapidly expanded in developed areas in recent years 
[46]. For example, in Peninsular Malaysia’s peatlands, forest-dominated cover had 
decreased to 42% by 2007, although forest cutting rates had remained high. Over a 
quarter of peatlands had been converted to managed land use categories, resulting 
in lower water table levels (11% small-holder areas and 18% industrial plantations) 
as reported by Miettinen [43]. As a result, quantity of water resources in Malaysia 
has undergone remarkable alteration. Uncontrolled urban development has nega-
tively affected Malaysia watershed ecosystems, in particular their capacity to regulate 
streamflow. 

However, majority of the reports indicated that logging activities and conver-
sion of natural forests to agricultural and urban lands are the key factors changing 
water quantity and increasing flood risks in various parts of Malaysia. As a result, 
several research on the effects of changing land use and land cover on water quan-
tity and flood events have been done (eg. Saadatkhah et al. [6] and Mansor et al. 
[47]). The data demonstrated that conversion of forest land to agricultural and built-
up areas increased surface runoff and stream flow, trends in water discharge, and 
upsurges in flood volume at the watershed scale. Groundwater flow and percola-
tion reduced dramatically compared to surface water [3]. The fundamental cause 
of this phenomena is that forest cover areas have higher interception and infiltra-
tion rates than other managed land uses; thus, forest clearing can boost surface 
flow while decreasing groundwater flow. Based on the findings, it can be concluded 
that increased surface water flow was recorded in cleared fields and catchments with 
low-density vegetation, but low surface runoff was observed in basins with forest and 
secondary jungle. Furthermore, urbanization and deforestation, notably the transfer 
of forest lands to less densely wooded areas for rubber and oil palm plantations and 
mixed agriculture, were revealed to be responsible for the rise in surface water flow. 
Urban soils, on the other hand, have a superior impermeable ground surface due 
to the lower rate of infiltration and less/loss evapotranspiration, resulting in excess 
runoff volume [6]. 

Nevertheless, there are some other contradictory results about the influence of 
LULC on water quantity. For example, Adnan and Atkinson [9] conducted a study 
on exploring the impact of land use change on streamflow changes in Kelantan River. 
They found that deforestation and urbanized area increased streamflow, and conse-
quently increased flood events in the wet season in the downstream catchment but 
decreased streamflow in the dry season. Furthermore, the findings from small catch-
ments differed from those obtained from moderate and large catchments. Ngah and 
Reid [48] found that a moderate-sized catchment (1000 km2) is not straightforward 
and usually contradictory when compared to findings from other experimental catch-
ments. Particularly those studies on impact of land use change on water yield in the 
Langat River basin in Selangor State and the Linggi River basin in Negeri Sembilan



476 H. H. Muhammed et al.

State. Consequently, it may be deduced that forest area supports good runoff manage-
ment and stream baseflow. On the other hand, urban and built-up regions enhance 
surface runoff and flood volume. 

3.3 Land Use Change Impacts on Water Quality 

Anthropogenic land use change negatively affects the conditions of water quality [7]. 
Transformation of grasslands and natural forests to croplands and built-up regions, 
combined with intensive agricultural activities and population increase, is a potential 
source of toxins from agricultural chemicals, urban sewage disposal, and landfill, all 
of which affect water quality [49]. Increased nitrate and nitrogen concentrations in 
surface and subsurface water have been a major source of concern in recent decades. 
This is because of a rapid agricultural, industrial, and urban development, which 
revealed a clear link between rising nitrate levels in water resources and increased 
human activities [50]. Changes in surface water quality are strongly linked to nearby 
land use, and the types and quantities of contaminants that flow into lakes, rivers, 
and aquifers are largely determined by the land use pattern [51]. Water quality is 
defined as a measurement of water utilization for a variety of purposes, including 
drinking, irrigation, industrial, recreation, and habitat, based on chemical, physical, 
and biological factors [52]. Water quality is extremely important to all living species 
on the planet. As a result, many scholars, policymakers, and water resource managers 
have taken notice of this viewpoint. The quality of water changes based on the time, 
place, climate, and pollution source. Water resources can be contaminated by point 
and non-point source (NPS) contamination [8]. Natural processes may cause NPS 
contamination, which cannot be completely avoided, but synthetic alterations can 
have a major impact on the rate of pollution at the source. 

Pollution of water resources in Malaysia poses a severe threat to public health and 
the environment. According to a report published by the Department of Irrigation and 
Drainage in 2001 and quoted by Juahir et al. [52], about 60% of Malaysia’s major 
rivers are regulated for domestic, industrial, and agricultural reasons. According 
to Rosnani [53], sewage disposal, industrial discharges, land clearance, and earth-
works activities harm Malaysian rivers. Similarly, Juahir [52], 42% reported that 
the river basins were polluted with suspended solids (SS) from uncontrolled land 
use and land clearing, 30% with biological oxygen demand (BOD) from indus-
trial discharges, and 28% with ammoniacal nitrogen (AN) from husbandry activities 
and urban sewage disposals in 1999. This finding showed that poorly planned land 
clearing activities polluted the majority of river basins (42%) the most. Numerous 
studies have been undertaken to investigate the impacts of land use change on water 
quality and their association with water quality indicators (Table 2). The findings 
from (Table 2) revealed that anthropogenic land use change has evidently affected 
water quality due to the rapid and continuous developments that Malaysia has been 
undergoing over the last decades. Thus, changes in landscape pattern by human 
developments are the source of water quality degradation in different water bodies
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through different processes. In Malaysia, land use is categorized into three major 
types namely: dominated forest land use, agricultural land use, and urbanized lands. 

Natural forests would have no major negative effects on water quality without 
anthropogenic activities. It is obvious that trees can help to preserve the quality of

Table 2 Impact of land use change on water quality in different regions of Malaysia 

Location Objectives Observations/results Studies 

Cameron 
Highlands, Pahang 
State 

To summarize the impacts of 
land use change, 
practices-policy-management 
of agriculture, and 
agro-tourism on water quality 
of the river system network 

Outcomes from earlier 
studies have highlighted that 
the factors such as soil 
erosion, agriculture activities, 
landslides urbanization, and 
unplanned developments 
associated with land use 
change have notably affected 
the river water quality 

[56] 

Nerus River, 
Terengganu State 

To assess response of water 
quality in Nerus River to land 
use and land cover 
characteristics 

The relationship between 
water quality and land use 
change demonstrated that 
urbanization was a major 
factor affecting the river 
water quality, followed by 
horticultural activities in 
rural areas close to the rivers 

[57] 

Malacca River, 
Malacca State 

To determine the connection of 
LULC changes in contributing 
to pollutant sources in the 
Malacca River 

Urbanized area significantly 
polluted the water through E. 
coli, total coliform, EC, 
BOD, COD, TSS, Hg, Zn, 
and Fe, while cropland 
activities caused EC, TSS, 
salinity, E. coli, total 
coliform, arsenic, and Iron 
pollution 

[7] 

Pinang River, 
Keluang River, and 
Burung River, 
Penang State 

To investigate the interaction of 
land use change and water 
quality in rivers in Penang 
Island and identify the 
pollution sources along the 
rivers 

The overall results showed 
that total organic carbon 
(TOC) increased due to 
urban sewage in Pinang and 
Keluang Rivers, while TOC 
increased due to the paddy 
fields in Burung River 

[58] 

Sabah State To evaluate the effects of 
various land uses on suspended 
sediment dynamics 

The findings demonstrated 
that even multiple-logged 
forests have high value in 
conserving water quality and 
reducing erosion in hilly 
terrain, while oil palm cover 
requires careful land 
management 

[59]

(continued)
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Table 2 (continued)

Location Objectives Observations/results Studies

The states of Kedah, 
Penang, and Perak 

To study water quality status of 
rivers under different managed 
land use activities 

The rivers with industrial 
land use setting showed the 
highest level of pollution, 
followed by rivers with 
plantation pollution, while 
recreational and less 
distributed rivers recorded 
the lowest level of pollution 

[60] 

Tanah Tinggi 
Lojing, Kelantan 
State 

To discover the relationship 
between managed land uses 
and water quality status 

The results pointed out that 
land use developments have 
affected the water quality 
parameters in the Tanah 
Tinggi Lojing area 

[61] 

Gombak River, 
Selangor State 

To establish a link between 
water quality and land use 
characteristics 

The findings revealed that as 
the amount of activity in the 
river watershed rose, the 
water quality index (WQI) 
value declined. Furthermore, 
the anticipated WQI revealed 
a steady decline in water 
quality 

[62]

surface water. For example, in a study published by Nainar et al. [50], the rainforest 
was found to make a few noteworthy contributions to water quality and erosion 
reduction. Despite their importance in safeguarding water quality, forest areas are 
shrinking in Malaysia. This is primarily due to the conversion of forest lands to 
agricultural and urban development uses. As a result, the majority of the studies 
analyzed in this study focused on the effects of deforestation on Malaysian surface 
water quality. The association between land use change and water quality character-
istics revealed a significant positive relationship between changes in chemical and 
physical water quality indicators and forest land use. 

Furthermore, according to the findings summarized in this review, forest clear-
ance can cause more salinity problems in river basins. as Also, the sediment export 
and organic matter decomposition in streams, which can cause acidity issues in the 
basin, such as total acidity, low pH, and mobilization of dissolved heavy metals. The 
correlation analysis revealed a substantial positive link between increasing agricul-
tural lands and physical and chemical water quality parameters in Malaysia. Water 
quality indicators (physical parameters such as temperature, electrical conductivity 
(EC), total suspended solids (TSS), turbidity, and total dissolved solids (TDS), as 
well as chemical parameters such as pH, biochemical oxygen demand (BOD), heavy 
metals, dissolved oxygen (DO), chemical oxygen demand (COD), and nitrate) have 
been the focus of major studies in Malaysia to address the impact of land use change 
on water quality. This is because these criteria are made up of elements used to 
establish the quality of various water bodies (lakes, rivers, and streams) in Malaysia
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using the Malaysian Marine Water Quality Standards and Index, controlled by the 
Department of Environment [54]. 

Urbanization is another type of land use which affects water quality. Several 
researchers have investigated the effects of urbanized land on water quality over the 
last decade in Malaysia. Thus, urban land use as one of the forcing factors has been the 
focus of numerous studies (Table 2) in dealing with water quality status in the country. 
The findings of the reviewed reports in this study stated that the major sources of 
water quality degradation in built areas involve industrial, residential, and recreational 
activities. As a result, urban growth has become a key predictor of water quality 
changes in the water resources of Malaysia. A study by Azyana et al. [55] which was 
conducted on water quality degradation in the Kinta River, Perak State, the results 
showed that land development was the best indicator for water quality degradation. 
The overall results of the reviewed reports illustrated that logging activities and 
conversion of forest land to urban and agricultural land use are the main sources 
of water quality degradation in Malaysia. However, comprehending the correlation 
between land use change and water quality can facilitate viable management of the 
major sources of water deterioration and the processes involved in assessing water 
quality status. 

4 Conclusions 

Malaysia is blessed with a high annual rainfall amount in almost all the regions 
of the country. However, studies have revealed the considerable impact of climate 
change on the quantity and quality of the available water resources. The climate 
change, which is caused by global warming, has limited the water availability for 
domestic uses in several regions. Many catchments are found to have higher rainfall 
characteristics with raise in temperatures. These increments in climate variables could 
lead to extreme events that cause flash flood and severe drought incidents. Since, the 
domestic water supplies are relying on river water resources, changes in climate will 
greatly influence the resident and industrial water supplies due to variation of both 
water quantity and quality. Moreover, land degradation is also bound to occur such 
as soil erosion at higher rates when rainfall erosivity is higher due to climate change. 

Consequently, the higher rates of both erosion and sedimentations will directly 
affect the quality of river waters. In addition, higher sedimentation will eventually 
lead to the reduced river carrying capacity and, hence, reduces the river’s water quan-
tity or flow rates. Furthermore, this study found that the LULC due to anthropogenic 
activities has directly contributed to the change in quantity and quality of water 
resources in Malaysia. Also, the rate of deforestation for residential development 
showed an increasing trend, affecting the quality of river water.
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5 Recommendations 

1. Anthropogenic activities (e.g. deforestation, agricultural activities, residential 
developments, mining, landscape reforming-cutting hills, etc.) are the major 
causes of climate change. Optimization of these activities and recovery process 
such as reforestation should be emphasized to overcome the issues of human 
activities that trigger or induce land use and climate changes. 

2. Future LULC requires proper planning, especially on expanding residential area 
and agricultural land for food production. Any developments should consider a 
conservative aspect to determine the consequences on the water resources. 

3. Enforcement and campaign on the implementation of Best Management Practices 
(BMPs) for land use and water resources management to all stakeholders are 
important mechanisms to ensure that they are protected and conserved. 

4. Wise management of the land and water resources by all stakeholders including 
the authorities and societies is necessary to ensure that it does not induce the 
climate change and interrupt water resources both in terms of flow quantity and 
river quality. 

5. More studies and implementation of Integrated River Basin Management (IRBM) 
by the relevant authorities could minimize the effect of LULC and climate 
changes on water quantity and quality. 
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Abstract Limited access to safe water is a growing crisis for rural areas. Various 
socio-economic activities are responsible for changing land use and land cover 
(LULC) and hotspots for water. The present study has been undertaken to unveil the 
crisis of groundwater scarcity and seek a way out through mixed methods, including 
recent changes to LULC (2010–2020) and a socio-economic survey carried out for 
211 rural households in Barrackpore II block, West Bengal, India. The amalgamation 
of GIS and statistical techniques showed a drastic increase in the built-up area at the 
cost of water bodies and vegetation. The LULC study showed the maximum share of 
the land (73.79%) used for built-up purposes, with the share of existing water bodies 
being only 4.63%. The study was focused on how water scarcity got influenced by 
some socio-economic variables of the households. A binary logistic regression of the 
water scarcity index (WSI) was carried out to explain the level of awareness of rooftop 
rainwater harvesting (RRWH). The result confirmed 85.4% of the predictability of 
WSI. Anthropogenic activities are mostly responsible for climate degradation which 
ultimately has led to environmental degradation and contamination of precious water 
resources. Finally, the study emphasized regular monitoring of the present trend of 
diminishing water bodies and other green areas and the relevance of the adoption 
of urgent planning for RRWH as a safe sustainable water management practice for 
areas with contaminated groundwater. 
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1 Introduction 

Water is one of the key resources safeguarding food security and the ecosystem. 
It underpins economic and human productivity. Many underlying human-induced 
factors related to water make the local environment more complex [1]. Major water 
demand is met from groundwater, including different irrigation systems of deep tube 
well (DTW), shallow tube well (STW), aquaculture, urbanization, industrialization, 
drinking, and domestic water. Even the surface water supply is also based on pumped 
groundwater [2]. India has been struggling to manage its water resources effectively. 
Depleting the water table coupled with the instability of access to clean water, food 
security, and health ultimately led to social and political unrest [3]. 

Easy access to groundwater, cheaper boring cost, availability of loans from a bank, 
subsidized electricity and compelling to need boost ‘Boro cultivation’ (winter rice) 
along with other crops are responsible for unethical major share drafting of ground-
water common in West Bengal [4]. High drafting causes the gradual appearance of 
arsenic on the surface as shallow aquifer (20–80 m bgl) is affected by the geological 
source of arsenic and high level of iron contamination [5]. 

The arsenic contamination in drinking water has gradually become a worldwide 
overuse over the last four decades [6, 7]. However, from 2004 villages had experi-
enced a huge growth of STW coming up with the National Policy of Arsenic Mitiga-
tion (NPAM) [4]. The arsenic toxicity covers 34,000 km2 with 42.4 million people 
at risk in 37 blocks of West Bengal. The highly affected nine districts are North 
24 Parganas, South 24 Parganas, Malda, Murshidabad, Nadia, Kolkata, Howrah, 
Hoogly, and Bardhaman. Surprisingly, most blocks are situated on the eastern side 
of the river Bhagirathi [8]. Nearly 98% of water samples of public tube wells of the 
state were reported to have an arsenic concentration above 0.01 mg/l. Even in some 
cases, it was noticed as high as 0.135 mg/l [9]. 

In the district of North 24 Parganas, the level of arsenic was reported in the range 
of 0.06–2.28 mg/l, causing the suffering of 21,96,158 populations in 2699 affected 
habitats, which is the worst situation in the state [10, 11]. The rural habitations of the 
district mostly depend on groundwater with only 4.9% being catered by surface water 
systems and alternative sources. Thus, groundwater is the only significant source for 
the piped water supply schemes (PWSS). Out of groundwater-based PWSS, 64% 
are covered by different small-scale PWSS, each covering nearly 10 habitations. 
However, this groundwater-based scheme is typically fitted with a bore well and 
pumps, supplying water to households after disinfection through chlorination [5]. 
More precisely, 53.4% arsenic contaminated tube wells were found in the North 24 
Parganas among which 3.4% had above the level of 300 μg/l. Consuming arsenic-
contaminated water over a prolonged period in the form of cooking, drinking, and irri-
gation, the poison of arsenic has entered the food chain [5]. It is worth mentioning that 
the BIS level for arsenic is 0.01 mg/l since 2003 [12]. The severity of arsenic calamity 
causes many health-related sufferings such as skin lesions, diarrhoea, gastrointestinal 
problems, anemia, renal defect, neurological defects, etc. Arsenic also causes oxida-
tive damage and alters the regulation of DNA repair [7, 8]. The level of urbanization
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of the district remained high at 57.6% compared to state and the national average of 
31.89 and 31.16%, respectively (Census of India 2011). 

Under such circumstances, arsenic contamination puts a huge burden on rural 
households. It happens in three ways: unpopular Government programs, lack of 
proper institutional efforts, and ignorance about the socioeconomic and cultural 
background. To unfold in brief, most government policies are by and large asso-
ciated with the dependency on a single source, i.e. groundwater for all uses, even 
for real estate development business, especially in adjoining areas of Kolkata [4]. 
Arsenicosis is aggravated by malnutrition, poor socioeconomic status, illiteracy, food 
habit, and regular consumption of contaminated water [5]. The poor socio-economic 
condition has become a threat for nearly 20% of the state population affected by 
arsenic contamination [7]. In the technological park at Baruipur, West Bengal, most 
of the arsenic removal plants were found inoperative because of a lack of awareness 
of arsenic-related hazards among the affected population, poor sense of belonging, 
and willingness, user-unfriendliness, etc. [5]. 

The lack of participation of the highly affected and marginal community in the 
government’s water policy decision-making platform was another reason behind the 
failure [5, 6]. There are several underlying socio-economic and anthropogenic factors 
such as poverty, population growth, unawareness of water resources, unscientific 
and primitive method of groundwater withdrawals, etc. All play a significant role in 
aggravating water scarcity [11]. 

To date, the government is yet to provide enough technical support to encounter 
arsenic calamity in a cost-effective and user-friendly way, while presently available 
and widely used arsenic mitigation filter systems further damage soil, surface water, 
and the local ecosystem due to unplanned open disposal [8]. It is necessary to change 
the present behavior of water use and tap new sources like Rainwater harvesting 
(RWH) to avoid deadly diseases [8]. However, RWH has been widely practiced 
in dry areas of Bankura, Birbhum, Darjeeling, Jalpaiguri, and Purulia by different 
agencies. Artificial recharge plants were developed in some of the arsenic-affected 
areas like Swarupnagar and Gaighata Blocks, North 24-Parganas, West Bengal [13]. 
RWH plays a vital role in combatting water scarcity by individuals or governments 
at a reasonable cost [14]. 

There have been several studies on analyzing the land use and landcover (LULC) 
to select a suitable site of RWH [15–17]. No such research has so far been made 
to combine LULC with the socio-economic aspect. The present study attempts to 
provide a mixed approach to assess the extent of water scarcity and the feasibility of 
RWH to overcome the adverse effects of declining groundwater levels. Incorporating 
the recent (2010–2020) LULC change, we identify the water hotspot, and finally, 
water scarcity is judged by rural households, which was so far unnoticed, especially 
in the semi-critical block like Barrackpore II, North 24 Parganas District of West 
Bengal. Heavy drafting of groundwater by rampant use of shallow, medium capacity, 
and deep tube wells are very common in the study area to support winter paddy and 
other crops as well as industrial and domestic purposes. This indiscriminate over-
drafting of groundwater is one of the main causes of land degradation, water pollution, 
and associated environmental problems. A gradual decline of groundwater table with
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increasing arsenic-iron contamination caused by various anthropogenic activities is 
influencing all dimensions of the environment. It is necessary to adopt adequate 
measures to combat groundwater-related land degradation for the sustainability of 
the environment. Thus, the present paper helps formulate a potential action plan for 
augmenting groundwater by the local authority to extract the maximum benefit of 
RWH. Thus, the objectives of this study can be summarized as: 

1. To find out the extent of groundwater scarcity, 
2. To identify the change of LULC and hotspots of water, 
3. To access the water insufficiency and awareness of rooftop RWH (RRWH) by 

rural households. 

2 Study Area 

The present study area is Barrackpore II, North 24 Parganas, West Bengal, India (see 
Fig. 1). Topographically, this block is a part of the Gangetic delta having an average 
elevation of 25 m. Geologically it has an alternate layer of sand, silt, dark gray clay 
of middle and upper Holocene age (http://wbwridd.gov.in/). Having deltaic plain 
with silt types of fertile soil, agriculture is done involving a huge number of DTW 
and STW mainly for Boro (winter paddy) cultivation. Most of the agricultural lands 
are used for multi-crop cultivation throughout the year. The clay surface gets poorly 
drained, thus, facing a flood in every rainy season. The average rainfall is more than 
1600 mm, mostly happening during the rainy season.

The questionnaire survey was based on 11 selected villages like Chhota Kanthalia, 
Bara Kanthaliya, Surjyapur, Iswaripur, Dopere, Bilkanda I, Bilkanda II, Patulia, 
Sewli, Mohanpur, and Bandipur that covered 7.56% of total households as per the 
2011 census (see Table 1). However, the total villages of the block are 15, having 
51,874 rural populations with the highest decadal growth rate of 36.73%.

The surveyed area has a historical background that after partition with Bangladesh, 
many refugees settled here. The proximity of Kolkata and the river Hooghly influ-
enced the urbanization process. Simultaneously, industries like jute, petrochemical, 
electronics, iron and steel factories, food processing, and information sector have 
pulled a large section of the rural people of the adjacent blocks. However, at present, 
though many industries are closed, better amenities attract people from rural areas 
[18]. Gradually, the agricultural landscape started changing in 2004 mainly in two 
ways. Firstly, with rapid mushrooming of small-scale dye, textile, glycerine facto-
ries abstracting excessive groundwater and secondly, due to disposal of untreated 
industrial waste degrading the agricultural land, surface water bodies, and shallow 
aquifer [4]. These industries made huge shifts in labor from agriculture. Our study 
area is facing quantitative and qualitative water scarcity, which puts underprivileged 
rural households in a critical situation.

http://wbwridd.gov.in/
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Table 1 Details of the study area: Barrackpore II block 

Stage of 
groundwater 
development 

Surveyed 
village 

Surveyed 
households 

% Samples with 
Arsenic > 10 ppb 

Average 
rainfall 
in mm 

Average 
rainy 
days in 
monsoon 

Driest 
month 
with 
rainfall 

Wettest 
month 
with 
rainfall 

Semi-critical 11 211(22.9%) 0.32 1570 81 December, 
3 mm  

August, 
306 mm 

Source SWID 2018, Census of India 2011 part XIIA, PHED 2018, Primary data 2019

3 Material and Methodology 

The methodology consists of three parts viz., data collection, data analysis, and 
assessment of the significance of RRWH through statistical analysis represented in 
Fig. 2. 

3.1 Data Collection 

Satellite images from Landsat 7 ETM+ (Enhanced Thematic Mapper Plus) and Amer-
ican Earth Observation Satellite Landsat 8 OLI/TIRS (Operational Land Imager

Fig. 2 Graphical representation of methodology 
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Table 2 Details of satellite data 

Satellite 
data 

Path/row Time Spatial 
resolution 
(m) 

Map 
projection 

UTM 
zone 

Datum No. of 
bands 

Landsat 7 
ETM+ 

138/44 2010/01/29 30 UTM 45° N WGS84 8 

Landsat 8 
OLI/TIRS 

138/44 2020/01/01 30 UTM 45° N WGS84 11 

(OLI) and Thermal Infrared Sensor (TIRS) were used for preparing LULC. The Terra-
climatic metadata having monthly 0.5° × 0.5° grid-wise resolution was collected 
from (https://climate.northwestknowledge.net) to develop a water deficit map. Forty-
five years of historical rainfall data (1971–2015) were collected from IMD (Pune). 
To enquire about the key information of water scarcity and awareness of water, 
a questionnaire survey was carried out in the rural areas of Barrackpore II block 
through personal interviews of 211 households during 2018–2019. The question-
naire consisted of three sections: (1) socio-economic characteristics including income 
of the household, (2) household’s perceptions on the water scarcity (3) household 
awareness about RRWH. 

3.2 Methodology of LULC 

The LULC was developed in remote sensing (RS) and geographical information 
system (GIS) platform to predict the changes during 2010–2020 in the study area 
(Table 2). The field visit was done to verify the latitude and longitude of specific 
LULC categories by taking an average of 10° latitude and longitude points. Cross-
checking was made based on the pixel color tone of the Landsat image using GIS. 
Layer stacking and haze reduction were done to improve the quality of satellite 
images for LULC using ERDAS Imagine and Arc GIS software. The LULC changes 
were analyzed with the ‘K-means Clustering unsupervised classification method’. 
The Google Earth Images were used for selecting and validating the LULC classes. 
The key categories of the LULC were agricultural land, built-up area, fallow land, 
vegetation, and water bodies. Among water bodies, we considered a wetland, ponds, 
other surface water bodies (locally known bills or jhils), etc. 

3.3 Calculation of Index with Statistical Analysis 

The water scarcity index was calculated based on the responses of the rural house-
holds. However, the responses were perception-based judgments made from socio-
economic aspects. For this index, we considered a set of 5 questions. However,

https://climate.northwestknowledge.net
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the response of each question was converted to an indicator of the index with two 
values ‘0’and ‘1’. ‘1’ was given as the positive contributor of the index and ‘0’ was 
taken otherwise. The index was obtained by adding the binary values to the related 
questions, namely the ‘water scarcity index’ (WSI). Thus, each household had five 
answers. Suppose the answers to these questions were 0, 0, 1, 1, 1, then we took some 
of the values of a particular household, and the sum was 3. So, we had a number 
between 0 to 5 for each household. We took two values as a cut-off value and then 
considered each household having the sum of the answers to these five questions. 
Then less than or equal to ‘2’ was given ‘0’ and the households having the sum of 
more than 2 were given ‘1’. All five variables showed significant dependency within 
the index by bivariate tables. All the independent variables were strongly associ-
ated with dependent variables in the chi-square test (χ2). In the second stage, we 
considered logistic regression to assess the combined effect of some socio-economic 
variables on the ‘water scarcity index’ (WSI). The questionnaire was coded with the 
help of SPSS software. 

4 Results 

4.1 Assessment of Rainwater and Groundwater 

The average rainfall of 45 years for the study area was 1719.91 mm. The average 
monsoon and post-monsoon rainfalls were 1289.01 mm and 205.62 mm, respectively. 
The range of monsoon rainfall varied from 921.03 to 1772.14 mm. It indicates a 
greater scope of natural recharge when soil and other factors are favorable. The 
results showed huge potentialities for RRWH. The study area was categorized as 
‘semi-critical’ based on the stage of groundwater development and it already has 
97.99% development (Table 3). Net groundwater available for future uses showed a 
negative value (−12,744.99 ham), which implies the urgent necessity for artificial 
recharge and stringent restrictions over further drafting. However, according to the 
Central Ground Water Board (2017), more than 70% to equal or more than 100% 
drafting of groundwater was categorized as ‘semi-critical. The aquifer is very near 
to the surface and thus, a lion’s share of groundwater was extracted from the shallow 
aquifer for all purposes very easily.

The quality of the water is intricately associated with the drafting of groundwater. 
The falling water level trend was found in both the wells with an average of 0.351 and 
0.616 m/years from 2007 to 2017. Barrackpore-II block is one of the highly urbanized 
blocks of North 24 Parganas. It has the highest negative growth (−25.42%) during 
1991–2001 due to the formation of new municipalities (Development and Planning 
Department 2010). The decadal variation of the population for the block was 58,344 
as per the present census. Due to intensive urbanization, the population density and 
water demand are expected to reach respective values of 9976.14 person/km2 and
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Table 4 Percentage of 
change in the LULC 

Barrackpore-II (%) 

Year 2010 2020 

Agricultural land 2.00 1.89 

Built-up area 72.1 73.79 

Fallow land 1.87 1.47 

Vegetation 18.5 18.22 

Water bodies 5.53 4.63 

2233 m3/day by the year 2031. The water demand of urban North 24 Parganas is 
expected to be 111.48 MLD (million liters per day) in 2021 [10]. 

4.2 LULC Change 

In our study, rural settlement and impermeable surfaces, including roads, were cate-
gorized as ‘built-up area’ while bare land, seasonal bare land, and brick kiln came 
under ‘fallow land’. Another LULC class was ‘vegetation’, consisting of open fields, 
grass, forest patch, roadside trees, shrub, scattered trees, kitchen gardens, etc. Areas 
coming under the river, pond, bills, wetland, and other surface water bodies were clas-
sified as ‘water bodies’ and agricultural land. These are the five categories of LULC. 
The percentage of LULC changes is presented in Table 4. As appears in Fig. 3, the  
major land use for the study area in 2010 was built-up areas (72.1%) followed by 
vegetation, water bodies, agricultural land, and fallow land, and the same trend will 
be observed in 2020.

The built-up area has increased from 72.1 to 73.79%, i.e. by 1.69% over a span of 
10 years’. However, in this block, the percentage share of water bodies, vegetation, 
agricultural land, and fallow land was reduced marginally to the extent of 0.9%, 
0.28%, 0.11%, and 1.05%, respectively, over the decade (2010–2020). 

4.3 Identification of Hotspot 

The water deficit zoning map was developed to identify hotspot zones of water 
(see Fig. 4). The terra-climatic data included temperature, precipitation, evaporation, 
vapor pressure, runoff, soil moisture, etc. The water balance model was calculated 
based on the Thornthwaite-Mather climatic method. As the Barrckpore II block has 
already been highly urbanized with the less rural area, more than 50% area was under 
high (45.83–46.14 mm) to very high (46.14–46.64 mm) water deficit, mostly in the 
east to the south-eastern part of the block. On the contrary very small area was found 
under low (45.30–45.59 mm) to very low (45.01–45.30 mm) water deficit categories, 
scattered mostly over the north and western parts of the block.
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Fig. 3 LULC of Barrackpore-II from 2010 to 2020

4.4 Socio-economic Assessments of Water Scarcity 
and RRWH 

4.4.1 Socio-economic Characteristics of the Households 

Water is tied in a complex relationship with the socio-economy and surrounding 
environment [1]. In the present study, we tried to unfold the water scarcity situation 
faced by rural households in their daily lives. They were found to be well aware of 
RRWH to combat the situation. 

(a) General Information about the Households 

Among the respondents, males and females were 51.2% and 48.8%, respectively. 
Each household had an average of 4 members (73.5%). Among the households, 
18.0% were engaged in agricultural activity. Almost 47% of the household’s monthly 
income was Rs. 10,000. Most of the respondents had attained class X level education 
(51.7%) and 31.3% of families had at least one educated member in the family. About 
27.5% had more than Rs. 10,001 monthly incomes. The rural household used to fetch 
water from groundwater-based shallow hand tubes as the principal source of water. 

(b) Perception of Households about Water Scarcity 

As judged by households in the water scarcity index, we found that 52.6% of house-
holds complained about acute water shortage in summer. When asked about drinking 
water sources, 89.1% admitted their dependency on PHE/own shallow tube well
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Fig. 4 Water deficit map of Barrackpore-II, 2019

water. Regarding the taste of water, 75.4% of households expressed their water as 
having ‘good taste’. According to the households, sweet water meant ‘good’ and 
salty or odorous water ‘not good’. Almost cent percent of households expressed a 
dislike for water due to its reddish color. The first shallow aquifer of the study block 
was contaminated with arsenic and iron, having 7.14 ppb and 1.01 ppm, respec-
tively [19]. Thus, rural households suffered a lot from the single dependency on the 
groundwater. 

(c) Water-related Diseases 

During the field survey, the percentage of households frequently suffering from water-
borne diseases, i.e. dysentery, diarrhea, jaundice, typhoid, was 66.4%. All these five 
variables were included in WSI. A significant portion of the households (70.1%) had 
frequently been suffering from combined water and vector-related diseases. Near 
about 6.6% of the households were suffering from skin lesions, whereas 10.4% were 
suffering from constipation which implied the quality of supplied water was a matter 
of concern. The share of pucca houses and land around the household for constructing
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a water reservoir was found 93.8% and 86.7%, respectively. However, 24.2% of the 
households already had their water tank. 

4.4.2 Binary Logistic Regression Analysis 

The present study intended to find out whether rural households were aware of RRWH 
as an alternative way of countering groundwater scarcity. The logistic regression was 
carried out by taking the log-odd ratio of WSI on nine independent socio-economic 
variables (See Table 5). WSI was taken as a dependent variable (y) given values ‘0’ 
for low water scarcity and ‘1’, for acute water scarcity. Each of the nine variables 
was taken as binary with ‘0’ for low and ‘1’ for high. 

Data were analyzed with binary logistic regression to assess the extent of water 
scarcity and awareness of RRWH as judged by the households. 

In logistic regression, six variables i.e. ‘male member’, ‘female member’, ‘large 
roof area’, ‘gastrointestinal problem’, ‘willingness to direct use of RRWH water’ and 
‘other known families to use rainwater’ were found to have a statistically significant 
effect on WSI. The suffering from the gastrointestinal problem, other known families 
to use rainwater had a positive effect on WSI while roof area and willingness to direct 
use of RRWH had a negative effect. The reason behind this can be explained that 
having more male and female members in the family implied a large family size, 
which further implied increased water demand. We also tried to find out whether

Table 5 Result of Logistic Regression of water scarcity index (WSI) on the Related Independent 
Variables 

B S.E Sig Exp (B) 

Male member 2.343 0.472 0.000*** 10.418 

Female member 2.060 0.463 0.000*** 7.848 

Roof area −1.064 0.442 0.016** 0.345 

Known iron −0.042 0.619 0.946 0.959 

Known arsenic −0.855 0.875 0.329 0.425 

Gastro-intestinal problem 1.325 0.478 0.006** 3.762 

Collect rain −0.580 0.671 0.387 0.560 

Willingness to direct use of RRWH water −1.049 0.559 0.060* 0.350 

Other known families using rainwater 2.294 0.797 0.004** 9.910 

−2 Log likelihood = 167.919, percentage of correct 85.8%, 
Dependent Variable (Y) = ‘Water Scarcity Index (WSI)’, 
*: Significant at 10%, **: Significant at 5% & ***: Significant at 1%. 
Male member: up to 2 = 0, 3 and more = 1, Female member: up to 2 = 0, 3 and more = 1, Roof 
area: large = 0, small = 1, Known iron: Yes = 1, No = 0, Known Arsenic: Yes = 1, No = 0, 
Gastro-intestinal problem: Yes = 1, No = 0, Collect rain: Yes = 1, No = 0, Willing to direct use; 
Yes = 1, No = 0, Know other families use rainwater: Yes = 1, No = 0. 
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the water requirement of male and female members was significantly different, and 
consequently, they were considered separately. 

The more male and female members in a family were found to be 26.5 and 25.1% 
of households respectively. More than 57% of households had been suffering from 
gastrointestinal problems which implied poor water quality. Thus, 15.2% of sizable 
households were found to buy water as they felt private packaged bottled water was a 
reliable source of drinking water. In comparison, only 8.5% of households preferred 
to treat drinking water by domestic water filter or boiling. This private packaged 
water might be one possible reason for positive significance. However, bottled water 
did not maintain the standard of the BIS level. Only 8.1% of households were aware 
of the fact that their neighbors used to collect rainwater for domestic purposes in 
the rainy season. Whereas only 38.4% of households had a large roof (more than 
400 m2). Nearly 22% of respondents expressed their willingness to use the harvested 
water for drinking purposes in the future, while 62.6% of respondents were found 
conditionally willing i.e. expecting incentives. 

Surprisingly, 27 and 17.5% of respondents were well aware of iron and arsenic 
problems. More than 89% of households used the shallow tube well as drinking 
water without having any alternatives. The Public Health Engineering Department 
(PHED) is the sole authority for the installation and supply of drinking/domestic 
water while the local government (Gram Panchayat) has been responsible for its 
maintenance. DTW and private STW were untreated drinking water sources, and 
the respondents were compelled to consume the same having no alternative. Thus, 
these two variables harmed WSI. However, only 19.9% of households occasionally 
collected rainwater whatever they could collect in their home but none of them used 
it for drinking purposes but mostly for other domestic purposes. 

However, ‘households had large family sizes’, ‘a large roof area’, ‘suffering 
from gastrointestinal problems’ and ‘knowing neighbors collecting rainwater in the 
locality’ had significant influence in the order of at least at 5% level of significance. 
Only willingness to direct use of RRWH had a 10% level of significance. Overall, 
the logistic regression could explain 85.8% of the dependent variable. 

5 Discussion 

The supply of unsafe drinking water in rural North 24 Parganas has a cumulative 
effect on the households and consequently, they face an enormous amount of risk 
related to arsenic toxicity. Sometimes skin lesions due to arsenic contamination are 
mistaken by people as leprosy due to a lack of social awareness. Rural people took it 
as a curse of God and socially boycott the families suffering from arsenicosis [20]. 

Agriculture, infrastructure, and other anthropogenic expansions are primarily 
responsible for the negative impacts of LULC [21]. Thus, groundwater is nearly 
the source of all critical consumption and has made a tremendous adverse impact 
in peri-urban villages of North 24 Parganas [4]. Banerjee and Jatav [4] pointed out 
that institutional negligence and Governmental failure were responsible for water
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insufficiency in many ways. Firstly, infrastructural lacuna, erratic supply, poor oper-
ation and maintenance, unreliable supply of public stand posts were responsible for 
water scarcity. This scarcity is supplemented by rampant private informal tube wells 
and private packaged drinking water. Secondly, private packaged drinking water 
does not maintain the BIS standard. Thirdly, untreated industrial wastes go into low-
lying paddy land or surface watercourses and contaminate them along with shallow 
aquifers. Over time, those lands become fallow and are being sold to the factories. 
Thus, agricultural land and water bodies are converted by powerful industrial lobbies. 
This further aggravates the situation by illegal extraction of groundwater for indus-
tries and ‘Boro cultivation’. Lastly, the policy of real estate development ruins the 
groundwater and natural recharge process. The hydro-geochemistry of groundwater 
is dependent on several factors like soil, lithology of rock, percolations of rainwater, 
climate, the role of microorganisms, topography and the role of human activities, 
etc. [22]. 

Another study [2] identifies the hotspot areas based on LULC change (1990–2017) 
in North 24 Parganas. Their result showed that the western and northwestern parts 
of the district experienced huge urbanization with a 22.59% increase in the built-up 
area due to the development of cities like Rajarhat Newtown-Gopalpur, Barrackpore, 
Barasat, Bidhannagar. However, this transformation was gained from the agriculture 
and vegetation area. But over time, a huge number of brick kilns were identified in the 
surrounding low-lying agricultural land for getting more benefits. Population growth 
was one of the significant factors directly affecting the existing LULC. According 
to [23], it was found that the forest land was degraded or fragmented by the pressure 
population after assessing LULC. Pristine [24] developed a district-wise Spatio-
temporal surface model from 2000 to 2014 to assess the groundwater storage changes 
and stress zones by the GIS platform in West Bengal, India. The result found that 
the negative attitude of humans towards urbanization blocks infiltration and surface 
retention. Banerjee and Jatav [4] found that 20% of households complained about 
the acute water crisis for some reason in the Bodai village under Barrackpore II. 

The findings of the Planning Commission of India (2007) recommended RWH 
as a local solution for providing safe drinking water through ponds with proper 
planning and motivation of local people. But in this district ponds are heavily used 
for pisciculture. Kar and Mukherjee [1] suggested introducing RWH with low-cost 
water treatment technology to ensure water for all including underprivileged rural 
people in the project. However, the cement factory situated in Sujapur, Barrackpore 
II estimated annually 2780 m3 or 20% potential harvested storage capacity by RWH 
[22] but  [4] argued and stated that re-cycling wastewater and RWH were hardly taken 
up in Barrackpore II. However, Das and Angadi [18] suggested that rooftop RWH 
necessary for Barrackpore II. 

Addressing water scarcity calls for integration across different multi-disciplinary 
approaches among all water-related resources, economic and social welfare, and 
sustainability of ecosystems without compromise. Simultaneously, it is necessary to 
overcome the existing wastage of water in agriculture, restore the lack of trust in
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governmental activities, minimize corruption, adopt scientific attitudes with tradi-
tional producers, and promote such technologies to improve society’s quality of life 
[14]. 

Rana and Suryanarayana [17] found socio-economic criteria extremely crucial, 
thus, making the field study necessary to select sites for RWH to avoid land conflict. 
An increase in awareness levels and education helps stop the consumption of arsenic-
contaminated water and introduce RWH [8]. Sarkar [25] found that educated people 
are more aware of water contamination and related health implications. It was also 
mentioned that it was the responsibility of the government to supply safe and suffi-
cient water to people as they have been paying taxes. It was suggested [18, 26] to  
make people aware of the negative impact of the transformation of natural land into 
the built-up area. 

Unlike these studies, the present study found rural households quite educated, had 
enough roof area, pucca house, homestead land, and had their own water tank but 
suffering from water-related health hazards and faced water insufficiency in summer. 
Buying unsafe water puts households in a critical situation. Only 6.2% demanded 
proper training of RRWH. It was found from the survey that the households did 
not know the proper know-how of RRWH. It implied households were not aware 
of RRWH as an alternative water source. But few households occasionally crudely 
collected rainwater. Thus, unconsciously rainwater was being considered as an alter-
native source of safe water. However, 33.2% of households suffered from acute water 
scarcity, which is established by logistic regression. 

This study noticed that the built-up area is the giant feature increasing at the cost 
of vegetation cover, water bodies, fallow land, and agricultural land LULC categories 
from the year 2010 to 2020. Additionally, the steep water demand would be very 
challenging to cater safe water to future generations. However, more than 52% of 
respondents complained about water shortage to lower the water table. In our study, 
the water deficit zoning maps identified the hot spots in the study area where RWH 
needs to be introduced with an artificial recharge structure like an injection well. 

6 Policy Implication and Recommendations 

The need of the hour to have a more effective institutional regulatory work restricts 
the drafting of groundwater and establishes a balance between development and envi-
ronment conservation centering socio-economy. First of all, the government should 
restrict population growth which is the key factor in controlling the negative change 
of land use. Water, particularly the groundwater needs to be managed as a commu-
nity resource by the state under public trust doctrine to achieve food, better standard 
of life, and livelihood security of rural households. Following measures would be 
suggested for considering the magnitude and extent of the water situation.
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• It is necessary to introduce appropriate land use to restrict and penalize illegal 
construction and landfilling. A region-wise micro-level aquifer mapping, arsenic-
iron-based vulnerability maps, and LULC maps should be published in the public 
domain to make people aware of the quantity-quality status of the aquifer and 
drastic changes in land use and to share a periodical update.

• The over-withdrawal of groundwater should be minimized by regulating the use 
of STW and DTW for pumping groundwater for all use.

• The local authority should arrange a water safety plan of RWH to introduce simple 
technical know-how of rooftop RWH by frequent meetings, training, workshop, 
increasing the social awareness program among the affected community for social 
acceptance of scheme and rescue their aquifers for the future generation.

• It is imperative to arrest the decline of groundwater levels in over-exploited areas 
by improved technologies of artificial recharge. The main focus will be to shift 
from the construction of a high-cost arsenic treatment plant to RWH. RWH helps to 
dilute the arsenic-iron concentration of aquifers and plays the role of an alternative 
source of drinking water.

• An increase in the number of parks with water bodies, provision of injection wells 
and rooftop RWH with recharge wells for all built-up areas, and re-excavation of 
the existing wells or ponds may be adopted to avoid valuable land acquisition. 

7 Conclusions 

Significant reduction in water bodies, fallow land, and vegetation cover indicates the 
consequences of an indiscriminate increase in built-up areas over the last decade in 
Barrackpore II block. Inadequate awareness regarding the importance of groundwater 
among the various stakeholders viz. different governmental agencies, policymakers, 
households, etc. is to be duly addressed as a part of water conservation. However, 
the socio-demographic status of rural households plays a significant role in changing 
the LULC, which so far has been neglected repeatedly. Unsafe drinking water has a 
collapsing effect in terms of arsenic toxicity, sometimes even to the extent of social 
exclusion. Arsenic is difficult to be removed overnight but the judicious adoption of 
RRWH as an alternative safe water supply scheme may combat the age-old problem 
of water scarcity. 

Thus, the proposed mixed approach incorporating assessment of LULC change, 
identification of water hotspot zone, evaluation of the statistical significance of water 
scarcity perceived by the rural households, and the implementation of RRWH can 
be considered as a simple yet effective strategy for addressing the issue of combined 
qualitative and quantitative water stress for semi-critical, arsenic-iron contaminated 
areas. This method needs less time and more effective to extract the full advantage of 
RWH. Thus, an attempt was made to identify the root socio-economic factors associ-
ated with groundwater depletion by combining GIS and statistical approaches, which 
would help the local authority combat the water scarcity for other semi-critical blocks 
with identical socio-economic and physical conditions. The introduction of RWH
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should cater safe water to the affected community and also enhance the groundwater 
resource. 
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Unplanned Urban Sprawl Impact 
on Cultivable Soil Degradation 

Suhad M. Al-Hedny and Qassim A. Talib Alshujairy 

Abstract Unplanned urban sprawl reflects the concept of expansion of a built-up 
area at the expense of agricultural area as a result of the increase in population 
density. The main environmental impact of land use category changes from agri-
cultural to urbanization is the degradation of cultivable soils and decreasing green 
spaces in cities and agricultural lands surrounding cities. Landsat image scenes that 
cover Babil Governorate, Iraq used to determine the percentages of land use/cover 
classes, namely, built up and bare-soil areas for 2001 and 2018. The Soil Adjusted 
Vegetation Index (SAVI), Normalized Difference Built-up Index (NDBI), Built-Up 
Index (UI), Dry Built-Up Index (DBI) and Dry Bare-Soil Index (DBSI) were derived 
from remotely sensed data to evaluate the rate of the land use/cover changes due to 
uncontrolled urban sprawl. Moreover, supervised satellite image classification was 
also performed to identify the study area’s vegetated, bare-soil and built-up classes. 
The spectral indices results showed a noticeable increase in the built-up class from 
14.4% in 2001 to 63.5% in 2018, while bare-soils and vegetated areas decreased 
from 38.7% and 46.9% in 2001 to 14.2% 22.3% in 2018, respectively. Different 
analyses types through supervised classification for indices composed and RGB 
images were beneficial to separate the land use/cover categories in this study. The 
remotely sensed-based indices helped recognize different land use/cover features 
with an overall accuracy value of 86.55% and a Kappa coefficient rated as substan-
tial with the value of 0.7988. The usage of DBI and DBSI allowed to easily identified 
the expansion of built-up area by reducing the influence of bare soil and vegetation 
cover in built-up area detection. 
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1 Introduction 

Land cover change has been an essential trend in research worldwide. As a highly 
complex process with such broad environmental impacts, international programs 
supported it as a core project and hot topic. Replacing vegetation areas with built-up 
areas extremely contributes to soil degradation. Soil is an essential natural resource 
that is as important as air and water. Hence soil is an ecosystem in itself rather than 
just an element of the ecosystem. Accordingly, soil science specialists studied the 
criteria and indicators of soil degradation, which are still evolving and developed so 
far in a few countries [1, 2]. 

Soil degradation is the loss of cultivatable soil capacity in terms of loss of its 
fertility, biodiversity, and degradation. It is defined as “a consequence of intensive 
land use management, which is assumed to be caused by human impact, poverty, and 
a response to economic opportunities at the global level” [3]. This concept includes 
all negative changes in the capacity of soil to provide goods and services for its 
beneficiaries. On a broader scope, soil degradation could be to such an extent that 
the original use is no longer possible. 

Soil quality is the most commonly used index linked to the living and dynamic 
nature of the soil in relation to the diversity of uses. This emphasizes the importance 
of viewing the concept of soil quality as a relative rather than an absolute concept. 
Therefore, each soil has a natural ability to perform a specific function [4]. Soil quality 
is often used to compare one soil’s capacity to another and assess the suitability of the 
soil for specific uses. Currently, soil quality is used to assess the degree of degradation 
according to how the soil changes depending on how it is used. Usage options affect 
soil organic matter, soil structure, and water and nutrient retention capacity. This 
vital aspect of soil quality is the focal point for assessing the declining healthy soil 
resource. Soil quality studies often emphasize biological variable properties, but 
this does not eliminate or reduce the significance of physical and chemical factors 
(permanent properties of soil) [5]. 

In 1992, the United Nations Conference on Environment and Development 
(UNCED) stressed the principle of an integrated approach to land-use planning and 
management. In recent years, agricultural land has declined rapidly due to unregu-
lated and unplanned urban sprawl (slums). According to the United Nations, nearly 
one-third of the cultivatable soils have degraded in the last four decades due to urban 
expansion and other unsustainable human practices [6]. The Ministry of Planning of 
Iraq announced that “the number of informal settlements in all Iraqi cities is about 
3700 slums”. According to recent statistics, these slums are continuously increasing 
throughout the country. Baghdad came at the top of Iraqi cities with 1002 slums, 
followed by Basra and Ninawa with 700 slums. Karbala and Najaf governorates 
were  the least by 98 slums  [7]. 

Land-use change, especially the transformation of land use from agricultural to 
residential land, led to permanent degradation of land productivity [8]. This shift 
created serious problems and increased annual rates of land degradation [9].
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1.1 Population Growth and Urban Areas in Iraq 

Throughout the past 17 years, Iraq has experienced an unrivaled rapid uncontrolled 
urbanization due to population growth. The most important factors that accelerated 
the unplanned urbanization (slums) are the de-agriculturalization process and socio-
economic transition from villages towards urban villages. The informal settlement is 
the main consequence of urban policy absent in the rural and semi-rural areas. Many 
studies considered the regional inequalities, economic activities, population growth, 
and poverty in rural areas as the main reasons behind unplanned urbanization [10– 
12]. Population growth is the key factor that directly stimulates land use changing, 
which leads to negative impacts on soil and the overall environment [13, 14]. The 
land use pattern remains a personal decision, particularly with the decline in the 
agricultural sector and the desire to fragmentation farmable land into housing and 
urban areas [15]. 

The estimated growth rate of Iraq’s population is 2.28% per year, Iraq’s population 
is expected to be 54 million by 2030 [16]. Iraq’s most densely populated regions are 
the alluvial plain and northeast, with a very sparsely inhabited in the desert regions. 
In 1960, 57% of Iraq’s population lived in the rural areas of the country. This number 
has declined as more people move away to larger urban areas. Agriculture represents 
the second largest contributor to Iraq’s Gross Domestic Product (GDP) and the source 
of livelihood for 25% of Iraq’s population. The decline of the agricultural sector kept 
rising the loss of arable land and a reduction in agriculture contribution to GDP. 
Greater frequency and intensity of drought further threaten small-scale farms mostly 
irrigated, particularly in Babylon, which has decreased agricultural productivity. 

Iraqi families prefer housing in independent private houses with their own plots of 
land. Therefore, Babylon has a horizontal expansion and development similar to all 
Iraqi cities and Baghdad [17]. This kind of habit is most common in rural and semi-
rural regions in comparison to the cities. Al Jarah [18] deemed proposing a strategic 
urbanism plan as a critical requirement to control the unplanned urban growth in the 
cities and rural areas. 

Urban sprawl on agricultural areas in Baghdad was studied by Kahachi and Jafar 
[19], taking into consideration the political and socio-economical changes in Iraq 
from 2003 to 2015. Their results showed that the urban sprawl was at an accelerated 
speed over all the studied areas. In the first eight years of the study period, from 
2002 to 2010 less than 25% of agricultural land was changed into built-up areas. The 
sprawl was more accelerated for the second period of the study (2010–2015). The 
same study described the sprawl’s pattern, which started as scattered housing units 
around the agricultural areas and then organized into clusters of housing units near 
the standard housing units. 

Generally, sprawling is entirely related to the availability of cheap agricultural land 
and disorganized development, particularly in rural and semi-rural regions of Iraq. 
Slums, informal settlements, low-income housing, and other synonyms of unplanned 
urban sprawl usually refer to the residential areas characterized by the lack of basic 
infrastructure services. Most of the unplanned urban areas in Iraq were in high-class
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buildings with good finishing materials, which could not be considered temporary 
poverty housing (closer to stable housing). Almost all areas registered as agricul-
tural land in Iraqi cities are classified as palm orchards and small-scale farms that 
are mostly surrounded by good infrastructure services. This urbanization system 
sprawled in acceptance by the community as a good solution for the housing crisis 
overall Iraqi cities. 

1.2 Urban Sprawl Monitoring 

Urban sprawl as a human-made spatial phenomenon, remotely sensed indices repre-
sent the most effective tools to monitor, describe and measure the urban sprawl rate, 
speed, and pattern of the expansive. The complexity and variety of required data 
could be effectively tackled using remote sensing (RS) techniques and Geographic 
Information Systems (GIS) in most urbanization studies. The following overview 
includes the most recent studies and the impacts on different fields of study. In 
Canada, Hathout [20] used GIS to study the impact of population on agricultural 
land by measuring population changes between 1960 and 1989. 

Land use changing pattern was also successfully estimated using GIS, where the 
increase of population for years 1980,1990, 2000, 2009, and 2014 led to environ-
mentally affected 10% of Texas state lands [21]. Gong et al. [22] summarized the 
negative impacts on health due to shifting a rural to an urban society. The results of 
their study showed that the type of land use changed to built-up areas. 

Several researchers studied the land-use changes (vegetation abundance) impacts 
on the land surface temperature (LST) [23–27]. They found a negative relation 
between the vegetation cover index (NDVI) and land surface temperature (LST). 
Rasul and Ibrahim [28]. studied the impacts of land-use changes on the land surface 
temperature in Duhok city, Kurdistan region of Iraq. They used Landsat 5-TM and 
Landsat OLI-TIRS-8 for years 1990, 2000, and 2016 to generate NDVI, Normalized 
Difference Water Index (NDWI), Normalized Difference Built-up Index (NDBI) 
and LST maps. Their results showed that NDVI and NDWI negatively correlated 
with high temperatures, while NDBI positively correlated. The same study results 
proved that rapid and uncontrolled urbanization could lead to hazard impacts on the 
environment. 

The term “urban sprawl” was studied from different points of view in different 
fields. Almost all these perspectives correlated this term with its impacts, while 
other studies considered it a controversial term., They intensely focused on the 
main reasons behind this phenomenon. Al-Hedny et al. [29] identified vegetation 
cover changes in Babylon governorate for 2000, 2004, 2008, 2012, and 2016. They 
generated change detection maps for each studied year compared to 2000, which 
was considered a reference year for their study. They found an extreme decrease in 
vegetation cover at the east and south-east parts of Babylon governorate. Based 
on their study, this decline in vegetation cover was the normal consequence of
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the fragmentation of farmland into housing and decline in the agricultural sector 
production. 

The timely monitoring of the urban sprawl and its dynamic features represent crit-
ical requirements to identify the spatial changes and costs of new infrastructure and 
facilities needs. Compared with traditional methods, remote sensing-based indices 
provide a timely and cost-effective depiction of the spatial and temporal variation 
of the built-up areas at levels ranging from regional to global. NDBI is the most 
commonly used among these parameters. 

Studies of urban patterns changing in rapidly growing urban such as Beijing and 
Shanghai in China were executed by [30–32], who confirmed the effectiveness of the 
remotely sensed techniques, particularly in such environments. Many studies used 
several remote sensing based-indices to evaluate urban expansion and the land-use 
changes over a limited study period. By combining Landsat ETM+, TM, ASTER, and 
Spot5 datasets and indices, researchers detected vegetation changes in Al-Madinah, 
Riyadh and Jeddah. They identified population growth as the key factor driving urban 
sprawl and vegetation cover declining over all the studied cities [33–36]. NDBI and 
NDVI are very easy indices to detect the significant land cover and describe the trend 
and pattern of change. 

The combination of NDBI and NDVI through arithmetic manipulation from 
Landsat images served as a useful method for quickly mapping to monitor built-
up changes [37]. To increase the efficiency of these indices, Rasul et al. [38] used dry  
built-up index (DBI) and dry bare-soil index (DBSI) to map urban areas and bare soil 
in the city of Erbil in the Kurdistan region of Iraq. Their results showed the suitability 
of these indices to detect built-up areas in arid and semi-arid regions. Therefore, the 
appropriate remotely sensed index should be carefully defined according to the study 
area’s climatic region and other conditions. 

Although there is much discussion on land-use change, few studies paid atten-
tion to the impact of this change on soil characteristics and the damage caused to 
the environment in general. To this end, this study aims to determine cultivatable 
soil degradation caused by changing the type of soil use from agricultural to urban 
(slums). Normalized Difference building Index (NDBI), Built-up Index (UI), were 
used to assess the decline of the cultivable soils under changing the type of soil use. 

2 Materials and Methods 

2.1 Study Area 

Babil is located in central Iraq between 32° to 33.25° North latitude and 44° to 
45° East longitude. The Euphrates river intersects the governorate and splits into two 
branches: Hindyah and Hilla. Babil has a typical climate with temperatures exceeding 
40° in summer and the rainfall is restricted to the period between November and April
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Fig. 1 The study area in Babil Governorate, Iraq 

with a minimal amount. The governorate covers 5119 Km2 of Iraq, divided into: Al-
Musayab, Hilla, Al-Mahawil and Hashimiya. It is the fifth-largest governorate in 
terms of population estimated to be around 1,728,132 inhabitants in 2015,of which 
52.8% is rural and 47.2% is urban population. The district of Hashimiya was selected 
as the study area because of its rapid urbanization over the past 17 years Fig. 1. 

2.2 Remotely Sensed Indices 

Landsat scenes were chosen due to their free availability, corrected before delivery 
for radiometric and distortions, and medium to high spatial resolution (Table 1). 

Table 1 The characteristics of Landsat datasets used in this study 

Acquisition 
date 

Sensor Path/Row Spatial 
resolution 

Cloud (%) Number of 
bands 

Format 

April 2001 Landsat 5 TM 168/38 30 0 7 Geotiff 

April 2018 Landsat 8 OLI 168/38 30 0 11 Geotiff
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The datasets covering the study area were freely acquired from USGS Earth 
explorer website (http://earthexplorer.usgs.gov/). USGS Level-one terrain- corrected 
(L1T) Landsat data in WGS84 with UTM map projection provided the primary data 
to calculate the built-up indices for the study area. 

Different remotely sensed indices were used to divide the study area into three 
major land-use classes: built-up, vegetation, and bare soils. Several indices were 
derived to well separate of each class of land using. Soil Adjusted Vegetation Index 
(SAVI) was used instead of the Normalized Difference Vegetation Index (NDVI) to 
improve the detecting of vegetation area and minimize soil influences. SAVI and 
NDVI were obtained from formulas (1) and (2) [37, 39, 40]. 

NDVI = NIR − RED 
NIR + RED (1) 

SAVI = (NIR − RED)(1 + k) 
NIR + RED + k (2) 

where k is a factor of correction with values range from 0 for very high vegetation 
cover to 1 for very low vegetation cover area, in this study we chose k to be 0.5. To 
achieve this study’s purpose, the Dry Built-Up Index (DBI) and Dry Bare-Soil Index 
(DBSI) were used to map and separate the built-up and bare soil classes. The DBI 
and DBSI were selected based on their suitability to differentiate between urban and 
bare soil areas. The formulas for obtaining the DBI and DBSI as proposed by Rasul 
et al. [38] are  shown in formulas (3) and (4): 

DBI = ρBlue − ρTIR 1 
ρBlue + ρTIR 1 − SAVI (3) 

DBSI = ρSWIR1 − ρGreen 
ρSWIR1 + ρGreen − SAVI (4) 

The current study used SAVI instead of NDVI in the main formulas proposed 
by Rasul [38] to well separating the built-up area from the bare soil areas within 
the study area. The Urban Index (UI) and the Normalized Difference Built-up Index 
(NDBI) were used for rapid mapping of built-up land. The mathematical formulas 
for the calculation of both urban indices are represented in (5) and (6) [37, 41]. 

UI = SWIR 2 − NIR 
SWIR 2 + NIR (5) 

NDBI = SWIR1 − NIR 
SWIR1 + NIR (6) 

The newly created data set of DBI, DBSI, UI, NDBI and SAVI images were 
manipulated to simplify separating the three major land-use classes. The maximum 
likelihood was performed using a supervised classification based on training regions

http://earthexplorer.usgs.gov/
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to calculate the percentages of vegetated, built-up and bare-soil areas during 2001 
and 2018. 

2.3 Accuracy Assessment 

Error matrix is the simplest and most commonly used way to evaluate the accuracy 
of the LULC classification map. Google earth and the reference ground and Global 
Positioning System (GPS), were used to collect ground validation data for 2018. 
Totally 290 ground reference points (Fig. 2) were generated over the study area to 
assess the accuracy of the classification of each reference point [42]. 

Overall accuracy and Kappa coefficients were derived from the error matrix using 
the following formula:

Fig. 2 Classified map of study area covered with 290 random points 
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Kappa coefficient = (T × C) − G 
T2 − G (7) 

where: T is the test pixels, C is the correctly classified pixels, G is the sum of 
multiplied total value [43]. The overall accuracy is computed using the following 
formula: 

T =
∑

Dii  

N 
(8) 

where: T is the overall accuracy,
∑

Dii is the total number of correctly classified 
pixels and N is the total number of pixels in the error matrix [44]. 

3 Results and Discussion 

3.1 Built-Up Area Extension Spatial Pattern 

The resulted maps of the indices NDBI, BDI and UI are presented in Fig. 3. The  
calculated indices showed a noticeably rising in the built-up area in the outskirts and 
on isolation patterns within the study area. The distribution of the built-up area of 
2018 is obviously higher than the year 2001, reflected by higher spectral values.

The parameters: Min, Max, Mean and the standard deviation of the NDBI, DBI 
and UI for 2001 and 2018 are shown in Table 2. These parameters reflect a higher 
extent of the built-up area of 2018 than 2001. As can be seen from Table 2, the  
increase of the built-up areas combined with declining in vegetated and bare soil 
areas is reflected by decreasing the values of SAVI and DBSI indices during 2018 
compared to the year 2001.

The SAVI values (minimum and maximum) for the year 2018 are −0.33 and 
0.86 while for the year 2001 are −0.27 and 1.49, respectively. These values clearly 
indicate the decline of the vegetated area. The results of maximum NDBI, UI and 
DBI are 1, 1 and 1.04; respectively, for the year 2018 are quite close to each other. 
These values proved the suitability of using these indices for urbanization extend 
across the study area. Diminishing SAVI in the DBI index improved built-up area 
identification compared to NDBI and UI that are often confused with green areas. 

3.2 Land Use/Cover Identification 

The Land Use/Cover (LULC) classes, namely, built-up, bare-soil and vegetated areas 
of the studied area, were extracted based on the spectral response of the land cover
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Fig. 3 Maps of NDBI, UI and DBI indices of the study area from Landsat 5 and 8 images for 2001 
and 2018
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Table 2 Statistical data of NDBI, DBI, UI, SAVI and DBSI indices for 2001 and 2018 

Index Min Max Mean SD 

2001 2018 2001 2018 2001 2018 2001 2018 

SAVI −0.27 −0.33 1.49 0.86 0.04 0.22 0.08 0.14 

NDBI −0.54 −0.11 0.34 1 −0.13 0.1 0.09 0.05 

UI −0.39 −0.45 0.18 1 −0.05 −0.18 0.06 0.08 

DBI −1.1 −0.35 -0.16 1.04 −0.62 −0.02 0.11 0.28 

DBSI −1.62 −0.41 1.38 0.23 0.25 −0.03 0.18 0.09

features. The classification approach involved two steps: Firstly, supervised classi-
fication for land cover based on the training areas for land cover categories from 
April 2001 and 2018 were derived from RGB composition. Secondly, supervised 
classification was derived from the NDBI, DBI, UI, DBSI indices composed images. 
The method based on indices combination noticeably enhanced the reflectance of 
each element and decreased confusion between urbanization and bare areas. 

Figure 4 showed that vegetation and built-up areas characterize the study area. 
It can be seen that built-up areas increased between 2001 and 2018, while bare-
soils and vegetated areas decreased in 2018. The built-up area expansion developed 
into a randomized pattern in all study area directions Fig. 4. The main expansion 
was on the borders of the agricultural land and along the paved roads as well as 
the river. The decline of the vegetated and increasing built-up areas in 2018 is 
due to the region’s political, economic, and social situation. Increasing population, 
housing crisis, poverty, weakness of legislation and many other factors contributed 
to increasing urban lands within the study area. These results were also endorsed 
in different regions of Iraq [19, 38, 45]. This urban area expansion effectively 
contributed to soil degradation, which is considered the main consequence of human-
induced phenomenon. The displacement of the productive soils with bare soils in 
most areas signifies that the soil degradation is taking place or has occurred. 

This study used the area size data extracted from the supervised classification for 
each year to calculate each LULC class area (%). The results as shown in Fig. 5 
quantified the land cover changes, the urban area increased from 14.4% (10.868 
Km2) in 2001 to 63.5% (50.883 Km2) in 2018, while bare-soils and vegetated area 
decreased from 38.7% (29.29 Km2) and 46.9% (35.474 Km2) in 2001 to 14.2% 
(12.511 Km2) and 22.3% (19.601 Km2) in 2018, respectively. Almost all of the 
study area was classified/registered as agricultural land. The new or reconstructed 
households living in the area come from neighboring districts or relocating the new 
houses in the slum area. The constructed area was classified as a reasonable settlement 
for building materials and acceptable by the community, which could not be classified 
as temporary housing. Although this phenomenon is serving to overcome the housing 
crisis in most Iraqi cities, it has potential impacts on loss of cultivated agricultural 
land and contributing to many environmental consequences of soil degradation and 
desertification.
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Fig. 4 LULC maps for 2001 and 2018 

Fig. 5 Area (Km2) of LULC classes in 2001 and 2018
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Table 3 Error matrix of LULC classification 

Classified Water Built-up Vegetation Bare soil Total Correct sampled 

Water 44 3 0 0 47 44 

Built up 0 65 3 10 78 65 

Vegetation 0 0 127 3 130 127 

Bare soil 0 7 2 26 35 26 

Total 44 75 132 39 290 251 

Overall accuracy 86.55% Kappa coefficient 0.7988 

3.3 Classification Accuracy Assessment 

In order to provide helpful information for applications of urban indices and LULC 
maps, it is necessary to evaluate the accuracy of the classification map. Table 3 
shows the error matrix of LULC classification according to the relationship between 
classified data and ground reference data. The overall accuracy (total number of 
correctly classified pixels/number of total reference points) was 86.55%. Statistically, 
an accuracy level of up to 80% is adequate to verify the feasibility of the LULC 
classification map [31]. 

Moreover, this study assessed the accuracy of land cover types classification by 
using the Kappa coefficient. An estimation of this statistic parameter refers to the 
strength of agreement. A Kappa value of 1 means perfect agreement, while a value 
close to zero means a poor agreement [46, 47]. In this study, Kappa was rated as 
substantial with a value of 0.7988. 

The high values of overall accuracy and Kappa coefficient referred to how effec-
tively each pixel was sampled into the correct land cover class. The effectiveness 
of using DBI and DBSI to mapping built-up and bare-soil areas in arid and semi-
arid regions was proved with an overall accuracy of 93% in Erbil, Iraq [38]. The 
supervised classification was the best technique for classifying LULC of Baghdad 
Al-Karkh from 1986 to 2017 with an accuracy assessment ranging between 89–95% 
[35]. 

4 Conclusions 

The main conclusions of this study are: 

(1) The implementation of remotely sensed-based indices were encouraging with 
the overall accuracy of the LULC classification map with the value of 86.55%. 
The accuracy of land cover types was rated as substantial with a Kappa 
coefficient of 0.7988. 

(2) Urbanized areas obviously increased from 14.4% in 2001 to 63.5% in 2018. All 
of the derived indices were higher in 2018 than in 2001.
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(3) Using SAVI and DBSI instead of NDVI contributed to reducing the spectral 
confusion between land-use classes. 

(4) Using bands and indices composed images vastly improved the defining training 
regions and consequently, considerable extraction accuracy of land use features 
was achieved. 

5 Recommendations 

LULC use reflects temporal and spatial soil degradation nature under a high-growth 
population scenario. Therefore, periodically updated maps of LULC change are 
critical for effective city planning and management. More efforts are needed to study 
how the different LULC changes will impact and change the soil conditions. 
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Abstract Urbanization has a significant impact on local climate change such as 
trends and variations of temperature and precipitation. Accurate evaluation on effect 
of urbanization on local climate change provides guidance for the prevention and 
control of extreme weather in cities and towns. In this chapter, taking the Beijing-
Tianjin-Hebei region as the study area, we investigated the statistical relationship 
between population, urbanization, land use and cover change (LUCC) and climate 
change. The Beijing-Tianjin-Hebei is one of China’s three major urban agglom-
erations. Both Pearson’s moment correlation and Spearman’s rank correlation was 
used. Moreover, an empirical orthogonal function (EOF) method was selected to 
decompose a proposed urbanization index and an array of meteorological variables 
and correlation analysis between the resulting modes. This study can be conclude: 
(1) the annual cumulative precipitation shows no significant trend in the Beijing-
Tianjin-Hebei region while the annual average temperature is increasing, and has a 
statistical correlation with urban development to some extent, (2) compared with the 
precipitation variables, the temperature variables show better similarity to the first 
mode of the urbanization index in the first 10 modes, (3) the residential land and 
industrial and mining land has a strong impact on climatic factors such as annual 
average temperature and the impact of residential land on climate is higher than that 
of industrial and mining land, and (4) green land, water bodies and wetlands have a 
stabilizing effect on the temperature in the cities, and are negatively correlated with 
the maximum temperature and positively correlated with the minimum temperature.
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1 Introduction 

In the past 50 years, greenhouse gas concentrations in the atmosphere have increased 
significantly. The global warming effect has been remarkable, which has led to the 
change of climate factors in the world. For example, the Fifth Assessment Report 
(AR5) of the United Nations Intergovernmental Panel on Climate Change [1] indi-
cates that the temperature increase rate from 1998 to 2012 is estimated to be around 
0.004 °C/a, one-third to one-half of the trend over the period from 1951 to 2012. 
Nonetheless, the climate system has very likely continued to accumulate heat since 
1998, and the sea level has continued to rise. Plenty of research suggests that the 
main human activities that affect climate change are industrialization and urbaniza-
tion. With the rapid development of industrialization and science and technology, 
urbanization is also rapid. As a result, artificial facilities in built-up areas gradu-
ally replace forest, grassland, and farmland. In recent years, high-intensity economic 
activities and high-density population gradually gather to cities and towns from rural 
areas. 

China is one of the countries with the most prominent global warming character-
istics and the fastest urbanization. Over the period 1961–2013, China’s temperature 
increased by 1.44 °C (90% confidence interval 1.22–1.66 °C) [2]. Built-up area 
increased from 30,406 km2 in 2004 to 52,102 km2 in 2015. The annual compound 
growth rate is more than 4.59%, much higher than the global average. The Beijing-
Tianjin-Hebei region is an urban agglomeration in North China. Its development 
process is a multidimensional and complex problem for the local climate. 

For trend detection of climate change, many researchers have been contributing 
to global and local climate data series. For example, several methods are proposed 
and used for long-term meteorological series homogeneity tests [3–6]. At present, 
the study of the impact of urbanization on climate change mainly focuses on temper-
ature and precipitation. Velazquez-Lozada et al. found that the heat island effect was 
strengthened in San Juan, Puerto Rico, with urbanization development [7]. Peterson 
et al. studied the trend of rural climate change in the world and found that rural areas 
are consistent with warming trends in neighboring urban areas [8]. Hughes et al. 
studied the impact of urban warming on the temperature trends in South Africa [9]. 
They found that the increased rate of temperature in the three major cities of South 
Africa is significantly higher than its suburbs. However, the impact of urbanization 
on the significance of precipitation is not obvious. 

Nie et al. investigated the effect of urbanization on climate change in China’s 
three urban agglomerations: the Beijing-Tianjin-Hebei region, the Yangtze River 
Delta region, and the Pearl River Delta region through the daily climate data and 
urban population data [10]. They concluded that urbanization has a more significant 
impact on the temperature, but the impact of precipitation is not obvious. Niyogi et al.
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analyzed the effect of the eastern United States’ urbanization on summer rainstorms 
through satellite remote sensing vegetation data [11]. Lin et al. found that the intensity 
of heat island effect is significantly associated with the speed of urban infrastructure 
construction, the change of the underlying surface, and the local climate factors [12]. 

According to Thanh Hoan et al. for Hanoi City of Vietnam, transforming a chosen 
area from vegetation to built-up can result in enhanced thermal contrast by 3.3 °C 
[13]. Climate change also enhances the global threat posed by natural hazards and 
anthropogenic stress [14]. Some studies also explored the impact of population and 
land use and cover change (LUCC) on climate change such as temperature, precipi-
tation, greenhouse gas concentrations, and urban heat island effect [15–19]. It can be 
seen that depending on different regions and scales, the impact extents and patterns 
are also different. However, universal evidence of association between these factors 
and climate change has been found in this literature [20–22]. 

It is a challenging issue to measure the urbanization level. On the one hand, 
urbanization systems are complex dynamic systems influenced by many indicators 
or factors. The methods used in urbanization level evaluation (ULE) are various and 
still under study. On the other hand, ULE is heavily dependent on different develop-
ment levels and patterns for cities in different countries or regions. Long before, 
it was found that the urban population of some third world countries increased 
rapidly. However, the growth of GDP (Gross Domestic Product) and the built-up 
area was much lower than population, i.e., population growth did not bring “effec-
tive” urbanization [23, 24]. What’s more, economy development isn’t also equal to 
urbanization. 

In China, for example, urbanization lags behind economic development, for which 
some reasons are analyzed by Jun [25]. Compared with other factors associated with 
urbanization, the statistics of population data are more perfect. Therefore, in some 
studies on urbanization, population size and density is used to represent urban scale. 
For example, when ranking the city level in China, the population size is one of the 
most important concerning factors. Nonetheless, only demographic data are far from 
a complete description of urbanization. Therefore, in ULE, researchers generally 
consider a variety of variables comprehensively. For example, Zhao et al. proposed 
an indicator system considering urban construction, economic development, social 
development, etc. [26]. 

In this chapter, taking four contiguous cities in China’s Beijing-Tianjin-Hebei 
region as the study area, the meteorological, socio-economic, and LUCC data were 
synthetically used to explore the correlation and variability between urbanization and 
local climate change. We constructed urbanization indicators based on population 
size, population density, GDP, built-up area etc., socio-economic data. Several data 
analysis methods including Pearson’s moment correlation, Spearman’s rank corre-
lation, and EOF were selected to achieve the goals. The conclusions drawn from 
our study can help urban planners foresee the potential climate change induced by 
urbanization to a certain extent, and provide guidance for the prevention and control 
of extreme weather in cities and towns.
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2 Materials and Methods 

2.1 Study Area 

We chose the Beijing-Tianjin-Hebei region as the study area, which extends from 
113°40'E–118°10'E in latitude and 38°20'N–41°10'N in longitude (Fig. 1). The time 
span is 1980 to 2015, which is also one of the most rapid period of urbanization 
in the study area. The Beijing-Tianjin-Hebei region is one of China’s three major 
urban agglomerations and one of the largest urban agglomerations in the world. In 
the past few decades, the study area had rapid urbanization. According to the China 
Demographic Yearbook data, as of 2014, the population of the Beijing-Tianjin-Hebei 
region has increased by about 109 million since 1978. The population density is low 
in the northwest of the Beijing-Tianjin-Hebei region and high in the southeastern. 
Four densely populated cities: Beijing, Tianjin, Baoding and Langfang are formed 
during urban development. 

In this chapter, the four cities: Beijing, Tianjin, Langfang, and Baoding in the study 
area were selected as the representative cities, and Langfang and Baoding were used 
for referents. Langfang is located at the connection between Beijing and Tianjin, and

Fig. 1 The geographical extent of the study area and its location in China 
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the urban development is relatively slower than Beijing and Tianjin. In addition, on 
April 1, 2017, a notice was issued to set up a new zone called Xiongan New Area, 
which is supposed to divert Beijing’s non-capital functions to ease the increasing load 
of the metropolitan city. Urbanization is bound to bring some climate impact in the 
future development of Xiongan New Area. Baoding and Langfang are located near 
the new zone and will be accelerated in their development in the future. We expect 
to provide useful suggestions for constructing the new zone and its neighborhood 
from this study. 

There is a total of 8 surface meteorological stations located within the study 
area: 3 in Beijing, 3 in Tianjin, 1 in Baoding, and 1 in Langfang. The locations and 
distribution of these stations can be seen in Fig. 1. 

2.2 Methods 

2.2.1 Evaluating Urbanization Levels 

Based on some studies [27–31], we proposed a composite index to represent the 
regional comprehensive urbanization level by adding three normalized indices: 
normalized population density, normalized GDP, and normalized proportion of 
built-up area, i.e., the composite urbanization level index is expressed as: 

C I  = I (1) + I (2) + I (3) (1) 

where, I(i), i = 1, 2, 3 denotes the ith normalized individual index, which is calculated 
as follows: 

I (i) = 
x (i) − x (i ) min 

x (i) max − x (i) min 

, i = 1, 2, 3 (2)  

where x is the value of the individual index for the current year, xmin and xmax are the 
minimum and maximum values from all years respectively. 

The yearly values of individual indices were collected and calculated from the 
National Bureau of Statistics Data Center and the Statistical Yearbook of Hebei 
Province. The original data in some regions of Hebei province changes abruptly 
because of the administrative area adjustment. For example, Baoding area and 
Baoding city were merged into a new municipality in December 1994. The new 
municipality is still called Baoding and directly under the Hebei province govern-
ment. Dingzhou, previously administered by Baoding, had not been under Baoding 
by June 2013. This change of administrative division leads to a decrease by 1200,000 
in population in the new Baoding. To maintain the consistency of the data, the statis-
tics were consistently made according to the administrative areas of the four cities in
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1980. We obtained the permanent resident population, GDP, and built-up area in four 
cities: Beijing, Tianjin, Baoding, and Langfang from 1980 to 2015. The area of each 
city was obtained according to its administrative area in 1980. Finally, we calculated 
the permanent resident population densities, GDP per unit area, and proportion of 
built-up area through dividing the values by area. 

We also used LUCC data to evaluate the creditability of the proposed index. The 
LUCC data are from the Chinese Academy of Sciences Resources and Environment 
Science Data Center (http://www.resdc.cn/). The format of the data is raster data. The 
time span is from 1980 to 2015 and the retrieved time interval is 5 years. The insti-
tution produced the data by artificial visual interpretation taking Landsat TM/ETM 
remote sensing images as the main data source. The land classification standard 
in the original dataset are derived from “China’s 1:1,000,000 land use map” [32]. 
According to the standard, the land use types include: (I) farmland, (II) forest land, 
(III) grass land, (IV) waterbody, (V) rural land, urban land, industrial and mining 
land, (VI) unused land. We calculated the proportion of type V to reflect the human 
activity. 

2.2.2 Calculating Meteorological Variables 

The original meteorological data were obtained from the China Meteorological Infor-
mation Center, which are the daily observations of the meteorological stations in the 
study area (there is a total of 8 stations as shown in Fig. 1). The period is from 1980 
to 2015. We obtained an array of annual meteorological variables according to the 
research needs by synthesizing the original data in annual and quarterly time scales. 
There are a total of 33 variables for each station (including 20 temperature variables 
and 13 precipitation variables). We referred to the definitions of these meteorolog-
ical variables by CMDC (China Meteorological Data Service Center, http://data.cma. 
cn/en) and calculated them by developing a Matlab code. 

2.2.3 Analyzing Correlation and Variability 

(1) Pearson’s moment correlation analysis 

The Pearson’s moment correlation coefficient was used to describe the linear corre-
lation between the composite urbanization level index and meteorological variables. 
It is calculated as: 

rxy  = 
∑ 

xi yi − nx y 
(n − 1)sx sy 

= n 
∑ 

xi yi − 
∑ 

xi 
∑ 

yi 
/
n 

∑ 
x2 i − ( 

∑ 
xi )

2 
/
n 

∑ 
y2 i − ( 

∑ 
yi )

2 
(3) 

where [xn] and [yn] are observed samples for the two sets of concerned variables, 
and sx, sy are their standard deviation, respectively. Since the Pearson’s moment

http://www.resdc.cn/
http://data.cma.cn/en
http://data.cma.cn/en
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correlation coefficient describes the linear relationship between the two variables, its 
value is not affected when one of the variables has a translation. This is very bene-
ficial in studying the impact of urbanization on climate change, because the impact 
of urbanization on climate change may lag behind, Pearson’s moment correlation 
coefficient can avoid this lagging effect very well. 

(2) Spearman’s rank correlation analysis 

On the other hand, Spearman’s rank correlation was used to investigate the correlation 
of two variables [33]. Assuming that the sample size is n, the two statistical variables 
are [Xn] and [Yn], and they are sorted into hierarchical data [xn] and [yn], respectively. 
The Spearman’s rank correlation coefficient is: 

ρ = 
∑ 

i (xi − x)(yi − y) 
/∑ 

i (xi − x)2
∑ 

i (yi − y)2 
(4) 

In general, the Spearman’s rank correlation coefficient is applicable for small 
sample size [34]. In this study, the Spearman’s rank correlation coefficient is selected 
for the correlation analysis between the LUCC data and the climate variables (since 
the number of the LUCC data has only 7 periods). 

(3) EOF analysis 

The EOF analysis method finds EOF by calculating the eigenvalues and eigenvec-
tors of the anomaly covariance matrix of the time series data, and the derived eigen-
values provide a measure of the percentage of the variance explained by each mode. 
Generally, most variance is included in the first several modes. 

In the practical application, the field T in the m space points is assumed to have 
n observations for each point (i.e., m × n observation matrix). The EOF analysis 
transforms the field T into the product of the time function and the space function: 

Ti j  = 
m∑ 

q=1 

diq tq j (5) 

where diq is a spatial function and does not change with time (also called modes), tqj 
is a time function that is orthogonal to diq. In general, the variance contribution rate 
of the temporal functions of the first several modes can reach more than 75%, which 
explains most of the variance. The calculation of the variance contribution rate of 
a mode can be referred to [35]. Before performing EOF analysis, each sample time 
series need be centered (mean subtracted) [36].



528 S. Zhong et al.

3 Results 

3.1 Regional Urban Development 

Figure 2 shows the permanent resident population densities of the four cities from 
1980–2015. The growth rates of the population densities also were plotted. We can 
see that the population densities in Beijing and Tianjin had a rapid increase in the first 
decade after 2000. The year of 2002 is the change point of time when the population 
densities in Tianjin are higher than Beijing before that and lower after that. There is a 
stable accelerating growth for Beijing and Tianjin during 2001–2008 and an overall 
slow and stable increase in Baoding and Langfang. Several growth peaksSeveral 
growth peaks appear at different points of time during the whole study period. The 
growth rates are generally positive except two cases: Beijing in 1997 and Baoding 
in 2011, showing negative growths close to zero. 

Figure 3 shows the changes of GDP and the built-up area in the four cities during 
1980–2015. From the change curves of GDP, Beijing and Tianjin, and Baoding 
and Langfang have similar increase processes, respectively. However, Beijing and 
Tianjin’s GDP have faster increases than that of Baoding and Langfang, which indi-
cates urbanization of Beijing and Tianjin is far faster than Baoding and Langfang. 
The acceleration of urbanization in Beijing and Tianjin occurred in 2004 or so. The 
newly added built-up area in Beijing and Tianjin is significantly larger than Baoding 
and Langfang from the change curves of built-up area. Tianjin’s increase in built-up 
area is quite stable. Beijing has an obvious increase from 2000 to 2003, and keeps a 
large and stable increase hereafter.

The LUCC data of each period in the study area were processed in ArcGIS, 
into 3200 × 4000 grid (1 km × 1 km per grid). The proportion of residential and
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Fig. 2 Population densities and growth rates in Beijing, Tianjing, Baoding, and Langfang in recent 
decades. The growth rate is calculated based on the population density of the previous year. The 
population data of Baoding and Langfang before 1984 are not available 
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Fig. 3 The change curves of GDP and built-up area in Beijing, Tianjing, Baoding, and Langfang 
in recent decades

Fig. 4 The proportion of 
residential and construction 
land for different period in 
the four cities during 
1980–2015 
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construction land for different period in the four cities are shown in Fig. 4. The  
increases of Beijing, Tianjin and Langfang in residential and construction land are a 
little larger than that in Baoding. 

3.2 Local Climate Change 

From the changes of the annual average temperature in Fig. 5, it can be seen that 
yearly temperatures in most stations in the study area have overall dominant increase 
trends. During 2010–2015, there is an abrupt decrease first and then a rapid increase 
for all stations under consideration.

Figure 6 shows the annual cumulative precipitation in the study area. We can see 
that the annual cumulative precipitation shows no obvious trend. Several piecewise 
trends can be seen in some stations and certain periods, such as from 1999 to 2012 
in stations 5411, 54,623 and 54,602. Nonetheless, the global trends for every station 
are still nonsignificant according to a trend test algorithm of linear regression.
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Fig. 5 The annual average temperature profiles in eight meteorological stations in the study area 
from 1980–2015

3.3 Correlation and Variability 

(1) Pearson’s moment correlation analysis between population/urbanization and 
the annual average temperature/the annual cumulative precipitation. To explore 
the correlation between urbanization and climate change, we calculated the 
Pearson’s moment correlation coefficient by making linear regression between 
population/urbanization and the annual average temperature/the annual cumula-
tive precipitation, respectively. The variance test was performed on the two sets 
of data before the t-test. The variance of the two sets of data was not the same, 
so the heterogeneity hypothesis t test was used. Finally, the heteroscedasticity 
hypothesis with two tails was carried out and the results are shown in Tables 1 
and 2.

From Tables 1 and 2, we can see, except Tianjin, there are quite significant linear 
correlation between annual average temperature and normalized population index/CI 
in the other three cities. However, there is a relatively weak linear relationship 
between precipitation and population/urbanization. 

(2) Spearman’s rank correlation analysis of climate data and LUCC
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Fig. 6 The annual cumulative precipitation profiles in eight meteorological stations in the study 
area from 1980–2015

Table 1 Pearson’s moment correlation coefficients between population/urbanization and the 
annual average temperature 

Temperature Annual average temperature 

Beijing Tianjin Langfang Baoding 

Normalized population index 0.96** 0.75 0.97** 0.91** 

CI 0.84* 0.60 0.95** 0.91 

**Indicates the significance level is 0.05, *indicates the significance level is 0.10 

Table 2 Pearson’s moment correlation coefficients between population/urbanization and the 
annual cumulative precipitation 

Precipitation Annual cumulative precipitation 

Beijing Tianjin Langfang Baoding 

Normalized population index 0.42 0.23 0.64 0.24 

CI 0.50 0.20 0.54 0.31 

**Indicates the significance level is 0.05, *indicates the significance level is 0.10
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Spearman’s rank correlation analysis correlation between the LUCC data of 1980– 
2015 and the corresponding climatic factors is analyzed. The Spearman’s rank 
correlation coefficients are shown in Tables 3 and 4. 

Tables 3 and 4 show that the correlation between residential land and industrial 
land coverage and each of climatic factors is consistently strong (the correlation is 
consistently positive or negative). The coverage rate of residential land has a stronger 
correlation with the average summer temperature, the annual hot days, the annual 
temperature difference, the annual cumulative precipitation, the cumulative summer 
precipitation, the annual rainstorm days, and the daily average precipitation of rain-
storm. The coverage rate of industrial and mining land has stronger correlation with 
annual average temperature, annual temperature difference, and annual cumulative 
precipitation of rainstorms.

Table 3 The Spearman’s rank correlation coefficients of temperature and land coverage rate 

Temperature Residential 
land 

Industrial 
and mining 
land 

Greenland Waterbody 
and wetland 

Unused land 

Annual 
average 

Beijing +0.18 +0.25 +0.07 −0.11 +0.01 

Tianjin +0.64 +0.65 −0.06 +0.12 −0.37 

Langfang −0.11 +0.59 −0.31 +0.00 +0.20 

Baoding +0.12 +0.30 −0.19 −0.02 −0.01 

Summer 
average 

Beijing +0.75 +0.18 −0.09 −0.01 −0.01 

Tianjin +0.64 +0.56 −0.26 −0.52 −0.10 

Langfang +0.76 +0.39 −0.26 −0.22 −0.06 

Baoding +0.43 ++0.20 −0.59 −0.00 +0.01 

Winter 
average 

Beijing −0.31 +0.13 +0.56 +0.33 +0.43 

Tianjin −0.19 +0.04 +0.18 +0.10 +0.16 

Langfang −0.22 −0.11 +0.39 +0.16 −0.13 

Baoding −0.17 +0.18 +0.20 +0.28 −0.09 

Annual hot 
days 

Beijing +0.84 +0.37 −0.23 −0.17 +0.04 

Tianjin +0.68 +0.27 −0.17 −0.32 +0.00 

Langfang +0.90 +0.13 −0.32 −0.27 −0.25 

Baoding +0.59 +0.24 −0.27 +0.02 +0.29 

Annual 
cold days 

Beijing +0.15 −0.04 +0.11 −0.29 −0.04 

Tianjin −0.25 +0.15 +0.09 +0.43 +0.08 

Langfang −0.11 +0.01 −0.09 −0.30 +0.14 

Baoding −0.10 +0.21 +0.08 −0.48 −0.27 

Annual 
difference 

Beijing +0.70 +0.31 −0.23 −0.21 −0.08 

Tianjin +0.43 +0.62 −0.13 +0.06 +0.16 

Langfang +0.82 +0.62 −0.12 +0.18 +0.22 

Baoding +0.64 +0.44 −0.51 −0.11 +0.16
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Table 4 The Spearman’s rank correlation coefficients of precipitation and land coverage rate 

Precipitation Residential 
land 

Industrial 
and mining 
land 

Green land Waterbody 
and wetland 

Unused land 

Annual 
cumulative 

Beijing +0.74 +0.57 −0.10 −0.16 +0.03 

Tianjin +0.41 +0.18 +0.17 +0.07 +0.20 

Langfang +0.85 +0.64 +0.17 −0.06 +0.04 

Baoding +0.81 +0.44 −0.03 −0.31 +0.04 

Summer 
cumulative 

Beijing +0.76 +0.65 +0.11 +0.06 +0.12 

Tianjin +0.63 +0.59 −0.01 −0.01 −0.05 

Langfang +0.85 +0.30 −0.52 −0.01 −0.01 

Baoding +0.80 +0.32 −0.22 −0.00 −0.13 

Annual 
middle rain 
days 

Beijing +0.22 +0.23 +0.06 +0.21 −0.14 

Tianjin −0.04 +0.02 +0.18 −0.04 +0.08 

Langfang +0.07 +0.28 −0.11 +0.08 −0.09 

Baoding +0.00 +0.33 +0.03 +0.14 −0.20 

Annual 
heavy rain 
days 

Beijing +0.22 +0.15 −0.33 −0.16 −0.02 

Tianjin −0.03 +0.01 −0.18 +0.02 −0.04 

Langfang +0.08 +0.21 −0.30 −0.18 +0.15 

Baoding +0.05 +0.28 −0.17 −0.42 +0.01 

Annual 
rainstorm 
days 

Beijing +0.92 −0.30 +0.07 −0.05 +0.21 

Tianjin +0.66 +0.43 −0.01 −0.11 −0.04 

Langfang +0.92 +0.62 −0.13 −0.04 +0.08 

Baoding +0.88 +0.23 −0.06 −0.02 +0.14 

Annual 
cumulative 
precipitation 
of rainstorm 

Beijing +0.84 +0.46 −0.17 +0.27 +0.10 

Tianjin +0.63 +0.69 +0.09 +0.12 −0.11 

Langfang +0.94 +0.65 +0.11 −0.11 −0.08 

Baoding +0.62 +0.50 +0.12 −0.38 + 0.14

The Spearman’s rank correlation coefficients between Greenland (wetland or 
water bodies) and annual average temperature (or average summer temperature) in the 
four cities are basically consistently positive. Those between Greenland (wetland or 
water bodies) and the average winter temperature are consistently negative. It shows 
that the two land use types have played a stable role on regulating urban temperature 
and can help reduce extreme weather. 

(3) Variability of EOF analysis of urbanization and climatic factors 

After obtaining the meteorological variables from original daily observations and 
the CI calculated by Eq. (1), we performed the EOF decomposition of the CI, 20 
temperature variables, and 13 precipitation variables, respectively. According to the 
results, the explained variance of the first mode for the urbanization index accounts for
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99.28% (Fig. 7). The sum of the variance explanations of the first 10 modes for each of 
33 meteorological variables is more than 90%, indicating that the 33 meteorological 
variables can be explained by their first 10 modes, respectively. Finally, we only chose 
EOF1 of the CI to represent the urbanization evolvement and explored its correlation 
with the modes for each of those meteorological variables. Specifically, the EOF1 
of the CI was compared with the first 10 EOFs for each of the 33 meteorological 
variables. Correlation coefficients were computed and the ones with the highest 
correlation were identified. The results were shown in Tables 5 and 6. Figure 8 
shows the time series of the EOF1s of the CI, the annual maximum temperature, and 
the annual hot days. Their variations (mean subtracted) have the strongest correlation 
among all selected 33 meteorological variables. 

It can be seen from Tables 5 and 6 that the first modes of the two temperature 
variables (the annual maximum temperature and the annual hot days) can corre-
spond to the first mode of the CI. The correlation coefficients are 0.52 and 0.50. The

Table 5 The corresponding EOFs of the temperature variables that have the highest absolute 
correlation coefficients with the EOF1 of the CI 

Temperature Mode Correlation coefficient Variance contribution rate (%) 

Average Annual 2 −0.85 7.74 

Spring 3 +0.52 5.74 

Summer 3 −0.58 7.11 

Autumn 2 −0.61 11.36 

Winter 2 +0.79 7.39 

Maximum Annual 1 +0.52 69.09 

Spring 2 +0.50 5.64 

Summer 7 −0.44 1.59 

Autumn 2 −0.53 9.65 

Winter 3 +0.70 4.74 

Minimum Annual 2 −0.72 11.55 

Spring 2 −0.77 9.69 

Summer 3 −0.52 7.65 

Autumn 2 −0.71 10.42 

Winter 2 −0.68 9.28 

Annual difference 2 +0.88 17.93 

Extreme annual 
maximum 

1 +0.50 55.06 

Extreme annual 
minimum 

3 +0.68 7.44 

Annual hot daysa None – – 

Annual cold daysa 3 +0.58 6.86 

aIt is a hot/cold day if the maximum/minimum temperature in the day is greater than 38◦C/−10◦C
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Table 6 The corresponding EOFs of precipitation variables that have the highest absolute 
correlation coefficients with the EOF1 of the CI 

Precipitation Mode Correlation coefficient Variance contribution 
rate (%) 

Cumulative Annual 5 0.38 4.98 

Spring 5 0.51 3.22 

Summer 6 0.30 4.95 

Autumn 2 0.40 11.11 

Winter 7 −0.42 2.05 

Annual cumulative Light rain 6 −0.58 5.17 

Moderate rain 5 −0.36 5.81 

Strong rain None – – 

Rainstorm None – – 

Annual light rain days 6 0.40 4.21 

Annual moderate rain days 5 0.40 6.08 

Annual strong rain days None – – 

Annual rainstorm days None – – 

Fig. 7 The variance contribution rates of the EOFs for the CI

variance contribution rates are 69.09% and 55.06%, respectively, indicating that the 
variability of the above two temperature variables has a high degree of consistency 
with the variation of urbanization development. By contrast, there is no significant 
correlation between the first mode of urbanization and the first modes of precipita-
tion variables. Furthermore, the first three modes of most of temperature variables 
have the highest correlation with the EOF1 of the urbanization index. While few 
precipitation variables do so. These evidences show the weak association between 
urbanization and precipitation in the study. However, the underlying mechanism of



536 S. Zhong et al.

Fig. 8 The time series of the EOF1s of the CI, the annual maximum temperature, and the annual 
hot days

those kinds of association evidences need to be further investigated in collaboration 
with theoretical analysis. 

4 Discussion 

Kalnay and Cai think Urbanization causes the conversion of the land use and changes 
the thermodynamic properties of the underlying surface. Which results in a general 
increase of temperature in the built-up areas and those temperature variables appear 
uneven distribution in space and time [37]. The study also found that green land, 
water bodies and wetlands have a stabilizing effect on the temperature in the cities. 
Urbanization changes the land use patterns, and plenty of lands are changed into 
built-up areas from green areas. On the other hand, more population and economic 
activities mean more energy consumption and greenhouse gas emission. As a result, 
the urban heat island effect is getting more obvious with rapid population growth and 
economic development. Furthermore, it is worth noting that in some rural areas in 
China, temperature is increasing trend with resident population’s decreasing. Factors 
that may contribute to temperature, as well as factors other than population growth, 
jointly lead to a gradual increase in temperature in the rural areas. However, these 
kinds of background patterns are basically fixed for a certain city, and we think they 
did not affect the correlation analysis between urbanization and climate change for 
the city. 

The effect of urbanization on precipitation is a little more complicated. Some 
studies thought the influence of urbanization on the wind speed in the urban area 
changes urban precipitation patterns. Urbanization leads to the increase of the rough-
ness of the urban surface, and the rough urban surface will weaken the wind speed 
in the stratum. Furthermore, high-rise buildings in cities block airflow and decrease 
wind speed [38]. The weakening of the wind speed in the urban area leads to the 
change of the convergence field of water vapor in the rainfall area, thus increases
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the occurrence of precipitation. Also some authors thought the uneven temperature 
distribution caused by the heat island effect also causes the instability of the boundary 
layer disturbance and the strengthened city convection. As a result, a short period 
of heavy precipitation occurs more frequently [39]. However, it is not obvious from 
linear correlation analysis and EOF analysis that urbanization has affected the precip-
itation patterns in this study. More variables should be used and multi-scale analysis 
should be performed to find out new evidence. 

While population is used as a main (even unique) indicator to classify urban 
scales and evaluate urban development, some studies showed the urbanization levels 
in China lag behind the economic development. Furthermore, the built-up area is 
increasing with urbanization levels increasing since urban development requires 
plenty of land is changed into residential land and industrial land from green areas. 
Therefore, a synthetic index considering population, economy, and construction is 
required to quantify the urbanization level. Nonetheless, the currently existing urban-
ization indices are a little bit arbitrary anyway, which certainly affects the analysis 
results. To validate and consolidate the analysis results, well-defined urbanization 
indices should be exploited and examined. For example, sensitivity analysis and 
comparison can be done to examine the impact of different urbanization indices on 
results. 

There are global and local contributions to the local climate change. Thus, on 
studying local climate change, we have to face the confounders from global climate 
change. Due to global climate change, it is acknowledged that simply examining the 
association between urbanization and climate may mislead to overestimating the role 
of urbanization on climate. However, according to existing studies, climate change 
all over the world is far less than that in the study area. So we thought we can ignore 
the effect of the global climate change in this study and take the stable constant as 
the benchmark. Furthermore, in this study, we took several areas including underde-
veloped, developing, and developed ones to compare the effect of urbanization on 
climate change. We assumed that the global climate change has same or similar effect 
on these different areas. So these kinds of comparisons between different develop-
ment levels are expected to remove the contribution by global climate change and 
demonstrate the effect of the local urbanization factors. 

We should keep in mind that the association between variables does not mean a 
causal relationship. At the same time, it provides important clues for further causal 
investigation. We also have to acknowledge that data are an important limitation to 
this study though those data used in this study were obtained from either official 
sources or formal scientific research institutions. For correlation analysis between 
land use type data and climate variables, we used Spearman’s rank correlation anal-
ysis (which is applicable for a small size sample) to calculate the correlation coeffi-
cient instead. There are 13 cities and 58 meteorological stations in the study area for 
the EOF analysis, and a time span of more than 30 years. This data volume gener-
ally is sufficient for EOF analysis. The inferences obtained by Pearson’s moment 
correlation analysis is limited because Pearson’s moment correlation analysis can 
only analyze the linear correlation of two sets of variables and cannot reflect other
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possible correlations. For example, for two sets of variables with a form of Y = X2, 
Pearson’s moment correlation coefficient cannot fully reflect its true correlation. 

5 Conclusions 

In this chapter, the influence of urbanization on climate change in the Beijing-Tianjin-
Hebei region was studied by Pearson’s moment correlation analysis, EOF analysis 
and Spearman’s rank correlation analysis by constructing normalized population 
index and CI. The main conclusions are as follows: 

(1) Since 1980, urbanization has a rapid development, population, GDP and built-
up area are generally increasing year by year, and the increasing trend is more 
stable. In the study area, annual precipitation shows no significant trend while 
annual average temperature increases and has a certain linear correlation with 
urban development. 

(2) Compared with the precipitation variables, the first three modes of most mete-
orological variables show better similarity to the first mode of the CI in the 
first 10 modes while those of few precipitation variables strongly correlate 
with the EOF1 of the urbanization index. The correlation between urbaniza-
tion and temperature variability is stronger than that between urbanization and 
precipitation. 

(3) The residential land and industrial and mining land in the four selected cities 
have strong impact on some climatic factors and the impact of residential land on 
climate is higher than that of industrial and mining land. In addition, green areas, 
waterbodies, and wetlands stabilize the temperature in these cities and nega-
tively correlate with the annual maximum temperature and the annual minimum 
temperature. 

The methods used in this study are statistical ones. The “significant” correlation 
in statistics does not necessarily mean that there is a causal relationship between 
the two sets of statistical variables. In other words, we cannot arbitrarily conclude 
that “urbanization leads to climate change” before a further investigation is done in 
collaboration with theoretical analysis. In order to further explore the causal rela-
tionship between urbanization and climate change, the subsequent studies include 
but not limited to the following aspects: correlation analysis with fined grain data 
(e.g., shorter time interval data, satellite remote sensing data with higher space–time 
resolution), validation of the causal relationship with some methods such as Granger, 
and exploration of the correlation between urbanization and climate change through 
theoretical and dynamic approaches.
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6 Recommendations 

Our results show urbanization has brought significant increase in air temperature. 
This is also the well-known urban heat island effect, which is of great concerns in 
modern cities. In order to reduce the negative effect, in the process of urban planning 
and governance, attention should be paid to strengthening the rational planning and 
utilization of land, and optimizing the positive contribution of green space, water 
body and wetland in reducing urban heat island effect. 

It is also imperative to strengthen the research on the effect of different urban land 
cover types on urban heat island intensity. The results will provide scientific clues 
for urban governance. For example, urban policy makers can better plan land use 
to reduce its contribution to the heat island effect such as optimizing space layout 
of land cover type. We also proposed further strengthening research on the trend of 
extreme weather events caused by urbanization and its underlying mechanism and 
providing scientific support for prevention and mitigation of urban meteorological 
disasters. 
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Spatial-Environmental Assessment 
of the Transport System in the Northern 
Emirates, UAE: Toward Policies 
and Practices 

Robert M. Bridi, Naeema Al Hosani, and Ahmed Al Murshidi 

Abstract Environmental degradation that is related to economic growth includes 
greater consumption of non-renewable resources, increased levels of pollution and 
carbon dioxide emissions, and natural habitat destruction. The chapter examines the 
relationship between economic growth, environmental degradation, and transport 
infrastructure development in the northern emirates, an emerging economic region 
in the United Arab Emirates (UAE). The main research question is to what extent 
does economic growth and transport development affect environmental degradation? 
The objectives are to display the transport infrastructure across the northern emirates, 
examine the relationship between economic growth and environmental degradation, 
and recommend policies and practices. Primary data was collected using geographic 
information systems and interactive interviews with personnel from the Ministry of 
Energy and Infrastructure. Secondary data was gathered from government publica-
tions, global organizations, and other researchers. The findings demonstrate that the 
northern emirates’ economy will continue to expand. Transport development will 
allow for a booming logistics sector, building on the location of the east–west trade 
routes and further development of the tourism sector. Furthermore, investment in 
transport has brought increases in local access to healthcare, education, and non-local 
job markets. Sustainable development, however, remains a challenge. Infrastructure 
development has been ad hoc with little planning and proper assessment of the effects 
on the environment. Proposed policies and practices include the introduction of low 
emission zones, investment in ecofriendly public transport, a gradual decarboniza-
tion of the public and private transport system, and the introduction of walking and 
cycling paths.
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1 Introduction 

Environmental degradation broadly refers to any damaging or detrimental change to 
the environment that results in the deterioration or depletion of resources including 
air, water, soil; the obliteration of biomes and ecosystems; habitat disturbance and 
annihilation; species extinction; and pollution [1, 2]. Some of the causes of environ-
mental degradation include population increase, economic growth, resource deple-
tion, and the development of polluting technologies [3–5]. Urban scholars that focus 
on economic growth refer to “a process of creating and utilizing physical, human, 
financial, and social assets to generate improved and broadly shared economic well-
being and quality of life for a community or region” [6, p. 5]. Economic growth 
encompasses both quantitative and qualitative measures. Quantitative measures 
include, for example, gross domestic product (GDP), “the standard measure of the 
value added [and] created through the production of goods and services in a country 
during a certain period” [7]. In addition, qualitative measures refer to progressive 
societal changes that improve the well-being of people and the environment in which 
they live [8, 9]. 

The United Arab Emirates (UAE) consists of seven emirates (Abu Dhabi, 
Dubai, Sharjah, Ajman, Umm al-Quwain, Ras al-Khaimah, and Fujairah) that 
have witnessed significant economic growth over several decades. The economy 
is the second largest in the Middle East (following Saudi Arabia), with a GDP of 
US$421.077 billion in 2019, which places the UAE on par with leading Western 
nations. Government expenditures have created employment opportunities and 
infrastructure expansion with greater private sector holdings. Free trade zones provide 
100% foreign ownership with no taxes and attract foreign investors. The UAE has 
been successful at diversifying its economy; however, currently approximately 30% 
of GDP comes from the oil and gas sectors. Government plans for the future of 
the economy include further diversification into global trade and tourism, industrial 
development, and the creation of employment opportunities [10–12]. 

The chapter examines the relationship between economic growth, environmental 
degradation, and infrastructure development in the UAE. The authors bring into 
focus the development of the transport system in the northern emirates—an emerging 
economic region in the UAE—and the effects this has had on environmental degra-
dation. Given the continued economic growth in the UAE more generally and 
the northern emirates more specifically, the authors assess and devise a variety of 
proposed policies and practices that curb the inevitable environmental degradation 
associated with the development of the transport system. The chapter is organized 
in the following manner: Sect. 2 is a review of the relevant academic literature. The 
authors demonstrate that the existing literature has primarily focused on economic 
growth and economic degradation as it relates to increases in GDP and associated
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carbon dioxide emissions. There is little attention, however, to the development of 
the transport system in the northern emirates and the policies and practices that seek 
to ameliorate further environmental degradation. Section 3 includes the primary 
research question and sub-questions, the objectives of the study, and the hypoth-
esis. Section 4 includes the research design and methodology. The authors draw on 
existing secondary data to demonstrate the correlation between economic growth 
and environmental degradation. Primary data was collected that demonstrates the 
extensive development of the transport system in the northern emirates, and the 
proposed policies and practices to curb the inevitable environmental degradation in 
light of such developments. Section 5 is a discussion of the results. The growth of 
the transport system in the northern emirates is illustrated using geographic imaging 
systems (GIS) mapping and interviews with personnel from the Ministry of Energy 
and Infrastructure that provide important insights regarding existing policies that deal 
with environmental degradation and the transport system as well as future plans and 
prospects. Section 6 is the conclusions and recommendations from the authors on a 
way forward in terms of devising policies and practices that ameliorate the effects 
of economic growth on environmental degradation. 

2 Literature Review 

The relationship between economic growth and environmental degradation was 
established by the early work of Kuznets [13], which was then popularized by the 
development of the Environmental Kuznets Curve (EKC) hypothesis [14]. Scholars 
that examine the relationship between economic growth and environmental degrada-
tion have drawn on the EKC hypothesis. The EKC is an inverted U-shaped curve that 
postulates an initial rise in environmental degradation followed by a peak and even-
tual decrease [15]. This is premised on the environmental degradation that occurs 
during the shifts from the primary to the tertiary sectors in the economy. The primary 
sector is based on the extraction and processing of raw materials (e.g., agriculture, 
fishing, coal, logging, petroleum) for subsistence and commercial use. Globally, 
there has been a decrease of economic activity in the primary sector. For example, 
in 2019 only 10.9% of employment in the US was related to food and agriculture 
and only 1.3% was direct on-farm employment [16]. Following the EKC hypothesis, 
environmental degradation is relatively low during this period of economic growth, 
but begins to rise gradually. 

The shift from the primary to the secondary sector, often referred to as the process 
of industrialization, results in an intensive increase in environmental degradation, 
as illustrated by the rise of the EKC to its peak. The secondary sector primarily 
involves manufacturing. Extracted materials from the primary sector are converted 
into a variety of products. For example, 48% of China’s GDP emanates from industry 
and construction making China the leading country in the world in industrial output. 
This includes iron and steel; machine manufacturing (machine tools, electric power
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equipment, transportation equipment, metallurgical equipment, electronics); chemi-
cals; building materials; paper; textiles; food processing; and other consumer goods. 
China’s industrial production averaged 11.64% growth from 1990 until 2020 [17, 18]. 
According to Wu and Edmonds [19], China’s environmental degradation includes 
intensive land use, lack of water resources, deforestation, desertification, pollu-
tion, urbanization climate change, marine ecosystem degradation, and toxic waste. 
China’s industrialization period provides a stark example of the intensive rise in 
environmental degradation to its highest point in the country’s history. 

The transition from the secondary to tertiary sector, often referred to as the process 
of deindustrialization, phases out heavy industry and ushers in service-oriented 
production. The focus becomes the interaction of individuals rather than the trans-
formation of raw materials into physical goods. Services include utilities, wholesale 
trade, retail trade, transportation and warehousing, information technology, financial 
activities, professional and business services, educational services, health care and 
social assistance, leisure and hospitality, government, and other services. A growing 
portion of people is employed in the tertiary sector in more developed economies. 
The US was the first country where this shift was witnessed following the Second 
World War. Production in the secondary sector fell roughly by half while production 
in the tertiary sector increased to three quarters by 2000 followed by an increase in 
the employment ratio [20, 21]. As of 2019, 80.3% of the labor force in the US was 
employed in the tertiary sector [22]. The evolution from the secondary to tertiary 
sector causes a decrease in environmental degradation due to a shift from manufac-
turing to services, demand by consumers for more environmentally sustainable poli-
cies and practices, and greater political interest in the environment [23] as illustrated 
by the decrease of the EKC. 

Researchers have applied the EKC hypothesis to determine the relationship 
between economic growth and environmental degradation as it relates to carbon 
dioxide emissions. Global carbon dioxide emissions have been rising exponentially 
and are associated with climate change, global warming, extreme weather events, 
the disturbance of ecosystems, and air pollution, all of which affect human health. 
Carbon dioxide emissions, however, have been accepted as part of the hazards that 
come with economic growth. Accordingly, many studies have attempted to under-
stand the economic growth-environmental degradation nexus. Some studies identi-
fied economic growth as indicated by GDP per capita as a cause of environmental 
degradation with the intention of finding effective ways to reduce environmental 
degradation while maintaining economic growth. These studies demonstrate that a 
higher GDP per capita leads to an initial increase in carbon dioxide emissions to a 
peak followed by a decrease as stipulated by the EKC hypothesis [24–28]. While 
such studies demonstrate a positive impact on the environment that results from 
an increase in GDP, other studies have demonstrated the opposite effect [29, 30]. 
The authors point to important issues that impact environmental degradation amidst 
economic growth that are not factored into the EKC hypothesis such as environ-
mental governance, corruption, and the challenges facing developing economies that 
lack environmental standards.
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Other authors have introduced additional variables into the EKC to explain the 
relationship between economic growth and environmental degradation. For example, 
some studies examined energy consumption to understand the relationship between 
economic growth and pollution emissions [31–35]. These studies demonstrate the 
positive impact that a shift from reliance on fossil fuels to electrification has on 
the reduction of harmful pollutants. Other authors have focused on financial devel-
opment’s impact on environmental degradation. Financial development has been 
identified as an important factor because of its impact on carbon dioxide emissions. 
In some cases, financial development reduces carbon dioxide emissions as firms 
and governments invest in research and development and adopt more efficient ‘envi-
ronmentally friendly’ technologies [36–38]. Other cases, however, demonstrate the 
opposite effect. Financial development may increase investment in manufacturing 
and ultimately have a negative impact on environmental degradation [39–41]. Mixed 
results have also been identified with issues related to trade openness. Trade openness 
refers to the relative impact of the sum of imports and export on GDP. It is related 
to issues such as the globalization of a country’s economy. As an economy grows, 
there is a general increase in trade openness. While some studies have identified a 
positive outcome on the environment related to trade openness [42–44] other studies 
have found the opposite [45–47]. 

Another important variable in the relationship between economic growth and 
environmental degradation is urbanization. The number of people living in urban 
areas has been on the rise globally. According to the United Nations [48], in 1950 
30% of the world’s population was residing in urban areas compared to 55% in 
2018 (approximately 4.2 billion) with projections that approximately 68% of the 
globe’s population will be living in urban areas by 2050. As of 2018, approximately 
3.4 billion people were living in rural areas, with projections that the number will 
decrease to approximately 3.1 billion by 2050. India and China have the largest rural 
populations with approximately 893 million and 578 million, respectively. India, 
China, and Nigeria are predicted to account for 35% of global urban growth between 
2018 and 2050, with approximately 416 million, 255 million, and 189 million urban 
inhabitants. Leading urbanized regions as of 2018 included: North America (82%), 
Latin America and the Caribbean (81%), Europe (74%), and Oceania (68%). While 
Asia is approximately 50% urban, Africa remains mostly rural with 43% of the popu-
lation residing in urban areas. Given the large influx of urban inhabitants globally, 
there has been a rise in the number of megacities (more than 10 million residents), 
with 33 megacities in 2018 and projected 43 megacities by 2030, most of which will 
be in developing regions. Among the megacities are Tokyo (37 million), Delhi (29 
million), and Shanghai (26 million). Mexico City and São Paulo have approximately 
22 million inhabitants, while Cairo, Mumbai, Beijing, and Dhaka have approximately 
20 million inhabitants. Some cities in Asia and Europe have stagnated or declined in 
population in recent years due to different factors such as low fertility rates, economic 
contraction, and environmental disasters [48, 49]. 

Urbanization is a global phenomenon resulting from a conglomeration of complex 
processes. This includes both perceived and real benefits associated with the clus-
tering of human activity in areas of close proximity. In particular, urban centers
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provide opportunities and advantages associated with employment prospects, infras-
tructural development such as transport and communications, improved education 
and health care services, and higher standards of living. Urban dwellers have longer 
life expectancy, lower infant mortality, and lower fertility rates than rural dwellers. 
In addition, urban centers are regarded as socially diverse cultural centers, spaces 
of innovation, and drivers of social change [50–52]. Urban centers, however, also 
present significant challenges such as social disparity (rise in criminal activity and 
incarceration), poverty (rise in slum and squatter populations), struggle (civil unrest 
and protests), and environmental degradation. 

Given the higher density in population associated with urbanization, greater 
energy use has significantly impacted air pollution and human health. Urban centers 
have higher concentrations of carbon dioxide emissions, larger volumes of uncol-
lected waste, and flash flooding due to thunderstorms, hurricanes, tropical storms, 
meltwater from ice or snow, and extreme weather events associated with global 
warming. In addition, urbanization promotes less tree cover, inhibits and/or leads 
to the extinction of animal species, increases the release of toxic substances, more 
vehicle congestion, and the loss of habitats and food sources. Such challenges, in 
developing and developed nations, are often the result of ineffective or unplanned 
urban diffusion. This results in greater traffic congestion, poor infrastructure main-
tenance and planning, insufficient affordable housing, significant strain on services 
such as education and health care, air and water pollution. The effects are experi-
enced unevenly by the majority of the populations living in urban centers that are 
at or below the poverty line. In cases where people living at or below the poverty 
line have access to services, often the quality is poor, whereas in other cases specific 
groups of people have no access at all or are marginalized from any decision-making 
processes [53–56]. 

Research that examines urbanization in relation to economic degradation has 
focused on the effects of urbanization on carbon dioxide emissions. Abdallh and 
Abugamos [57] examined 20 countries in the MENA region and found the EKC 
hypothesis did not apply. Energy use and economic growth were identified as primary 
factors impacting the rise in carbon dioxide emissions. Another study that focused 
on different levels of urbanization in three regions across 29 provinces in China 
found that the EKC hypothesis did apply. The results demonstrated different effects 
depending on the level of urbanization with a general increase in carbon dioxide 
emissions to a threshold followed by a decrease [58]. There were similar findings by 
another study that examined the effects of urbanization on carbon dioxide emissions 
in the OECD (Organization for Economic Co-operation and Development) countries 
from 1960 to 2010 where energy consumption and per capita GDP had an impact on 
carbon dioxide emissions [59]. 

Authors that focus on the UAE examined the effects of economic growth and 
urbanization on environmental degradation [60–62]. Some authors found that the 
EKC hypothesis applied among a variety of factors. In general, economic growth in 
the UAE, sustained mostly by high oil prices, brought an initial rise in environmental 
degradation to a peak followed by a decline. An increase in urbanization occurred 
from approximately 54% in 1950 to approximately 87% in 2019 due to rural-to-urban
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migration and the inflow of an expatriate population to urban centers. Further, the 
UAE boasted one of the highest levels of urbanization in the world during the period 
from 2005 to 2010. Such rapid developments have resulted in a significant impact 
on environmental degradation. This was followed by a decrease in environmental 
degradation as the introduction of alternative forms of energy, such as electricity, 
has resulted in the reduction of carbon dioxide emissions. This has been the result 
of the UAE reducing its dependence on petroleum and natural gas and the promo-
tion of renewable forms of energy, such as electricity, to satisfy increasing energy 
demands. This demonstrates that a shift to more energy-efficient technologies lowers 
the harmful effects of carbon-based energy sources. 

A related issue is that of exports. As the UAE adopts more environmentally 
friendly technologies there is a feedback effect on consumption of energy as it 
relates to exports. This demonstrates the importance of adopting renewable energy 
for domestic production, which in turn affects the level of carbon dioxide emissions 
from exports. In addition, the introduction of financial services, including bonds 
and securities markets, into the economy has reduced carbon dioxide emissions. An 
increase in financial services provides more investment in research and develop-
ment on clean energy technologies. Trade openness also resulted in lower carbon 
dioxide emissions as technology transfer from more advance countries allows devel-
oping countries to adopt energy friendly technologies. Such technologies promote 
the electrification of private and public transport, the promotion of online work, and 
improved water treatment and desalination facilities [63–66]. 

Some countries have been effective at mitigating the effects of environmental 
degradation that are caused by economic growth. The UAE, for example, has expe-
rienced unprecedented economic growth since its inception in the 1970s and the 
expansion of its bifurcated economy consisting of the primary sector (mostly extrac-
tion based such as petroleum) and tertiary sector (mostly service based such tourism). 
This, in part, has included an extensive transport infrastructure such as roads, rail-
ways, and airports. Despite such ongoing growth, however, the UAE has been effec-
tive at curbing the negative effects on the environment. This is due to effective 
governance through the management and application of specific policies that, on the 
one hand, ensure economic growth, but on the other hand, take into consideration 
critical environmental issues. 

Much of the academic literature on the relationship between economic growth 
and environmental degradation provides a quantitative assessment that draws on 
the Environmental Kuznets Curve (EKC) hypothesis with mixed and in some cases 
contradictory results. While the authors draw on the many important findings from 
these studies to provide secondary data about the relationship between environmental 
degradation and economic growth, the study builds on the academic literature by 
using GIS mapping to display the arrangement of the transport infrastructure across 
the northern emirates, and recommending policies and practices that achieve collec-
tive purposes shaped with and through civil society and the market at various stages 
of the policy process. This approach builds on the contributions of the existing liter-
ature and provides a way forward for stakeholders in terms of addressing the nexus
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between academic growth and environmental degradation as it relates to the transport 
sector in the northern emirates and beyond. 

3 Research Questions, Objectives, and Hypothesis 

The study’s main research question is to what extent does economic growth affect 
environmental degradation in the northern emirates of the UAE? The sub-questions 
are what is the relationship between the expansion of the transport infrastructure and 
carbon dioxide emissions in the northern emirates? In what ways has the develop-
ment of the transport sector affected economic growth and the subsequent rural to 
urban transition in the northern emirates? What are the protective and/or preventative 
policies and practices that have been implemented in the northern emirates that curb 
environmental degradation? 

The objectives are first, to display the arrangement of the transport infrastructure 
across the northern emirates using GIS mapping. Second, to examine the relation-
ship between economic growth and environmental degradation as evidenced from 
the transportation sector. Third, to recommend policies and practices that achieve 
collective purposes shaped with and through civil society and the market at various 
stages of the policy process. 

The authors contend that there is a direct relationship between economic growth 
and environmental degradation. This is due to some of the effects associated with 
economic growth such as increases in human consumption and the depletion of non-
renewable resources, increases in the levels of pollution including carbon dioxide 
emissions and related phenomenon such as global warming, the destruction of habi-
tats and extinction of species, and so forth. Such outcomes, however, are not the only 
effects associated with economic growth. In some cases, economic growth amidst 
the shift from the primary to the tertiary sectors of the economy has followed an 
inverted U-shaped Kuznets curve where economic degradation decreases during the 
transition to a post-industrial society. This is due to a variety of factors such as 
the move from an industrial to a service based economy, investment and improve-
ments in ‘cleaner’ technologies, less dependence on non-renewable resources and 
the adoption of renewable resources, and so on. Despite the positive effects that a 
transition from the primary to the tertiary sector has had on environment, the outcome 
from studies around the globe have not been conclusive. While in some countries 
economic growth amidst the transition from the primary to the tertiary sectors of the 
economy has had a positive effect on the environment, this has not been the case in 
all countries. In fact, in some countries such a transition has had a negative impact 
on the environment. The only conclusive finding is that economic growth leads to 
environmental degradation, however, the question remains to what degree does this 
occur?
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4 Research Design and Methodology 

The authors address the research questions and objectives using a combination of 
“extensive” and “intensive” concrete research designs [67, pp. 242–251]. Extensive 
research primarily focuses on discovering common properties and general patterns 
as a whole by employing descriptive and inferential statistics and numerical analysis. 
The focus is mainly on taxonomic groups that share similar formal attributes, but 
need not connect or interact with each other. Testing in extensive research determines 
how general the particular findings are in the wider population (replication). Inten-
sive research primarily focuses on how structural processes work out in specific or 
different cases. Attention is given to groups and individuals that relate to each other 
structurally. Intensive research tests determine if the results apply to those individuals 
studied (corroboration). 

The combination of extensive research for understanding macro-level dynamics 
combined with intensive research for understanding micro-level dynamics provided 
a comprehensive understanding of the general patterns and causal processes that 
affect environmental degradation in relation to economic growth more generally 
and the transport system more specifically. The extensive research method that the 
researchers employed to collect primary quantitative data was GIS maps that contain 
data layers and analytics using spatial location. This analysis allowed the researchers 
to determine the extent of the development of the current transport system in the 
northern emirates and evaluate its suitability in terms of addressing issues related to 
economic growth and the effects on environmental degradation. The authors chose 
GIS maps for several reasons. First, the collection of data using GIS provides a 
visual illustration of the development of the transport system in the northern emirates 
that is easily disseminated to other scholars, industry personnel, and policy makers. 
This allows a wider audience to access the findings of the research by overcoming 
academic language that may be difficult for the public to decipher. Second, using GIS 
allowed the researchers to understand the interaction among different phenomena 
such as economic growth, the transport system, and environmental degradation as 
well as their impact on different locations such as mountainous regions, urban areas, 
and city centers. Third, by combining GIS data with other data from secondary 
sources based on descriptive and inferential statistics and numerical analysis the 
authors provided a more comprehensive analysis. Maps produced from GIS data 
can be used to depict relationships and significant areas in a region. This is critical 
in terms of understanding the relationship between economic growth, transport, and 
environmental degradation at different interlocking scales from the local to the global. 
Without a proper assessment, government officials are uninformed, underprepared, 
and may develop policies and practices that are potentially ineffective and irrelevant. 

The primary data that was collected using GIS maps and was combined with 
secondary data from government entities, global organizations, and other researchers. 
The secondary data was primarily used to inform the primary data. It provided the
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authors with a longitudinal analysis of the relationship between environmental degra-
dation, economic growth, and the transport system. This included large data sets that 
allowed for an exploration of specific trends and changes of phenomena over time. 

The intensive research method that the researchers employed to collect qualitative 
data was interactive interviews. Interviewing is a complex social interaction in which 
the researcher and the respondent bring expectations to the interview. This requires 
a high level of interpersonal skills on the part of the researcher so that the respondent 
will feel at ease. A rapport must be established with the respondent to develop 
a trusting relationship [68]. This was accomplished by requesting interviews with 
personnel from the Ministry of Energy and Infrastructure that were acquainted with 
one of the researchers. 

Interviewing is suited for describing both program processes and outcomes from 
the target audience’s perspective or key stakeholder [69]. This included understanding 
policies that have been adopted by the Ministry of Energy and Infrastructure which, 
on the one hand, adhere to the overall development of the infrastructure in the UAE, 
and on the other hand, take into consideration issues that are related to environmental 
degradation. Interactive interviews are a less formal, less standardized, and more 
interactive method of interviewing that gives the researcher an effective manner 
of learning from the respondents what is significant about the issues raised during 
the interview [70]. For example, the researchers discussed issues such as economic 
growth in relation to the development of infrastructure including transport and how 
such developments impact environmental degradation. This enables the researcher 
to build upon and refer to knowledge gained about specific issues. 

The goal of the interviews was to deeply explore the respondents’ points of view, 
feelings, and perspectives regarding economic growth, transport, and environmental 
degradation. This allowed the researchers to have discussions with the respondents 
that explain issues, complexities, and contradictions in order to produce rich and 
varied data. A set of predetermined questions was created that addressed economic 
growth, transport, and environmental degradation issues. First, the authors decided 
what kind of information should be collected and questions posed based on the 
research questions and the objectives. Second, the authors constructed a first draft 
of the questions for revision. Third, the questions were edited and the procedures 
for their use was specified. The way that a question is phrased during an interview 
can have a large impact on how a respondent answers the question. Accordingly, the 
researchers prepared an introductory statement that describes the project followed by 
a lead statement before each question. For example, when questioning a respondent 
regarding environmental degradation, the lead statement to introduce the question 
was, ‘The United Nations International Strategy for Disaster Reduction characterizes 
environmental degradation as the lessening of the limit of the earth to meet social 
and environmental destinations and needs. There are several different techniques 
that are being used to prevent this, including environmental resource protection and 
general preventative efforts’. The questions then follow this, ‘Are there any protection 
and/or preventative techniques that have been implemented in the UAE’s northern 
emirates? Are there plans that build upon and extend existing standards?’ Further, 
the researchers also recognized that different individuals, cultures, and languages
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can impact the interview. Accordingly, particular care was taken into consideration 
to be sensitive to differences from one respondent to another, cultural attributes, and 
languages. In some cases, translation of certain words or phrases from English to 
Arabic was conducted during the interview to facilitate communication. 

5 Results and Discussions 

5.1 The Arabian Gulf, the United Arab Emirates, 
and the Northern Emirates 

In the 1950s, the Arabian Gulf’s economy was mainly based on “nomadic farming, 
date palm cultivation, fishing, pearling, and seafaring” [11]. Following the discovery 
of petroleum, the region exemplified a bifurcated economy comprised of the primary 
sector (mostly resource extraction) and the tertiary sector (mostly service based 
production). Accordingly, the region did not undergo a sufficient industrialization 
period (secondary sector) unlike other regions that experienced industrialization as 
part of their transition to the tertiary sector [71]. 

The UAE is one of the fastest growing economies in the region and the world. 
High levels of construction and infrastructural development are attracting large 
numbers of people to work and live in the country. Following its formation in 
the early 1970s, the economy has been driven mainly by the primary and tertiary 
sectors. The primary sector includes the extractive industries such as petroleum 
and natural gas, which accounted for 29.5% of GDP in 2017. The tertiary sector 
includes wholesale, retail trade, and vehicle maintenance (11.7%); finance and insur-
ance (8.6%); construction (8.4%); public administration, defense, and social security 
(5.8%); real estate (5.7%); transport and storage (5.4%); electricity, gas, and water 
(3.2%); information and communications (2.9%); professional, scientific, and tech-
nical services (2.6%); accommodation and food services (2.2%); administrative and 
support services (1.9%); and other services (3.9%). Accordingly, the tertiary sector 
comprised 62.3% of GDP in 2017 [11]. 

Economic growth in the UAE reflects a unique combination of the success in 
the petroleum and service sectors. The rate of economic growth in the individual 
emirates of the UAE, however, has varied. Abu Dhabi is most dependent on the 
petroleum industry and public sector functions. It has seen substantial growth in 
GDP because of its oil sector. The other emirates have significant growth in the 
non-oil industries given the diversification of the economy. The emirates reflect a 
complex mix of spatial governance with several emirates controlling land that is not 
adjacent and has its own environment and diversity of bioenvironmental habitat such 
as desert, mountains, and marine life [72]. 

One of the consequences of the continued growth of the UAE economy is urban-
ization with a substantial rise in population, driven by both the national population as
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families out-migrate, and the expatriate community, as more employment opportu-
nities become available. This level of population growth requires substantial support 
from public facilities. In the remote areas of the northern emirates, there will be the 
need for considerable infrastructure enhancement to satisfy the needs of changing 
populations. 

The northern emirates’ (Fig. 1) economy will continue to expand. Land, sea, and 
air transport development will allow for a booming logistics sector, building on the 
location at the center of the east–west trade routes. The natural beauty of the land-
scape, appealing environment, and cultural richness will allow further development 
of the tourism sector, particularly in rural areas. 

Rural economies are typically dictated by agriculture, extractive industries, and 
local service activities. The rural parts of the northern emirates are largely situated 
in the inland areas, while the major urban (cities) areas are located along the coast. 
Sustainable rural development is a major challenge. Continued investment in infras-
tructure, providing access to employment and leisure opportunities and enabling a 
good quality of life are key drivers of rural development. 

The scale of infrastructure development that opened many of the remotest areas has 
changed the northern emirates’ rural dynamics. Governments’ significant investment 
has brought rapid increases in local access to healthcare and education, provisions of 
basic utilities, and access to non-local job markets. This has been coupled with strong 
family ties and cultural attachment to local areas that have aided rural development 
and the resulting standard of living available. As such, the tendency for out-migration 
from rural areas has been reduced.

Fig. 1 Location map of the northern emirates of the United Arab Emirates 
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Continued economic growth and population increase is expected in the northern 
emirates. Ongoing investment in infrastructure continues to open new areas to devel-
opment and encourage growth in rural areas; however, much of the development has 
been ad hoc and a more strategic approach to planning is required in the future because 
of the impact on the environment. In particular, transport infrastructure is of strategic 
importance in terms of enabling the future development of the northern emirates. Parts 
of the northern emirates benefit from excellent links with larger settlements whereas 
others suffer from relatively poor connectivity. Currently, appropriate roads do not 
serve some communities in remote parts of the northern emirates. In addition, the 
northern emirates have very limited public transport, which places greater emphasis 
on private transport. Major new development proposals should be accompanied by 
measures and schemes to reduce the reliance on private transport. A reliable public 
transport will help reduce carbon dioxide emissions from private transport that serves 
local residents and tourists. A further reduction in trip distances and the need for car 
journeys through mixed-use planning and establishing dense urban centers between 
rural areas will bring great benefits to the environment. This will improve accessi-
bility to facilities and services, help to reduce vehicle movements, and encourage 
trips by more sustainable modes of transport, therefore improving the health and 
well-being of the population. Moreover, the impact on the natural environment will 
be reduced compared to creating additional roads between existing natural habitats. 

In term of transportation infrastructure, the federal government is responsible 
for constructing and maintaining the highways and roads that connect major cities 
in the northern emirates, while the local governments are responsible for internal 
roads between settlements and collector roads. Figure 2 illustrates the road network 
of the northern emirates spanning the period from 2010 to 2019. The existing road 
network throughout the northern emirates links the major cities along the coasts 
through an expansive highway system. The highway system further extends into the 
identified mountainous areas and branches into dispersing major and minor road 
networks, which provide connectivity to the mountainous areas’ settlements. The 
smaller settlements in very remote areas are generally connected by unpaved track 
roads along the natural terrain.

Figure 3 shows the road network of the northern emirates in 2020, which will 
significantly improve the connectivity of the northern emirates as well as the moun-
tainous areas settlements. The coastal regions of Sharjah and Ras al-Khaimah 
are connected via a highway corridor that bypasses Ajman and Umm al-Quwain 
underneath the developed and congested centers. In addition, a road was recently 
constructed between the mountains that has five tunnels which provide a new traffic 
corridor from Sharjah to the Khorfakkan on the east coast and pass the Fujairah 
downtown area. The existing road network in the mountainous areas is less devel-
oped than the network outside of the mountainous areas. Although there are existing 
major roads and highways in the mountainous areas, several remote settlements are 
connected to each other and the road network via track roads, which are not paved 
or levelled. As a result, driving between settlements can be time consuming and 
dangerous.
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Fig. 2 Road network of the northern emirates spanning the period from 2010 to 2019

5.2 Transport and Environmental Degradation 

Although the transport sector is essential to the world economy it simultaneously 
accounts for approximately one quarter of global energy carbon dioxide emissions, 
97% of which come from transport related emissions (road, air, and marine), while
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Fig. 3 Road network of the northern emirates in 2020

rail and other modes of transport account for the remaining 3%. These figures are 
expected to increase, therefore raising concerns about identifying alternative energy 
sources [73]. In the UAE, road transport is primarily based on gasoline cars and 
diesel trucks and buses. As of 2016, there were approximately 3.4 million registered 
vehicles in the UAE [74]. Much of the urban landscape and planning is geared toward
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automobiles with few alternatives that are being developed. In addition is a car culture 
that promotes luxury cars and SUVs. The transport sector in the UAE accounts for 
22% of the energy consumption and contributes to carbon dioxide emissions [75]. 

The UAE’s road system was ranked seventh globally in the quality index of 
the 2019 World Economic Forum, with extensive connections throughout all of the 
emirates. Road density (the ratio of the length of the country’s road network to the 
country’s land area) in the UAE has been increasing at an average rate of 136% per 
year since 2008 [76]. Abu Dhabi alone had approximately 27,000 km of roads in 2019 
[77] and Dubai boasted an investment of $27 billion in roads and transport during 
the period 2006–2018 [78]. As part of an effort toward energy-saving measures and 
the reduction of carbon dioxide emissions, the UAE replaced all the federal roads 
lamps with LED bulbs, which have a longer lifespan and consume 50% less energy. 
Furthermore, there is a commitment by the Ministry of Infrastructure to continue 
developing the road system using the most advanced technologies and international 
environmental standards [79]. For example, the UAE has incorporated a recycling 
program by reusing asphalt from deteriorated roads to construct new roads. 

The interviews with personnel from the Ministry of Energy and Infrastructure 
regarding the inevitable development of the transport system in the UAE and the 
northern emirates revealed some interesting findings. The UAE has made signifi-
cant technical progress in the development of its transport system that resulted in 
lower carbon dioxide emissions. For example, the Dubai Metro and similar projects 
are committed to developing the transport system while reducing environmental 
impact. Public transport has augmented private vehicle transport and decreased 
vehicle energy consumption. These changes do not necessarily guarantee a solu-
tion to the problem of carbon dioxide emissions, but certainly address issues related 
to decreasing the impact on the environment. One of the challenges that was raised 
for the future is the continued commitment to reducing environmental impact given 
the ongoing economic growth that the UAE is experiencing and the northern emirates 
are projecting. The reduction of road transport emissions will prove to be a challenge 
and the introduction of technological advancements has limited advantages, therefore 
effective solutions are required. 

While technological advancements and innovations cannot be the solution to 
environmental degradation, there is significant potential for such technologies to 
ameliorate the effects on the environment by establishing more sustainable efforts 
in transport. The UAE has introduced several measures such as location analysis, 
connectivity of devices, development of networks, and data capturing, analytics, and 
processing to enhance its transport system. This contributes to land use planning, 
infrastructure development, road maintenance, and so forth. While such advance-
ments bring significant opportunities toward reducing the impact of transport on the 
environment, risks and vulnerabilities remain. Various emerging digital solutions and 
innovations are evolving technologies that require further monitoring, upgrading, and 
investment. The ongoing development of a digitally supported sustainable transport 
system would require significant efforts and investment. This in part is due to the 
undeniable reality that any effective transport system must be reasonably priced to not 
incur greater costs than necessary on allocated budgets as well as provide sufficient
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service to users. Accordingly, a sustainable transport system must strike a balance 
between understanding the costs associated with developing the infrastructure, the 
necessary services required, and greater environmental sustainability. 

Another important point that was raised during the interviews is the relationship 
between economic growth, transport activity, and environmental degradation. There 
is a direct and strong relationship between economic growth and transport activity. 
Simply stated, as the economy in the UAE grew there has been a significant increase 
in transport activity. According to Mattar Al Tayer, Director-General and Chairman 
of the Board of Executive Directors of the Dubai Roads and Transport Authority, 
“Dubai raised $46 billion after it invested more than $27 billion in its roads and 
transport over 12 years”. Additional benefits include reducing travel time and fuel 
cost and increasing the share of public transport from 6% in 2006 to 17.5% in 2018 
[78]. A similar situation is occurring in the northern emirates. As their economies 
grow, transport activity’s impact on the environment will be negative and significant. 
This includes issues such as air quality and noise pollution. 

The UAE has made significant adjustments to address these issues. Traffic flow 
models have been used to improve the transport network. Models have been designed 
using GIS mapping and data analytics to reduce capacity on specific routes thus effec-
tively managing pollution levels and dispersion. For example, the Darb website in 
Abu Dhabi uses GIS to “access fast, up-to-date and reliable information on driving 
directions, car travel maps, bus travel maps (bus routes and bus stops), bus terminals, 
points of interest (ATMs, petrol stations, hospitals etc.), ferry routes and timings. 
Darb also provides information on all airports in the UAE, with particular emphasis 
on details about the airports in the emirate of Abu Dhabi and related facilities such 
as passenger terminals and parking locations” [79]. Furthermore, the “Roads and 
Transport Authority (RTA) launched Smart Drive, an on-board route planning and 
exploration app, which operates without mobile Internet connection. RTA Smart 
Drive App provides turn-by-turn voice and visual instruction, automatic re-routing 
and speed limit alerts while displaying points of interest along the drive” [79]. Such 
efforts are significant and exemplify the impact that financial investment in combi-
nation with technological advancements play in mitigating the inevitable environ-
mental degradation associated with economic growth and related development of the 
transport system. 

While the UAE’s transport system remains heavily dependent on burning fossil 
fuels for energy, which ultimately has a negative impact on the environment, including 
humans, one cannot underestimate concerns about air pollution. The World Health 
Organization (WHO) identified air pollution as a major environmental risk to health, 
which is associated with “stroke, heart disease, lung cancer, and both chronic and 
acute respiratory diseases, including asthma” [80]. Simply stated, lower levels of air 
pollution result in better short- and long-term cardiovascular and respiratory health 
of the population. Most of the ambient (outdoor) air pollution is beyond the control 
of individuals and requires action by governments at various scales from the local to 
the international in a variety of sectors that are related to transport, such as energy 
and urban planning. The UAE has made some progress. For example, there has been 
significant shifts toward alternative modes of power generation by increasing the use
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of low-emissions fuels and renewable combustion-free power sources. This includes 
solar, wind or hydropower, co-generation of heat and power, and distributed energy 
generation such as mini-grids and rooftop solar power generation [80]. 

In terms of urban planning, there has been significant development of energy 
efficient urban transit systems, walking and cycling networks in cities, as well as 
plans for inter-emirate rail passenger travel. However, despite such efforts, the UAE’s 
air quality remains ‘unsafe’. According to the International Association for Medical 
Assistance to Travelers, “The most recent data indicates the UAE’s annual mean 
concentration of PM2.5 is 41 µg/m3 which exceeds the recommended maximum of 
10 µg/m3” [81]. This places the UAE’s air pollution level at approximately four times 
higher than the recommended level by the WHO. The primary factors that contribute 
to air pollution in the UAE are industrial and vehicle emission; however, among the 
most polluted are Abu Dhabi and Dubai cities as the country continues to expand 
its transport network. While data is not available for cities in the northern emirates, 
one can predict with certainty based on current trends in the UAE, that air pollution 
levels will indeed rise as the transport network is developed. While many challenges 
lie ahead, in terms of reversing such trends, stricter air quality guidelines are required 
that include supportive national policies and legal and regulatory frameworks. 

6 Conclusions and Recommendations 

The development of the bifurcated economy in the UAE, like other countries in the 
Arabian Gulf, is comprised mostly of the primary (resource extraction) and tertiary 
sectors (services). Unprecedented economic growth over several decades has resulted 
in dramatic increases in the population as well as significant development of the 
infrastructure including the transport system. In addition, there has been a spillover 
in such developments to the northern emirates. The northern emirates may be viewed 
as emerging economies given the ongoing increase in population and greater demand 
for public facilities. Continued investment in the transport system is essential in terms 
of providing access to employment, leisure, hospitals, schools, and so forth. 

Infrastructure development in the northern emirates has been ad hoc with little 
in terms of planning and proper assessment of the effects on the environment. The 
result has been uneven outcomes, where some places benefit from excellent links to 
larger settlements while others are poorly connected. In addition is the lack of public 
transport, which results in greater use of private transport and does not provide 
sufficient transportation options. A reliable public transport is necessary to reduce 
carbon dioxide emissions, serve local residents and tourists, reduce traffic in the city 
centers, provide greater accessibility to services, reduce air pollution, and decrease 
the number of roads required. 

Proposed plans will run rail from Abu Dhabi and Dubai and connect Sharjah with 
Ras al-Khaimah in the north and Fujairah in the east coast. This will provide efficient 
transport of goods to ports, airports, and major centers of employment thus furthering 
the opportunities for economic growth in those areas. In addition, the development
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of the transport corridors in 2020 significantly improved the connectivity of the 
northern emirates. This includes roads that connect Sharjah and Ras al-Khaimah, 
Ajman, Umm al-Quwain, Sharjah, Khorfakkan, and Fujairah; however, the transport 
system in the mountainous areas is not well developed. Although there are some 
roads and highways, remote settlements are connected with track roads that are not 
paved or leveled. 

Expected increases in the demand for transport services in the future have raised 
concerns about the urgency of identifying effective methods of curbing the environ-
mental degradation associated with the transport system. The UAE’s transport sector 
accounts for 22% of energy consumption and is a major contributor to carbon dioxide 
emissions [75]. In 2016, there were 3.4 million registered vehicles in the UAE and 
road density has been rising at a rate of 136% per annum since 2008 [76]. Public 
transport to date is not well developed or in the cases of the northern emirates is non-
existent. This has resulted in an automobile centric transport system, a car-oriented 
infrastructure, and a ‘car culture’ that promotes luxury cars and SUVs. 

Given these challenges, governing bodies in the UAE have made significant efforts 
at reducing the inevitable environmental degradation associated with the develop-
ment of the transport sector. For example, the development of the Dubai metro has 
augmented private vehicle transport and decreased average vehicle energy consump-
tion. This is recognized as part of the solution to reducing environmental degradation; 
however, some caution is required. The authors contend that the positive impact of 
public transport is limited. This is due to the ongoing demand in the UAE for private 
transport despite the fact that the public transport system in Dubai, for example, 
is among the highest ranking in the world. Accordingly, a balance must be struck 
in terms of the type of public transport (e.g., metro, light rail, busing) that is most 
suitable for booming cities such as Abu Dhabi and Dubai as well as the emerging 
northern emirates. 

The authors make three suggestions in this regard: first, decisions must be based 
on proper assessment of the needs of the public rather than promoting expen-
sive solutions that attract attention. Given the importance of budgeting during the 
ongoing financial crisis since 2007/2008 and the current effects of the pandemic on 
the economy, ensuring efficient use of resources is paramount. Inexpensive solu-
tions, such as busing instead of rail, may bring very effective outcomes in terms of 
covering a larger area and serving more people. Second, more attention is required in 
the northern emirates where an effective public transport system currently does not 
exist. This requires more coordinated efforts at both the federal and emirate levels 
of governments. An effective way forward is for local planners to work with politi-
cians in the development of a plan. The requirements, for example, in one emirate 
compared to another may be quite different. It is only through the expertise of local 
personnel that such nuances are revealed and would make for more effective plan-
ning. Third, studies are required that identify the impact on the environment of a new 
public transport system. This may require the development or revision of existing 
procedures and practices. Much of the existing theoretical framework in the academic 
literature may be used to understand similar scenarios from around the world as these 
provide examples from other regions struggling with similar challenges.
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The UAE has been very effective at using the most advanced technologies in the 
development of the transport system by applying location analysis, connectivity of 
devices, development of networks, and data capturing, analytics, and processing. 
This has contributed to much more efficient operations. Such technologies, however, 
require costly and ongoing monitoring, upgrading, and investment. Moreover, while 
Abu Dhabi and Dubai benefit greatly from such sophisticated infrastructure, the 
northern emirates have not been integrated. In addition, while the development of 
roads and transport in Dubai, for example, has cost approximately $27 billion, $46 
billion was raised following the investment. Additional benefits beyond the economic 
include reducing travel time and fuel cost, increasing the share of public transport 
from 6% in 2006 to 17.5% in 2018, the development of traffic flow models using GIS 
mapping, and data analytics to reduce capacity on specific routes [78]. Such efforts 
are considerable and have been effective at, on the one hand, justifying the economic 
costs of such a sophisticated transport system, and on the other hand, effectively 
reducing the impact on the environment. 

While the authors applaud the progress that has been made in the development 
of the UAE’s transport system, the fact remains that a necessary relationship exists 
among factors such as rapid economic growth, transport development and activity, 
and environmental degradation. One of the most concerning aspects of the develop-
ment of the transport system in the UAE is the effects this has had on air pollution. 
Recent data places the UAE’s air pollution level at approximately four times higher 
than the recommended level by the WHO [81]. Further, the WHO identified air pollu-
tion as a major environmental risk to health connected to stroke, heart disease, lung 
cancer, and chronic and acute respiratory diseases, including asthma [80]. Reducing 
air pollution requires progressive and integrated policies from both the federal and 
emirate governments. The authors make several recommendations in this regard: 
the introduction of low emission zones where access by some vehicles (e.g., large 
SUVs, trucks, luxury vehicles) is restricted or deterred with the aim of improving air 
quality, investment in ecofriendly public transport in the northern emirates, a gradual 
decarbonization of the existing public transport system through the introduction of 
electric busing, the lowering of speed limits, and the introduction of walking and 
cycling paths in the northern emirates. Lastly, one cannot overlook the importance of 
the public. Changes in behavior require nationwide campaigns and continued educa-
tion about public health risks associated with air pollution. This speaks to the most 
vulnerable in our society, such as children and the elderly. Making changes is well 
within the capabilities of the public. It not only requires an understanding of the 
scientific data, but also the costly toll on public health.
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Abstract Over large areas of the Asian part of Russia, air temperatures remain 
below 0° C for a long time, leading to the transition of water from a liquid to a 
solid state and vice versa. Climate warming gradually leads to a decrease in the 
role of cold in the heat and moisture circulation of these territories. Permafrost 
degradation occurs in the permafrost zone. In temperate latitudes, seasonal freezing 
of soil and grounds decreases or completely stops. All this leads to the beginning of 
environmental degradation. The purpose of this chapter is to assess the cumulative 
impact of the main cryogenic phenomena and processes on the underground recharge 
of Russian rivers and processes that form and occur in river basins: In riverbeds, 
catchments, swamps and wetlands, soils, fractured and loose rocks. The chapter also 
presents the authors’ reflections on the evolution of stable and unstable structures in a 
«water flow-ice-channel sediments» system (in annual and multi-year cycles) while 
air temperature decreases, and also lists the main problems, according to the authors, 
arising in the assessment of natural groundwater resources based on hydrological data 
under climate change. As a result of the performed calculations, it was established 
that air temperature plays a significant role in the formation of almost 20% of the 
total annual river runoff in the temperate and northern latitudes of Russia with stable 
winters. The ongoing and forecasted increase in winter air temperature over these 
territories may gradually weaken cryogenic runoff regulation and noticeable changes 
in the water regime. 
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1 Introduction 

Over most of the territory of the Asian part of Russia, negative air temperatures 
persist for a significant part of the year, and winter lasts more than four months. Such 
a long cold period leads to the formation of various cryogenic phenomena associated 
with «water–ice/snow-water» phase transitions: River and lake ice; underground ice, 
aufeises of various types, soil freezing, etc. All these phenomena affect, to varying 
degrees, the hydrological regime and the state of the environment. Climate warming 
is gradually reducing the role of cold in heat and moisture circulation in the gigantic 
territory of Asian Russia. Permafrost degradation occurs in the permafrost zone. In 
temperate latitudes, seasonal freezing of soil and grounds decreases or completely 
stops. These processes lead to the beginning of environmental degradation. As a 
mobile element of nature, water is an active participant in the accumulation and 
transfer of thermal energy over territories and plays a significant role in the formation 
and evolution of the state of the environment. Due to the physical property of water to 
change its phase state, it can both strengthen the ongoing climate changes and weaken 
them. This controversial role of water in environmental change is the article’s main 
focus. 

Many works have been devoted to assess the impact of certain natural cryogenic 
phenomena on the formation of river runoff in Russia [1–6]. It was found that their 
main influence affects the underground feeding of rivers. At the same time, there is 
still no overall assessment of the impact of cryogenic phenomena on river runoff. 
Perhaps, such studies were not as relevant until recently as it became in the last 20– 
30 years due to the climate’s recent and expected future warming, especially in winter 
in the Northern hemisphere. Therefore, the main purpose of this chapter is to assess 
the cumulative impact on the groundwater recharge of Russian rivers, including rivers 
located in the Asian part of the country, of many cryogenic phenomena and processes 
occurring in riverbeds, catchments, swamps and wetlands, soils, fissured and loose 
rocks. 

The general assessment of the impact of cryogenic phenomena on river runoff 
is still a poorly studied area of hydrology, which causes various discussions. The 
chapter presents the authors’ reflections on the evolution of stable and unstable 
structures in «water flow-ice-channel sediments» system (in annual and multiyear 
cycles) as air temperature decreases. Also, according to the authors, it lists the main 
problems arising in the assessment of minimum runoff and groundwater recharge 
of rivers under climate change. The evolution of river flow structures is associated 
with the problem of determining the relationship between the role of randomness 
and determinism in them. The change in structures also determines the variability of 
the water regime of rivers in winter.
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2 Problems of River Underground Recharge Assessment 
by Hydrological Data Under Climate Change Conditions 

Calculation of underground recharge of rivers and their complete drainage of under-
ground aquifers (assessing natural resources of underground waters) is based on the 
division of river flow hydrographs into the surface and underground components. 
There are various schemes for dismembering runoff hydrographs. However, they are 
all united by the fact that the reference ordinates for determining the underground 
recharge are the water discharge in the low-water winter and summer periods. The 
formation of these costs is influenced by hydrogeological conditions and external 
factors, including changes in meteorological conditions. 

Figure 1 shows the factors of the formation of the minimum winter runoff 
associated with the meteorological conditions of the winter period. 

The first and well-studied phenomenon is the accumulation of water in ice. This 
is especially evident in the area of permafrost distribution. Thick ice cover on rivers 
1–2 m thick, ice of different types and seasonal underground ice is formed in these 
areas in winter [7, 8]. This leads to a decrease in the winter river runoff, and in 
the warm season it causes an increase in the underground component of the river 
runoff [9, 10]. The State Hydrological Institute (SHI) has extensive experience in 
long-term expeditionary work in permafrost regions. As a result of these specialized 
expeditionary operations, a large amount of information was accumulated. Based on 
the generalization of this information and theoretical studies, several methods were 
developed for calculating hydrographs in the presence, inadequacy and absence of

Cryogenic regulation of 
winter river flow 

Fig. 1 Schematic hydrograph of winter runoff (1); runoff losses due to water accumulation in the 
ice cover (2). Reduction of underground recharge of rivers due to: A decrease in the throughput 
of small river channels under ice (3), migration of unfrozen moisture in the aeration zone to the 
freezing front of soil (4), the occurrence of low air pressure above groundwater with a decrease in 
their level due to a decrease in air permeability of the frozen layer (5) 
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initial information with an accuracy acceptable for practice [11, 12]. These methods 
can be used in other areas where the winter period lasts more than four months. 

The second factor in the influence of climatic conditions on winter runoff is 
associated with a decrease in the carrying capacity of river channels under the ice. It 
is known that most of the river runoff in river basins located from the forest zone to 
the tundra zone is formed by very small rivers less than 10 km long (70–80% of the 
length of the hydrographic network). With an ice thickness of 0.3–0.5 m, these rivers 
may freeze over or significantly reduce their cross-section. In the northern regions 
of the Russian Federation, small rivers freeze over, and medium rivers can dry up if 
there is no groundwater supply. Suppose the decrease in the underground recharge 
of the river and the river runoff in winter occurs at a lower intensity than the decrease 
in the throughput capacity of the river section with intensive ice formation, then on 
small rivers (where ice is rigidly attached to the banks). In that case, a pressure flow 
regime under the ice may arise. The realization of the pressure can be expressed 
either in the destruction of ice, the release of water to its surface and the formation 
of ice, or in a decrease in the inflow of underground water into the river. On wide 
rivers, the pressure is compensated for by the free rise or bend of the ice cover [13]. 

Calculations of ordinates of runoff hydrographs performed according to the 
method described in [14] showed that the lower air temperature in winter and the 
thicker ice cover, the faster decrease in runoff in rivers occurs. In less severe winters, 
we observe a decrease in river ice thickness and persistence in rivers of higher water 
discharge by the end of winter [15]. An increase in ice thickness, for example, in the 
basin of the Severnaya Dvina River, by only 10 cm, leads to a decrease in runoff at 
the end of winter in small streams, almost two times compared with warm winters. 
For the basin of the Aldan River, the deviation of the average winter air temperature 
from the long-term average by 2–3 degrees leads to a deviation of the average winter 
river runoff by 20–30% from the long-term average [16]. 

The third climatic factor is associated with the migration of unfrozen moisture to 
the freezing front. A study of the conditions for formation of stored soil moisture in 
the winter period in the Vyatka River basin, the objects of the Valdai branch of the 
State Hydrological Institute, showed that the limit values of an increase of stored soil 
moisture due to migration are: 

– about 40 mm with a weak initial freezing (up to 10 cm), 
– about 25 mm with a strong initial freezing (20–40 cm) [17]. 

Accordingly, the groundwater resources may temporarily decrease by these 
values. 

The fourth climatic factor began to be studied relatively recently. However, the 
influence of changes in atmospheric pressure on the water level in wells, the consump-
tion of healing springs, the operation of water mills, etc., has been known for over 
three hundred years. 

Experimental work is being carried out at the SHI to identify the effect of fluctu-
ations in air pressure in the aeration zone on the mode of discharge of underground 
water into water bodies [18]. Already the first results showed that the pressure differ-
ence in the atmosphere and in the unsaturated soil-ground area during the passage
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of atmospheric fronts can be up to 50–100 mm in the equivalent of a water column, 
and in winter—up to 200 mm or more in the event of a seasonally frozen layer, 
poorly permeable to air, which is necessary to fill voids with a decrease in the level 
of groundwater. With the warming of winters, the cessation of freezing of soils and 
grounds, this physical phenomenon, which keeps the rapid drainage of underground 
waters, disappears. It is also appropriate to note that the relationship between pres-
sure fluctuations in the aeration zone during the day (by 2–5 mm in the water layer) 
with the intraday variation of the air temperature at constant atmospheric pressure 
has been recorded. This is probably due to the intraday dynamics of evaporation 
from land. According to the study results, a preliminary conclusion has been made 
that, in addition to the known forces (gravitational, capillary-film, electromagnetic, 
temperature, etc.), the movement of water in soils is significantly influenced by fluc-
tuations in air pressure. This force can lead to the movement of water even if there 
is no slope towards the drain (water body), which has a lower air pressure. 

The increase in air temperature during the cold period in many regions of the 
Russian Federation over the past two decades has led to a decrease in the role of 
the factors described above in the formation of the minimum river runoff [19, 20]. It 
increased 1.5–2 times [21, 22]. Nevertheless, does this also mean a correspondingly 
sharp increase in the natural resources of groundwater? The answer is probably 
no. According to the annual reports of the HMSN Center (website http://www.geo 
monitoring.ru), there have been no significant changes in the regime of ground and 
underground water levels over the past 20–30 years. 

The discrepancy between the increase in the minimum river flow and the relatively 
stable state of groundwater levels can be explained as follows. 

On the one hand, due to significant warming of winters, a decrease in freezing 
of soil and grounds, the infiltration of precipitation and recharge of underground 
aquifers increased. On the other hand, the drainage capacity of the hydrographic 
network has also increased due to the decrease or complete absence of ice cover 
on small rivers and streams. Therefore, the increase in underground water recharge 
in winter is compensated by their more intensive drainage in the upper links of the 
hydrographic network (underground water recharge zone). As a result, groundwater 
levels, even if they do rise, are not as strong as the winter underground feeding of 
rivers. 

The question arises as to why the minimum costs in the summer-autumn low-
water period also increase. One of the reasons may be as follows. Winter runoff 
increased, first of all, due to groundwater drainage, a decrease in the regulatory role 
of other factors described above. In colder winters of the previous climatic period, 
these waters were discharged less (low drainage capacity of small rivers with ice 
cover, freezing of underground runoff channels, etc.). The runoff of small rivers 
decreased. Accordingly, the runoff in the lower links of the hydrographic network 
also decreased. The water level in them decreased, and the conditions for drainage of 
groundwater from deeper aquifers improved (their slope towards the river increased). 
As a result, the runoff of large rivers during this climatic period was formed in winter 
to a greater extent from deeper aquifers.

http://www.geomonitoring.ru
http://www.geomonitoring.ru
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In warmer winters, as noted above, the drainage capacity of small rivers increases, 
the water level in the lower links becomes significantly higher due to the inflow 
from the upper ones, and their drainage of deep aquifers decreases. That is, the 
depletion of subsurface water reserves during warm winters is reduced due to more 
intensive depletion of groundwater. And the underground water accumulated in the 
river valleys (or not depleted in winter) is redistributed during the summer-autumn 
low-water period, when the inflow from the upper links of the hydrographic network 
decreases. Thus, the warming of winters leads to a greater participation in the feeding 
of rivers in the cold period of the waters of the upper layer, and in the warm period— 
of the lower layer of the zone of active water exchange in the lithosphere. At the 
same time, the average annual levels of both groundwater and underground water 
may not change significantly. From this, the same minimum water discharge in the 
river can be formed in warm years, to a greater extent due to the upper aquifers, and 
in cold years—due to deeper ones. 

Thus, the reference minimum water discharge used in the hydrological substan-
tiation of the assessment of natural resources of groundwater does not fully reflect 
them in cold winters. However, in warm winters, it can lead to their unjustified 
overestimation. 

An analysis of the results of experimental studies shows a still poor understanding 
of the physical process of interaction between river waters and underground water. 
This continues to restrain the development of sufficiently substantiated (theoretically 
and physically) blocks of mathematical models that would allow to reproduce this 
process adequately on models and determine the calculated hydrological character-
istics more accurately. Therefore, the SHI plans to continue experimental studies 
of the underground river recharge formation processes with the involvement of all 
interested organizations and specialists. 

3 About Chaos and Order in Cryogenic Phenomena 
and River Runoff Forming Processes 

Among the features of the hydrological regime of northern rivers, the most important 
hydrological role belongs to cryogenic processes and phenomena caused by seasonal 
phase transitions of water with different types’ ice, which create seasonal glaciation 
(SG): River, over-ice, underground. These processes and phenomena are temporary 
accumulators of natural waters in various forms. They redistribute a significant part 
of river and underground runoff throughout a year (less often from year to year) and 
have a noticeable impact on the hydrological regime of rivers. This must be taken 
into account in engineering and hydrological calculations and forecasts. 

The whole set of approaches to the natural ice research and their hydrological role 
fit into three mutually related directions, (a) these are the physical research of the 
various types of ice generating processes under the influence of external and internal 
factors, (b) phenomenological studies aimed at obtaining generalized scientific ideas
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about the spatial and temporal patterns of individual components formation of SG, 
and evolutionary studies of SG, as a single set of its elements, certain forms of 
organization of matter and energy of the geological cryogenic system in general and 
river systems in particular, in the interrelation of these elements, the transition of 
some to others in time and in spatial coordinates. 

Until recently, the research in this direction was limited to an attempt to identify 
only paired relationships: Glaciers-aufeises; glaciers-snowfields-aufeises; river ice-
river aufeises; groundwater icings-seasonal ground ice, etc. This level of the research 
seems to be local. Only after finding out the place of each of the SG components 
in the evolutionary space–time series of the organization forms’ transformations of 
flows of matter and energy in the river systems of northern regions, on the one hand, 
and its formation as an aggregate of lower structural forms, on the other hand, we can 
approach the creation of the foundations theoretical knowledge about the considered 
cryogenic water bodies with all the ensuing scientific, methodological and practical 
conclusions. 

Over the past forty years, the idea of self-organization and self-regulation of 
natural and social objects and systems (synergetics) has been developing with 
increasing intensity in natural science. It was experimentally and theoretically estab-
lished that with a certain change in the external influence, open systems change into 
an unstable state (chaos) in relation to small perturbations. In one case, the instability 
leads to the formation of some new stable structures (order), in the other, to their 
destruction. These patterns can be observed in the evolution of SG. 

Under the influence of gravity, solar and planetary energy, water and energy 
of a certain changing structure continuously pass through river systems. We can 
conditionally highlight two structures. The first one reflects a set of stable internal 
and external relationships of the elements of the river system (RS). This structure 
is a linear tree-like system with one-way flow of substances (liquid runoff, river 
and underflow runoff with dissolved and colloidal substances, sediment runoff) and 
energy (heat flow). The system has a finite number of inputs and one output (river 
system structure—SRS). The second structure reflects stable internal connections, 
relationships between the elements of the flow itself (flow structure—FS). The intra-
annual cycle of solar energy leads to changes in river systems and flow structures, 
especially pronounced in the northern regions and the cryolithozone. 

In the cold season, ice of various types becomes a limiting factor for the flow 
of matter and energy. With an increase in its influence, the nature of the interaction 
between liquid, solid and heat discharge naturally changes in time. In the process 
of self-organization and spatio-temporal change of local FSs, new structures are 
created, which provide a balance between the inflow of heat and energy to RS and its 
outflow. Figure 2 shows the evolution of stable and unstable FSs in time (in annual 
and long-term cycles) as air temperature decreases in winter.

During the period of a free channel, most rivers are characterized by a dynamic 
balance (stable structure) between the water flow, sediment runoff and the forms 
of channel sediments due to self-regulation [23]. At the beginning of winter, when 
water temperature decreases at a certain point in time, intra-water ice is formed.
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Fig. 2 Evolution cycles of liquid runoff organization forms through a river system with an increase 
in the negative temperature field. Structures: A-unstable, B-stable; ice formations: 1-intra-water ice, 
2-ice cover (river ice), 3-river aufeis, 4-groundwater ice, 5-season underground ice, 6-long-term 
underground ice; leading transformations of the substance flow: 8-perennial, 9-seasonal

There is additional resistance to water movement in the water flow due to the hetero-
geneity of its density and an increase in the wetted perimeter. Water refrigeration 
processes begin to withstand the crystallization heat generation processes, which 
slow down the system’s cooling during ice formation. With the addition of a new 
element (slush), the system begins to move from a stable state to an unstable one, 
becoming extremely sensitive to small changes in external influences. Insignificant 
weather or flow hydrodynamics fluctuations in local areas (expansion, narrowing 
of the channel, etc.) may induce significant changes in the ice material density, a 
particular consequence of which is ice jams. In this case, the scale of changes in 
the state of the system is completely incommensurate with the external impulse, 
and the cause-and-effect relationships of the processes are of a random nature. This 
complicates the development of methods for calculating and predicting ice jams on 
a deterministic basis. 

An ice cover is formed after a certain volume of ice material accumulation. Ice 
crystals chaotic formation in the flow entire volume acquires an ordered character 
on the lower surface of the ice cover. The channel capacity is increasing. The flow 
turns into dynamic equilibrium, a steady state. It is achieved by the fact that any 
change in external influence is compensated by a change in the ice thickness or 
ice cover bending, the channel deformation. The system becomes less sensitive to 
external conditions changes. The cause and effect relationships of the processes take 
on a deterministic character. According to a finite number of determining factors, not 
only the ice thickness is calculated quite accurately [24], but also the characteristics 
of winter runoff. 

With a further decrease in air temperature, the ice thickness increases and defor-
mation of the ice cover may occur due to the occurrence of pressure when it restricts
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the cross-section of the water flow. The heterogeneity of the channel morphom-
etry and flow hydrodynamics along the length leads to alternation zones of positive 
and negative deformations of the river ice. From a certain moment, an increase in 
the ice thickness can lead to such a decrease in the channel capacity, at which the 
water pressure destroys the ice cover. Water comes to the surface and the over-ice 
process begins. It provides more intensive energy dissipation through convective 
heat exchange compared to conductive heat during ice-breaking. Stream icings fill 
mainly lowered ice cover areas, increasing its weight, and, consequently, downward 
deflection. In higher areas of the ice cover, the thickness increases with less intensity. 
Therefore, the upward deflection continues under the influence of additional pres-
sure, leading to a new disruption of the ice cover’s solidity and the ice formation. 
Thus, the dissipation of a part of the water flow energy by mechanical means, the 
beginning of which is the destruction of the ice cover, leads to a violation of the 
symmetry of quantitative and qualitative transformations in a self-regulating system 
«ice cover-water flow-channel sediments». The emergence of a new structure in the 
flow again leads it into a disequilibrium state. It becomes «sensitive» to the influence 
of many factors. Cause-and-effect relationships of processes appear to be random. 
That is why any attempts to develop ice thickness calculating methods on a deter-
ministic basis for this structure have not been successful until now, judging from 
the results of the calculation methods analysis [13]. The aufeis rivers winter runoff 
characteristics calculation complexities also take place. 

The positive feedback between the river and under-channel flow leads to their 
hydrodynamic and thermals reformation and the transformation of river valley. At 
low air temperatures, ice-forming waters freeze in the immediate vicinity of the 
groundwater discharge centers and form ice masses of considerable thickness in 
the same places every year. In the warm season, these waters disturb the dynamic 
balance between vertical and lateral erosion of loose deposits in the area, where the 
latter prevails. This is also facilitated by exogenous processes, which increase in the 
aufeis areas. As a result, ice glades are formed. The slope of the rivers here can be an 
order of magnitude less than the slope in adjacent ice-free sections of the rivers [25]. 
River runoff below the ice areas is usually absent, watercourses dry up, and channel 
sediments freeze over. 

Thus, the violation of the symmetry of transformations of processes in RS leads 
to the irreversibility of ice formation, the emergence of a stable structure in the 
«groundwater ice—water flow—channel sediments—ice alluvium» system. Firstly, 
the structure stability is reflected in the formation of the winter regime of icing, which 
has low correlation to weather fluctuations and is stable over many years. Secondly, 
the stability is expressed in the limitation of possible variations in the morphological 
forms of ice fields, which makes it possible to reveal the relationship between their 
area and volume [26]. 

Despite the stability of connections and interactions between RS elements, there is 
a prerequisite for the further development and evolution of the system on a geological 
time scale. Symmetric transformations of the structure as a whole proceed against 
the background of secular irreversible, asymmetric geomorphological and geological
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processes. At a certain stage of development, these mutually opposite processes come 
into conflict, which is resolved in the direction of a more general irreversible process. 

Due to the large width and small slopes on ice glades, the transport capacity of 
the river flow decreases. During the periods of high water and floods, even very 
small fractions of sediment accumulate on them. The surface level of the ice glade 
decreases much more slowly than in adjacent sections of the river. With a gradual 
decrease in lateral erosion, vertical erosion increases. The river valley is redistributed. 
Its consequence is that the cross-section of friable deposits in the ice glade is extended. 
This leads to a decrease of aufeis capacity formation. Part of the water is used for 
the seasonal underground ice formation, frost mounds, and accumulation in the river 
valleys’ friable deposits. Due to the decrease in the ice thickness, the conditions for the 
life of plants are improved, and more highly organized associations replace primitive 
plant groups. Vegetation strengthens soils and increases hydraulic roughness, which 
helps to reduce soil erosion and increase sediment accumulation during floods. The 
system comes out of a stable state again. 

Seasonal underground ice and aufeises at this stage of evolution are characterized 
by extremely high spatial and temporal variability. In the future, even in a stationary 
climatic regime, either a mixing of ice-forming sources upstream may occur or 
groundwater will be filtered in alluvial strata along soil-filtration taliks in an ice-free 
regime. With a low carrying capacity of taliks, water can accumulate in the seasonally 
melted layer of the valley bottoms. The emergence of sporadic permafrost aquicludes 
leads to the accumulation of groundwater in the alluvial sediments of the river valleys 
for a long period, which is one of the main reasons for high runoff coefficients (often 
more than one) at the beginning of the warm season. 

The evolution of aufeises and underground ice of ice glades on a geological time 
scale has not yet been sufficiently studied. Based on the considered approach and 
available data, various ways of their further development can be assumed. The first 
is the reversibility of the process in a stationary climatic situation. Ice begins to form 
again on the river section, gradually spreading to an ever-larger area, contributing 
to lateral erosion. Mounds of cryogenic heaving, seasonal underground ice are «dis-
placed» to the periphery of the ice area. With a cooling climate, the activity of the 
formation of seasonal underground ice due to an increase in the thickness of sedi-
ments on the ice glade will lead to the formation of perennial underground ice. This 
is because of a decrease in the warming effect of the water flow in the channel with a 
decrease in its wetted perimeter due to deep erosion. The second reason is a decrease 
in the thermal conductivity of the cover deposits with an increase in their thickness and 
the formation of a soil-vegetation layer. The formation of perennial underground ice 
will reduce the intensity of water exchange in the area and the convective heat transfer 
by groundwater, upset the dynamic balance between the amount of heat supplied to 
the talik and consumed for heating the frozen rocks surrounding the talik. The size of 
the talik will be reduced until the water-bearing rocks the completely freezing. Frost 
and seasonal underground ice will be replaced by a more stable form of organization 
in the changed natural conditions: Perennial underground ice—permafrost. 

Thus, when the external load (negative temperature field) changes, an alterna-
tion of stable and unstable structures is observed in the evolution of flow elements.
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The nature of changes in the properties of elements when changing structural rela-
tionships is common for different selected cycles, creating conditions for stability 
and variability of the evolutionary process. This shows the fundamental principle of 
symmetry, which can ultimately be the basis for scientific prediction of the system’s 
behavior. 

At the same time, the process is irreversible within each cycle. It spontaneously 
flows only in a certain direction. Irreversibility is the starting point for evolution: The 
violation of time symmetry. The time scale of the evolution of structures changes from 
cycle to cycle. If the first cycle reflects the process on the scale of the winter season, 
then the second and especially the third—in the secular one. In the evolution of the 
last two cycles, the change in the time scale is due to the increased role of processes 
associated with long-term morphological transformations of river valleys with the 
active participation of SG. The latter conclusion must be considered when assessing 
the consequences of anthropogenic impact on rivers’ morphology and ice-thermal 
regime in the permafrost zone, including the predicted climate change. 

In general, the considered evolutionary processes develop according to the prin-
ciple of minimum energy dissipation. Its essence: If not a single state of the system 
is permissible, but there is a whole set of states that agree with the conservation 
laws and principles, as well as the constraints imposed on the system, then the state 
is realized, that corresponding to the minimum energy dissipation (or, equivalently, 
the minimum growth of entropy (a measure of chaos)). In our case, the interaction 
of “cold” and water flow creates structures (order), which together are a kind of 
cryogenic barrage that prevents the rapid drainage of underground and river waters 
(including the thermal energy of the territory) in the absence of atmospheric power 
supply. Cold processes retain heat in the system. 

4 Methodology 

The methodology for determining the cryogenic regulation of rivers underground 
supply is based on the idea that the intra-annual variability of the storage reserves 
of underground aquifers recharging large rivers is insignificant. Underground water, 
especially from deep aquifers, is more regulated and has less variability throughout 
the year than surface water. The low variability of deep aquifers is confirmed by the 
insignificant coefficients of variation of the minimum winter and summer-autumn 
river runoff, which amount to 0.15–0.25 for most medium and large rivers in the 
northern regions of Russia [27]. In the southern regions, these coefficients are higher 
due to the low participation of underground water in the recharge. For example, this 
is manifested in the equality of the winter and summer low-water flows of the springs 
involved in the aufeis supply [28]. 

Studies of the isotopic composition of river waters have shown that the supply 
of rivers, especially in northern latitudes, involves groundwater with an “age” of 
4 to 6 years on average, which is possible only with an appropriate volume that 
determines a small intra-annual variability [9, 29].
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Fig. 3 Cryogenic regulation of underground supply of Russian rivers, l / s km2 

Based on the insignificant intra-annual variability of the resources of the main 
aquifers feeding the rivers, it can be assumed that the underground supply of the 
rivers in winter should be close to or equal to the low-flow summer runoff (in the 
absence of precipitation). If there is a difference, then there is reason to take it 
for the influence of various cryogenic phenomena and processes that complicate or 
redistribute in time the underground feeding of rivers from winter to summer (see 
Fig. 1.). 

The difference between the winter and summer low-water runoff of rivers was 
determined according to the maps of the summer and winter minimum 30-day runoff 
of 80% availability, given in [27]. These maps were compiled on the basis of hydro-
logical observations up to 1980 on medium rivers with catchment areas up to 50–75 
thousand km2. During the period for which the data on runoff were used in the 
construction of maps, there have not yet been changes in the formation of the hydro-
logical regime due to the climate. The fact that the calculations’ low-water runoff 
values of 80% of availability were taken increases the objectivity of the estimates for 
two reasons. First, rivers are mainly fed from deeper aquifers with very little intra-
annual variability in very dry years. Secondly, the role of surface (melt and rain) 
waters in their runoff is small. The values of the deviations of the winter from the 
summer minimum 30-day water flow rates of 80% of the availability, characterizing 
the cryogenic regulation of the underground supply of the rivers of Russia, are shown 
in Fig. 3. 

5 Results and Discussion 

The distribution over the territory of Russia of deviations of the winter underground 
feeding of rivers from the summer varies from 0 to 4 l/s km2, reaching 5 l/s km2 in the
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northeastern regions. The smallest values are typical for the south of the European 
territory and areas of continuous permafrost. This is due to the weak development 
of cryogenic phenomena in the southern regions in the first case. To the south, the 
winter runoff is higher than the summer runoff, since the role of evaporation in the 
water balance of catchments in the summer period is important. A slight decrease 
in the difference in the northern regions is probably due to the fact that there is 
little participation of groundwater in feeding due to the presence of permafrost. 
The greatest values of the influence of cryogenic phenomena are characteristic of 
mountainous regions. Also, an increase in the influence of cryogenic factors can be 
traced in Eastern Siberia, where most rivers freeze, tens of thousands of river aufeis 
and underground water are formed, seasonal underground ice in river valleys and 
rocky ice in the mountains. In vast areas of Western Siberia, the increase in the role 
of negative air temperatures in the formation of river runoff is likely to be due to 
the freezing of the active layer saturated with water and bog hollows. The issue of 
accumulation of bog waters in ice and the effect of this process on the river flow with 
a high degree of boggy is still poorly studied. For Russia, this issue is relevant, since 
the country’s boggy (all peat lands regardless of the thickness of the peat horizon) is 
21.6% (3.69 million km2) [30]. If, for example, we take only the area of bogs with a 
peat thickness > 50 cm−975 thousand km2, then when a 10 cm water layer freezes 
on it, the volume of ice will be 97 km3. Even if half of this water does not participate 
in the winter runoff of northern rivers, this will amount to about 0.8 l/s km2 of losses 
in their feeding, but it will keep the wetlands waterlogged. 

In general, cryogenic regulation of groundwater supply to Russian rivers is almost 
500 km2/year (Table 1), which, for comparison, is, for example, 2 times more than 
the average annual runoff of the Volga River. 

Table 1 Volume of cryogenic regulation of groundwater supply of Russian rivers 

Territory of Russia The average 
duration 
of winter, 
months 

Average module of 
cryogenic flow 
control, 
l/s km2 

The area of the  
territory with a 
stable winter, 
Mm km2 

Volume of 
cryogenic 
regulation of 
river 
underground 
recharge, 
km3/year 

Central and 
northern European 
territory 

4 1 2.2 23 

Ural and Western 
Siberia 

5 1.7 1.6 36 

Middle and 
North-Eastern 
Siberia, Far East 

6 2.5 11 433 

Total amount 14.8 492
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It is important to note that only part of the above annual volume flows into 
rivers and accumulates in different types of ice. A significant volume of ground-
water remains in the aquifers and the aeration zone in winter since the drainage 
capacity of rivers is either completely absent when the river channels freeze, or is 
significantly reduced due to a decrease in the throughput capacity under the ice. 

During the cold season, the underground water flow to river valleys is maintained 
under the influence of gravity. In the absence or a significant decrease in drainage by 
the hydrographic network, these waters accumulate in the riverine part of the basin. 
At the end of winter with warming, they participate in the formation of spring floods. 
So, for example, on the Shamanka River in the Baikal region, it was experimentally 
established that underground water makes up more than 3/4 of the runoff volume 
[3]. Before the beginning of melt water outflow from snowpack (snow cover yield), 
the spring flood runoff coefficients of some Siberian rivers are equal to or more than 
1 because of “underground water flood” [26]. At that the period of minimum winter 
runoff often shifts to the middle of winter with an increase of the catchment area. 
There are also known floods of underground water in spring on the rivers of Yakutia 
called “black water” [31]. 

The main part of the natural resources of underground water (without sub-aquatic 
discharge into the seas and under-channel runoff) discharged into the rivers of Russia 
(NRUW) is approximately 790 km3/year [32]. They are determined by dividing the 
river runoff hydrographs into surface and underground components. The above-
described redistribution of a part of the underground water flow into rivers from 
the cold to the warm period (including the spring flood) makes it difficult to assess 
the natural resources of underground water by dividing the hydrograph into genetic 
components. This problem was partially solved by taking into account the volume of 
underground inflow into rivers, accumulated in river ice and aufeis, in the estimates 
of the NRUW [12, 33]. 

At the same time, it is difficult to determine the part of underground water that 
remains in the river basin due to a decrease in the drainage capacity of the hydro-
graphic network during the formation of ice cover and other cryogenic processes 
[34–36]. It is also important to note that it is not known how much of this “under-
drained” in winter by river beds underground water flows into rivers during the warm 
season of the current year and with what intensity. The volume of underground water 
that did not enter the river network due to cryogenic processes for a year or a number 
of years is not taken into account at all in the NRUW and refers not to resources, but 
to underground water reserves. With the ongoing warming of winters, the weakening 
of cryogenic regulation of runoff, an increase in underground recharge of rivers is 
observed, which has been noted in many publications. 

A controversial question arises—does the increase in winter runoff characterize 
the growth of natural resources of underground water or not [37]? Suppose the 
growth of winter runoff also involves those underground waters that were classified 
as reserves, but in new cryogenic conditions they are drained by rivers. In that case, 
they cannot be unambiguously considered as indicators of the NRUW. This can lead to 
overestimated NRUW estimates, which may be the case in some works [38]. It is not 
excluded that the ongoing decrease in water cut in the central and southern regions of
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Russia, where there is practically no winter, is also associated with the involvement 
of reservoir reserves in the underground feeding of rivers [39, 40]. This can also 
explain the degradation of the primary hydrographic network [41],  the drying up of  
forests in the watershed zones. But in the same period there are examples of flooding 
of territories [42]. Flooded areas are located mainly on the coastal areas of medium 
and large rivers. Here, an increase in the discharge of water coming from the upper 
links of the hydrographic network led to an increase in the minimum water levels 
in the rivers (up to 1–1.5 m), which affected a decrease in their draining role [43]. 
Probably, there is a gradual spatial redistribution of a part of water resources from 
near-watershed areas down to the river valleys of large rivers, with the "drying up" of 
the upper reaches. The incoming part of the water balance of underground aquifers (an 
increase in precipitation and infiltration with a decrease in soil freezing) increased, 
but the depletion of reserves increased more due to reserves. Stabilization between 
the input and output parts of the water balance can occur with a general decrease 
in the water content of the territories, when the groundwater levels of the zone of 
intensive water exchange decrease and, accordingly, the drainage capacity of rivers 
decreases. This will correspond to the state of adaptation of the water system of river 
basins to climate change and, possibly, to the transition to a new “quasi-stationary” 
state in the hydrological regime. Before the stabilization of the water balance of river 
basins located in the areas where the cryogenic regulation of runoff formation has 
stopped, the regional assessment of the NRUW based on the traditional hydrograph 
dissection may be incorrect. This is because of the involvement of groundwater 
storage capacities in the underground recharge of rivers. 

It should be noted that the assessment of the cryogenic regulation of underground 
river recharge based on hydrological observations up to 1980 does not take into 
account a powerful factor—the increase in the layer of seasonal thawing of permafrost 
soils that has occurred in recent decades [44, 45]. It also leads to improved drainage 
of areas, including by improving the hydraulic connection between surface and 
groundwater bodies. This factor is probably no less significant. In some areas where 
permafrost is spread, it can be decisive in forming the water regime of territories 
in modern climatic conditions. For this reason, it can be argued that the performed 
assessment of cryogenic regulation of river flow is rather underestimated for modern 
climatic conditions than overestimated for the northern and eastern regions of Russia. 

6 Conclusions and Foresight for Decision Making 

In the formation of the winter water regime of Russian rivers, a significant role 
is played by the processes of phase transitions water–ice-water in catchments, in 
basins and in channels. Their cumulative impact is estimated at about 500 million 
km3/year and is expressed in two processes: Firstly, in the redistribution of a part 
of the underground supply of rivers from the cold to the warm one and, secondly, 
in the long-term regulation of the underground water storage capacity. The obtained 
estimate can be considered approximate since it was made on the basis of indirect
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manifestations of the processes under consideration in the river runoff regime and 
does not take into account the effect on the formation of the water regime of the 
ongoing increase in the layer of seasonal thawing of permafrost. A more substantiated 
estimate can be obtained only using hydrogeological regime information, which is 
currently extremely scarce, especially in the northern and eastern regions of the 
country. 

The ratio of the incoming and outgoing parts of the water balance of under-
ground aquifers in modern non-stationary climatic conditions is violated due to a 
decrease in the regulatory role of cryogenic processes. With the unchanged supply 
of groundwater by atmospheric precipitation in the future, but with the weakening of 
cryogenic regulation, groundwater reserves (and water content of river basins) will 
decrease. This must be taken into account when assessing the natural and predicted 
groundwater resources and low-water flow of rivers. 

Due to the great importance of cryogenic processes for the hydrological regime 
of Russian rivers, it is advisable to strengthen experimental studies of the interaction 
of surface and ground waters in order to identify the patterns of adaptation of the 
water regime of territories to climate change. Without the results of such studies, 
it is impossible to reasonably develop adaptation measures of the country’s water 
management complex to the ongoing irreversible natural changes in heat and moisture 
turnover in river basins, to increase the reliability and validity of long-term forecasts. 

7 Recommendations 

The existing water management complex in Russia and many Asian countries func-
tions according to the operating rules developed for the conditionally stationary 
regime of river runoff characteristic of the period preceding the climate warming. 
The physical and statistical analysis of the information received during this period 
indicated that the formation processes of the hydrological regime are described by 
dynamic systems, where the past uniquely determines the future. This statement was 
especially widely used in engineering practice, where the frequency curves were 
the basis. It seemed that there was complete predictability of the future state of 
the characteristics of water bodies if there were long observation series, adequate 
mathematical models and powerful computers. The ongoing climate warming has 
led to the occurrence of violations of the hydrological series stationarity and non-
equilibrium of natural processes of the river runoff formation. One of the reasons 
for the non-stationarity in the water regime of rivers is the imbalance between the 
underground and surface components of the river runoff. This violation is associated 
with a decrease in cryogenic regulation of feeding and discharge of groundwater 
during warming winters. 

The complexity of taking into account the nonstationarity of the runoff process 
affects many theoretical and applied sections of hydrology and water management 
and significantly complicates the problem of surface water resources management. 
Since the climate warming continues and is predicted for the future, it should be
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expected that a long period of non-stationarity in the ratio of the surface and under-
ground components of the river runoff and the water regime will persist. Therefore, 
in modern conditions, it is advisable to more often make adjustments to the rules for 
the use of water resources and the operation of engineering structures and facilities. 
This will reduce the risks in the operation of the water management complex due to 
the increasing uncertainty in predicting the state of the hydrological regime in the 
future. 

Acknowledgements The authors express their sincere gratitude to all Russian (Soviet) and foreign 
researchers who have been engaged in studying the very complex problem of the influence of 
cryogenic processes on the hydrological regime and water resources of the northern regions of 
Asia. These processes and phenomena are still not well understood in modern hydrology. The 
authors have presented their views on this issue and will welcome any comments, criticism and 
discussions regarding the ideas and research presented in this chapter. 

References 

1. Sokolov BL (1975) Ices and river runoff. Gidrometeoizdat, Leningrad, p 190 
2. Alekseev VR, Furman MSh (1976) Ice and runoff. Novosibirsk, Nauka, 118 pp 
3. Kravchenko VV (1986) The role of ice in the formation of winter river runoff and ice cover of 

rivers in the western part of the BAM zone. Proc State Hydrol Inst 312:34–84 
4. Obyazov VA, Smakhtin VK (2013) Climate change effects on winter river runoff in 

Transbaikalia. Russ Meteorol Hydrol 38(7):503–508. https://doi.org/10.3103/S10683739130 
70091 

5. Obyazov VA, Smakhtin VK (2014) Ice regime of Transbaikalian rivers under changing climate. 
Water Resour 41(3):225–231. https://doi.org/10.1134/S0097807814030130 

6. Markov ML, Gurevich EV (2013) On the influence of ice cover on the underground compo-
nent of river flow. Hydrosphere. Hazard processes and phenomena 1(4):477–489 (In Russian; 
abstract in English). https://doi.org/10.34753/HS.2019.1.4.477 

7. Crites H, Kokeji S, Lacelle D (2020) Icings and groundwater conditions in permafrost catch-
ments of northwestern Canada. Sci Rep 10(1):3283. https://doi.org/10.1038/s41598-020-603 
22-w 

8. Ensom TP, Makarieva OM, Morse PD, Kane DL, Alekseev VR, Marsh P (2020) The distribution 
and dynamics of aufeis in permafrost regions. Permafr Periglac Process 31(3):383–395. https:// 
doi.org/10.1002/ppp.2051 

9. Sokolov BL (1996) New results of experimental studies of the lithogenic component of river 
runoff. Water Resour 23(3):278–287 

10. Markov ML (1994) The role of cryogenic barrage in the formation of river runoff in permafrost 
regions. Meteorol Hydrol 2:98–104 

11. Methodical recommendations for the assessment of underground inflow into rivers (1994) 
Leningrad, Gidrometeoizdat pp 94 

12. Calculation of underground feeding of rivers in the permafrost zone. Methodical manual (1989) 
Leningrad, Gidrometeoizdat pp 106 

13. Chizhov AN (1990) Formation of ice cover and spatial distribution of its thickness. 
Hydrometeoizdat, Leningrad, p 127 

14. Markov ML (2002) Spatial-temporal dynamics of the relationship between surface and 
groundwater. Collect Work Hydrol 25:90–104 

15. Barisas A Yu (1989) Cryogenic runoff minimum. In: Proceedings of the V All-Union Hydro-
logical Congress. Volume 6. Theory and methods of hydrological calculations. Leningrad, 
Gidrometeoizdat pp 475–478

https://doi.org/10.3103/S1068373913070091
https://doi.org/10.3103/S1068373913070091
https://doi.org/10.1134/S0097807814030130
https://doi.org/10.34753/HS.2019.1.4.477
https://doi.org/10.1038/s41598-020-60322-w
https://doi.org/10.1038/s41598-020-60322-w
https://doi.org/10.1002/ppp.2051
https://doi.org/10.1002/ppp.2051


584 M. L. Markov et al.

16. Gurevich EV (2009) Influence of air temperature on winter river runoff (on the example of the 
Aldan river basin). Meteorol Hydrol 9:92–99 

17. Estimation of melt water losses and forecasts of flood runoff volume (1985) Leningrad, 
Gidrometeoizdat pp 190 

18. Zavileisky SV, Markov ML (2008) Experimental studies of the formation of underground river 
recharge at the facilities of the Valdai branch of the SHI. In: Hydrological research in Valdai. 
Collection of articles for the 75th anniversary of the founding of the Valdai branch of the State 
Hydrological Institute (SHI) pp 38–55 

19. Georgievsky MV (2016) Water resources of the Russian rivers and their changes. Proc. IAHS 
374:75–77. https://doi.org/10.5194/piahs-374-75-2016 

20. Georgievsky MV, Goroshkova NI, Khomiakova VA, Georgievsky DV, Plenkina AK (2021) 
Impact of climate change in autumn-winter period on hydrological regime of the rivers in the 
Small Northern Dvina river basin. Gidrometeorologiya i Ekologiya. J Hydrometeorol Ecol. 
64:466—479. [In Russian]. https://doi.org/10.33933/2713-3001-2021-64-466-479 

21. Shiklomanov IA (ed.) (2008) Water resources of Russia and their use. – St. Petersburg, SHI pp 
598 

22. Shiklomanov IA, Georgievsky VYu (2002) Impact of anthropogenic climate changes on the 
hydrological regime and water resources. In: Climate change and their consequences, St. 
Petersburg, Nauka pp 152–164 

23. Kondratev NE, Popov IV, Snishchenko BF (1982) Fundamentals of the hydromorphological 
theory of the riverbed process. Hydrometeoizdat, Leningrad, p 272 

24. Donchenko RV (1987) Ice regime of rivers of the USSR. Hydrometeoizdat, Leningrad, p 242 
25. Markov ML, Berensen AK (1988) On the formation of ice clearings and their influence on the 

hydrological regime of rivers. Issues of hydrology: Reports of conference of young scientists 
and specialists. Hydrometeoizdat, Leningrad, pp 46–52 

26. Practical recommendations for calculating hydrological characteristics in the zone of economic 
development of BAM (1986) Leningrad, Hydrometeoizdat, pp 110 

27. Construction Norms and Specifications 2.01.14–83 (1983) Determination of calculated 
hydrological characteristics 

28. Markov ML, Vasilenko NG, Gurevich EV (2017) Ice of the BAM zone. Saint Petersburg, 
Nestor-istorya publishing house, Expedition research, p 320 

29. Romanov VV, Ferronsky VI, Vakulovsky SM, Katrich IYu, Rosly EI (1983) Tritium content 
in natural waters of the USSR in 1979-1980. Water resources 3:109-115 

30. Vompersky SE, Sirin AA, Tsyganova OP, Valyaeva NA, Maikov DA (2005) Swamps and 
wetlands of Russia: attempt to analyze spatial distribution and diversity. Izvestiya RAS. 
Geografiya series 5:21–33 

31. Shepelev VV, Pavlova NA (2014) Main components of underground feeding of rivers of 
Yakutia. Sci Educ 2:117–120 

32. Shvartsev SL (1996) General hydrogeology. Nedra, Moscow, p 423 
33. Atlas of the world’s snow and ice resources (1997) (ed. by VM Kotlyakov) Volume II, book 1, 

2. IG RAS pp 270 
34. Zhuravin SA, Markov ML (2010) Development of studies in small research basins in Russia 

and the most recent tasks. In: Status and Perspectives of Hydrology in Small Basins (ed. by A. 
Herrmann & S. Schumann), IAHS Publ. 336:219–224 

35. Lavrov SA, Markov ML (2018) Assessment of the influence of atmospheric pressure on the 
level and flow of groundwater. Engineering survey 12(2) (11–12):44–51 

36. Markov ML (2018) About chaos and order in cryogenic phenomena and processes that form 
river runoff. International scientific and practical conference “The Third Vinogradov Readings. 
Facets of Hydrology” in memory of the outstanding Russian scientist Yu.B. Vinogradov (March 
28–31, 2018, Saint Petersburg State University, Saint Petersburg, Russia). Collection of reports. 
Science-Intensive Technologies Publishing House Intel Group Corporation LLC pp 92–97 

37. Borevsky BV, Markov ML (2014) Is low-water flow rate of rivers a measure of groundwater 
recharge or total groundwater flow? Explor Prot Miner Resour 5:10–16

https://doi.org/10.5194/piahs-374-75-2016
https://doi.org/10.33933/2713-3001-2021-64-466-479


Influence of Cryogenic Processes and Phenomena … 585

38. Dzhamalov RG, Frolova NL, Kireeva MB, Rets EP, Safronova TI, Bugrov AA, Telegina AA, 
Telegina EA (2015) Today’s Groundwater and Surface Water Resources of European Russia 
(ed. by RG Dzhamalov & NL Frolova). GEOS Moscow pp 315 

39. Zotov LV, Frolova NL (2016) Shum SK (2016) Gravity anomalies in 673 basins of large rivers 
in Russia. Nature 5:3–8 

40. Zotov L, Shum C, Frolova N (2015) Gravity changes over Russian rivers basins 652 from 
GRACE, in: Jin S., Haghighipour N., Ip W. (Eds.), Planetary Exploration and Science: 
653 Recent Results and Advances. Springer Geophysics. Springer-Verlag Berlin Heidelberg, 
654:45–59. https://doi.org/10.1007/978-3-662-45052-9 

41. Ivanova NN, Larionov GA (1996) Dynamics of the length of small rivers: factors and quanti-
tative estimates. Causes and mechanisms of drying up of small rivers (ed. by AP Dedkova and 
GP Butakov). Kazan, Publishing house of Kazan University, pp 37–42 

42. Razumov VV, Razumova NV, Molchanov EN (2015) Flooding of lands in the Siberian region 
of Russia. Georisk 4:22–36 

43. Markov ML, Gurevich EV (2019) On the influence of ice cover on the underground component 
of river runoff. Gidrosfera Danger Process Phenom 1(4):477–489 

44. Biskaborn BK, Smith SL, Noetzli J, Matthes H, Vieira G, Streletskiy DA, Schoeneich P, 
Romanovsky VE, Lewkowicz AG, Abramov A, Allard M, Boike J, Cable WL, Christiansen 
HH, Delaloye R, Diekmann B, Drozdov D, Etzelmüller B, Grosse G, Guglielmin M, Ingeman-
Nielsen T, Isaksen K, Ishikawa M, Johansson M, Johannsson H, Joo A, Kaverin D, Kholodov 
A, Konstantinov P, Kröger T, Lambiel C, Lanckman J-P, Luo D, Malkova G, Meiklejohn I, 
Moskalenko N, Oliva M, Phillips M, Ramos M, Sannel ABK, Sergeev D, Seybold C, Skryabin 
P, Vasiliev A, Wu Q, Yoshikawa K, Zheleznyak M, Lantuit H (2019) Permafrost is warming at 
a global scale. Nat Commun 10:264 

45. Groisman PYa, Gutman (eds.) (2013) Regional environmental changes in siberia and their 
global consequences. Springer Environ Sci Eng, Springer Science+Business Media Dordrecht. 
https://doi.org/10.1007/978-94-007-4569-8_4

https://doi.org/10.1007/978-3-662-45052-9
https://doi.org/10.1007/978-94-007-4569-8_4


Forest Successional Change and Its 
Effect on Plant Species Diversity: A Case 
Study for Euxine Forests, NE Turkey 

Alper Uzun and Salih Terzioğlu 

Abstract In this chapter, the effect of forest succession on plant species diversity 
was investigated. The distribution of a total of 422 plant taxa (22 trees, 68 shrubs and 
323 herbaceous plants) to forest succession stages has been revealed. Plant species 
diversity and relative abundance values of tree, shrub and herbaceous layers among 
the succession stages were calculated with the help of the Shannon–Wiener index. 
The Sorensen index determined similarity percentages of the succession phases. 
The succession, which is called sequential change of plants, was examined in three 
layers. The highest values of alpha diversity (H') have been reached at the ecesis-
establishment stage for the herbaceous layer (3.31), at the competition stage for the 
shrub layer (1.95) and at the climax stage for the tree layer (1.03). When all layers 
were evaluated together, it was revealed that the highest value was reached at the 
ecesis-establishment stage (3.52). In addition, it was determined that the floristic 
similarity decreased from the early stage of the succession to the late stages, and 
each stage had the highest similarity with the previous stage. Endemism rates are 
also different among the succession stages and the early stages contain more endemic 
taxa than late stages. In particular, the discovery of a new species (Astragalus ansinii 
Uzun, Terzioğlu & Pal.-Uzun) from the establishment stage in the study area has 
made succession studies more important in terms of conservation biology. 
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Department of Forest Botany, Faculty of Forestry, Karadeniz Technical University, Trabzon, 
Turkey 
e-mail: sterzi@ktu.edu.tr 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 
A. M. F. Al-Quraishi et al. (eds.), Environmental Degradation in Asia, 
Earth and Environmental Sciences Library, 
https://doi.org/10.1007/978-3-031-12112-8_27 

587

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-12112-8_27\&domain=pdf
https://orcid.org/0000-0002-2577-7460
https://orcid.org/0000-0003-4146-3514
mailto:auzun@ksu.edu.tr
mailto:sterzi@ktu.edu.tr
https://doi.org/10.1007/978-3-031-12112-8_27


588 A. Uzun and S. Terzioğlu

1 Introduction 

Biodiversity measurement and indicators are considered as a useful tool in forest 
management plans [1–3]. Although the measurements used alone are not sufficient 
to reach a definitive judgment in managing diversity, they constitute an important 
method in defining, monitoring, and comparing areas [1, 4, 5]. In addition to being 
a guide for the areas that require a management plan, they are important in terms of 
managing the ecological structure more accurately, reflecting the general course of 
vegetation and determining the warning signals that may arise from technical forestry 
or silvicultural practices [6–8]. 

In the last century of human history, forests have been degraded and fragmented 
faster than ever before due to anthropogenic factors, habitat losses, and global 
climate changes [9], and then subsequent forestry. Forestry activities have trans-
formed natural forest ecosystems into different vegetation units [10, 11]. Incom-
plete or unavailable attribute data on degraded or fragmented forest ecosystems has 
always been the biggest obstacle affecting the rehabilitation of these ecosystems and 
decision-making mechanisms in the rehabilitation and restoration of these ecosys-
tems [12]. The successional change model that defines and examines the course of 
nature is one of the most useful methods to overcome this problem [13]. However, 
there are quite a few studies compared to the size of the subject that trying to reveal 
the relationship between diversity and succession [3, 14–21]. The measurements are 
generally used in comparative analysis. Some questions defining certain attributes 
of the subject may come to mind in this regard; For instance; “Are different habitats 
or forest parts more diverse than each other?”, “Will plant diversity change due to 
processes such as succession?” or “Does disturbance affect the endemic species in a 
good/bad way?”. Of course, it is possible to improve these questions. 

Environmental degradation includes physical effects to the land surfaces (eg deser-
tification and soil erosion) [22], aesthetic effects to the scenic features of the landscape 
[23], and ecological effects to the disruption of biodiversity, habitat fragmentation 
and loss (eg deforestation) [24, 25]. Those all occur mostly because of human-
caused reasons. Forestry activities are the biggest factor after fires that play a role 
in the change of forest vegetation. In this ecosystem, most plants are moderately or 
highly dependent on certain vegetation types [26]. On the other hand, Cosmopolitan 
plants can survive in many different vegetation types. Therefore, habitat degradation 
mostly affects species diversity and populations of most dependent or semi-dependent 
endemic species [27]. 

Species diversity is the second element of biodiversity and frequently used in 
calculations. It can be described as a change in the number or phylogenetic diversity 
of species as well as a species composition in general [28, 29]. When species diversity 
is considered on a global scale, it represents life in the world [30]. However, it is not 
enough to explain the species diversity only by the number of species. Apart from the 
number of species in a particular region or unit, the relative abundances of existing 
species are also included in the evaluations [31, 32].
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The criterion of species diversity is the number of species and the taxonomic 
group diversity that includes these species in the ecological system and the degree 
of genetic information they contain [33]. Two important determinants shape the 
diversity of species in plant communities. The first one is the species pool. This term 
includes all species that are natural to a region and other species that can come from 
the environment and settle in that region. The second factor is the local ecological 
connections, which leads to the selection of the species in the species pool that can 
coexist in a community [34, 35]. Lévêque and Mounolou [36] state that a large 
number of species detected in a particular area are a good indicator of wider genetic, 
phylogenetic, morphological, biological and ecological diversity. On the other hand, 
Marques et al. [2] states that a single indicator value to be obtained by combining 
indicator values may be more useful in the management of areas. This value can also 
be used to increase the harmony between ecological structures and public judiciary. 
However, it is a challenging process to present biodiversity with all its components 
and reflect it on plans. In this case, it makes more sense to research biodiversity in 
sections and then establish connections. 

In the last two decades, the number and variety of studies on numerical relation-
ships of forest succession have increased considerably [3, 11, 17, 18, 37–42]. The 
data to be obtained by adding current concepts and methods of mapping of forest 
succession, monitoring forest biodiversity in various vegetation types and phytoso-
ciological studies can offer a broader perspective [5, 11, 43–49]. These also include 
plant species diversity in seral stages of succession, relative abundance among the 
stages, vegetational succession and indicators [50]. As it is known, the vegetation 
of a region; closely related to species diversity and abundance. On the other hand, 
succession allows us to predict the future formation of this diversity. 

The succession is the sequential change of plant composition and vegetation struc-
ture in an ecosystem in a certain time period under the influence of various biological 
and physical environmental conditions [51]. Due to this change, the animal and plant 
species that established in the environment also change and diversitfy. This dynamic 
and progressive process usually takes place gradually over a long period of time. On 
the other hand, forest succession is the changes in stand age and structure, species 
composition and ecosystem functions over time [37, 41]. 

The first studies on the subsequent development of vegetation began with Cowles 
[52], Clements [53, 54] and Cooper [55]. Afterward, Clements formed the first 
theory of climax and succession and, formations and associations have been adapted 
as climax communities to the climates of geographical regions. Later, Clements 
prepared a classification based on relationships and dominant forms of develop-
ment, and in the system he created, he accepted the associations as a broadly defined 
regional community type within the formation by gathering the basic units in the 
formation [54, 56, 57]. The application of the views of sequential change of plant 
communities is very wide in the scientific world even today [3, 11, 17, 18, 37, 39–41, 
58, 59]. 

Clements [54, 56] characterized the succession with a 6-stage series that started 
with the formation of the soil and ended with the final equilibrium (climax). These
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are listed as Nudation, Migration, Ecesis (Establishment), Competition, Reaction 
and Climax respectively. 

This succession model mainly models the progression of the primary succession 
from the beginning to the final equilibrium. The primary succession begins with the 
formation of the soil and progresses until a certain vegetation. This type of succession 
usually takes place in new land pieces exposed by water withdrawal or empty-naked 
areas formed by volcanism activities and without plant reproductive organs of any 
vegetation [60]. Succession in existing vegetations around the world is mostly of 
secondary origin [35, 61]. Secondary succession is a system that occurs in an area 
more or less covered with vegetation. It can make sudden or gradual returns to the 
early stages of the vegetation cover due to the natural disasters (global warming, forest 
fires, insect outbreaks, lightning and storms) or human originate destructions (defor-
estation, habitat fragmentation and loss, intensive forestry activities, overgrazing and 
illegal cuttings) [51, 57]. This process is not only an indication for the determination 
of the course of the forests, but it can also provide the necessary data for future 
projections. 

Nudation Stage is expressed by forming a soil layer that will allow the development 
of a certain vegetation on the terrain, mostly after large eruption masses, sedimentary 
rock fragmentation, newly formed lake shores, and dune movements in the deserts 
[32, 51]. 

Migration Stage is defined as the arrival of plant seeds and diaspores on bare soil. 
According to Clements, migration can often be observed in areas with no vegetation 
(eg dunes) or after any vegetation’s sudden degradation (eg major fires). Migration 
may continue, albeit at a very low rate, even as other succession stages continue 
[15, 51]. 

Ecesis “Establishment” Stage is characterized by minimal competition during 
succession. Many pioneer plant species start to establish themselves in the new 
migration zones or degraded areas [15]. The physical and chemical properties of the 
soil change after this phase. Plant roots begin to go deep, loosen the soil, and increase 
aeration [32]. 

Competition Stage: The dominant individuals or species increase their cover and 
form the canopy. Then, the competition starts for more space and light above the 
ground, for water and nutrients below the ground. As a result, many tree individuals, 
shrubs or herbaceous species showing a narrow ecological tolerance leave the area 
since the conditions of their growing habitats are limited. This stage progresses until 
deaths and canopy gaps are formed. As such, the forest has entered the “Reaction” 
stage [15, 36]. 

Reaction Stage: In this stage, some species gain regional dominance and compe-
tition between plant species decreases significantly [51]. Furthermore, a marked 
reduction in species numbers occurs between the competition and reaction stages. 
According to a study, a 20% decrease in the number of plant species was recorded 
between these two stages in the forest ecosystem [62]. 

Climax Stage (Final equilibrium): In this stage, vegetation is more or less in 
balance with the regional climate. Floristic composition shows a certain continuity 
in terms of structure, physiognomy and life form. This stable vegetation phase is
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called “climax vegetation or final equilibrium” and previously mentioned stages 
occur in certain areas and at smaller scales [15]. According to Whittaker [63], climax 
vegetation is a population model adapted to environmental factors. Climax vegetation 
can also change with the change of these factors (humidity, precipitation, temperature, 
etc.) [32]. Although climax stands are more or less stable stands, a certain collapse 
occurs in old growth forests. The vacated areas at this stage can be covered with 
pioneer tree species or shrubs and herbaceous taxa with high reproductive ability. 
Because habitat conditions have differentiated and new habitat features have become 
suitable for new species arrivals. 

The main objectives to be achieved in the study are as follows: (1) to determine the 
variation of plant species diversity in the stages of forest succession; (2) to evaluate 
how the succession stages in tree, shrub and herbaceous layers affect the plant species 
replacement; and (3) to determine the distribution of abundance according to the seral 
stages of succession, (4) to explore the distribution of endemic and rare taxa to the 
succession stages. 

Therefore, we investigate the relationship between forest succession and plant 
diversity. The results could help in transferring of plant diversity to management 
plans and models in terms of conservation of biodiversity. Also, it will offer a useful 
pathway to the forest managers, planners and technical practitioners in the forestry 
sector to prevent global biodiversity loss in the way of regeneration of the degraded 
forest areas. 

2 Materials and Methods 

Stratified random sampling method was used due to the suitability of the study for its 
purpose. This method is generally used to sample heterogeneous layers that contain 
internally homogeneous areas (layer/stratum/strata) in a given habitat. Habitats are 
rarely uniform in the areas they cover. They are mostly composed of areas smaller 
than the main habitat due to more or less degradation. For this reason, these strata 
are sampled separately from the main habitat fragment as stressed by Hill et al. [64]. 
Stratified random sampling is more advantageous than simple random sampling. With 
this sampling, variability and diversity in habitat can be recorded more accurately 
and differences between layers can be reflected efficiently. In addition, the presence 
of rare habitats in sampling is an absolute necessity for biodiversity studies. 

The study area is first divided into relatively homogeneous units based on vegeta-
tion maps (Fig. 1). Then, the sample plots are randomly distributed inside the current 
units throughout the entire survey area. This type of sampling ensures adequate 
sampling of uncommon units while avoiding oversampling of the most common 
units [64].

Several methods are used to investigate succession. Of them; comparing the 
seral stages of succession in different parts of the same region (the chronose-
quence approach) is one of the research methods frequently used due to its ease 
of application [32]. By combining the information about forest understory obtained
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Fig. 1 Distribution of sample plots to the successional stages

in this way, the progress of succession and the change in plant compositions between 
seral stages can be easily monitored. For this purpose, the seral stages of Clements 
[54, 56] were applied to the study area [65]. For this, we used the forest stand type 
map of the study area obtained from the forest management plan. The preliminary 
field surveys determined the secondary succession stages of forest stands in the study 
area. Then, using averages, weighted succession stages of all forest stand types were 
determined and each was coded with the assigned succession stage numbers (Table 
1).

The symbols in the table consist of the codes given for the dominant tree species, 
development stages using average diameter at breast height (dbh) and crown closure 
types (% cover) of forest stands shown as an example in Fig. 2. Across the entire study 
area, the climax stage has the largest area (1690,5 ha), while the smallest area is at 
the establishment stage (325,54 ha). Although the competition stage (916,4 ha) is 
close to the reaction stage (945,6 ha) as areal, it has a more fragmented structure 
(Table 2).

In diversity calculations, it is stated that it is important to consider the relative 
abundance along with species richness [66]. As a result of analytical discussions, 
mathematical models, and simulations on this subject, there is a positive, simple, 
and strong relationship between species richness, relative abundance of species, and 
proportional diversity [67]. In this context, in order to calculate the plant species 
diversity in the study area, the cover-abundances of the existing taxa were interpreted 
in each sample plot of 1,000 m2 and the representative values were recorded on the
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Table 1 The succession stages of forest stands 

Forest 
stands* 

Succession 
stages 

Forest 
stands 

Succession 
stages 

Forest 
stands 

Succession 
stages 

Forest 
stands 

Succession 
stages 

BDy 4 KnDyLcd2 5 LDybc2 4 Lbc2 4 

BDy-T 3 KnLDybc3 4 LDybc3 4 Lbc3 4 

BLDy-T 3 KnLDycd3 6 LDycd2 5 Lc3 5 

BL 4 KnLcd3 6 LGKncd3 6 Lcd2 5 

BL-T 3 KnLd/a 4 LKnDycd3 6 Lcd3 5 

BLDy 4 KnLd1 5 LKncd3 6 Ld1/a 4 

Dybc3 4 LDya 3 La 3 Çsa 3 

*The present symbols were described in forest management guidelines of General Directorate of 
Forestry in Turkey 
Dominant trees; Kn Fagus orientalis, L Picea orientalis, G Abies nordmanniana subsp. nordman-
niana, Çs Pinus sylvestris, Dy Mixed deciduous trees, T Rocky and stony places, Development 
stages: a regenerated stage (0–7,9 dbh) b young stage (8–19,9 dbh) c mature stage (20–35,9 dbh) d 
overmature stage (>36 dbh); Forest crown closure types; B degraded forest (<0.10), 1: low coverage 
(0.11–0.40), 2: medium coverage (0.41–0.70), 3: full coverage (0.71–1.0)

Fig. 2 Some examples of the succession stages of forest stands in the study area
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Table 2 Areal distribution of successional stages 

Succession stage code Number of pieces of forest stands Area (ha) 

Establishment 3 24 325.54 

Competition 4 193 916.38 

Reaction 5 133 945.61 

Climax 6 181 1,690.53 

Not evaluated – 201 2,111.98 

Total – 732 5,990.04

Table 3 Domin scale [64] Domin scale % cover 

10 91–100 

9 75–90 

8 51–74 

7 34–50 

6 26–33 

5 11–25 

4 4–10 

3 <4 and many individuals 

2 <4 and several individuals 

1 <4 and few individuals 

scorecards according to the Domin scale [64] (Table 3). Although large sample plots 
require more effort to determine cover-abundance values, it is a desired situation in 
diversity calculations. In this way, variations in diversity or relative abundance values 
are lower [68]. 

McIntosh [69] emphasizes that numerical distributions among individuals 
belonging to species are of great importance in the organization of communities. 
Plant communities around the world are diverse in terms of vertical stratification 
consisting of different species. Temperate forest ecosystems in the climax stage that 
have reached maturity are characterized by three layers that can be clearly distin-
guished from each other. The first of these is the tree layer found at the top and forming 
the canopy, the second one; shrub layer; the last one is the herbaceous layer covering 
the soil. Each of these layers has its own groups of species that they interact with. 
Similarly, communities with horizontal expansion may contain different species in 
different regions of the total distribution area [31]. For this reason, these 3 layers are 
taken into consideration while giving the cover-abundance values.
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2.1 Diversity Indices Used 

A diversity index is a mathematical measure of species diversity in a community, and 
there are many indices used today in calculating diversity. It is possible to gather these 
indices under three headings. These are alpha diversity indices, relative abundance 
indices, and beta diversity indices. 

2.1.1 Alpha Diversity Index 

(H’) is the abbreviation used for species diversity. It treats as a dependent variable 
because it takes into account each factor. Since the indices developed on this subject 
exhibit different approaches, their interpretations also require different perspectives. 
In calculating alpha diversity, Shannon–Wiener [70], Simpson [71], Margalef [72] 
and Berger-Parker [73] are the most commonly used diversity indices [29]. Shannon– 
Wiener index was used in the diversity calculations in this study. This index gives 
more accurate interpretable results since it is more sensitive to rare taxa in the habitat 
than Simpson. Simpson’s index gives more accurate results when a single dominant 
stand type or a species is examined [44]. 

The Shannon–Wiener index is the most widely used diversity index that thor-
oughly examines community characteristics. The index is based on a logical basis 
of information or diversity containing code or messages that can be measured in a 
similar way in a natural system. This index assumes that individuals are randomly 
sampled from extremely large communities and samples from which all species 
are represented, and also gives the average degree of uncertainty of whether two 
randomly selected individuals from a particular community are of the same category 
or of the same species [28]. Uncertainty increases both as the number of species 
increases and when individuals belonging to the existing species show a much more 
even distribution. If measured correctly (H’) always gives a value between “0” (low 
community complexity) and “4” (high community complexity). Diversity reaches 
maximum value when all species are distributed equally [74]. 

H' = −  
∑ 

pi log(pi) (1) 

H' Species diversity 
pi The relative abundance of each species (It is calculated by proportioning the 

number of individuals of each species “ni” to the total number of individuals 
“N” in the community) 

ni Number of individuals belonging to species “i” or abundance of species “i”. 
N Total number of individuals or abundance. 

pi = 
ni 

N 
(2)
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2.1.2 Evenness Index 

In this study, Pielou’s evenness index was used to evaluate the relative abundance 
of the species. This index considers the species abundance assessment in diver-
sity measurement. However, it is also possible to calculate a separate relative abun-
dance measurement. Maximum diversity can be reached in the case where all species 
have an equal abundance. In other words, the ratio of observed variety to maximum 
diversity can be used as the relative abundance value (J') [75–77]. 

J' = H'/H'max = H'/lnS (3) 

The value obtained from the formula ranges from 0 to 1. As the value approaches 
zero, it is understood that the individuals in the field belong to a single possible 
species, and when 1 is approached, each species has an equal number of individuals 
[78]. 

Ecosystems that are equal in terms of biodiversity may differ from each other 
in terms of relative abundance. For example, when we consider two ecosystems (A 
and B), both have the same taxa number (with 10 of each). Let us assume that one 
of the species is very common in the ecosystem A and the other nine are rare. In 
the ecosystem B, let’s find 10 species in equal abundance. In this case, the relative 
abundance value in the ecosystem B will be higher than the ecosystem A. 

2.1.3 Sorensen Similarity Index 

The similarity index of Sorensen [79] was applied to the succession stages in which 
the variation change was calculated. The similarity ratios obtained in the comparisons 
are presented in Fig. 12. 

Sorensen index = 2C/A + B (4)  

A Total number of taxa in the first community 
B Total number of taxa in the second community 
C Taxa number that are common in both communities. 

2.2 Programs and Statistical Methods Used in Calculation 
and Evaluation of Diversity 

For the calculation of diversity, the plant distributions on 166 sample plots and the 
plant cover estimates which based on Domin scale including 10 cover values were 
transferred to the Species Diversity and Richness IV (SDR-IV) package program in a 
Excel format [74]. The program was run 4 times separately as tree, shrub, herbaceous, 
and all layers together. Thus, besides the general change, the variation between the
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layers was tried to be revealed. Then, the obtained plant species diversity, species 
richness and relative abundance values were coded according to the succession stages. 
According to the following criteria, the diversity values obtained from the sample 
plots were subjected to variance analysis (ANOVA). ANOVA tested whether two 
groups, one of which was an independent variable, were similar in certain significance 
levels (***P < 0.001; **P < 0.01; *P < 0.05). In case of a statistically significant 
difference between the averages, it was investigated whether homogenous groups 
were formed between the averages by using Duncan test. SPSS (version 11.5) package 
program was used for calculations. The codes used for succession stages are given 
below; 

1: Nudation (formation of soil; this stage is only available in primary succession) 

2: Migration 

3: Ecesis (Establishment) 

4: Competition 

5: Reaction 

6: Climax. 

3 Results and Discussion 

A total of 422 taxa were found in 166 sample plots applied in the study area. This 
number corresponds to about 64% of the total taxa number (656 taxa) collected from 
the entire area [80]. Of the total taxa; 22 taxa (5.21%) were trees, 68 taxa (16.11%) 
were shrubs and 332 taxa (78.67%) were herbaceous. The number of taxa in the 
sample plots varies between 7 and 58. 

The diversity findings were examined according to successional stages, taking 
into account the tree layer, shrub layer, herbaceous layer, and overall layer (3 layers 
together). 

3.1 Succession Stages 

The plant species diversity values calculated for all sample plots taken in the study 
area were clustered according to the succession stages and shown in Fig. 3. The  
diversity values gradually decrease towards the late succession stages as a general 
assessment. In addition, higher and much closer diversity values were reached at the 
early stage, (“Establishment”, coded with 3). It was also observed that the range of 
diversity values widened towards the late succession stages (from 4 to 6).

The highest plant species diversity (Shannon–Wiener) values were determined at 
the establishment stage for the herbaceous layer (3.31), at the competition stage for
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Fig. 3 Clusters of diversity values of sample plots to the successional stages

the shrub layer (1.95) and the climax stage for the tree layer (1.03) (Table 4). The 
highest value (3.52) was reached in the establishment stage in the calculations made 
for all layers together. A higher value is obtained here because many light-tolerant 
plant species coexist and the forest canopy is not yet fully formed. In addition, the 
excess of the number of species has a high multiplier effect in the calculations, as 
is the case here. Relative abundance values follow a different course for each layer. 
The highest value in the establishment stage (0.57) for the herbaceous layer shows a 
decreasing trend towards the climax stage (0.35). The relative abundance on the shrub 
level increases up to the competition stage and decreases from this stage to the final 
equilibrium (climax). On the tree layer, there is an increase from the establishment 
stage (0.22) to the competition stage (0.72) first, then followed by a decrease in the 
reaction stage (0.43) and again a significant increase in the climax (1.03). That is, a 
change in the form of a horizontal "S" curve is observed. As a result of the Duncan 
test, the groups which formed according to the succession stages are given in Table 
4.

Taxa distributed among the successional stages were calculated together with 
the percentages found in the tree, shrub and herbaceous layers and are given below 
(Fig. 4, Table 5).

The numbers of common taxa shared in successional stages were indicated with 
the numbers (1–6) uppercase (A, B, C, D) and lowercase letters (a, b, c, d) as given 
in Table 5. 

3.2 Plant Species Diversity—Succession 

The succession stages differ from each other in terms of many structural features. 
While the intensity of competition varies in each stage, the percentages of the species 
that switch between phases in each succession process are different in terms of
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Table 4 Alpha diversity (H’), richness (S) and evenness (J) mean values and their Duncan groups 
(arranged as horizontally) according to the layers and successional stages 

Successional stages ANOVA 

Layers Establishment Competition Reaction Climax Sig. F 

Herb H’ 3.31 c 2.77 b 2.55 b 2.02 a 5.7E−12*** 21.9303 

S 32.40 d 20.93 c 16.16 b 11.20 a 1.39E−17*** 35.2296 

J’ 0.57 c 0.48 b 0.44 b 0.35 a 5.7E−12*** 21.9307 

Shrub H’ 1.83 bc 1.95 c 1.63 ab 1.57 a 0.001933** 5.1739 

S 8.10 a 9.83 b 6.89 a 6.47 a 3.9E−05*** 8.2394 

J’ 0.43 bc 0.46 c 0.39 ab 0.37 a 0.001933** 5.1742 

Tree H’ 0.22 a 0.72 b 0.43 a 1.03 c 7.86664E−11*** 19.6979 

S 1.43 a 2.80 b 2.02 a 3.36 b 2.07652E−07*** 12.6247 

J’ 0.07 a 0.23 b 0.14 a 0.33 c 7.8668E−11*** 19.6979 

Overall H’ 3.52 d 3.21 c 2.92 b 2.71 a 3.66623E−12*** 22.3507 

S 41.50 c 33.26 b 25.07 a 21.04 a 2.03135E−15*** 29.8536 

J’ 0.58 d 0.53 c 0.48 b 0.45 a 3.66713E−12*** 22.3505 

Sig.: Significance, ***P < 0.001; **P < 0.01; *P < 0.05

Fig. 4 Venn schema 
representing the taxa 
numbers distributed to the 
successional stages

replacements, spreading and clinging and thus presence ratios [15]. For example, 
when the frequency ratios ofPicea orientalis in the successional stages are examined, 
the highest ratio occurs during the reaction stage. Graphics showed that the frequency
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Table 5 Numerical distribution of taxa between successional stages 

Symbols Tree layer Shrub layer Herb layer Subtotal TOTAL RATIO 

(A) Establishment 1 3 62 66 124 30.85 

(B) Competition 3 3 29 35 

(C) Reaction 0 0 12 12 

(D) Climax 1 0 10 11 

(1) Estb. & Comp 3 12 94 109 148 36.82 

(2) Estb. & React 0 0 5 5 

(3) Comp. & Climax 1 2 4 7 

(4) React. & Climax 0 1 14 15 

(5) Estb. & Climax 0 0 4 4 

(6) Comp. & React 0 2 6 8 

(a) Estb. & Comp. &  
React 

2 5 20 27 69 17.16 

(b) Estb. & Comp. &  
Climax 

2 0 2 4 

(c) Estb. & React. & 
Climax 

0 0 0 0 

(d) Comp. & React. & 
Climax 

6 9 23 38 

(e) Intersection of all 
stages 

3 18 40 – 61 15.17 

Total 22 55 325 – 402 100

ratio ofFagus orientalis is low in the early stages of succession, but high in the climax 
stage. Also, both species overlap at approximately the same ratio value (Fig. 5).

At this point, Bell et al. [81] and Ehrenfeld and Toth [82] state that area dimen-
sions, isolation conditions, and the connections of these areas with the environment 
play a decisive role in plants’ presence. In addition, all plants are found in their 
own habitats, which are limited by various factors and have specific characteristics 
[83]. Ecologists acknowledge that the change in species diversity is not a direct 
effect of succession, but indirect effects. In other words, in the process of succes-
sion, complexity increases in the ecosystem and the system develops from inorganic 
structure to organic structure. As a result, species richness also changes [61]. How 
this change progressed in the study area is shown in Fig. 6. Accordingly, a hump-
curve is obtained by distributing the taxa which determined in the sample plots to 
the succession stages in the area.

The number of taxa that increase in “Establishment” stage (coded with 3) reaches 
the highest level in the “Competition” stage (coded with 4), forming a hump and then 
decreasing. Figure 6 shows, while there are 301 taxa in the competition stage, this 
number decreases to 170 with a decline ratio of 44% in the “Reaction” stage (coded 
with 5). This decrease is mostly under the influence of various events that occur
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Fig. 5 Frequency ratios of major tree species

Fig. 6 Total species richness in succession stages

during succession. As the ecosystem develops during the succession, the distribu-
tion of energy among the ecosystem components also changes, the accumulation of 
organic matter and biomass increases, and an increasing amount of energy is spent for 
community functions (eg. respiration). When succession reaches the climax stage, 
two important events occur. On the one hand, while system metabolism is balanced, 
and on the other hand, more biomass (organic structure) is supported by less daily 
production and respiration [61]. 

Whether the number of taxa will peak at any intermediate stage in succession or 
continue to increase during the successive phases depends on a number of variables
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and effects. As it is known, as succession progresses, stratification develops in vege-
tation and various mechanisms related to biological organization are involved in the 
system. As a result, potential niches emerge and the number of niches increase in the 
ecosystem. The proliferation of niches trigger for the increase in species diversity. 
Also, the population size, life span and competitiveness of the livings increase, and 
the species that adapt better become dominant in the environment. These contrary 
factors prevent both the arrival of other species and the increase in species diversity. 
In other words, during the succession process, some factors develop in a way to 
promote species diversity, while some other factors develop in a way to inhibit this 
[61]. 

Species richness is compared to the work of Palabaş-Uzun and Terzioğlu [62]. 
Firstly, it is noteworthy that the number of taxa in the species pools are different 
(Fig. 7). This difference is mostly due to the geographical locations of the areas and 
the variety of habitats they have. Although the number of taxa is different in these 
two studies, the trends of change between the stages of succession follow in the same 
direction. In addition, taxon richness were found to be the highest in the competition 
stage. The highest species diversity occurs in the intermediate stages of succession, 
as the pioneer species and the climax (final equilibrium) species overlap in the same 
environment. Also the highest recurrence rates can be achieved in the intermediate 
succession stages [51]. 

Also, as stated by Grubb [84], Ojeda et al. [16] and as Peña-Claros [37]; diver-
sity exhibits different trends for layers (trees, shrubs, herbaceous) where different 
life forms are predominant. This difference can be easily observed for each layer, 
especially between the stages of succession (Fig. 8).

When the total taxa number is evaluated, it is seen that especially the herbaceous 
layer has a higher number of taxa in the early stages of succession compared to the 
late stages. Shrub taxa are found to be the most in the competition stage and decrease 
in the late stages (Fig. 8). 

In this study, plant species diversity decreases from early to late stages for herba-
ceous and overall layer. This is an expected result. Because as vegetation matures,

Fig. 7 Total taxon change in succession stages 
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Fig. 8 Changes in the number of taxa of different layers in succession stages

competition conditions and energy circulation change [61]. Toledo and Salick [58] 
determined that the herbaceous layer has the highest species diversity in the early 
stages of succession and the tree layer has the lowest species diversity. Our current 
study results are generally consistent with these previous studies. However, more 
detailed information about the structural features and degree of change has been 
revealed. 

When the plant species diversity is evaluated at each succession stage, a decrease 
from herbaceous layer to tree layer is observed. While the decreasing ratio is highest 
in the establishment stage, it is the lowest in the climax stage. In other words, the 
vegetation layers approach each other towards the final equilibrium (climax) in terms 
of diversity. When overall layer is evaluated, there is a gradual decrease in diversity 
through the succession stages (Fig. 9). 

Fig. 9 Change of plant species diversity by succession stages
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Nicholson and Monk [14] found that species richness increased rapidly in the 
phase following the establishment and placement of each layer (herbaceous, shrub, 
tree) at the beginning of succession, but continued to decrease throughout the 
remaining stages of succession. This study determined the downward trend in diver-
sity towards the end of succession. Considering that the nudation and migration 
stages are not included in this study, there are no data to reveal the initial upward 
trend. However, it is obvious that the decrease will occur following a certain increase. 

When the species richness between the phases of succession is examined, similar 
trends in plant species diversity are observed here (Fig. 10). While the establishment 
stage has the highest species richness (41.50), this number decreases towards the 
final equilibrium (21.04). The shrub layer reaches the highest species richness in 
competition stage. Because this stage provides suitable habitat conditions for shrub 
taxa in the study area. The canopy closure has not been formed yet and the current 
flow of nutrients and energy still continues in high amounts. The tree layer reaches 
the highest species richness in the climax stages. At this stage, climax species that 
adapt to the area are compatible with the tree species with living conditions identical. 

When all layers are evaluated together, the relative evenness decreases from the 
establishment stage to the climax (Fig. 11). These values show characteristics parallel 
to the trend in diversity values. Suppose the relative abundance value of one commu-
nity is higher than the other. In that case, the number of individuals of the species 
in the higher community is closer to each other than the other community. Here, the 
number of individuals is closest to each other in the establishment stages for overall 
layer.

However, the most balanced situation is observed in the climax stage (Fig. 11). The 
concept of self-reorganization explains this situation. According to the unbalanced 
thermodynamic theory of Prigogine [85]; Complex systems consisting of many parts 
tend to self-organize in an environment free from interference, to achieve a stable 
balance in the event of oscillation. A system (structure, model, or behaviour) that

Fig. 10 Change of species richness by successional stages 
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Fig. 11 Change of relative abundance by succession stages 

Fig. 12 Floristic similarities between successional stages

was randomly and irregularly dispersed at the beginning gets into a certain order by 
itself over time. In other words, in a system that is in turmoil, there is always a trend 
towards a regular structure and such a trend is also quite common in nature. 

As a result of the field studies, taxa determined in each succession stage were 
subjected to Presence/Absence analysis. Based on these data, the relationship of each 
succession stage with other stages in terms of floristic composition was demonstrated 
with the help of Sorensen Similarity Index (Fig. 12). 

According to the results, the highest similarity was determined between the reac-
tion and climax stages with a ratio 74% and the lowest similarity between the 
establishment and climax stages with 42%. It is already expected that the simi-
larity between reaction and climax stages will be higher than the others. Because 
in these two late stages, tree species that constitute the canopy have reached mature
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heights. In other stages, floristic similarities have noticed significantly from the late 
stages since the tree layer has not yet reached sufficient maturity and the tree sizes 
are relatively shorter. As a result; floristic similarity rates between early succession 
stages and late succession stages decrease towards the final equilibrium. According 
to the results, each stage makes the highest similarity with the previous stage in terms 
of floristic composition. 

The distribution of endemic and rare taxa to the succession stages is shown in 
Table 6. Accordingly, the most endemic and rare taxa were determined in the “Estab-
lishment” stage (with 20 taxa). The Establishment stage, including degraded areas, 
provides habitat conditions for more endemic species. Of course, the structure of 
the terrain in the area, the stony state and the proportion of rocky areas also affect 
this situation. Towards the later stages of the succession, a steady decrease in the 
number of endemic taxa (from 17 to 4) was determined. The reason for this seems to 
be that the majority of endemic species are highly light tolerant species. When the 
forest canopy is formed, it will be a negative effect for these species, but it may also 
positive effect the shade tolerant endemic species (eg Hieracium gentiliforme and 
Hieracium subsilvularum). It is a visible fact that sequential habitat use takes place 
here.

Some endemic taxa (eg.Lonicera caucasica subsp. orientalis and Cyclamen parv-
iflorum var. subalpinum) are found at each stages of succession even having different 
presence rates, although some endemic taxa (eg. Festuca amethystina subsp. orien-
talis var. turcica, Veronica multifida, Epipactis turcica, Onobrychis armena, Onosma 
bornmuelleri, Astragalus ovatus, Centaurea urvillei subsp. stepposa and Astrantia 
maxima subsp. haradjianii) are specific to certain stages of succession (eg. Establish-
ment stage). Hieracium karagoellense was found only in the “Competition” stage. 
However, the number of taxa determined at the “Reaction” and “Climax” stages were 
equal. As the detail; Hieracium subsilvularum was found only in the “Climax” stage. 
This results reveal that the rates of endemism are also different among the succession 
stages and the early stages contain more endemic taxa than the late stages. The rich 
habitat diversity is usually found in the early stages. The relationship between the 
stages of succession is very important for the vitality of many species, especially for 
endemic species. In this context, regulations that will include secondary succession 
in new forest management planning should be put into effect. 

4 Conclusions 

This chapter investigates the effect of forest succession on plant species diversity. 
The distribution of a total of 422 plant taxa (22 trees, 68 shrubs and 323 herbaceous 
plants) to forest succession stages has been revealed. Also, 33 endemic and 11 rare 
taxa were classified among the succession stages. In particular, the discovery of a 
new species [86] from the establishment stage in the study area has made succession 
studies more important in terms of conservation biology.
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Table 6 Distribution of endemic and rare taxa in succession stages 

Succession stages Establishment 
(code: 3) 

Competition 
(code: 4) 

Reaction 
(code: 5) 

Climax 
(code: 6) 

Endemic Taxa 17 11 4 4 

Lonicera caucasica 
subsp. orientalis 

+ + + + 

Cyclamen parviflorum 
var. subalpinum 

+ + + + 

Hieracium gentiliforme − + + + 

Melampyrum arvense var. 
elatius 

+ + + − 

Cirsium trachylepis + + − − 
Galium fissurense + + − − 
Astragalus viridissimus + + − − 
Geranium ibericum 
subsp. jubatum 

+ + − − 

Geranium asphodeloides 
subsp. sintenisii 

+ + − − 

Dianthus carmelitarum + + − − 
Festuca amethystina 
subsp. orientalis var. 
turcica 

+ − − − 

Veronica multifida + − − − 
Epipactis turcica + − − − 
Onobrychis armena + − − − 
Onosma bornmuelleri + − − − 
Centaurea urvillei subsp. 
stepposa 

+ − − − 

Astrantia maxima subsp. 
haradjianii 

+ − − − 

Astragalus ovatus + − − − 
Hieracium karagoellense − + − − 
Hieracium subsilvularum − − − + 

Rare Taxa 3 6 2 2 

Ruscus colchicus − + + + 

Alchemilla speciosa + + − − 
Anemone caucasica + + − − 
Seseli petraeum + + − − 
Lilium monadelphum var. 
armenum 

− + + − 

Osmanthus decorus − + - + 

General total 20 17 6 6
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The determination of plant richness and diversity in an area can primarily be used 
to transfer the assets of natural plant taxa to future generations. It serves the conser-
vation and survival of target endemic plant taxa that require conservation measures. 
It also supports ecosystem-based planning, silvicultural practices, landscape recre-
ation and green belt afforestation studies. It provides a basis for forestry planning 
involving biodiversity studies and provides data to help balance for forest use and 
survival. 

Technical forestry activities in the region should be directed towards ensuring the 
continuity of current habitat conditions. Since open-stony areas show rich plant distri-
bution, it should be a priority to avoid afforestation in habitats with endemic species 
and potential areas where their populations may expand. The continuity of forest 
partition borders and numbers in forest management plans, which are renewed at 
regular intervals, is also an important issue for the success of conservation activi-
ties. Continuously changing descriptive information has an effect that both prevents 
general focus and makes monitoring difficult. 

Creating forest succession and diversity maps with the help of GIS could provide 
great advantages to the practitioners for monitoring. Biodiversity inventories made 
in this study should be repeated and mapped periodically according to their succes-
sional features. As it is known, the spread of plant populations can shrink or expand 
depending on changing environmental conditions. In this way, the shape and severity 
of the applications to be made based on the population changes can be adjusted to 
ensure the continuity of the population and the protection of biodiversity. 

In this chapter, the change of plant biodiversity according to the succession stages 
of forest vegetation was investigated in detail. Accordingly, the highest alpha diver-
sity in the study area was found to be at the “Ecesis-Establishment” stage (3.31) for 
herbaceous layer, at the “Competition stage” for shrub layer (1.95) and at the “Climax 
stage” (1.03) for tree layer. When all layers were evaluated together, it was revealed 
that the highest value was reached at the ecesis-establishment stage (3.52). In addi-
tion, it was determined that the floristic similarity decreased from the early stage of 
succession to the late stages, and also, each succession stage has the highest similarity 
with the previous stage. These results have revealed the necessity to consider all of 
the vegetation layers as a whole in future studies. Especially the values of herbaceous 
layer play an active role in determining the general trend of species diversity. 

The insufficiency of ecological information about the original forest stand pieces 
has a disabling effect on transferring biodiversity to forest management plans and 
makes progress on this subject difficult. The biggest obstacle in this regard is that these 
studies are difficult, time consuming and costly. Insufficient data on the distribution 
areas, population sizes and dynamics of endemic and rare endangered plants and the 
stand types on which they depend can make this process impossible in practice. On the 
one hand, stands that are affected by many factors should be rehabilitated naturally, 
and on the other hand, biological diversity should be sustained by considering the 
balance of protection and use in relatively undisturbed natural stands.
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5 Recommendations 

Critical habitats should be defined for the continuation of plant species diversity. 
These habitats should be selected from different successional areas in terms of 
their rich environmental and biological properties. Providing the continuity of the 
populations in layers is very important especially in establishing a substrate for the 
future of diversity. For this purpose, species compositions and relative abundances 
of the succession stages can be used as useful guiding agents. Continuity of the 
areas belonging to different succession stages should be ensured. Because the plant 
species that constitute biodiversity form different compositions at different stages of 
forest succession. The spatial composition of these stages should also be taken into 
consideration. 

In order to solve large-scale problems in the ecosystem, interactions between 
species, community and landscape level must be examined and the relationships 
between successive components should be addressed. With the monitoring system 
to be established in specific areas which have high conservation priority, changes in 
succession stages should be monitored and recorded in appropriate periods such as 5, 
10 or 20 years, depending on the species diversity or the sensitivity of the ecosystem. 
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61. Odum EP, Barrett GW (translated by Işık K) (2008) Ekolojinin temel ilkeleri. Palme Yayıncılık, 
Ankara (in Turkish) 

62. Palabaş-Uzun S, Terzioğlu S (2019) Sisdağı (Şalpazarı/Trabzon) ve yöresinin florası. Düzce 
Üniversitesi Bilim ve Teknoloji Dergisi 7:1523–1573 

63. Whittaker RH (1953) A consideration of climax theory: The climax as a population and pattern. 
Ecol Monogr 23(1):41–78. https://doi.org/10.2307/1943519 

64. Hill D, Fasham M, Tucker G, Shewry M, Shaw P (2005) Handbook of biodiversity methods, 
survey, evaluation and monitoring. Cambridge University Press, Cambridge, UK, p 573 

65. Uzun A (2009) KTU Orman Fakültesi Araştırma Ormanında Bitkisel Tür Çeşitliliğinin 
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Desertification in China: Role of Natural 
Succession in the Sustainable 
Revegetation of Drylands 

Lorenz Huebner and Ayad M. Fadhil Al-Quraishi 

Abstract The “Three North Shelterbelt Development Program” and a variety of 
greening programs in China have been undertaken since the late 1970s, resulting in 
the world´s largest forestation and renaturation area over 4,800 km of sub-humid to 
hyper-arid climate zones across Northern China. The large-scale afforestation activ-
ities were done mainly to reduce consequences from desertification in the north, 
i.e. large dust storm events called “Yellow Dragon” that affected the entire country. 
Some planting campaigns have used non-adapted or not native tree species, leading to 
hydrological and/or ecological stress and subsequent tree mortality. The recent trend 
of worsening in some climate parameters in Northern China has further reduced 
billions of planted trees’ viability. We present results from example regions and 
review the overall efficacy of this unique long-term desertification control program. 
How can we restore degraded regions to achieve acceptable survival rates and adapt-
ability of the new vegetation to climate change? Some factors that have been identi-
fied as key in the success of restoration of degraded land in Northern China will be 
presented, focusing on the recent concept of “natural renaturation” that was started 
here basically in 2006. It uses the process of natural succession, a method that relies 
on the self-restoration capacity of undisturbed nature to develop new vegetation 
over time, often many years. This method so far has only started being applied to 
drylands. Fifteen years after its implementation, we find encouraging results as to 
increases in biomass. The long-term assessment of vegetation developed in natural 
succession is expected to indicate superiority in ecological parameters and viability. 
Will this method become a successful and important component in the fight against 
desertification?
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Keywords China · Natural succession · Active planting · Climate change ·
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1 Introduction 

Like the Mediterranean region, China has a long history of human-made causes 
of desertification, starting with deforestation, e.g. in the practice of fire hunting 
in historical times to significant deforestation, increase in population density and 
overuse of groundwater until recently [1]. In the semi-arid to arid desert border 
regions of Northern China, nomadic activity with overgrazing [2, 3] has been an 
important factor, paralleled in the sub-humid eastern part of Northern China by 
improper agricultural land use [1, 4, 5]. The average wind speed, days with strong 
wind and related aeolian desertification seem to increase with climate change [6, 7], 
leading to dust storms that are famous in China, called “Yellow Dragon”. These dust 
storms propagate encroachment of sand deserts., Sand dunes and sheets can build up 
and cover cultivated areas [8, 9]. 

Natural semi-arid and arid ecosystems are easily disturbed by damage to the 
vegetation canopy caused by livestock or active deforestation. Erosion and land 
degradation will then take up momentum: Ecosystems can deteriorate further in 
the direction of desertification, supported by extended periods of drought [10–14]. 
Hence, there is a high ecological and often also an agricultural need for revegetation 
of degraded drylands. Over the last seven decades, China has been experimenting 
with a wide range of different restoration concepts. In its fifth decade, the “Three 
North Shelterbelt Development Program” (TNSP) and different greening programs 
were started in China in 1978. It has become the world´s largest forestation and 
renaturation area over 4,800 km. It covers a wide climatic range from sub-humid to 
hyper-arid climate zones and different geomorphological situations across the North 
of China [14]. These large-scale afforestation and revegetation activities were done 
mainly to reduce the large dust storm events as a result of desertification that affected 
the capital of Beijing and the entire country. 

However, trends in climate change have sometimes been unfavorable during the 
last 30 years in Northern China for any newly planted tree here [13], which probably 
has contributed to the poor survival rates reported for a number of planting efforts 
[10, 11, 15]. About 66 billion trees have been planted in Northern China until today. 
It is planned to reach 100 billion trees by the year 2050. However, tree mortality 
in the millions often happened only after 10 or 20 years of growth. Sometimes, the 
campaigns used to apply too dense planting, planting monocultures or not native 
trees, leading to hydro-ecological stress, often paralleled by significant suppression 
of native vegetation and severe ecological consequences [10, 11, 15, 16]. 

Today, China has learned from these campaigns and has started introducing vege-
tation more adapted to the local climate from a hydrological and ecological perspec-
tive. We realize that only those restoration concepts considering the consequences 
of a changing climate will lead to results of sustainable revegetation [17]. Under the
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hostile climate of desert bordering regions, any revegetation needs to reflect perfect 
ecological fit. 

By also reviewing a few restoration examples from regions outside of China we 
will highlight certain ecological criteria that can make the new vegetation better 
adjustable to future climate changes and further challenges. Six key success factors 
in revegetation were identified in a survey of the numerous restoration projects across 
China [16]. 

One of these success factors is use of natural succession, which, like any restora-
tion measure in drylands, is cumbersome, prone to disturbance, and it needs to 
develop over a long time until positive results are found in terms of a measurable 
increase in biomass. We review China’s recent “natural renaturation” concept, a 
campaign that was started on larger scale around 2006. It is counting on nature’s 
own capacity for revegetation when being left undisturbed from any human or live-
stock impact that would limit recovery. Finally, in 2020 first evidence was presented 
demonstrating that this method leads to a gain in biomass [18]. 

Obviously, it is too early to evaluate whether this increase in biomass after years 
of natural succession will effectively stop further degradation, and if done over large 
regions, whether it will stop sand encroachment and positively affect agriculture, 
regional climate, and dust storms. What is the likelihood for the “natural renaturation” 
method to play an important role in the future desertification control measures? And 
why, from ecological and sustainability perspectives, could this method be supposed 
to be superior to any active planting campaign? How can naturally regrown vegetation 
be more resistant to a future rise in temperatures, increase in drought events and aridity 
that has been forecasted particularly for drylands until the year 2100 [13]? 

This chapter reviews relevant studies that identify the factors leading to successful 
and long-term sustainable revegetation of degraded semi-arid and arid drylands: 
Which lessons have been learned from the large-scale afforestation efforts during the 
recent decades in Northern China, and what is the rationale for ecological approaches 
to restoration? We compare ecological methods of revegetation, focusing on the 
process of natural succession and its implementation in China’s drylands during the 
recent 15 years. Finally, we discuss the actual value of large-scale restoration with 
sustainable vegetation for the agronomy and reversal of desertification trends, and as 
a potential tool to directly mitigate climate warming and aridity: on local, regional, 
and maybe even country level. 

2 World’s Largest Restoration Program in China 

There are 13 deserts, drylands, and sandy lands in China. Large regions of Northern 
China and Mongolia are at serious risk of desertification, which some belief to be 
caused by human activity [19]. During the last century, deforestation, industrial use 
of ground and water, and grasslands’ transformation into arable land had markedly 
reduced forests and grassland areas in China [20, 21]. These land-use changes resulted 
in severe land desertification [22, 23] and damage to ecosystems and biodiversity
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[24]. The degree of degradation was furthered by climate change parameters [25], 
such as the frequency of sand and dust storms and an increase in spells of drought 
[26, 27]. 

2.1 Desertification Control Programs in China 

Already in the 1950s China has started to actively combat desertification [28, 29]. 
Since 1978 five ecological restoration programs were launched, the main one being 
the “Three North Shelterbelt Development Program (TNSP). Afforestation of semi-
arid and arid areas is planned until 2050, it is, therefore, the longest-lasting and the 
largest restoration program in history [14]. It was supported by four later programs 
that were started around the year 2000: The Program for Conversion of Cropland to 
Forest, a Natural Forest Protection Program, the Program to Control Sand Source, 
and a Grazing Ban Program for Grassland Restoration [30]. Deforestation, overuse 
of water for cultivation, and overgrazing were the main causes of desertification in 
Northern China to be addressed by these five programs [31]. The time period and 
the respective achievements of the programs are summarized in Table 1.

The reversal of degradation reported so far was assessed by means of an increase 
in organic soil components, biodiversity, and conservation of soil and water due 
to the additional grasslands. A wider range of tree species with high tolerance of 
drought and salinity of soil was planted, such as Populus alba, Pinus sylvestris var. 
mongolica, Ulmus pumila, and Salix matsudana to protect the land from sand storms 
and dune migration [14]. Recent activities include the ecological enhancement of 
windbreaks and natural restoration projects for sand fixation [18, 31] reviewed in  
Sect. 4.3. 

2.2 Example Region Kubuqi Desert 

Kubuqi is China’s 7th largest desert, located in the Autonomous Republic of Inner 
Mongolia. As an outstanding example, the investment company Elion Research Ltd 
has planted vegetation on 6,000 km2, i.e., about a third of the sand desert, supported by 
the local government and based on a high groundwater table. Cultures of vegetables 
and herbs are protected by a 5–10 km wide green belt over 242 km along the Yellow 
River. According to an UNEP report the annual precipitation here has increased 
from around 270 mm (1960 until 2000s decade) to recent 310 mm and the restoration 
measures had been important in the control of desertification [32]. Many local farmers 
use the protected land for agriculture, and the beautiful regreened area benefits from 
ecotourism [33]. 

Sandstorm days have been 10–50 per year (until 1985) and decreased since to an 
annual maximum of 8 days, so that the greening of the Kubuqi desert “could have 
caused a decrease in dust storms” [32].
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Table 1 Implementation of desertification control programs in China (after [14, 30, 31, 34, 35]) 
Time period Program Outcome, achievements 
Since 1978 until 2050 Three North Shelterbelt 

Development Program (TNSP)
• Afforestation of 26.5 million ha 
area

• Forested area has increased from 
5.1 to 12.4% of project area

• 1.6 million ha forests for 
windbreak and sand fixation

• Beginning reversal of degradation 
in the three regions: Northeast, 
central North, and Northwest

• Reversal in regions Mu Us and 
Horqin sandy lands 

1999–2009 Conversion of Cropland to 
Forest Program

• Farmers substituted for planting 
trees instead of crops

• 9.3 million ha of forests newly 
created from cropland 

2001–2010 Natural Forest Protection 
Program

• Forested area increased by 14 
million ha

• Timber production decreased by 
220 million m3 

2001–2010 Sand Source Control Program • Restoration of vegetation in North 
eastern China to prevent sand and 
dust storms

• 6 million ha of cropland were 
reforested 

2003–2010 Grazing Ban Program for the 
Restoration of Grassland

• 518.7 million ha of grassland 
secured with fences

• 12.4 million ha of grassland 
reseeded

• Vegetation coverage increased 
from 59 to 71%

The report recommends to assess the available water resources and planting of 
species that are adapted to the local hydrological situation and at appropriate densi-
ties. It is done because the risk of overuse of water and lowering of water table have 
been identified, although the presence of native desert plants in addition to trees and 
vegetables would help to mitigate that risk [32]. 

2.3 Tree Survival in Afforestation Campaigns 

The total area of afforestation in China had reached 3 million km2 in 2013. However, 
according to the Chinese State Forestry Administrator [34, 35], less than 25% (0.69 
million km2) of this area remained as forested land until 2013. Cao [10] has calculated 
a rather low 15% rate of tree survival for all plantations done since 1949 in Northern 
China [10]. Various reasons for hydro-ecological stress, leading to mortality of trees
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Table 2 Reported examples of mortality of trees planted in the TNSP and other reforestation 
programs in China 
Source Tree mortality example Reason given 
Wang et al. [36] Poplar (Populus simonii) on hill 

slopes, in loess and sandy lands 
Poor growth due to high density 
planting, lack of soil moisture and 
nutrients, lack of management 

Zheng et al. [37] Shelterbelt with Pinus sylvestris in 
Horqin sandy land (eastern TNSP): 
mortality in the 1990s 

Low soil moisture content after four 
decades of growth 

Lyu et al. [31] >333 km2 of planted poplar trees 
died in Zhangbei, Hebei province 
since 2007 

Natural aging (30 years), 
groundwater level drawing down 

and respective economic loss were identified. In many cases, this occurred only after 
years or decades of growth. Table 2 lists three reports with examples from Northern 
China and the reasons for hydro-ecological stress resulting in high tree mortality. 

It seems that in order to fight erosion and sand storms, China’s early afforestation 
efforts were aimed to increase the vegetation cover in an expedited way and by 
planting trees at high density. After some time of growth this often led to low soil 
moisture content and/or lowering of the water table. According to Wang et al. [14], 
most of the TNSP regions have an annual precipitation of less than 400 mm—a 
condition, under which plantations of trees at high density could disturb ecosystems 
and the water balance. They conclude that in semi-arid and arid areas with an annual 
mean precipitation below 400 mm, the large-scale afforestation at high density is 
not recommended [14]. This was confirmed in recent remote sensing studies, finding 
that forest loss (assessed from 2007 to 2017) was higher (35%) in the semi-arid and 
arid TNSP areas with less than 400 mm precipitation [38]. 

2.4 Hydro-Ecological Stress in Semi-Arid and Arid 
Afforestation 

After all, the Chinese restoration efforts are realised to have successfully reduced 
dust storms and increased vegetation and agriculture in certain regions [14, 18]. The 
following attributes were shown to be essential for the planning and construction of 
large-scale renaturation projects on drylands [10, 11, 15, 16]: 

(1) Adaptation to the local ecological situation and climate, low percentage of 
shrubs and trees to allow for a natural succession of native grassland, herbs, 
and shrubs, yet high enough to guarantee some protection from wind, sand, and 
extreme temperatures. 

(2) Water consumption should be low. The available water resources offered by the 
semi-arid climate and water table are to be considered. Species that grow fast
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with larger amount of water but also tolerate low amounts (poikilohydric), such 
as Poplar and Eucalyptus, are used cautiously and planted rather widely spaced. 

(3) Preferred use of native species with proven resistance to drought and radiation. 
(4) These projects require decades to develop and decades of certain measures 

for protection and maintenance. 
(5) As observed in a very positive example region of the Chinese TNSP (Northern 

Jiangsu), creating a connected vegetation cover of around 20% and above can 
result in a climatically protected area with mitigation of hot dry sand storms and 
extreme temperatures, and an increase in relative humidity [39]. 

(6) Since 2006, the restoration program in China, besides active planting of trees, 
shrubs and grasses, also includes natural reforestation as a measure to revegetate 
larger areas. The closing of land is done to enable vegetation to recover in natural 
succession. Recently, the increase of biomass in these areas of vegetational 
succession was demonstrated. The authors emphasize the importance of the 
method because in the long-term ecosystems would benefit more, in comparison 
to the active planting method [18]. Natural succession may lead to biodiversity 
and climatic adaptability of the new vegetation. 

3 Precipitation and Biomass in Northern China During 
Last Decades 

Restoration of viable vegetation over large regions may as well restore a more humid 
climate in the long-term of several decades, caused by a vegetation-induced increase 
in precipitation and relative humidity. This is found in studies simulating the reveg-
etation of semi-arid and arid regions [40–42]—and such strengthening of the hydro-
logical cycle clearly would consolidate the new vegetation canopy. On the other hand, 
trees have a long-lasting growth cycle of several decades. The new vegetation is to be 
given time to develop. This fact increases the likelihood for the tree plantation to be 
hit by a change in climate parameters, which is likely to reduce water availability for 
vegetational growth, a general trend observed by Jiao et al. [43]. As shown in Fig. 1, 
it is precisely what happened in Northern China during recent decades of planting 
activities from 1980 to 2010. There is a trend of increased drought or extended 
sequences of years with precipitation deficit [13].

Such conditions are not as severe for a vegetation that is hydro-ecologically 
adapted (see Sect. 2.4) and has relatively low water requirements. Examples are 
grasslands, herbs, shrubs (all of which have a significantly shorter generation cycle), 
and in general, savanna ecosystems with low canopy of woody plants. Whereas 
trees, even more so newly and densely planted non-native species [10, 11, 15, 44] 
will struggle to survive the new climate trend. 

It remains to be seen whether and if so, to what extent this intensification of 
vegetation on several millions of km2 of desert border region may impact the regional 
climate in Northern China. In any case, it will be difficult to define a basis for such
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Fig. 1 Climate trend and biomass in Northern China, 1980–2010 
Large map—areas of increase (green) and decrease of biomass (red) in China from 1980 to 2010 
Small map—increase in drought in Northern China from 1980 to 2010 (yellow—moderate, red— 
severe) 
Time scale (bottom right): Red bars represent the deviation of precipitation from long-term median 
per year, 1982–2011. The blue line represents deviation—increase or decrease—of vegetation per 
year, showing some correlation with precipitation data Source World Atlas of Desertification (WAD) 
[13], European Commission, Joint Research Center Update 21.11.2018 [13]

comparison in climates and to exclude any impact of global parameters of climate 
change. 

4 Strategies for Sustainable Revegetation 

4.1 Quality of Forests, Ecological Concepts with Native 
Plants 

Over recent decades, China has tackled the aim to restore desert bordering drylands 
over a range of almost 5,000 km in the North to prevent erosion and dust storms 
that drive sand and particles across the country. Active planting of forests was done 
by landowners, communities and was sometimes supported by the military [45]. 
Regions with wetter climates generally benefitted very well from these activities 
[46–48]. However, in drylands, the initial planting campaigns often used very limited 
numbers of tree species, thus were not necessarily adjusted to local climate, resulting 
in plant diseases and excessive damage from insects [49, 50]. Ecological mismatch
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of tree species with local conditions sometimes led to the development of forests and 
shrubland of poor quality [10, 11, 15, 51], and the respective need for replacement 
by trees and shrubs of better ecological fit. 

A regeneration concept, “natural restoration,” is used in China to plant and further 
the growth of native plant species. The process is taking time, but it certainly has 
its ecological advantages [52]. As an example of this concept Wang et al. [14] use  
the open elm woodlands that form the natural vegetation in some semi-arid areas 
of Northern China [14]. Species of this vegetation type were used as a reasonable 
choice to restore degraded land by creating sparse forests with open canopy in areas 
with 300–400 mm MAP. 

Dry semi-arid savanna in China typically is formed by herbs and halophytic 
subshrubs with high water efficiency [1, 11]. It is therefore not showing the high evap-
otranspiration rates of fast-growing, sometimes not native species. Earlier or later the 
latter may have outgrown the soil water capacity resulting in hydro-ecological stress 
and high mortality rates during droughts. According to China state forestry statistics 
of the year 2017 [35] less than 25% of the total afforestation area of 3 million km2 

(2013) had remained as forested land [14]. In analysing the results of the various 
greening programs (summarized in Table 1) Wang et al. [14] find differences across 
the climate zones of Northern China in how the programs have achieved their purpose 
of an increased vegetation cover that should control desertification and reduce sand 
storm events. Typically, in arid and semi-arid climate water is the critical factor in the 
development of new vegetation, but despite having the highest increase in MAP the 
western region showed the lowest increase in vegetational cover. The potential reason 
given by Wang et al. [14] is that in the eastern and central parts, additional ecological 
engineering programs were run in parallel, whereas in the western region, only the 
TNSP had been implemented. They conclude that ecological measures of restoration 
and protection are factors that have contributed to the observed vegetational increase 
[14]. 

4.2 Ecological Solutions for Drylands in Other Countries 

The recent planting of diverse and native species has introduced an increase in tree 
survival rates [18]. China is not the only country where monocultures have been 
planted on a large scale for an initial campaign. As we have reported earlier [17], 
the first “Green Dam” plantations of the 1970s over 1,500 km in Algeria with MAP 
of 200–300 mm were monocultures of Aleppo pine [53] planted over hundreds of 
km. Already in the 1980s these monocultures resulted in some denaturation of the 
soil, the native vegetation had been suppressed. Due to the poor ecological outcome, 
more diverse species were planted, including cropland and fruit gardens [54, 55], a 
diversity that led to improved ecosystem services. 

Detailed lessons learned in Turkey were presented where planting schemes have 
been developed that take MAP and soil quality into account [12, 17]. Planting 
distances are adjusted to soil structure, ecological parameters, requirements of the
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individual tree species, and local aridity. Maintenance work (thinning, weed removal) 
is considered important in later development stages of restoration. Optimal canopy 
cover was studied in Turkey to prevent erosion on steep slopes (25%) [56]. Crop, 
fruit trees, and spice plants were shown to be effective in erosion control, resulting 
in native, ecologically adapted vegetation, that even had some economic benefit. 

4.3 Natural Succession as Effective Restoration Component 

Since around the year 2006, China has started to implement the process of natural 
succession in drylands on a broader basis. For this method, called “natural refor-
estation” fields and grasslands are closed, allowing natural savannah vegetation to 
develop over years of undisturbed succession [18, 57]. China subsidizes farmers 
when they leave their fields and pastures for natural reforestation. As in more 
humid climates and degraded semi-arid drylands, the original ecosystems can recover 
by themselves when an external impact is removed [58]. However, measuring the 
outcome and success of natural reforestation activities is a challenge since there are 
thousands of individual areas with rather sparse vegetation to be assessed. 

For a comparison of the effects of natural reforestation with those of active 
reforestation (planting), Gerlein-Safdi et al. [18] used Imaging Spectroradiometry at 
moderate resolution (MODIS) and an Enhanced Vegetation Index as remote sensing 
tool [18]. In addition, they applied new methods also to assess water content and 
photosynthetic activity in the restored vegetation areas. They were able to show for 
the first time that an increase in vegetation cover and biomass had taken place on 
areas where the natural reforestation method had been applied to China’s drylands. 
Shrubs and trees of the savanna that develop in natural succession are growing slowly 
and the process may take many years until a closed vegetation cover is gained [18]. 
In contrast, active planting will increase the vegetation signal immediately or only 
few years after plantation. Both, active and natural reforestation methods have led to 
increased productivity and biomass, which the authors find surprising for the active 
afforestation method since it often resulted in high tree mortality. 

4.4 Nature of Climatically Adaptable Vegetation in Drylands 

This is an encouraging result since a naturally developed vegetation cover has high 
biodiversity, enabling vegetation to adapt to potential climate changes. It will result in 
higher ecosystem services than planted forestations [59, 60]. A well thought ecolog-
ical planting approach may use at least 5–10 different native species of trees and 
shrubs, planted in wide enough distances, similar to local examples of ecosystems 
found in the closer environment. This very likely would mimic certain grasslands, 
savanna-like ecosystems, or open woodlands for the climate zones in question.
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Table 3 Advantages and disadvantages of active planting and natural succession 
Active planting (ecologically 
oriented) 

Natural succession (natural 
reforestation) 

Advantages Native, ecologically adapted 
vegetation 
Predictable success within a short and 
foreseeable time 
Relatively easy to monitor progress 
and development 

Native, ecologically adapted vegetation 
Due to the diversity of ecosystems 
vegetation is able to adapt to changes 
in climate in the most suitable way 
Sustainability and additional long-term 
benefits of ecosystems [59, 60] 
Low costs since no planting efforts and 
only limited maintenance is required 

Disadvantages High costs of: plant nursery, planting 
activity and long-term maintenance 
Remaining risk of vegetation that still 
is not 100% adjusted to (future) local 
water availability, i.e. risk of local 
hydrological stress 

Takes a long time of natural 
development, i.e. years and decades of 
growth [18] 
Requires strong protection over one or 
more decades to allow for undisturbed 
growth 

The advantages and disadvantages of such an ecological active planting approach 
are compared against those of natural succession methods in Table 3. 

Obviously, even the most thoughtful ecological restoration by active planting will 
not reach the diversity of trees, shrubs, herbs, grasses, and microorganisms within a 
much shorter time than development in natural succession would take in the same 
location. So far, we do not know exactly for which degree of desertification the 
process of natural succession can be useful in drylands. It may have its limits [14], 
however, the use of the method in this climate seems too new to draw any conclusions. 

We have suggested a hybrid method that combines active planting of twin green 
belts (native shrubs and trees) with the development of savannah vegetation in natural 
succession in the area between the two belts that, to some extent is protected from hot 
dry wind [16, 61]. These rather narrow twin belt modules are suggested to hydrolog-
ically connect existing areas of regional vegetation to form a hydrological network, 
and the method may extend the use of natural succession into more densely popu-
lated regions. We do not yet know whether concepts of creating an environment for 
natural succession that is somewhat protected from harsh semi-arid climate, partic-
ularly from constant dry wind, would have advantages on more severely degraded 
land. Also, the development of vegetation cover may occur in an accelerated way 
compared to unprotected areas. In general, the cost-effectiveness of natural succes-
sion and high adaptability of the resulting vegetation to climate changes seem to 
indicate superiority over other restoration methods. 

As China (and other countries) have learned during the last century, only the 
ecologically adapted vegetation will have long-term survival chances in water-
restricted environments. Adaptation and diversity are two sides of the same coin: 
Diverse ecosystems will contain individuals of a species (plant, animal, microor-
ganism) that can adjust and, if a change in climatic condition, e.g. extended drought,
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is not too severe—could thrive and develop better, thereby changing the ecosystem 
so that it fits to the new conditions. 

5 Conclusions 

Large-scale reforestation campaigns were started in China four to five decades ago. 
These are still being improved and vegetation areas are planned to be extended 
until 2030. World’s largest restoration program is the sum of a variety of regional 
campaigns, it is a future-oriented initiative for which over not too long time its 
importance and successful reduction of erosion and mitigation of continental sand 
storms will become more and more evident. There are positive regional examples 
where we already find that revegetation efforts have improved local or regional 
climate parameters, such as Kubuqi desert [32] and Northern Jiangsu [39], the latter 
of which experienced a change to moderately sub-humid climate. These positive 
examples have in common that water is abundantly available despite the semi-arid 
climate due to high water table. 

Reforestation in Jiangsu started 70 years ago, so it seems that in a semi-arid 
environment, the new vegetation needs to be given enough time to develop into a 
stable state. Conversely, this could mean that the true value of the large campaigns 
that started “only” 44 years ago should be reassessed 20 years from now. Many 
mistakes were reported to have been done in planting, leading to poor survival rates. 
Still, the lowest estimated percentage given with 15% [10] would have resulted in 
10 billion viable adult trees! The idea was to answer large-scale desertification with 
a variety of large-scale revegetation efforts—this appears to be the right decision. 
However, with such huge program, it is “easy” to make mistakes, but China has 
learned from them and is already looking back on almost two decades of ecological 
learning and implementation of corrective action. 

Trees have a long generation time of several decades. In contrast, climate param-
eters are changing rapidly with a trend to higher temperatures and rise in frequency 
and duration of drought events [62, 63], which per se already presents a high risk 
for any newly planted tree. The global rise in temperatures has been shown to cause 
tree mortality globally [64], with larger trees at higher risk [65]. This trend clearly 
needs to be taken into account when analyzing the outcome of planting efforts in 
China. Brodribb et al. [66] summarize the environmental situation of trees globally: 
The increase in aridity would require tree populations to adapt to higher intensities 
of water stress. The long generation times of most species were unlikely to allow 
adaptation and persistence given the rapid climate change. Genetic diversity is given 
as one of the factors of adaptative potential enabling trees to keep pace with the 
environmental changes [66]. 

The risks related to accelerated climate changes exist for all restoration methods, 
whether they use natural succession (natural reforestation) or active planting in an 
ecologically mindful way. The latter, however, still has a remaining intrinsic risk of 
failure because the selection of species or density of planting may not be precisely
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adjusted to the climate of the near future. Numerous restoration programs and a multi-
tude of methods have been applied in China, including the restriction of livestock 
browsing and the limitation of nomadic migration. Newer trends are the restoration 
of former monocultures more ecologically with higher numbers of native species, 
resulting in higher, more acceptable survival rates, and the closing of remote regions 
to let the new vegetation develop in undisturbed succession [18]. This method was 
systematically implemented on larger areas only 15 years ago—and it is surprising 
that we are already able to measure an increase in biomass in a rather early stage of 
ecosystem development [18]. 

Arguably it can be seen as an advantage that the discussion around carbon seques-
tration was not as present when China started the large-scale efforts 40–70 years ago. 
Given the foreseeable water constraints resulting from a changing climate [43], the 
success of these efforts in the first instance should be measured by their vegetational 
and climatic impact rather than by giga tons of carbon fixated. We should expect an 
important positive direct climatic impact that the new vegetation cover will have on 
regional, maybe even country level. The consolidation of vegetation in desert border 
regions has the potential to stabilize precipitation events and the hydrological cycle 
here. Zeng et al. [67] have found a net increase of permanent surface water from 2000 
to 2015 in two of the TNSP afforestation regions that to some extent could have been 
caused by the vegetational increase here. Over long time China has seen the big 
picture in planning. Three generations, several hundred thousand Chinese people 
have made the large-scale implementation possible. It seems that now we need to be 
able to give the Chinese program two additional decades to develop and consolidate, 
to then measure its full impact, not only on dust storms and desertification—but also 
on wind speed, precipitation, groundwater table, humidity and regional temperatures. 

6 Recommendations 

We have learned that in the harsh arid climate of desert border regions, only ecologi-
cally well-adapted vegetation will survive, which in restoration often became evident 
within a relatively short time of one or a few decades [17]. Only vegetation with high 
“ecological value” will have high enough potential to adapt to the changes and chal-
lenges. The potential use of native vegetables, fruit trees, spice plants and other useful 
crops reported e.g., for Kubuqi desert (China) and Turkey [32, 56] should be further 
evaluated in erosion control, as part of an ecologically adapted restoration. 

Restoration in drylands based on natural succession will take a long time, but 
the method should be considered superior to afforestation in terms of sustain-
ability because the resulting vegetation will be highly adaptable. A restoration model 
combining the planting of native shrubs and trees with areas of natural succession was 
suggested to achieve protection by the planted woody greenbelts and the vegetation-
ecological advantages of succession to occur between them [61]. It remains to be 
investigated whether such protection and assistance (e.g., soil treatment) would 
expedite the successional development of native vegetation.
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Estimation of Satellite-Based 
Regional-Scale Evapotranspiration 
for Agriculture Water Management 
Using Penman–Monteith Method 
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and Anupam Debsarkar 

Abstract Evapotranspiration (ET) is one of the important parameters in the hydro-
logical cycle affecting water resource availability. Estimating surface evapotranspira-
tion is essential for water resources evaluation, drought monitoring, crops production 
simulation, and providing guidance for crop water needs in irrigated lands. Refer-
ence evapotranspiration (ET0), is a representation of efficient water management for 
environmental demand. Environmental degradation is crucial for humankind over 
the past few decades. Thus, hydro-environmental management is required for future 
sustainable planning purposes. The present study estimates the monthly reference 
evapotranspiration (ET0) based on the FAO Penman–Monteith method using the 
Landsat 7 ETM + and Landsat 8 OLI seasonal data of 2014, 2015, and 2016 over the 
Dwarakeswar—Gandheswari river basin. Required model input parameters are emis-
sivity, land surface temperature (LST), net radiation, soil heat flux (G), air tempera-
ture, actual & saturation vapor pressure, and wind speed. Correlation analyses have 
been performed of ET and field-based soil moisture data in the proposed command 
area. Finally, results are validated by using MODIS LST for estimated LST and 
MODIS ET for estimated ET. Moreover, assessment of regional-scale based evapo-
transpiration is a challenge to the agricultural and hydrological frame. This analysis 
demonstrates the potential applicability of this methodology.
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1 Introduction 

Estimation of ET is essential to know how much water is required during the growing 
season, to improve crop water management and hydrological applications. ET is the 
process that accounts for a large portion of the hydrological water budget. On the 
land surface, an average of about 60% of the precipitation received is returned to the 
atmosphere through ET. 

Moderate numbers of studies are available for the estimation of ET using remote 
sensing techniques. Calculation of reference crop ET based on Penman evaporation 
equation using available weather data [1]. Tsouni et al. [2] estimated daily ET for all 
the 21 days of the study period using the FAO Penman–Monteith, Carlson-Buffum, 
and Granger method in the Thessaly plain, Greece. Spatiotemporal distribution of ET 
estimation based on SEBAL model in South –Central Nebraska [3]. Simulation of 
ET estimation using empirical methods from groundwater under different soil condi-
tions is available in [4]. Evaluation of ET of an oasis-desert transition zone using 
the Penman–Monteith model in the middle stream of Heihe River, China [5]. Quan-
tification of predicting ET using remote sensing techniques in the mixed vegetation 
surface areas [6]. Ficklin et al. [7] estimate Palmer Drought Severity Index (PDSI) 
using Penman–Monteith PET method for current and future drought projections. 

Li et al. [8] studied the assessment of ecosystem ET dynamics using the Priestley-
Taylor parameter in eastern Inner Mongolia, China. Wang et al. [9] estimated ET 
under multi-scale conditions using “thermal infrared remote sensing and three-
temperature model” in the Zhangye oasis and adjacent Gobi and desert, northwest 
China. Estimation of ET based on the Simplified Surface Energy Balance (SSEBoP) 
model for the spatial distribution of water mapping in the Colorado River Basin [10]. 
Yao et al. [11] reported that the evaporative drought index (EDI) had been used to 
monitor China’s surface dryness conditions based on the ET model and Hargreaves 
equation from JAXA-MODIS Insolation products, GEWEX, NCEP-2, and MODIS 
NDVI data. Groundwater ET estimation is based on empirical equations from irri-
gated cropland areas [9]. ET’s future scenarios use the Hadley Centre Coupled Model 
version 3 data for crop production and water balance framework [12]. The Impact of 
ET formulations for various elevations for various climatic conditions of meteoro-
logical drought assessment [13]. Raoufi and Beighley [14] studied daily global ET 
estimation based on the Penman–Monteith method using land surface temperature 
(LST) for the period 2000–2013. 

The relationship between the surface resistance and remotely sensed stress index 
based on modified Penman–Monteith in the semi-arid region of Tensift Al Haouz 
(Morocco) for optimizing irrigation management is available in [15]. Assessments 
of global and regional scale surface fluxes based on the Penman–Monteith model, 
Priestley-Taylor Jet Propulsion Laboratory model (PTJPL), and the Global Land
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Evaporation Amsterdam Model (GLEAM) is available in [16]. Rozenstein et al. [17] 
studied cotton ET estimation based on eddy covariance, surface renewal, and heat 
pulse using Sentinel-2 satellite imagery in the cotton field near Gedera, in the Shfela 
region in Israel. 

Jahanfar et al. [18] performed refined water budget analysis using a modified FAO 
ET model for Green Roof systems. Fernandes et al. [19] studied the estimation of 
water use efficiency (WUE) from Moderate Resolution Imaging Spectroradiometer 
(MODIS) data in the Cerrado of Minas Gerais State (western part of Minas Gerais). 
Wu et al. [20] identified crop drought index through the Two-Source Energy Balance 
(TSEB) model for monitoring and assessing winter wheat drought disasters. In a 
more recent paper, evapotranspiration estimation based on surface energy balance 
models using satellite data for sustainable agriculture water management [21–26]. 

However, the middle to upper portions of the river basin is high water stress 
areas. A Command area is proposed for agricultural water management in the middle 
portion of the river basin. Moderate-resolution satellite data are used for accurate ET 
estimations for these different years at a regional scale. Moreover, the estimated 
seasonal ET is very needful for regional-scale hydro-environmental (e.g., drought) 
planning and management framework. The proposed methodology is applied to 
Dwarakeswar—Gandheswari river basin, West Bengal, India. 

2 Study Area 

Dwarakeswar River is a major river in the western part of West Bengal in India 
(Fig. 1). The detailed information on the Dwarakeswar- Gandheswari river basin 
is available in [27]. Penman–Monteith is the best method for ET calculation 
compared to other methods [28]. Using satellite data, seasonal ET estimation has 
been performed in the small river basin.

3 Materials and Methods 

Figure 2 presents the methodology adopted in the chapter in more detail in the 
following subsections.

3.1 Data Sources 

Landsat 8 OLI (2014–2016 and Path:139–140, Row: 044) and MODIS 
(MODIS/Terra and MOD16) data were collected from the Earth Explorer, United
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Fig. 1 Location map of the study area

Fig. 2 Overall Methodology
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States Geological Survey (USGS) (http://glovis.usgs.gov/). Weather data are 
collected from the NASA Prediction of Worldwide Energy Resources power.larc. 
nasa.gov site. 

3.2 Methodology 

3.2.1 Image Pre-processing 

The images were collected in different time periods under different solar illumination, 
so the Sun angle correction was necessary. After Sun angle correction, the DN values 
of the images were converted to radiance. 

Estimation of Evapotranspiration (ET) 

An updated equation is recommended by FAO [28] with the FAO-56 Penman– 
Monteith Equation. Simplify the equation by using assumed constant parameters 
for a clipped grass reference crop. It was assumed that the definition for the refer-
ence crop is a hypothetical reference crop with a crop height of 0.12 m, a fixed surface 
resistance of, 70sm−1 and an albedo value of 0.23 [29]. 

The new equation is: 

ET0 = 
0.408∆(Rn − G) + γ 900 

T +273 u2(es − ea)
∆ + γ (1 + 0.34u2) 

where ET0 is the reference evapotranspiration (mm day−1); Rn is the net radiation 
(MJ  m−2d−1); G is the soil heat flux (MJ  m−2d−1); T is the mean daily air 
temperature at 2 m height (◦C); u2 is the wind speed at 2 m height (m s−1); es is the 
saturation vapor pressure (kPa); ea is the actual vapor pressure (kPa); ez − ea is the 
saturation vapor pressure deficit (kPa); ∆ is the slope of the vapor pressure curve 
(kPa  ◦ C); γ is the psychrometric constant (kPa  ◦ C). 

4 Results and Discussion 

4.1 Spatiotemporal Variations of Evapotranspiration 

Based on the distribution of ET values in January 2014, 2015, and 2016, ET was very 
high in the higher elevated area of the basin, over Susanna hill, Tilaboni hill, Futiyari 
dam, Saheb Bandh lake and in the Jangalmahal, Beliatore forest area (Fig. 3). The ET 
values are also high in the West Midnapore, Hooghly, Purulia, and Bankura district 
over the study area. ET values are very low in the sandy region and the Burdwan

http://glovis.usgs.gov/
http://power.larc.nasa.gov
http://power.larc.nasa.gov
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district over the area. This value has gradually increased from 2014 to 2016. The 
minimum value of ET was found in the Purulia district and in the sandy region. In 
March, Higher ET value (>120 mm) was found in the Hooghly, West Midnapore, 
Burdwan and western part of the Bankura district over the study area, and as usual 
in the higher elevated area of the basin. The maximum portion of the study area is 
occupied by a medium ET value. In May 2014, the highest ET value was found in the 
Jangalmahal area, a little bit portion of the Hooghly, West Midnapore and Bankura 
district. However, in 2016, some portion of the Purulia is also showing a higher ET 
value. 

In June 2014, the lower part of the river basin showed higher ET values, and in 
the Jangalmagal area, some portions of the Purulia district’s ET values are high. In 
August 2014, the higher ET value was found in the upper part of the river basin, 
which includes the Purulia district over the study area and the Beliatore forest, 
Jangalmahal, Joypur jungle area. In September 2015, ET was very high (>152 mm) in 
the monsoonal flood zone, which includes the western part of Bankura, West Midna-
pore, Burdwan, and Hooghly district over the study area and also in the Susunia hill. 
In October 2014, 2015, 2016, higher ET value was found almost every portion of 
the study area. Susunia hill is showing the highest value as well as the lake, dam,

Fig. 3 Satellite-based ET mapping for Dwarakeswar-Gandheswari river basin 
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and forest areas. ET value was low in the sandy region. The result of ET values for 
October month in these three years does not vary very much. 

Moreover, it could be said that the ET variation in this study area is closely related 
to crop growth (Fig. 4). The Hilly area and the water body like the dam and lake 
always show a high ET value. ET values are always lower in the sandy region and 
the settlement area. 

Fig. 4 Estimation of ET for proposed command area with field-based validation points
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Fig. 5 a Spatial distribution of NDVI & b LST in October 2014 

4.2 Correlation Analysis 

4.2.1 NDVI and LST 

The NDVI has been widely used for determining temporal LST changes. These 
images show that where NDVI values are high, LST values are low due to vegetation 
cover. Thus NDVI and LST represent a strong negative correlation. The water body 
is a special case, where both NDVI and LST values tended to be the lowest value 
(Fig. 5). 

4.2.2 LST and Soil Heat Flux 

The soil heat flux (G) is the energy that is heating the soil. Soil heat flux is positive 
when the soil is warming and negative when the soil is cooling. Thus Soil heat flux 
depends on Surface temperature and represents a positive correlation (Fig. 6).

4.2.3 NDVI and ET 

Evapotranspiration is strongly related to vegetation. It is an essential compo-
nent for assessing vegetation dynamics. Thus NDVI is an important variable for 
evapotranspiration, representing a significant positive relationship with ET (Fig. 7).
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Fig. 6 a Spatial distribution of LST and b Soil heat flux in february 2015

Fig. 7 a Spatial distribution of NDVI and b ET in October 2014 

4.2.4 LST and ET 

Evapotranspiration and LST maintain a negative relationship. Land surfaces with 
larger ET have lower LST. At the same time, air temperature, air humidity, wind 
speed, and solar radiation remain homogeneous over the land surfaces of interest 
(Fig. 8).
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Fig. 8 a Spatial distribution of LST and b ET in October 2014 

4.2.5 Net Radiation (Rn) and ET 

Net radiation is the total energy that is available to influence the climate. The net 
radiation of the surface consists of the direct and diffused radiation and the atmo-
spheric emission absorbed and retained by the surface. Therefore, evapotranspiration 
is strongly dependent on net radiation and represents a positive correlation (Fig. 9). 

Fig. 9 (A) Spatial distribution of Net Radiation and (B) ET in October 2014
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Table 1 Comparison between the estimated and the observed results of LST in 2015 

Minimum LST (°C) Maximum LST (°C) 

Months Estimated 
value 

Observed 
value 

Absolute 
error 

Relative 
error (%) 

Estimated 
value 

Observed 
value 

Absolute 
error 

Relative 
error (%) 

Feb-Mar 24.03 26.75 2.72 11.31918 36.57 37.07 0.5 1.367240 

May-Jun 24.16 27.87 3.71 15.35596 31.21 37.45 6.24 19.99359 

Aug-Oct 25.51 29.29 3.78 14.81771 36.23 36.59 0.36 0.993651 

Table 2 The estimated and the observed results of ET in 2015 

Minimum ET (°C) Maximum ET (°C) 

Month Estimated 
value 

Observed 
value 

Absolute 
error 

Relative 
error 
(%) 

Estimated 
value 

Observed 
value 

Absolute 
error 

Relative 
error 
(%) 

Feb-Mar 100.399 94.2 6.199 6.1743 114.12 106.3 7.82 6.8524 

4.3 Validation 

4.3.1 Validation of Land Surface Temperature with MODIS LST 

To validate the result of LST Table 1 was made to estimate the absolute and relative 
error between observed LST values collected from the C6 MODIS LST product 
(MOD11_L2) and estimated LST values using the above equations. 

For minimum LST values, the maximum and absolute minimum errors are respec-
tively 5.05 °C (relative error 26.5%) and 2 °C (relative error 10.9%). The maximum 
and absolute minimum error for maximum LST values are respectively 4.18 °C (rela-
tive error 14.8%) and 0 °C (relative error 0%). These results indicate that this LST 
estimation method has a small error that may be due to cloud cover, haze, or noise. 

4.3.2 Validation of Evapotranspiration with MODIS ET 

The estimated ET image of February 2015 was compared to the MODIS ET product 
in the same month and year (Table 2). For minimum ET values, the absolute error 
is 6.12 (relative error of 6.17%) and for maximum ET values, the absolute error is 
7.82 (relative error of 6.85%). 

5 Discussion 

The ET estimation is very important for regional scale (e.g. River basin) using 
satellite-derived data. Penman–Monteith method is used for seasonal/monthly ET
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estimation purposes using a GIS environment. All utilized parameters are derived 
through meteorological and satellite data. Four satellite data (SRTM, Landsat ETM 
+ , Landsat OLI, and MODIS) are used for ET calculation. Seven MODIS/Terra 
LST/Emissivity 8-Day L3 Global 1 km SIN Grid products (MOD11_A1) are utilized 
for LST [30]. The MODerate Resolution Imaging Spectrometer (MOD16) global ET 
(MOD16A2) dataset is used for validation purposes [31]. The results show inconsis-
tent comparisons with MOD16 ET. Seasonal time periods (Feb-Mar, May–June, and 
Aug-Oct) are considered for 2014, 2015, and 2016. The limitation of the research 
is that rainy season images could not be used due to high clouds, haze, and noise. 
The collected data used in the model directly affects the accuracy of the ET. The 
model involves many parameters, and errors in each parameter can affect the calcu-
lated results. Further, it is required high spatial resolution satellite data and a denser 
network of meteorological stations to improve the model. Sensitivity analyses are 
needed to level of agreement between input and output errors in the study area. 

6 Conclusions 

This study aims to estimate ET based on Landsat satellite dataset, and the SRTM DEM 
for Dwarakeswar -Gandheswari river basin based on the FAO-56 Penman–Monteith 
method. A comparison of the estimated results of ET with the NDVI indicates a 
good relationship over the study area. ET and NDVI distribution in the study area are 
strongly correlated. Susunia hill, Tilaboni hill, and the lower part of the river basin, 
including Burdwan, Hooghly, West Midnapore, and western parts of Bankura district 
over the study area have higher NDVI, typically have greater ET. Some portions of 
the Purulia district with sparse vegetation coverage normally have very low ET. ET 
values for the forests and vegetated areas, where the distribution of vegetation is 
highly variable, are relatively heterogeneous. ET change in the river basin is closely 
related to crop growth. The maximum monthly ET values in the entire study area 
were observed in irrigated cropland and the mountain areas. During the harvesting 
periods, ET is notably lower than in other months. 

In the summer season, some portions of this area are clearly dependent on the 
irrigation applied. Spatial differences in yield were caused by differences in irrigation 
scheduling, especially during the dry season when the irrigation schedules were 
not able to meet the full crop requirements, the yield was reduced. Overall, the ET 
estimates depend on several factors, including climatic conditions and irrigation from 
a groundwater well, vegetation rate, and cropping pattern in these areas. High ET rates 
from water bodies were an indication of very high evaporative water. Moreover, ET 
results indicate the crop water stress scenarios and the need to differentiate between 
irrigated and non-irrigated areas. The present analysis is helpful for planning a water 
resources project with hydraulic structure(s).
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7 Recommendations 

A few recommendations have been proposed for a sustainable agriculture water 
management framework under changing climatic conditions using remote sensing & 
GIS techniques. 

i. High-resolution satellite data can be used for ET estimation purposes. 
ii. Different hydrological models can be used for long-term evapotranspiration 

estimations purposes. 
iii. Climate data can be correlated with evapotranspiration for drought assessment 

purposes. 
iv. The generated output can be used for future planning of agriculture water 

management purposes. 
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