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Chapter 1 
Understanding Hydrology of Indian 
Himalayan Landscapes—A Review 

Manish Singh Rana, Manas Ranjan Panda, Muhammad Shafqat Mehboob, 
Yeonjoo Kim, and Chandan Mahanta 

Abstract Melt water from the glaciers and snow over the Himalayan mountainous 
range plays a vital role in the river hydrology where more than 200 million of people 
consume this water for domestic and agricultural purposes. The hydrology of this 
high-altitude glaciated range is quite complex and from a water resources manage-
ment perspective a comprehensive hydrometeorological modeling system is manda-
tory to project the hydrological changes in response to climate change. Climate 
change has an impact on the basic components that control the formation and melting 
of glaciers and snow cover, consequently impacting the livelihood, hydropower 
generation, and agricultural practices. Several hydrological models from lumped 
to fully distributed, have been developed to understand the complex hydrological 
behavior of the Himalayan region, however, the impacts of climate change on the 
hydrology of the Himalayan region are still ambiguous. Some researchers agree with 
glaciers expansion while others showed a glacier retreat. Such contradictory views in 
the climate and glaciers threaten future water management and sustainability of water 
resources. The choice of hydrological models is purely dependent on the availability 
of the datasets and the goals to be achieved. Lack of in-situ meteorological datasets is 
one of the biggest challenges that researchers must face while estimating the hydro-
logical variables. Satellite-based meteorological products, to some extent, provide 
a reasonable replacement of in-situ data but cascade the uncertainties in the final 
outputs. This chapter aims to demonstrate the complexity and understanding of the 
hydrology of Himalayan regions, and the challenges to developing the hydrological 
models in the Himalayan region. 

Keywords The Himalayas · Climate change · Glaciers · Snow cover ·
Hydrological models
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1.1 Introduction 

The Himalayas provide freshwater to over a quarter of the world’s population 
(1.9 million people) (Bharti et al. 2020). In Asia, the Himalayan Mountain range 
divides the Indian subcontinent from the Tibetan Plateau, features one of the world’s 
youngest, and most vulnerable systems due to ongoing geotectonic activities. The 
Hindu Kush Himalayan (HKH) area is a 3,500-km-long mountain range that runs 
from Afghanistan to Myanmar (Nepal et al. 2014a). The Himalayas are the source 
of many major rivers in Asia, and the water from these rivers is mostly used for 
hydropower generation in the hills and mountains. Many river basins that originate 
in this area range in elevation from near sea level to more than 8000 m above sea 
level (masl). As a result, the region’s precipitation and temperature have complex 
spatial distribution features, adding to the already difficult issue of modeling moun-
tainous hydrology. The Himalayas alone are the source of ten of Asia’s largest rivers. 
However, the town in the Himalayan region experiencing severe drinking water short-
ages (Tamang et al. 2020). Natural rainfed springs are the primary source of household 
water, but most of the springs are drying up due to rapid climate change. Agriculture 
uses a large portion of the water in northern India and Nepal. At higher elevations, 
rain-fed agriculture predominates, with irrigation limited to the plains and lower to 
medium mountain region (approximately < 1500 m) (Tripathi and Sah 2001). In this 
region, rapid population growth rates of more than 2% per year have resulted in the 
rapid conversion of natural land into agriculture. The agricultural land area of Nepal’s 
middle mountain region has increased by 10% to 25% in the previous 30 years. As 
a result of the increased demand for irrigation, water distribution linked with agri-
cultural expansion has been put under growing strain. It is commonly acknowledged 
that global climate change is causing glaciers to decrease or retreat all across the 
planet. There is no exception in the Hindu Kush-Himalayan region. Subsequently, 
a vast number of glacial lakes have formed, many of which are prone to becoming 
unstable as their volume grows or as a result of surge waves resulting due to moraine 
dam overtopping triggered by ice and rock avalanche, earthquake, and other mass 
movements. Glacial lakes are extremely dynamic water reservoirs that expand in 
quantity, size, and volume in response to climate change (Bolch et al. 2019). In 
the Himalayas, more than 5000 glacier lakes are dammed due to climate change 
and rapid glacier recession, and similar patterns may be found in other mountain 
ranges. Various assessments on a global and regional scale across Asia demonstrate 
the expansion of glacier lakes and their harmful potential. 

GLOFs are abrupt and large-scale discharges of dammed glacial lakes, which 
can cause catastrophic flooding and destruction in downstream areas (Linsbauer 
et al. 2016). Examples include the Breach of Chorabari lake in Mandakini river 
in Uttarakhand, India (Bhambri et al. 2016), the outburst of 1.1 × 105 m3 from 
Gongbatongshacuo in china (Allen et al. 2021), and outburst floods due to the rapid 
expansion of Cirenmaco in 1964 and 1981 (Wang et al. 2018). Because assess-
ment information is frequently poor, glacial lake outburst flood (GLOF) spawning in 
transboundary basins can be extremely destructive. In the north of the subcontinent,
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climate-induced glacial melt results in a large flow of sediment with heavy discharge 
of water. Himalayan eroded soil down to the riverine delta. Large areas of the country 
are flooded during the monsoon season, while dry season droughts caused by exces-
sive heat evaporate the water and deposit silt in the river channel. This produces the 
storm which triggers the riverbank erosion, environmental degradation, and flooding 
of agriculture, urban settlements, and villages. It is vital to comprehend the present 
Glacial lakes and hydrological regimes of river systems in the Himalayan region. 
Understanding the features of a watershed and its responses to streamflow requires 
the use of hydrological models (Krause 2002). The data gathered from direct field 
observations are significantly used in hydrological models. However, our knowledge 
of the Himalayan hydrological cycle’s timing and relative contributions is inade-
quate and many knowledge gaps exist about the Himalayan region’s water resources 
and characteristics (Bajracharya and Shrestha 2011). As a result, the current chapter 
offers the findings of an extensive review of existing knowledge of the hydrology 
of the Himalayan region, gaps in our current understanding of the hydrology of 
catchment, and constraints in hydrological modeling. Many critical aspects in the 
management of water resources that are available in the Himalayan region have been 
recognized. 

1.2 Hydrology of the Himalayan Region 

The Western disturbances (WDs) and Indian summer monsoon (ISM) are two major 
weather systems responsible for precipitation in the Himalayas. The impact of these 
circulation systems is complex due to their occurrence and distribution (Bookhagen 
and Burbank 2010). Monsoon precipitation varies in intensity, timing, and magnitude 
from east to west, where the east experiences the longest monsoon and receives 
the higher rainfall. More than three-quarters of all precipitation falls in the eastern 
section of the region during the monsoon (Nepal 2012). Moreover, a third of total 
precipitation falls in the western region throughout the winter. On different mountain 
hydrological systems, the function of glaciers varies based on basin dynamics. The 
majority of the interpretations are based on the ‘Alpine catchment’, in which the 
majority of the yearly precipitation falls as snow throughout the winter season. The 
melting of the winter snow continues into the summer, resulting in seasonal high 
discharges when combined with glacier melt. Glaciers are crucial for river flow 
in such systems, particularly during the summer. A ‘Himalayan catchment’ differs 
dramatically from an ‘Alpine catchment’ because the monsoon coincides with the 
peak discharge of the annual hydrograph, temperature fluctuation, trends, ice, and 
snowmelt. As a result, the ‘Himalayan catchment’ is defined by peak runoff due to 
glacier melt responsible for annual streamflow during July and August (Thayyen and 
Gergan 2010). 

When the snow melts in the summer, the water discharge increases by 20–50 times 
in Himalayan rivers. Furthermore, sediment load increases 500–1000 times due to 
the effect of high discharge in rivers, primarily from the western Tibetan plateau
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and the Karakoram. The Himalayan Range’s eastern portion is eroding quicker 
than the western side, contributing to the Brahmaputra’s larger suspended load than 
the Ganges due to higher precipitation. In the Himalayas, there are several rain 
shadow zones, and the region’s diverse geography creates both rainy and dry zones. 
Several studies of rainfall distribution with elevation in various Himalayan loca-
tions conveyed that precipitation has a direct relationship with altitude. According 
to Dhar and Rakhecha (1981), there is no linear relationship between precipitation 
and elevation. Other studies, on the other hand, have resulted that precipitation in 
the Himalayan region could increase continuously with elevation, but that precip-
itation begins to decline above a particular altitude. It indicates that the relation-
ship between precipitation and elevation changes with time and location. Active 
tectonics is a major forcing factor impacting river channel dynamics, sediment load, 
and shape in any basin. The geology of the Indus drainage was mostly created by the 
50 million-year-old collision between the Indian Plate and continental Asia (Inam 
et al. 2007). The surrounding ranges have been elevated to considerable heights due 
to continued tectonic activity. Himalayan rocks are separated from higher Himalayas 
in the north by major central thrust, and it is also separated from Siwalik in the south 
by main boundary thrust. Fracture zones, which form as a result of thrust, faults, and 
other lineaments, are ideal locations for springs because they encourage groundwater 
recharging while also controlling drainage. 

Limitations in hydrological modeling

. Due to the lack of long-term data records and practical problems in data quality 
maintenance, there are certain ambiguities (Kattelmann 1987). Only a few clima-
tological studies have been conducted in the entire Himalayan region. The local 
climate is influenced by the complex topography, which causes large variations in 
temperature and precipitation. Long-term climate data are frequently required for 
local-level development projects. However, only large-scale and regionalization 
of climate change data are available with overextended. Various models based on 
temporal and spatial data can be used to generate climate data. Cox and Isham 
(1994) identified three types of rainfall models: empirical statistical models that 
can be used to generate annual, monthly, and daily climate data, dynamic mete-
orology models that use physical processes in the catchment to represent real-
world dynamics using nonlinear partial differential equations, and intermediate 
stochastic models that are primarily used for short-term data analysis. However, 
the uncertainty in future climate forecasts is mainly due to uncertainty in climate 
data modeling under climate change scenarios (Srikanthan and McMahon 2001).

. Due to a low rain gauge network density and a specific location where it is difficult 
to define dynamics of precipitation extremes of the Himalayan basin, represen-
tative data are scarce (Sharma et al. 2000). Rain gauges are the most effective 
tool for measuring precipitation, but due to topographic heterogeneity in the 
mountainous areas, it is impossible to install rain gauge stations uniformly for 
in situ rainfall measurement. The Indian meteorological department is continu-
ously working to expand the rain gauge network in the Himalayan region, but 
the cost of expanding and maintaining these stations has proven very costlier.
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Weather radars have grown more prevalent in recent years for detecting severe 
weather events (Bharti and Singh 2015). Although it has significant drawbacks, 
such as the need for a large and heavy antenna for long-range detection, the 
beam may not propagate properly, and it is susceptible to jamming. IMD installed 
multiple Doppler weather radar stations around India for a better understanding 
of the weather system; nevertheless, installing radar stations in the Himalayan 
region remains a difficult task.

. Incapacity of a model to reflect the various runoff components, such as the retreat 
of the glacier, snowmelt runoff, and baseflow, and to depict the dynamics of the 
riverine system in broad terms, such as increased water level during the monsoon 
season and low flows during the winter (Nepal et al. 2014b). Due to the uncertainty 
in the quality of existing data, hydrological modeling for the Himalayan region 
remains difficult. Furthermore, data scarcity makes accurate calibration in these 
models difficult (Pellicciotti et al. 2012). Several semi-distributed models (Shukla 
et al. 2021; Bhattarai et al. 2018), distributed models (Shrestha and Alfredsen 
2011; Nepal et al. 2014a; Li et al.  2015), and glacier retreat models (Li et al. 2015) 
have been used for the Himalayan region, but a lack of clarity in understanding of 
hydrological processes creates uncertainty in modeling approaches under climate 
change scenarios.

. High cost of the monitoring operation in the study area. The utility of remote 
sensing and gridded models for many scientific types of research has increased 
in recent years, whereas studies relying on ground-based data have decreased 
worldwide due to their high operation cost and difficulty in handling (Yatagai et al. 
2012). In situ observations are primarily utilized to confirm the model’s reliability 
and play an important part in the calibration and validation process. According to 
literature, the Himalayan region’s ground-based observation network is shrinking, 
resulting in a lack of understanding of physical processes and model inaccuracy. 

1.3 Different Modeling Approaches 

1.3.1 Runoff Estimation Models 

Water availability assessment in gauged and ungauged regions in the Himalayan 
range is necessary to build management tools. Surface hydrology, particularly in 
ungauged watersheds, faces a significant challenge in estimating continuous stream-
flow in Himalayan regions. Ungauged basins are those with insufficient records of 
hydrological observations (Sivapalan et al. 2003). Because it is very essential to have 
a detailed knowledge of flow variability in data-scarce areas. Using proper hydrolog-
ical models, reliable continuous streamflow forecasting is a key approach to water-
shed planning and management. The estimation of runoff is particularly essential in 
meteorology, especially in locations where there are no calibrated measuring stations. 
Previously, various hydrological models have been applied to estimate direct runoff 
in the ungauged region such as HEC-HMS (Akay et al. 2018), MOHYSE, HMETS,
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GR4J (Arsenault et al. 2019), SWAT (Kanishka and Eldho 2020), VIC (Bao et al. 
2012), and WASMOD (Yang et al. 2018) with the combination of regionalization 
methods. 

In hydrology and water management engineering, machine learning widely 
applied in recent years. For monthly flow forecasting, Hussain and Khan (2020) found 
Random Forest (RF) outperformed multilayer perceptron (MLP) and support vector 
regression (SVR). The random forest model was able to simulate small and medium 
floods in a similar way to the HYDROMAD model (Schoppa et al. 2020). Wang 
and Wang (2020) showed that M5P model tree (M5P) and Multiple linear regression 
(MLR) performed better than k-nearest neighbor (KNN), Gaussian process (GP), 
multilayer perceptron (MLP), and random forest (RF) in the prediction of water 
level in Erie lake. However, there have been very few studies on using machine 
learning to predict hydrological model parameters. 

It is a relatively new approach to use hydrological models to analyze the complex 
dynamics in the upper region of the Himalayas. As a result, certain modeling appli-
cations have been carried out without the use of glacier data (Sharma et al. 2000). 
However, the snowmelt-induced runoff has been highlighted in relation to climate 
change impact in recent years (Immerzeel et al. 2010). Snow and glacier melt have 
been approximated in the Himalayan region using empirical methodologies, such as 
snowmelt based on ablation gradients (Racoviteanu et al. 2013), threshold air temper-
ature (Kour et al. 2016), and a degree-day factor (Immerzeel et al. 2010). Therefore, 
detailed knowledge for integrated hydrological system methodologies and investiga-
tion is limited due to the unavailability of data on catchment dynamics such as snow, 
discharge, infiltration properties, land cover change, and glacier ice melt. 

1.3.2 Regionalization Approach 

Streamflow forecasting in gauged and ungauged basins is predicted using various 
distributed models, semi-distributed models, physically-based models, data-driven 
and conceptual based models. The conceptual lumped model is commonly used 
to forecast streamflow due to its less complicated mechanism (Yadav et al. 2007). 
Model parameters obtained from physical catchment features for ungauged catch-
ments using physically based models are fraught with risk and show ambiguity in 
prior distribution (Bulygina et al. 2011). It can lead to overparameterization and struc-
tural problems in the model. In comparison to conceptual or semi-distributed models, 
such models require a significant amount of data and human work. The model param-
eters in data-driven and conceptual/semi-distributed models must be determined by 
calibration process against observed discharge for adjustment in features and parame-
ters until the catchment and model behavior become identical. Due to the low cost and 
well-known solution, regionalization is widely used for the estimation of streamflow 
time series in ungauged basins (Samuel et al. 2011). Regionalization can be used 
to transfer hydrological data across geographical objects and spatial dimensions. 
This approach can be used by employing predictive techniques such as extrapolating
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hydrologic data from gauged to ungauged catchments (Goswami et al. 2007). Arora 
et al. (2005) evaluated three regionalization methods to construct a regional flow 
duration curve for the Chenab river basin, finding that flows in the upper region have 
larger variability than those in the lower region. Using a regionalization technique, 
Rees et al. (2004) estimated average water volume for the annual recession period 
for the Himalayan catchments. Liu et al. 2021 utilized a regionalization approach for 
Sino Himalaya to categorize floristic regions. In hydrological research, regionaliza-
tion is often regarded as a difficult task. First, the chances of success of simulation are 
less due to the scarcity of discharge data, which is commonly used to calibrate model 
parameters (Sivapalan et al. 2003). Second, results from the literature review based 
on regionalization methods are inconsistent since they were conducted at diverse 
locations, and the available catchment parameters differ from one case to the next 
(Oudin et al. 2008). 

The regionalization approach for estimating continuous streamflow can be accom-
plished using a hydrological model by transferring hydrological data through model 
parameters. The data-driven-based hydrologic model-independent method is an alter-
nate method. Rainfall-runoff models for the ungauged region show some uncertain-
ties due to flaws in model parameters estimation, the link between locally calibrated 
parameters and catchment feature, the distinctiveness of the basin (Wagener and 
Wheater 2006), and the complexity of the hydrological model. However, hydro-
logic model-independent methods prevent the complex mechanism of a hydrological 
model and estimation-based uncertainty in parameter and uncertainty due to calibra-
tion of the data-driven model. Data-driven methods typically require less data and 
knowledge, which could be advantageous in dealing with data-availability limits. 

It is impossible to build a universal approach as the optimal way for all catch-
ments because the regionalization process is integrally associated with employing 
catchment features. As a result, an investigation on any location of interest is 
required to determine the optimal technique among hydrologic model-dependent 
and independent methods. 

1.3.3 Flow Duration Curve (FDC) and Low Flows Estimation 

Headwater regions of the Himalayas have several low-flow rivers. These low flow 
rivers are tributaries of the Indus, Ganga, and the Brahmaputra, which are impor-
tant in maintaining water flows in these rivers. As a result, accurate forecasts of 
low river flows in the Himalayan basins are extremely important for water resource 
management. When it comes to estimating reliable predictions of low flows, there are 
two major issues to consider. Firstly, most of the Himalayan basins are ungauged, 
therefore dependable and long-term hydrometeorological data is scarce. In these 
mountains, the stream gauging station network is poor. Second, the resource base is 
depleting at a higher rate than it was previously. According to a study, it is indicated 
that glaciers are retreating globally, including the Himalayan glaciers, retreating by 
hundreds of meters in the previous 20 years. Possible low-flow estimation approaches
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in ungauged catchments in mountainous regions can be categorised into (i) those that 
use hydrological regionalization techniques to predict either specific low-flow indices 
or composite low-flow measures; and (ii) those that allow any low-flow character-
istic to be estimated from synthetic flow time series. Furthermore, it can classify 
into (i) regional regression models; (ii) graphical methods; (iii) technique of spatial 
interpolation; and (iv) estimation of low flow using synthetic flow time series. In 
low-flow estimation for ungauged locations, the regional regression method is the 
most extensively employed. This method includes several steps such as a selection 
of low flow characteristics for regression model based on variable user requirements, 
streamflow database constraints, research aims, methodologies, etc., delineation of 
hydrologically homogeneous regions, and construction of regression. This estab-
lishes a link between dependent low-flow parameters and independent catchment 
and meteorological variables (Fouad et al. 2018). 

Regional prediction curves, unlike regression models that estimate single low-
flow attributes, allow for the estimation of various low-flow indices. FDC and low-
flow frequency curves obtained from multiple homogeneous gauged catchments can 
be converted into identical scales, superimposed, and then averaged to generate a 
regional curve. All flows are standardized to make curves comparable with other 
catchments by area and mean or median flow. Another approach for low flow esti-
mation is regional mapping and spatial interpolation. The interaction between flow 
field and natural elements which are zoned physiographically are the foundations 
for mapping flow features. Flow maps are built based on flow characteristics derived 
from gauged data, similar to regression relationships. The denser the gauging station 
network with adequate flow data is, the more accurate the maps-based estimates will 
be. The size of the catchments utilized for mapping should ideally represent the flow 
regime’s zonal type. Moreover, very small rivers and very large rivers (running over 
multiple geographical zones) should not be chosen for flow mapping. For regional 
regressions and mapping, the upper and lower basin can be selected arbitrarily and 
may differ depending on physiographic conditions (Risley 1994). 

Low flow in the ungauged area can be estimated using synthetic time series. The 
use of a time-series simulation method to produce sufficiently streamflow data of 
long length and low-flow indices from the simulated series is an alternate approach 
to low-flow estimate for ungauged sites. There are two types of simulation methods: 
stochastic and deterministic. The first generates a time series with ‘realistic’ statistical 
features, although it is not intended to imitate actual site flow sequences (Kelman 
1980). The deterministic approach, on the other hand, usually incorporates a rainfall-
runoff model that turns actual rainfall data in a simulated catchment into a continuous 
flow time series. 

1.3.4 Climate Models for Himalayan Regions 

Climate projections must be accurately estimated to assess the climate change impact 
and to be used in hydrological modeling. Under various scenarios, “Global Climate
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Models” (GCMs) are the most widely acknowledged tools for producing reliable 
future projections (Iqbal et al. 2020). Even though GCMs give accurate represen-
tations of large-scale components of climate, the coarse resolution obtained from 
GCMs is not sufficient to resolve key features associated with regional scale (Wilby 
et al. 1999). The scale of a regional climate model (RCM) is substantially closer 
to real-world observations that affect the climate system, therefore it can resolve 
the heterogeneity of geographical regions, alleviating the uncertainty of GCMs (Lee 
et al. 2019). Despite the hard terrain and considerable variability in regional climate 
patterns, Dimri et al. (2013) proved that RCM may be used effectively to assess the 
impact of climate change in the Himalayan region. Jury et al. (2020) used an ensemble 
of 36 GCMs and 13 RCMs for two RCPs 4.5 and 8.5 for the lower river basins of 
the Himalayas and predicted that 2-m rise in air temperature and precipitation rate 
linked to the Indian summer monsoon. 

Kulkarni et al. (2013) used Hadley Centre’s high-resolution regional of global 
warming to assess the global warming on the HKH and indicted that summer 
monsoon rainfall may be 20–40% higher in 2071–2098. Jasrotia et al. (2021) applied 
the Variable Infiltration Capacity (VIC) model to calculate the impact of climate 
change and found that precipitation projections had a significant impact on Jhelum 
watershed runoff. The freshwater-related risks of climate change can be analyzed 
using scenarios generated by GCMs as part of the Coupled Model Intercompar-
ison Project phase 5 (CMIP5) (Taylor et al. 2012; Das et al. 2016). Multiple RCP 
experiments have used the Coordinated Regional Climate Downscaling Experiment 
(CORDEX) and CMIP5 model data to create various meteorological information at 
both regional and global scales. 

1.4 Conclusions 

The Himalayan region, which has abundant water resources, is experiencing a 
scarcity of water due to environmental and anthropogenic factors. Due to fast popu-
lation growth and the related problem, governments in this region are confronting 
new and more difficult challenges in satisfying fundamental needs for water, food, 
and energy. Several studies have suggested that climate change has a negative impact 
on the hydrology of the western Himalayan river basins, which has a direct impact on 
the quantity and availability of water. The following are the highlights of this work: 

i. How variations in glacier melt will affect river discharge over the coming decades 
is one of the largest areas of uncertainty in Himalayan science. Therefore, there 
is a need to develop some methods or models on a regional scale to predict the 
impact of glacier melt on river flow. 

ii. A robust and dynamic hydrological model is required which can consider all 
disciplines such as the impact of climate change, glacier retreating, availability 
of water resources, and other water policy in a single frame.



12 M. S. Rana et al.

iii. Deforestation, habitat loss, and global warming are all known to be wreaking 
havoc on the Himalayan range, and its ability to serve as Asia’s water tower, in 
the long run, is becoming increasingly doubtful. However, it can be managed 
sustainably using appropriate ecological models and policies. 

iv. There are several methodological challenges e.g. (a) lack of long-term data, (b) 
lack of accurate data, and (c) higher cost for field experiment and unavailability 
of field equipment which affects the research significantly. However, the region-
alization approach can be used to estimate parameters for catchments without 
observed streamflow. 

v. In terms of water volume, low flows during roughly nine months of the year are 
more important than peak flows for three monsoonal months (July–September). 
Low flow measurements and accurate low flow estimating methods are crucial 
for proper water resource assessment, planning, and management, whether for 
hydropower, irrigation, or water delivery. Although there are several methods for 
estimating low flow, regional regression models are a widely accepted method 
for the same. 

vi. Climate change in the Himalayan range has a potential impact on snow melting, 
overland flow, streamflow, rainfall pattern, groundwater flow, infiltration rate, 
soil erosion, and water temperature. Henceforth, the influence of climate change 
on available water resources should be re-evaluated in the future. 
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Chapter 2 
Development of a Semi-distributed 
Rainfall-Runoff Model for Water 
Budgeting in Macropore Dominated 
Hilly River Basins 

Suman Kumar Padhee, Chandan Pradhan, Ketan Kumar Nandi, 
and Subashisa Dutta 

Abstract Hillslope-stream-groundwater interactions has been identified as one of 
the major unsolved scientific problems in hydrology. Research studies to under-
stand hillslope response processes involves time, effort, and resources. Therefore, 
hydrological models prefer to eliminate the minor details from hillslope responses 
in aggregation approach to watershed scale. Such approaches are unsuitable for 
regions where hillslope processes are dominant. Bur there are not many hydrolog-
ical models to address hillslope concepts. This paper presents a process-based semi-
distributed rainfall-runoff model (Hilly Watershed Hydrologic Model, HWHM) for 
hilly watersheds to address the aggregation of hillslope response to watershed scale 
for a Himalayan River Basin. The prime objective of HWHM is to support the water 
management in this region by modelling the runoff response and water storage. 
HWHM operates by dividing the river basin into small grids (≈1km2), each grid 
representing a micro-watershed and assumed to be made up of several hillslopes. The 
emphasis of HWHM is to mimic the runoff generation in hillslopes in space and time 
which includes runoff from both surface and subsurface. The surface runoff partition 
and water balance are conceptualized by the influence of three-layer soil matrix (A-, 
B-, and C- layer) and vertical macropore distribution in subsurface system. The A-
layer depth (root zone) and macropore distribution is characterized by MODIS land 
use/land cover product, deduced from several sample dye-tracer experiments. Model 
parameterization includes the response controlling variables for surface (threshold 
for surface runoff generation (Tsur), and gradient of runoff generation rate (S)), and 
sub-surface (bedrock topography factor (a), saturated hydraulic conductivity (Ksat), 
and aquifer thickness (Dp)). The variability of Tsur in space is determined in the 
range of (Tsur ± 25%) defined by vegetation fraction, whereas variability in time 
depends upon the antecedent moisture condition in A-layer. S is standardized between 
a lower and higher limit as per the antecedent moisture condition in top soil layer.
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The combined volumetric variability in A-layer depth and macropore distribution 
influence variable surface runoff generation. The subsurface is assumed to contain 
aquifer above bedrock with a maximum limit of aquifer thickness Dp and its ability 
to contribute as baseflow defined by Ksat . However, due to assumed dominance of 
preferential pathways, a high order factor of 10a is multiplied with Ksat , where a is 
a standardized value between a range according to antecedent moisture condition of 
B-layer between its field capacity and wilting point. The standardization schemes for 
S and a helps to address the variation of runoff response in wet and dry seasons in 
surface and sub-surface respectively. With the help of satellite-based hydrometeoro-
logical inputs (CHIRPS precipitation, and FLDAS evapotranspiration) and modelled 
land surface variables (field capacity, wilting point, and Ksat from SOILGRIDS), 
HWHM is used to parameterize the spatio-temporal response of micro-watersheds, 
by calibration with the observed daily flow volume at the outlet. The controlling 
variables were simulated in combinations within stipulated ranges to find the best 
values (Tsur = 1 ± 0.25 cm; S = 0.7–0.1; Ksat ≈ 105–1010 times original Ksat ; and 
Dp ≤ 1 m) in calibration. Simulations from 2001–2007 produced a decent result of 
(RMSE = 60 MCM and R2 = 0.72). The value of resulting Ksat was found to be of 
several times higher order than original Ksat (105–1010 times). This confirmed major 
domination of preferential pathways in runoff generation process at watershed scale. 
HWHM could be used for studies to further understand the influence of hillslope 
processes on water budget components at large scale watersheds with macropore 
dominated hilly regions. 

Keywords Hillslope · Macropores · Semi-distributed model · Water balance 

2.1 Introduction 

It is presumed in distributed hydrological modelling that hydrological responses of 
small catchment units accumulate together to reflect the total surface runoff in water 
budget of large-scale basins. Therefore, integration of hydrological processes due to 
catchment responses is a common exercise in large-scale hydrological modelling. 
These catchment units involve several mechanisms for runoff generation including 
Hortonian flow (Horton 1932), saturation excess runoff (Hewlett and Hibbert 1967; 
Freeze 1972; Dunne et al. 1975), return flow (Dunne and Black 1970), and macro-
pore flow (Beven and Germann 1982). Addressing these flow mechanisms through 
hydrological modelling is important for water resource management in various 
regions. 

The hilly watersheds in humid tropical or sub-tropical regions are dominated by 
hillslope process where a threshold-based runoff generation is often seen (Williams 
et al. 2002; Das et al. 2014). Several research works have concluded the presence 
of macropores as the primary reason for occurrence of this threshold behaviour in 
surface runoff generation (Torres et al. 1998; Shougrakpam et al. 2010; Sharma 
et al. 2013; Sarkar et al. 2015). It is also evident from many research outcomes that
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the bedrock topography linked through macropores in soil–bedrock interface, is an 
important factor in hillslopes (Dusek and Vogel 2016) and have controls on outflow 
variability in dry and wet seasons (Graham et al. 2010; Janzena and McDonnell 2015). 
Therefore, macropores are crucial representative in these two aspects of complexity 
in hillslope hydrology (runoff threshold and seasonal variability in outflow from a 
hilly watershed). 

The Macropores are large pores in soil, usually greater than 0.08 mm in diameter 
which allow free movement of air and water by gravity (Chouksey et al. 2017). There 
are basically two types of macropores, main bypass (MB) (Hoogmoed and Bouma 
1980) which is continuously interconnected with increase in depth and internal catch-
ment (IC) (Bouma and Dekker 1978; Van Stiphout et al. 1987) which is not connected. 
Presence of macropore network triggers the preferential flow characteristics as the 
first draw from precipitation (Tromp-van Meerveld and McDonnell 2005; Graham 
et al. 2010; Penna et al. 2011) thereby delaying the surface runoff generation. It deter-
mines the fraction of precipitation that bypasses the root zone and directly contributes 
to subsurface flow (Menichino et al. 2014). Preferential flow drawn from rainfall due 
to presence of macropores is considered as the primary dominant control on runoff 
generation at hillslope scale. The variation of macropore distribution is often associ-
ated with different land covers due to which its impact on runoff generation is studied 
(Niehoff et al. 2002; Bachmair et al. 2009; Das et al. 2014; Mayerhofer et al. 2017). 
The presence of macropores changes the dynamics of runoff generation in contrast 
to the concepts of current hydrological models. 

Majority of hydrological models for large-scale simulations have ignored the 
hydrological processes caused by macropore flow (Beven and Germann 2013) and 
it can eventually mislead the physical state of water storage. The process complexi-
ties due to macropores are generally not encountered in hydrological modelling by 
parameterization, but it is captured through the response functions with other numer-
ically calibrated parameters. The exclusion of macropore flow could be due to the 
complexity in flow process itself (Weiler 2017) and considered as one of the major 
unsolved scientific problems in hydrological sciences (Blöschl et al. 2019). Further, 
there is no provision to integrate macropore flow within the schemes of popular 
hydrological models. Hence, a new semi-distributed rainfall-runoff model called 
Hilly Watershed Hydrologic Model (HWHM) has been developed for water balance 
in tropical hilly river basins which have soils dominated by macropores. This model 
is developed based on the evidences and data provided in several hillslope experi-
ments which were conducted to address macropore flow. The grid responses were 
integrated to upscale the water budget at river basin scale. Since Himalayan water-
sheds are well-known for presence of soil macropores, the Subansiri River Basin 
from Eastern Himalayan region was selected as a pilot study area for testing and 
implementation of the HWHM.
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Fig. 2.1 Geographical Location of Subansiri river basin (Note Landuse in Subansiri basin: ENF-
evergreen needleleaf forest, EBF-evergreen broadleaf forest, DBF-deciduous broadleaf forest, GRS-
grassland, URB-urban area, SRB-shrubland, SVN-savanna, SNW-snow, BRN-barren land) 

2.2 Materials and Methods 

2.2.1 Study Area 

The Subansiri River is a trans-Himalayan perennial river, which is situated in Eastern 
Himalayan Mountain ranges. It originates from the Tibetan Plateau in the western part 
of Mount Porom at an elevation of 5340 m. After traveling through the Himalayan 
range of Arunachal Pradesh, it enters the plain land and joins Brahmaputra River 
in Gerukamukh, Assam. The geographical extent of Subansiri river basin extends 
between latitude (26.90°N to 28.92°N) and longitude (91.55°E to 95.07°E). The 
total length of Subansiri River is about 442 km and its basin area is about 32,640 
km2, collectively in China and India. It is the largest tributary of Brahmaputra River 
(Shivam et al. 2017) and contributes around 12% of the annual flow of the Brahma-
putra River. The geographical location, elevation and landuse maps of the study area 
are given in Fig. 2.1. 

2.2.2 Methodology 

a. Model concept 

The HWHM is developed from process-based observations in a semi-distributed 
approach. A graphical abstract of the model is given in Fig. 2.2. It shows that the
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model has three categorical inputs viz. daily initial conditions, daily forcing data 
and water balance parameters. The daily initial condition parameters are the various 
storage variables which define the antecedent condition of storages. Daily forcing 
files consists of daily incoming and outgoing water flux, i.e. precipitation (P) and 
evapotranspiration (ET ), respectively, and leaf area index (LAI) for calculation of 
interception loss. The water balance parameters are storage restricting constants 
dependent upon soil texture (field capacity (θ FC) and wilting point (θ WP)), and macro-
pore volumes of IC and MB domains (Vic and Vmb). Apart from these parameters, 
another set of parameters are user-defined which are calibrated from the observed 
data. These parameters are threshold (Tsur) and slope (S) values used in surface runoff 
generation and saturated hydraulic conductivity (Ksat) which control the daily base 
flow from sub-surface. The sources of various data used in HWHM are presented in 
Table 2.1. 

The basic spatial and temporal resolutions for HWHM is user-defined. In the 
present study these two parameters are set as 1 km and daily scale, respectively. 
It is assumed that each 1 km grid at this scale represents a micro-watershed with 
inherent properties. These properties were defined as the volumetric capacity for 
storage according to the heterogeneity of LULC and soil texture in sub-surface 
characterization.

Fig. 2.2 Representation of a 
micro-watershed by a grid in 
HWHM
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Table 2.1 Data used for HWHM setup and simulation 

Variable name Data used Source 

• Digital elevation model • SRTM  DEM • https://dwtkns.com/srt 
m30m/ 

• Soil texture, field capacity, 
wilting point 

• Soilgrids • https://data.isric.org/geonet 
work/srv/eng/catalog.sea 
rch#/home/ 

• Land use & land cover • MODIS • https://lpdaac.usgs.gov/ 

• Precipitation • CHIRPS (global daily) • https://data.chc.ucsb.edu/pro 
ducts/CHIRPS-2.0/ 

• Evapotranspiration • FLDAS Noah (global daily) • https://disc.gsfc.nasa.gov/ 

• Leaf area index • MODIS • Interpolation of NDVI 
time-series by Padhee et al. 
(2019), and derivation of of 
NDVI to LAI by Walthall 
et al. (2004) 

• Saturated hydraulic 
conductivity 

• Saturated hydraulic 
conductivity data for 
soilgrids (Dai et al. 2019) 

• http://globalchange.bnu.edu. 
cn/research/soil5.jsp

b. Sub-surface characterization 

The HWHM is based on the of concepts of SWAP model (Kroes and Dam, 2003; 
van Dam et al. 2008), which is used for solute transport modelling through macrop-
ores, and water balance with fill and spill approach (Graham and McDonnell 2010). 
Considering the importance of soil surface interaction with atmospheric processes, 
the HWHM focuses on the top horizon where a three-layer system is considered (A-, 
B- and C-horizon). The A-horizon is the root zone depth of various LULC, and it is 
taken from Das et al. (2014) (Table 2.2). The B- and C-horizons were considered to 
standard depth of 50 cm and 150 cm from the top of the ground surface.

The macropore volumetric proportions of the two domains, main bypass (Vmb) 
and internal catchments (Vic) are calculated over each grid. The computation of 
macropore volumetric proportions is governed by three properties, viz. continuity, 
persistency, and horizontal distribution and its detailed description could be found 
in the ‘Alterra Report 1649—Swap32’ (Kroes and Dam 2003). Macropore geom-
etry parameters changes with soil depth which is the basic indicator for macropore 
activeness. These parameters are determined by dye tracer experiments on vertical 
soil columns in field followed by analysis of the soil columns. The findings from a 
series of dye tracer field experiments conducted in several sites of Eastern Himalayan 
region (Das et al. 2014) are used in this study (Table 2.2). 

Continuity: The continuity parameters of the model can be calculated from Eqs. 2.1 
to 2.4 as given below: 

Pmb = 1 − Pic (2.1)

https://dwtkns.com/srtm30m/
https://dwtkns.com/srtm30m/
https://data.isric.org/geonetwork/srv/eng/catalog.search\#/home/
https://data.isric.org/geonetwork/srv/eng/catalog.search#/home/
https://data.isric.org/geonetwork/srv/eng/catalog.search#/home/
https://lpdaac.usgs.gov/
https://data.chc.ucsb.edu/products/CHIRPS-2.0/
https://data.chc.ucsb.edu/products/CHIRPS-2.0/
https://disc.gsfc.nasa.gov/
http://globalchange.bnu.edu.cn/research/soil5.jsp
http://globalchange.bnu.edu.cn/research/soil5.jsp
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Table 2.2 Macropore geometry parameters for various land use and land cover modified from 
Das et al. (2014). (Note LULC are coded as WTR-water, ENF-evergreen needleleaf forest, 
EBF-evergreen broadleaf forest, MXF-mixed forest, CRP-cropland, URB-urban area, VEG-
natural vegetation, SNW-snow, SRB-shrubland, SVN-savanna, GRS-grassland, WTL-wetland; the 
modifications are in accordance with IGPB LULC classes in MODIS product) 

Parameter Description LULC 

ENF EBF MXF SVN SRB/VEG CRP GRS 

• AH (cm) • Bottom of A 
Horizon 

−10 −4 −10 −4 −4 −2 −20 

• Zic (cm) • Bottom of 
IC domain 

−30 −14 −30 −13 −13 −20 −30 

• RZAH • Cumulative 
frequency 
distribution 
at Bottom of 
A-Horizon 

0.99 0.89 0.96 0.76 0.67 0.73 0.78 

• M • Shape factor 1.52 0.8 1.52 0.97 0.93 1.12 1.19 

• Vst0 (cm3/cm3) • Static  
macropore 
volume 
fraction at 
the topsoil 
surface 

0.06 0.06 0.09 0.04 0.06 0.03 0.06 

• Pic (cm3/cm3) • Volumetric 
proportion 
of IC 
domain 

0.83 0.82 0.87 0.84 0.85 0.71 0.05 

• dpmax • Maximum  
polygon 
diameter 

32.07 32.32 35.95 33.2 34.04 17.59 32.39 

• dpmin • Minimum 
polygon 
diameter 

12.11 12.56 10.65 11.81 11.59 15.86 12.03

R = 

⎧ 
⎨ 

⎩ 
RZah

(
Z 
Z Ah

)
, f or  0 ≥ Z ≥ Z Ah 

RZah  + (1 − RZah)
[{

Z Ah−Z 
Z Ah−Zic

}m]
, f or  Z  Ah ≥ Z ≥ Zic  

(2.2) 

F = 1 − R (2.3) 

Pic  =
( F[(

1 
Pic0

)
+F−1

] , f or  (0 ≥ Z ≥ Zic) and (0 ≤ Pic0 ≤ 1) 

0, f or  (Z ≤ Zic) and/or f or (Pic0 = 0) 
(2.4) 

Here, the depths Z, ZAh and Zic are active depth, depth of A-horizon and depth 
of active IC domain, respectively. The value of m governs the distribution of IC
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macropores with depth where (m < 1),  (m > 1), and (m = 1) represents shallow, 
deep, and intermediate IC system. RZah is a parameter which describes increase of 
the volumetric distribution curve (R) over the layer thickness of the A-horizon. The 
curve (F) represents the fraction of IC macropores (Eq. 2.2) that is functional at 
a depth Z, and it is the complement of R curve. The volumetric proportion of IC 
macropore volume as a function of depth can be written in terms of the constant Pic0 

and the function F as shown in Eq. 2.4. Pic0 represents volumetric proportion of IC at 
soil surface (cm3/cm3). The volumetric proportion of MB macropores as a function 
of depth is calculated from Pic (Eq. 2.1). 

Persistency: The total volume of macropores is defined by static and dynamic natures 
of macropores. Total macropores volume is ideally dynamic with time which is 
mainly reflected by dynamic macropores. However, due to large-scale hydrolog-
ical modelling approach, the dynamic macropores are ignored in the development 
of HWHM. Therefore, the static macropore volume, which is also the permanent 
volumes of MB and IC macropores calculated in units (cm3/cm3), is equal to total 
macropore volume (Vmp). The parameter Vmp is a function of depth and it is constant 
with time. The parameter can be calculated from Eqs. 2.5 to .2.7 

Vmb = 

⎧ 
⎪⎨ 

⎪⎩ 

Vstmb0, f or  0 ≥ Z ≥ Zic  

Vstmb0

[
Z−Zst 
Zic−Zst

]
, f or  0 ≥ Z ≥ Zst 

0, f or  Z  ≤ Zst 

(2.5) 

Vic  =
(
Vstic0, f or  0 ≥ Z ≥ Zic  

0, f or  Z  ≤ Zic  
(2.6) 

Vmp = Vmb + Vic (2.7) 

Here, Vmb is volume fraction of MB flow domain, Vic is volume fraction of IC domain, 
Vstmb0 is static macropore volume fraction of MB flow domain at top, Vstic0 is static 
macropore volume fraction of IC domain at top, Vmp is total macropore volume 
fraction. When these are accumulated from top of surface (depth = 0) to depth of 
static macropores (Zst), the total volume fractions are obtained from Eq. 2.7. 

Horizontal distribution: In the horizontal plane the distribution of macropore deter-
mines the functional horizontal shape of the macropores, which forms the basis of 
the calculation of several important parameters. It is determined by effective matrix 
polygon diameter (dpol) as:  

dpol =
(
dpmax, f or  (Vst = 0), and (Pic0 > 0) 
dpmin +

(
dpmax−dpmin 

1−M

)
, other wise  

(2.8)
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M = 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩

(
Vmp/Vst0

)
, f or  Vst0 > 0 

(Pic/Pic0), f or  Vst0 = 0, and Pic0 > 0 
1 − (

Z /Zdpmax
)
, f or  1 −

(
Z 

Zdpmax

)
> 0 

0, other wise  

(2.9) 

Here, M is relative macropore density, dpmin is minimum polygon diameter, dpmax 

is maximum polygon diameter, and Zdpmax is depth of effective maximum polygon 
diameter. 

The volume of soil matrix is limited between field capacity (θ FC) and wilting 
point (θ WP) multiplied by the depths of corresponding horizons as acquired. The 
water balance schemes (water gain and loss) in the soil matrix were carried out 
from top to bottom in order. The bedrock is considered beyond C-horizon where 
the storage is assumed to be held as a perched aquifer, which do not overlap with 
C-horizon. The thickness of this virtual aquifer could be variable, but it is assumed 
to reach a maximum value of 1 m thickness due to limitation of sub-surface specific 
data. 

iii. Water flow and storage 

The water flow and volumetric storage (gain and loss) in HWHM is formulated by 
fill and spill approach (also known as source and sink) from top to bottom order. 
Incoming water from precipitation (P) reaches to the soil surface after an inter-
ception loss due to vegetation canopy as shown in Eq. 2.10. The surface runoff 
response in a grid is developed based on the observations from several hillslope 
experiment studies. Plot scale hillslope experiments have shown that the presence of 
active macropores often makes infiltration to be the dominating hydrological process 
(Graham and McDonnell 2010; Sarkar and Dutta 2015). Hence, initial surface runoff 
response occurs after infiltration of water into different sub-surface domains (i.e. soil 
matrix, IC and MB macropores). The generation of surface runoff (Rsur) changes with 
seasonal variations (dry and wet seasons) (Das et al. 2014). To replicate the seasonal 
surface runoff response, slope (S), which is gradient in rainfall-runoff relationships, 
is assumed to vary from 0.1 (dry soil condition) to 0.7 (wet soil condition). The 
upper and lower limit values of S are selected from the study of Sarkar et al. (2015), 
where S is determined as a standardized value according to variation of antecedent 
moisture conditions of A-horizon (θ A,WP to θ A,FC) as shown  in  Eq.  2.12. Remaining 
water is divided according to proportion of antecedent volumetric capacity of sub-
surface domains. The proportion of water through MB macropores is directly added 
to storage in perched aquifer thickness with a maximum limit (Dp ≤ 1 m), and any 
exceedance is considered as deep percolation. Brutsaert (2005) have presented a 
linearized form of Boussinesq equation especially for aquifers in hillslope. Later, Dp 

is used to calculate base flow (Rbf ) from perched aquifer (Eq. 2.14) (Brutsaert 2005) 
and added with Rsur to get total runoff (Rgrid) from a grid. The entire water balance 
process is summarized in Eqs. 2.10 to 2.14.
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Psur = P − (C × LAI) (2.10) 

Rgrid = Rsur + Rbf (2.11) 

Rsur = (S × Psur ) − A
(
θA − θA,FC

) + Tsur (2.12) 

S =
[ (

θA − θA,FC
)

(
θA,FC − θA,WP

)
(
Swet − Sdr y

)
]

+ Sdr y (2.13) 

Rbf  =
[
8(K sat10

a ) pDp 
2 L2 

Ar

]

× exp
[−π2(K sat10

a ) pDp L2t 

ne Ar
2

]

(2.14) 

Here, P and Psur are the rainfall falling and reaching the ground surface, respectively; 
C is coefficient of interception (0.05–0.2 mm) linearly varying between lowest (Aston 
1979) and highest (Toba and Ohta 2005) vegetation fraction; LAI is leaf area index 
computed from NDVI (Walthall et al. 2004); Rgrid , Rsur and Rbf represents the total 
runoff in the grid, runoff originating from surface and base flow, respectively; Tsur, 

is the surface runoff generation threshold (a calibrated parameter); S is the variable 
slope determined from antecedent moisture condition in A-horizon (θ A) between the 
corresponding wilting point (θ A,WP) and field capacity (θ A,FC); Ksat is the saturated 
hydraulic conductivity of perched aquifer; a is a calibrated parameter called bedrock 
topography factor; p is constant adjustment parameter (0.3465) (Brutsaert 2005); Dp 

is the depth of perched aquifer; L is the length of all tributaries; Ar is the grid area 
(micro-watershed area); ne is effective porosity (0.35–0.4) (Brutsaert 2005); and t 
is time. Additionally, snow covered grids are also considered where the runoff was 
calculated as snowmelt by using degree day algorithm (Martinec et al. 2008). The 
computation requires daily precipitation, maximum and minimum temperature data 
as inputs (Table 2.1), and the critical temperature is assumed at 1 °C for the study 
area (Singh et al. 2021). 

iv. Calibration and validation scheme 

The study area is a transboundary river basin, and the gauged observations of outflow 
discharge are labelled as classified records due to which direct calibration and valida-
tion is not possible. Rather, with modified data dissemination authorisation, monthly 
flow volume (May 2004–April 2005) is obtained from Central Water Commission, 
India (CWC). Additionally, daily flow volume from 2001 to 2007 was also obtained. 
These data were used to build the approach of calibration and validation used for 
HWHM. 

The calibration is focused on the adjustment of overall runoff response with 
best possible Nash–Sutcliffe model efficiency coefficient (NSE) (Eq.  2.15) against  
monthly flow volume in 2004–2005. However, as the objective of HWHM is water 
balance, it is important to evaluate overall error in storage. Therefore, the root mean 
square error (RMSE) is taken as an appropriate indicator (Eq. 2.16).
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NSE  =
{ (Qobs − Qmod )

2 

(Qobs − Qmean)
2 (2.15) 

RM  SE  =
/

{
(Qobs − Qmod )

2 

N 
(2.16) 

The HWHM provides the privilege to calibrate Tsur and a to describe seasonal 
changes (dry and wet soil) in surface runoff response and bedrock topography factor, 
respectively. The calibrated parameters are used to simulate HWHM for the river 
basin (year 2001–2007). The validation includes interpretation via comparison of 
monthly flow volume ranges (2001–2007) with observed flow volume during the 
specified period. 

2.3 Results and Discussions 

The initial infiltration concept used in HWHM are driven from the observations from 
experiments by Sarkar et al. (2015) at 20% surface slope hourly/sub-hourly scale of 
rainfall and runoff intensity. However, the aim of HWHM is to simulate water balance 
at/beyond daily scale. Conferring to data availability, the daily scale model needs a 
different generalization approach. Chen and Young (2006) concluded that the effect 
of surface slope on infiltration rate is applicable to a small time and this effect vanishes 
at prolonged time thereby making gravity as the dominant control mechanism. This 
concept is considered where effect of slope is negligible at large time scale. Also, 
there are evidences of variable infiltration capacities depending on vegetation density 
(Sarkar et al. 2015; Fatichi et al. 2016; Chouksey et al. 2017). However, no proper 
relationship has been developed ever by any study due to which this study generalized 
the spatial variation of rainfall-runoff partitioning scheme with ±25% variation of 
Tsur standardized between maximum and minimum values of vegetation fraction. 
This choice is completely under the control of user and dependent on the regional 
runoff response behaviour. 

a. Calibration of HWHM 

The calibration is carried out with combinations of the variables, Tsur (1 cm, 2.5 cm, 
5 cm, 7.5 cm, and 10 cm), and a (0–10, with an interval of 2). These values are 
used together to observe the resulting NSE for monthly flow volumes during June 
2004–May 2005. The simulated values for these combinations used for calibration 
are shown in Table 2.3. The optimum value for Tsur of 1 cm ± 25% produces 
highest NSE value of 0.28. As the parameter Tsur is a linear influencer of surface 
runoff response (Eq. 2.12), it justifies the delay in surface runoff occurrence due to 
macropore dominance and antecedent soil conditions in initial partitioning of water 
(McGrath et al. 2007). Moreover, the high and low rates of surface runoff response 
in wet and dry seasons are justified by variable S (0.7–0.1), which uses top layer soil 
moisture content as an indicator of this rate (Sarkar and Dutta 2012).
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Table 2.3 NSE values for various simulations used in calibration 

Tsur (cm) 10a factor multiplied to Ksat 

100 102 104 106 108 1010 

1.00 0.19 0.19 0.19 0.28 0.21 −1.16 

2.50 0.01 0.01 0.01 0.20 0.04 −0.91 

5.00 0.00 0.00 0.01 0.19 0.04 −0.92 

7.50 0.00 0.00 0.01 0.19 0.04 −0.92 

10.00 0.00 0.00 0.01 0.20 0.04 −0.93 

The results of HWHM simulations for the years 2001–2007 with the respective 
medians derived for comparison are shown in Fig. 2.3. Comparison through this 
approach (eg. medians, percentiles, flow duration curves, probability of exceedance, 
etc.) enables one to evaluate model performance under stationary assumptions, when 
observation time periods for discharge and model input data do not overlap (Wester-
berg et al. 2011). A fixed value of a = 6, as per the calibration, is used where generally 
dry seasons are seen to produce overestimated flow volume. In contrast, wet seasons 
produce underestimations when compared to the observed series (overall RMSE = 
161 MCM). On the other hand, using variable a from (0–10) is seen to produce values 
nearer to the observed series with less error (RMSE = 60 MCM). Although, these 
values are found sensitive, the increase and decrease in flow volumes of variable a (0– 
10) series and observed series shows that variable Ksat is the key parameter for a right 
approach to address the flow complexity in hilly watersheds. However, it requires 
a separate study in tuning of water balance by analysis of parameter sensitivities, 
especially Ksat .

b. Simulation and water balance in HWHM 

The scatter plot between observed and simulated daily flow volumes are shown in 
Fig. 2.4. Except certain extreme events, HWHM is able to simulate the daily flow 
volume with positive (NSE = 0.23) and good coefficient of determination (R2 = 0.72). 
Interestingly, it is observed that even with one year of model calibration period, satis-
factory results are produced from HWHM simulations. It demonstrates the strength 
of conceptualization from physically-based models in regions with dominant hills-
lope hydrological processes. Several earlier research experiments displayed that the 
events of surface runoff generation is rare in hillslopes (Graham and McDonnell 
2010; Sarkar et al. 2015; Chouksey et al. 2017). The outcomes of water balance 
model were analysed for the number of surface runoff events. Figure 2.5 shows the 
percentage of surface runoff generation out of all rainfall events between 2001–2007 
in Subansiri watershed. It is found that highest surface runoff generation ratio is at 
the snow-covered areas and near the outlet of the watershed where lowland starts. 
There is high distrust in these results as the scope of this work was very limited 
to snowmelt runoff estimation. Interestingly, forest and grassland regions show this 
proportion ranging between 0–5%. Most of the study area is covered with grassland 
in the upper regions and forest in the lower regions of the watershed. The forests are
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Fig. 2.3 a Daily median flow volume (2001–2007) derived from observed data, simulated from 
variable (a = 0–10) series, and fixed (a = 6) series. b Daily difference error in medians of observed 
and variable (a = 0–10) series, and observed and fixed (a = 6) series

known to have high density of soil macropore networks, due to which larger prefer-
ential contribution in outflow is possible. The results presented are in agreement with 
these findings as high average base flow runoff and low surface runoff generation 
ratio is observed.

2.4 Conclusion 

The evidence of threshold-based runoff generation process in the hillslopes of humid 
tropical or sub-tropical regions is contrasting with most of the concepts used in 
hydrological models. Research studies have stated the reason for occurrence of this 
threshold is due to presence of macropores and bedrock storage which are mostly 
neglected in large scale hydrological modelling. It makes majority of the hydro-
logical models unsuitable for hilly watersheds which have dominance of hillslope
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Fig. 2.4 Scatter plot for 
observed and modelled daily 
flow volumes in Subansiri 
river basin (2001–2007)

processes. Therefore, considering Subansiri river basin as a pilot case, a process-
based semi-distributed model called Hilly Watershed Hydrologic Model (HWHM) 
was developed by incorporating the findings from previous experiments and analyses. 
The model used daily ET and P as forcing data and it was calibrated with monthly 
flow volume observation records. During calibration process, it was revealed that 
HWHM simulates the flow with highest NSE value of 0.28 at 1 cm ± 25% vari-
ation of threshold but at a much higher order of saturated hydraulic conductivity 
than expected. It might be due to the presence of a highly active preferential flow 
network. However, through model simulations with calibrated values for the years 
2001–2007, it was evident that even a higher fixed hydraulic conductivity could not 
produce approximate water balance results. Therefore, an approach was taken to 
implement an active hydraulic conductivity according to antecedent subsurface satu-
ration. This approach addressed the variability of flow contribution from bedrock 
storage with a variable bedrock topography factor (a). Though this perception might 
not be very accurate, but it was able to produce water balance results with good rele-
vance. Hillslopes around the world with dominant soil macropores represent high 
complexity and a single case study is far from being conclusive. However, the present 
work demonstrated an approach to account for such complexities at large scale by 
developing a model (HWHM) to address the following issues: (a) rainfall-runoff 
partition by concentrating on delay in surface runoff and variation in seasonal runoff 
generation rate; (b) integration of subsurface macropore distribution in a model for 
water storage and flow partitioning; and (c) variation in subsurface flow due to varia-
tion in preferential paths in bedrock storage. It is important to integrate these hillslope 
concepts in large-scale hydrological modelling. The HWHM with R2 = 0.72 against 
simulation from 2001–2007, can be considered as a reasonable model for water 
balance applications in humid tropical or sub-tropical hilly watersheds of India. The 
model can be checked for its applicability in other regions based on macropore 
geometry characterization through detailed experimental observations. The HWHM
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Fig. 2.5 Input and output of water balance simulation from 2001–2007 in Subansiri watershed
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is seen to have highly sensitive runoff response due to which it is suggested for 
applications having large time interval (e.g. water budgeting) rather than small-time 
bound applications (e.g. flash floods, forecasting, etc.). Being a grid based hydro-
logical model, HWHM is always open to integrate with experimental methods. The 
requirement for research to address hillslope water flow complexity is still at large 
and models like HWHM could provide a way forward in future research. 
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Chapter 3 
Hydrological Simulation Using Coupled 
ANN-SCS Approach in Pagladiya 
Watershed: A Sub-catchment 
of Brahmaputra River Basin 

Sagar Debbarma, Swapnali Barman, Amulya Chandra Debnath, 
Manoranjan Nath, and Sonu Kumar 

Abstract A coupled Artificial Neural Network (ANN) and Soil Conservation 
Service (SCS) based method was developed for rainfall-runoff simulation in 
Pagladiya River Basin. Pagladiya River, a major northern sub-catchment of the 
Brahmaputra River Basin, significantly contributes to the mainstream Brahmaputra 
River. Because of this, the watershed is prone to both flood and erosion. In this 
study, runoff at different sub-catchments of the Pagladiya River Basin was simulated 
using the SCS-CN based approach. The Land Use Land Classification (LULC) was 
classified in ArcGIS using a supervised classification technique and a maximum 
likelihood classifier algorithm to estimate the curve number. Taking the runoffs at 
different sub-catchments as the inputs, an ANN model was developed in MATLAB 
for runoff simulation at the main outlet of Pagladiya. The ANN model’s time series 
analysis employed the nonlinear autoregressive with exogenous inputs (NARX) 
method. The model efficiency was satisfactory with a coefficient of correlation (R), 
0.91 for training, 0.88 validation, and 0.87 testings period. The overall value of R 
(0.90) indicates the utility of this ANN-SCS based coupled model for rainfall-runoff 
simulation. 
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3.1 Introduction 

River Brahmaputra originates from the Chema Yung-Dung in the Kailash range of 
southern Tibet at an altitude of 5300 m from MSL. After crossing through China, 
Bhutan, India, and Bangladesh, it empties into the Bay of Bengal. The average annual 
discharge and the suspended load of the Brahmaputra River are about 19,830 m3/s and 
400 million metric tons at Pandu (Kotoky et al. 2015). The basin encounters heavy 
rainfall due to the southwest monsoon (Desai et al. 2012). Several tributaries join 
the Brahmaputra River from the north and south. Usually, the north bank tributaries 
flow in shallow braided channels with steep slopes and heavy silt charges. However, 
south bank tributaries have smoother slopes, deep meandering channels, and less 
sediment load. The selected tributaries of Brahmaputra River in this study, Paglaiya 
River, is one of the most critical north bank tributaries distinguished by its heavy 
discharge that causes heavy flooding downstream. Both rainfall and change in Land 
Use/Land Cover (LULC) that has taken place in the Pagladiya River Basin impact 
the difference in the river discharge. The rapid population growth has led to land use 
in terms of deforestation to improve agricultural production, leading to a decrease in 
infiltration rate and a rise in surface runoff (Ahmed 2004). 

Runoff calculation of a river is essential because of its effect on flood and erosion 
downstream (Kumar et al, 2022). The complex and complicated physical processes 
that convert rainfall into runoff can be simulated with acceptable accuracy with the 
help of mathematical models and equations. In contrast to an empirical model repre-
senting data without any theoretical concept, a physically-based model has a theo-
retical concept that requires parameters and variables that are measured in the field 
(Gupta et al, 2020;Beven  1983). Artificial Neural Network (ANN) is a simple method 
that maps nonlinear relationships between precipitation and runoff (Lallahem, and 
Mania, 2003). However, This cannot characterize the physical processes of the basin. 
Therefore, an ANN-based hydrological model may not provide accurate results some-
times. Thus, non-consideration of a basin’s physical processes is the main limitation 
of empirical models (Ahmad et al. 2015; Bhattacharjya 2020; Bhura et al. 2015). 
The physically-based models use numerous empirical interactions for estimating the 
parameter using the physically-based hydrological models (Wilcox et al. 1990). In 
hydrological studies, a common problem is an estimation of runoff from a water-
shed where only precipitation records are available. This, however, can be solved by 
comparing runoff characteristics with those of watershed characteristics, e.g., soil 
type and land use/land cover (Jabari et al. 2009). 

Taking into consideration the pros and cons of various models and the severity 
of the impact of the discharge of Pagladiya River Basin in the flood and erosion 
problem downstream, this study represents a coupled model approach considering 
the SCS-CN and ANN-based model. The ANN-based model employs the NARX 
network to get the runoff. This coupled model approach used rainfall and LULC to 
estimate the Pagladiya river’s runoff.



3 Hydrological Simulation Using Coupled ANN-SCS Approach … 37

3.2 Materials and Methods 

3.2.1 Study Area 

Pagladiya river originating near Naningpho in the sub-Himalayan range of Bhutan 
at an altitude of 3000 m above MSL is one of the main north bank tributaries 
of the Brahmaputra. Most of the runoff of the watershed starts at the highland 
areas in Bhutan and travels downstream to the outlet of the watershed in River 
Brahmaputra (Talukdar 2019). Pagladiya River Basin lies between 91°19'37.136''E 
to 91°38'11.389''E longitude, 26°17'24.664''N to 27°1'50.936''N latitude. The loca-
tion map of the basin is shown in Fig. 3.1. Its basin area is approximately 1015 km2. 
The Pagladiya River Basin elevation varies from 44 to 2536 m from MSL. Out of 
the total length of roughly 197 km, a significant part of the river falls in the Nalbari 
district of Assam and joins Brahmaputra at 2 km downstream from Chotemari village 
(Ahmed 2004). 55% of the Pagladiya River Basinbasin lies within Assam, India and 
45% of the upper reach lies in Bhutan (Fig. 3.1). 

The study region has a mean maximum temperature of 29.1 °C (2004–2017) with 
a maximum temperature recorded 34.52 °C in April 2004 and a mean minimum 
temperature of 20.3 °C (2004–2017) with a minimum temperature recorded 9.56 °C

Fig. 3.1 Location map of the Pagladiya River Basin. Assam is one of India’s northeastern states 
located in the central part of northeast India 
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in January 2011. The highest mean annual wind speed was observed at 5.78 m/s in 
April 2016, whereas the lowest yearly mean wind speed was observed at 0.38 m/s 
in January 2007. The mean relative humidity was changed from 50.77% to 87.43% 
in the region at 2 m. The watershed receives annual rainfall between 1586.07 mm to 
2317.6 mm. All above data were collected from NASA’s Prediction of Worldwide 
Energy Resources (POWER). 

3.2.2 Materials 

(i) Digital Elevation Model: SRTM 90 m (Shuttle Rader Topographic Mission) 
Digital Elevation Model (DEM) were utilized for Pagladiya River Basin 
delineation in the research and analyzing the basin’s topography. 

(ii) Landsat: Landsat-7 data of 30 m spatial resolution were employed to prepare 
the LULC maps for 2010. 

(iii) Soil texture: National Bureau of Soil Survey and Land Use Planning 
(NBSSLUP) and FAO-UNESCO soil maps were downloaded and employed 
to prepare the soil map of the selected study area. 

(iv) Rainfall: CHIRPS freely provides inclusive, consistent, reliable, up-to-date 
rainfall datasets for various applications, e.g., trend analysis of rainfall, flood, 
and drought analysis.CHIRPS datasets are developed using various Satel-
lite, Reanliaysis, and Gauge-based precipitation products, e.g., TRMM, CFS. 
Detailed information can be found in Funk et al. (2015) and Table 3.1. 

(v) Discharge: Daily observed discharge for 14 years from 2004 to 2017 was 
gathered from the Water Resources Department of Assam.

Table 3.1 A comprehensive summary of characteristics of various datasets used in this study, along 
with their sources 

Data type Data description Spatial resolution Temporal 
converge 

Sources 

Topography SRTM, Digital 
Elevation Model 
(DEM) 

90 m 2017 http://srtm.csi. 
cgiar.org/ 

Land Use and 
Land Cover 

Landsat-7 & 8 30 m 2000 & 2010 https://earthexpl 
orer.usgs.gov/ 

Soil Textura NBSSLUP and 
FAO-UNESCO 

2015 http://www.fao. 
org/geonetwork/ 
srv/en/ 

Rainfall CHIRPS 0.05° 2004–2017 https://climateserv. 
servirglobal.net/ 

Discharge Nalbari Station Point 2004–2017 Water Resources 
Department, 
Assam 

http://srtm.csi.cgiar.org/
http://srtm.csi.cgiar.org/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
http://www.fao.org/geonetwork/srv/en/
http://www.fao.org/geonetwork/srv/en/
http://www.fao.org/geonetwork/srv/en/
https://climateserv.servirglobal.net/
https://climateserv.servirglobal.net/


3 Hydrological Simulation Using Coupled ANN-SCS Approach … 39

3.2.3 Methodology 

The step-wise explanations of the adopted methodology for the runoff-runoff 
simulation is described below in the following stages: 

I. Delineation of Pagladiya River Basin using SRTM DEM of 90 m spatial 
resolution in ArcGIS software, 

II. Preparation of LULC maps for the years 2000 and 2010 using supervised clas-
sification technique and maximum likelihood classifier algorithm in ArcGIS 
software, 

III. Preparation of soil map has using NBSSLUP and FAO soil maps, 
IV. Classification of suitable hydrological soil classes, namely, I, II, III & IV using 

soil texture information of the Pagladiya River Basin, 
V. Estimation of area-weighted for CNII (AMC II), CNI (AMC I), and CNIII 

(AMC III), 
VI. Extraction of CHIRPS gridded satellite rainfall data for various sub-basin 

using Python programming, 
VII. Estimation of runoff at every four sub-basins using the standard equation of 

SCS-CN technique, 
VIII. Finally, the overall runoff at the main outlet of Pagladiya River Basin was 

simulated using a coupled ANN-SCS model, where ANN was run utilizing 
time series analysis based on the NARX method. The model performance was 
analyzed based on the coefficient of correlation (R) values. 

3.2.3.1 Preparation of LULC Maps 

The LULC maps of Pagladiya River Basin were prepared using Landsat data of 30 m 
resolution for 2000 and 2010 using supervised classification technique and maximum 
likelihood classifier algorithm. Four LULC classes, viz., agricultural land, forest, 
rural built-up, and water bodies, were identified for the basin. A minimum number 
of 70–80 training samples were selected for each class to prepare the LULC maps. 

3.2.3.2 Runoff Simulation of Pagladiya River Basin Using SCS-ANN 
Coupled Model 

Theory Behind SCS Model 

Estimating runoff is an essential aspect of hydrological modeling. A plethora 
of empirically-based methods for runoff calculation is available. However, the 
SCN method (SCS 1972) is the most popular (Ahmad et al. 2015; Bhattacharjya 
2020; Bhura et al. 2015; Muthu and Santhi 2015; Vinithra and Yeshodha 2016), 
widely acceptable empirical-based model developed by the United States Depart-
ment of Agriculture and Soil Conservation Service (USDA-SCS) to assess surface 
runoff. The Soil Conservation Service-Curve Number (SCS-CN) method is widely
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used to determine direct runoff depth based on storm rainfall depth daily (Barman and 
Bhattacharjya 2020; Bhura et al. 2015). This method is prevalent due to its simplicity, 
flexibility, and reliance on only one Curve Number (CN) parameter for runoff compu-
tation. Hydrologic soil class, land use type, and antecedent moisture condition (AMC) 
are the essential basin properties applied for curve number computations (Ahmad 
et al. 2015; Subramanya 2008). 

The central concept SCS-CN based method for estimating the runoff is based on 
the water balance equation and two essential assumptions. 

The water balance equation is expressed as, 

P = Ia + F + Q (3.1) 

where P, Ia, F, Q, and S are total rainfall depth (mm), initial abstraction rate (mm), 
cumulative infiltration excluding Ia, direct surface runoff rate (mm), and potential 
maximum retention rate (mm), respectively, which all in daily basis. 

Two fundamental hypotheses are as follows: 

(i) The ratio of actual runoff (Q) to the maximum potential runoff (P–Ia) is equal 
to the ratio of actual retention (F) to the maximum potential retention (S), 

Q 

P − I a  
= 

F 

S 
(3.2) 

(ii) Initial abstraction is equal to some fraction of maximum potential retention, 

Ia = λS (3.3) 

The potential maximum retention, S (mm), can vary between 0 to ∞ and is directly 
linked to CN (Curve Number). 

S = 
25400 

CN  
− 254 (3.4) 

From Eqs. (3.1), (3.2), and (3.3); the amount of direct runoff (mm) is found out 
as, 

Q = (P − I a) 
{(P − I a) + S} (3.5) 

The values of CN vary from 0 to 100 depending on soil type, hydrologic condition 
of the soil, land use, etc. For understating the hydrologic situation of the soil, AMC 
is used that expresses the wetness and availability of soil moisture storage before 
a rainfall event that can considerably affect runoff volume. Three stages of AMC, 
namely AMC-I, AMC-II, and AMC-III for dry, normal, and wet conditions, respec-
tively, are employed in the CN method (Ahmad et al. 2015; Vinithra and Yeshodha 
2016; Yuan et al. 2014). Apart from the AMC condition, much of the variability of
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Table 3.2 Four classified hydrologic soil groups based on infiltration rate 

Soil group Infiltration (mm/hr) Soil texture 

I High More than 25 Loamy sand, sand, and sandy loam 

II Moderate 12.5 to 25 Loam and silt loam 

III Low 2.5 to12.5 Sandy clay loam 

IV Very low Less than 2.5 Silty clay, clay loam, sandy clay 

CN was attributed to soils. Hydrologically soils are assigned into four groups based 
on water intake on the bare ground when thoroughly wetted (Table 3.2). 

The CN value of AMCII(CNII) for various land use and soil type can be directly 
collected from the manual of SCN methods. However, the CN value for AMC I (CNI) 
and AMC III (CNIII) can be estimated using Eqs. (3.6 and 3.7) (USDA 1985): 

CNI = 4.2 × CNII 
10 − (0.058 × CNII) 

(3.6) 

CNIII = 23 × CNII 
10 + (0.13 × CNII) 

(3.7) 

A general range of λ is lies between 0.1 to 0.4 based on the study conducted on the 
various geographical locations. Then it is found that λ = 0.2 on various experiments 
(SCS 1985), which is conducted in a small basin and is taken as a standard value. 
Using λ = 0.2 in Eq. (3.5) will become 

Q = 
(P − 0.2S) 
P + 0.8S 

f or  P > 0.25S (3.8) 

This equation is known as the standard SCS-CN equation, where Q = daily runoff 
(mm), S = potential maximum retention (mm), and P = daily rainfall (mm). 

The present study has divided the entire Pagladiya River Basin into four sub-
catchments. The LULC maps of 2000 and 2010 have been used for runoff estimation 
for 2004–2009 and 2010–2017, respectively. The soil map of the Pagladiya River 
Basin was prepared for creating suitable hydrological soil classes. The weighted 
curve number was approximated based on the different LULC categories and hydro-
logical soil classes. The standard SCS-CN technique was employed in ArcGIS and 
Microsoft Excel (Microsoft Excel is a suitable tool for developing the models) plat-
forms to determine surface runoff for all selected four sub-basin from 2004 to 2017 
on daily total rainfall. 

ANN-Based Model 

An ANN-based model was developed to simulate the surface runoff at the main 
outlet of Pagladiya River. The four sub-basin average runoffs were fed as input to 
the ANN-based model, and the ANN model was run using the time series analysis 
carried out in MATLAB using NARX approaches. The NARX is a dynamical neural
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Fig. 3.2 Structure of NARX model for open-loop 

architecture generally applied for input–output modeling of nonlinear dynamical 
systems can be scientifically denoted as 

y(t) = f(x(t − 1), . . . ,  x(t − d), y(t − 1), . . .  y(t − d)) (3.9) 

where y(t) and x(t) represent the total surface runoff at the main outlet and each sub-
subbasin of Pagladiya River Basin, and d denotes the tapped delay lines that store 
earlier estimates of the x(t) and y(t) sequences. The daily time series of observed 
available runoff from 2004 to 2017 was utilized for model development. The hydro-
logical model was assembled employing a neural network toolbox in MATLAB 9.3 
(R2017b). Out of the total observed available runoff data, 70% were carefully chosen 
for Training, 15% for validation, and the remaining 15% for testing. The network is 
created and trained in open-loop form, as shown in Fig. 3.2. The algorithm selected 
was the Levenberg–Marquardt algorithm. The number of hidden layers selected was 
12, and the total number of delays was 1 for the optimum network. 

3.3 Results and Discussions 

3.3.1 Delineation of Watershed 

Using SRTM DEM of 90 m spatial resolution, the Pagladiya River Basin was delin-
eated. The basin was then divided into four small sub-basin. The topography of the 
study area ranges from the elevation of 44 to 2536 from MSL. As shown in Fig. 3.3, 
Approximately 60 percent of the entire Pagladiya River Basin falls in the floodplain 
area where the basin’s elevations lie in the range of 44 to 278 m above MSL. The 
remaining northern region of the basin has elevation ranges from 278 to 2536 m 
above MSL. As obtained, the coordinates of the hypsometric curves of the four sub-
basin of the Pagladiya River Basin were plotted in Fig. 3.4a-d. The hypsometric 
analysis provides information about the total horizontal cross-sectional area of the 
watershed at specific elevations (Sharma et al. 2013). The digital elevation map was
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Fig. 3.3 Delineated Pagladiya River Basin, showing four different sub-catchments (solid black 
line), stream network (solid green line), main outlet (solid back point), and elevation (m) from MSL

employed to produce the relative area and elevation analysis data. It was noted from 
the hypsometric curves of four sub-basins that the seepage framework is achieving the 
monadnock stage from the experienced stage. The comparison between hypsometric 
curves of four sub-basins displayed in Fig. 3.4 revealed an insignificant difference 
in mass removal from the sub-basins of the Pagladiya River Basin. 

3.3.2 Estimation of Rainfall Data 

The daily accumulated rainfall for each sub-catchment was extracted using python 
scripts. The daily accumulated rainfall was determined by taking the arithmetic mean 
of all girds within each sub-basin of the Pagladiya River Basin. Figure 3.5 shows the 
spatial variation in seasonal monthly rainfall across the Pagladiya River Basin. The 
basin receives a high rainfall (approximately 15 mm/day) in the monsoon season 
(May-July) and less rainfall during the winter season from November to February. 
The upper part of the Pagladiya River Basin observed lower rainfall than the central 
part in May and July, but the lower and upper parts in July received a similar rainfall.
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Fig. 3.4 Hypsometric curve for four sub-basins (a, b, c, and d) of Pagladiya River Basin

3.3.3 Land Use Change Estimation 

When the remotely sensed records and study areas are recognized for land-use change 
study, selecting a suitable variation detection technique is significant in making a 
high-quality variation recognition concept (Anil et al. 2021). Change detection of 
land use is the effective use of Remote Sensing in the research because it helps users 
to detect changes in specific features within a particular interval. The investigation 
determined that satellite-based remote sensing concepts, including GIS, are often 
vital for planning and assessing LULC changes for its sustainability. The land cover 
features found in the study basin are agricultural land, forest, rural built-up, and 
water bodies. The four various classes for land use, namely agricultural land, forest, 
rural built-up, and water bodies, prepared in this study are shown in Fig. 3.6 for 
2000 and 2010. The upper part of the basin is covered mainly by the forest, while 
the remaining three lower parts cover agricultural land in both selected years. The 
area covered by each LULC class and their changes from 2000 to 2010 is given in 
Table 3.3. It is seen from Table 3.3 that, compared to 2000, the area covered by rural 
built-up and agricultural land substantially got increased in 2010. However, the area 
covered by forest and water bodies got reduced during this decadal period. Generally, 
the land use land cover data during the study area’s (2000–2010) indicated specific 
significant changes that can not show any significant environmental impact. However, 
these patterns should be firmly checked for the sustainability of the environment in 
the future.
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Fig. 3.5 Spatial variation in daily average rainfall across the Pagladiya River Basin from 2004 to 
2018 for each seasonal month. Month 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, and 12 represents the name of 
month Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sept, Oct, Nov, and Dec, respectively

3.3.4 Hydrological Soil Classes 

The hydrological soil class type is based on soil texture. To determine the hydrological 
soil classes, the United States Department of Agriculture (USDA) soil texture should 
be recognized. Table 3.2 categorizes the hydrological soil classes by its USDA soil 
texture information, which was established corresponding to the sand, silt, and clay 
percentage. Based on the published data by the NBSSLUP and FAO-UNESCO soil 
map, soil texture was defined for the different soil types of the Pagladiya catchment, 
as illustrated in Table 3.4.
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Fig. 3.6 Land use land cover maps of Pagladiya river basin for the years 2000 and 2010 

Table 3.3 Area covered by different LULC classes in 2000 and 2010 

Sl. No LULC class Area (km2) Change in area (km2) % Change 

2000 2010 

1 Agricultural land 450 465 15 3.33 

2 Forest 512 495 −17 −3.32 

3 Rural built-up 11 25 14 127.28 

4 Water bodies 43 31 −12 −27.91

Table 3.4 Division of soil 
types according to hydrologic 
soil class 

Soil type Hydrological soil group 

Acrisol Group B 

Nitosol Group B 

Regosols Group B 

Typic Fluvaquents Group C 

Aeric Fluvaquents Group C 

The soil map for the basin was prepared in ArcGIS using NBSS-LUP soil and 
FAO-UNESCO soil map (Fig. 3.7). Five different soil types were classified for the 
basin; first, Acrisol is clay-rich subsoil related to humid, tropical climates, such as 
those found in forested areas. Second, Nitosol is a deep, red, well-drained soil with 
more than 30% clay content and a blocky structure. The third is Regosols, which 
weakly developed mineral soil in unconsolidated materials. Fourth, fouth, Typic 
Fluvaquents (Coarse loamy), is a deep, well-drained, coarse loamy soil on a very 
gently sloping piedmont plain with a loamy surface with moderate erosion and slight
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Fig. 3.7 Soil texture map of Pagladiya river basin 

flooding. Lastly, Aeric Fluvaquents (Fine loamy) is a very deep, moderately well-
drained, fine loamy soil on very gently sloping piedmont plains with a loamy surface 
with moderate erosion and slight flooding. These soil types into four Hydrologic soil 
classes, as given in Table 3.4. 

3.3.5 Estimation of Weighted CN 

In order to normalize CN, the weighted hydrologic CN of the Pagladiya River Basin 
was determined. The weighted CN acquired from the manual for AMC-II, corre-
sponding to each sub-watershed, for AMC I and AMC III were determined using 
Eqs. 3.6 and 3.7, respectively. In terms of LULC and HSG combination, the lowest 
CN value was found to be 40 and 58 in forest areas, and the highest CN value was 
found to be 97 in water bodies for B and C groups, respectively. The curve number 
(CN) values for different LULC classes adopted in this study are shown in Table 3.5.
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Table 3.5 CN values for 
different LULC classes 
adopted 

LULC classes Hydrological soil groups 

Group B Group C 

Agricultural land 86 90 

Forest 40 58 

Rural built-up 69 79 

Water bodies 97 97 

Fig. 3.8 Annual average rainfall and runoff for each sub-catchment. A clear picture of an increase 
in the runoff can be observed with respect to an increase in rainfall for different sub-catchments 

3.3.6 Runoff Estimation 

The runoff assessment is one of the most crucial aspects of hydrological modeling. 
This study collected the daily rainfall from the CHIRPS’ gridded satellite precipita-
tion product for 14 years from 2004 to 2017. The potential maximum retention (S) is 
calculated for each sub-basin. If a rainfall event is more than the λS value, a runoff 
will be available for this rainfall event. Figure 3.8 shows the annual average rainfall 
and runoff for each sub-catchment. From Fig. 3.8, 

3.3.7 Development of Coupled ANN-SCS Model and Runoff 
Simulation 

The daily runoff at each sub-watershed of the Pagladiya River Basin was determined 
from 2004 to 2017 using the SCS-CN method. Runoff at the main outlet was simulated 
using an ANN model. The coefficient of correlation (R) values acquired for Training,
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Fig. 3.9 Regression plots of ANN model

validation, and testing for the ANN model are 0.91, 0.88, and 0.87, respectively, with 
an overall R-value of 0.90. This indicates that the model is capable enough to be used 
for the simulation of runoff for the Pagladiya River Basin. The regression plots are 
shown inFig.  3.9. The plots for observed and simulated runoffs are shown in Fig. 3.10. 

3.4 Conclusions 

This study simulated the runoff of the Pagladiya River Basin from 2004 to 2017 
using a coupled ANN-SCS rainfall-runoff model. By dividing the entire basin into 
four different sub-watersheds, the runoff from each sub-watershed was first esti-
mated using the SCS-CN approach. Then, the LULC maps were prepared for 2000 
and 2010 using Landsat satellite-based data of 30 m resolution by supervised classi-
fication technique used for runoff simulation for the period 2004–09 and 2010–17, 
respectively. The basin’s runoff at the main outlet was simulated using time series
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Fig. 3.10 Observed runoff versus simulated runoff graph as obtained from the ANN model

analysis in ANN, and the model’s performance was analyzed based on the coefficient 
of correlation values. Satisfactory values for R as 0.91, 0.88, and 0.87 were obtained 
for Training, validation, and testing with an overall R-value of 0.90. This indicates 
the efficiency of the developed rainfall-runoff model in simulating runoff for the 
Pagladiya River Basin. The simulated surface runoff can be used further to plan for 
appropriate management of water and land in the study area. In this way, a hydrolog-
ical model will help plan land use and carefully manage soil, water, and vegetation 
resources, employing suitable management practices and structural works. 
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Chapter 4 
Water Erosion Risks Mapping Using 
RUSLE Model in the Mohamed Ben 
Abdelkrim El Khattabi Dam Watershed 
(Central Coastal Rif, Morocco) 
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Abdelhamid Tawfik, Hajar El Talibi , Hinde Cherkaoui Dekkaki , 
Mohamed Abioui , Brahim Damnati , and Taoufik Mourabit 

Abstract Water erosion poses serious problems by inducing the degradation and 
mobilization of soils and the silting up of dam reservoirs. The mapping of the vulner-
ability of land to erosion has been the subject of several studies in northern Morocco. 
This work is based on the RUSLE model (Revised Universal Soil Loss Equation) 
coupled with a Geographic Information System (GIS) to quantify soil loss rate. The
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study concerns the Mohamed Ben Abdelkrim El Khattabi (MBAK) watershed. It 
covers an area of 779 km2 with land with sparse vegetation cover, friable substrates, 
and very rugged topography. The integration of the five factors of erosion in a GIS 
environment shows the susceptibility of this basin to the risk of water erosion. The 
average annual rate of soil loss is 6.44 t/ha/year. These results could assist decision-
makers and planners in any decision to preserve and restore heavily eroded areas in 
the Mohamed Ben Abdelkrim El Khattabi Dam watershed. 

Keywords Water erosion · RUSLE model ·Mohamed Ben Abdelkrim El Khattabi 
Dam watershed · Rif Central ·Morocco 

4.1 Introduction 

Soil erosion is a worrying environmental challenge in some regions such as Morocco. 
Combining climatic aggressiveness with inadequate human practices leads to signif-
icant or even irreversible soil degradation. It threatens large Mediterranean and semi-
arid regions with a very aggressive climate with high rainfall intensities exceeding 
45 mm.h−1 (see Touaïbia et al. 2000). The precipitation in these mountainous areas 
generates torrential flows (Lu et al. 2004; Yahiaoui 2012; Tadrist and Debauche 
2016). The flows resulting from this torrential regime pull particles from the soil 
transport them into the wadis and sediment behind the dams. 

In the Rif’s chain, the amount of soil lost reaches an average of 20 t/h/yr while it is 
only 5 to 10 t/ha/yr in the Middle and High Atlas. Clearing the protective vegetation 
cover has made the soils vulnerable to water erosion. The extent of erosion is more 
significant in the hills of the Perif, which cover only 6% of the national territory 
but produce 60% of the sediment. The excessive silting of most of the large dams 
in the northern part of Morocco has considerably limited their proper volume and 
thus their real storage capacity. Although solid transport by rainwater and runoff is 
a natural process, it is strongly accentuated by anthropogenic activities that weaken 
the soils that are sometimes degraded and leave the bedrock exposed (Dabral et al. 
2008; Pandey et al. 2009; Bonilla et al. 2010; Bouimajjane et al. 2020). 

Estimating the rate of sedimentation in dams and their lifespan requires knowledge 
of the solid inputs from the watershed. The spatial analysis of modeling based on 
rainfall erosivity, soil type, slopes, and vegetation cover will target the most sensitive 
watershed areas for development.
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The solid transport problem and the extent of siltation in dams have been of interest 
to many researchers since 1950. Within the framework of this study, the MBAK 
dam watershed, affected by the siltation phenomenon, was chosen. In addition to its 
function as a drinking water supply reservoir, it is also used to recharge the water 
table located downstream. 

To assess the risks of soil erosion and to establish conservation strategies and 
soil and water management plans, several models are currently being developed and 
used in several countries and different regions. Namely, empirical models such as the 
Universal Soil Loss Equation (USLE), which was developed by Wischmier and Smith 
(1978) to estimate soil losses from a field on an annual basis (from parameters charac-
terizing climate, soil, topography, vegetation cover, and erosion control) (Villeneuve 
et al.1998). Physically, based distributed models such as the ANSWERS model 
(Areal Nonpoint Source Watershed Environmental Response Simulation) (Beasley 
1977), CREAMS (Chemicals Runoff and Erosion from Agricultural Management 
Systems) (Knisel 1980), LISEM (Limburg Soil Erosion Model) (De Roo and Cremers 
1996), and the SWRRB (Simulator for Water Resources in Rural Basins) model 
(Williams and Renard 1985). 

The choice of model in the present study is made according to the availability of 
data, in particular the intensity of the precipitation. The chosen method is the most 
widely used on a national scale and more specifically in the Mediterranean region 
(Raissouni et al. 2016), it is the Revised Universal Soil Loss Equation (RUSLE) of 
Wischmeier and Smith (1978), based on the USLE model (Wischmeier and Smith 
1978) which makes it possible to calculate and analyze the various factors which 
influence soil erosion. 

The use of remote sensing and geographic information systems (GIS) is enabling 
estimation and spatialization of soil erosion at a reasonable cost (Wilson and 
Lorang 2000; Boggs et al. 2001; Jasrotia and Singh 2006). The principle consists in 
applying the RUSLE model (Revised Universal Soil Loss Equation) combined with a 
Geographic Information System (GIS) under Moroccan conditions at the watershed 
level of the MBAK dam to assess the extent of the erosion phenomenon and draw 
up the erosion hazard map. 

This is achieved through two steps: 

1. Mapping of the different factors related to the erosive process using GIS, which 
allows to store and structure of spatial information of different characteristics of 
the watershed. 

2. Setting up an interactive database of erosion factors, integrating the model 
(RUSLE) in a GIS environment for localization of erosion-prone areas. 

4.2 Study Area 

The MBAK dam watershed is located in northeastern Morocco’s eastern part of 
the inner Rif (Fig. 4.1). It is an elongated mountain basin with 779 km2 and a 
perimeter of 173 km. It is drained by the Wadi Nekôr, which flows into the plain
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Fig. 4.1 Location of MBAK watershed, central coastal Rif, Morocco

of Al Hoceima. The average annual rainfall is about 344 mm from 1976 to 2006. 
Indeed, the altitudes range from 126 m at the dam to 2016 m on the highest peaks. 
The morphometric characteristics of the watershed show its elongated shape (Table 
4.1). The overall slope index Ig equals 13.96 m/km, and according to the ORSTOM 
relief classification, its specific slope value characterizes an intense relief. 

Geologically, this watershed is composed of Paleozoic shales of the Kétama unit, 
with alternating marl and limestone, as well as large blocks of sandstone (Albo-
Aptian schistous and flysch) and also alluvium and silt of the recent Quaternary 
(Mourier 1982; Chafouq et al. 2018). The Quaternary formations show a thickness 
generally exceeding 100 m in depth (Salhi 2008). Lithological formations of more 
varied nature from the right bank; in the South, we have the sandstones of Jbel Kouine 
(Lower Miocene). In the South-West, the rigid limestone formations of Jbel Azrou 
Akechar (Lias) are surrounded by Jurassic shales. More in the North-East, towards 
the accident of Nekor, we meet essentially gypsiferous Triassic olistostromes, as 
well as the formations of shales, limestones, and marls/limestones of the Cretaceous 
period (Amil 1992; Arrebei et al. 2019) (Fig. 4.2).
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Table 4.1 Topographic and 
morphometric characteristics 
of the MBAK dam watershed 

Parameters Value Unit 

Maximum elevation 2016 Meter 

Minimum elevation 126 

Average elevation 1071 

Maximum slope 75 Degree 

Minimum slope 0 

Average slope 37.5 

Perimeter 173 Km 

Length of equivalent rectangle 93.08 

Width of equivalent rectangle 10.37 

Area 779 Km2 

Index of the global slope (Ig) 13.96 m/Km 

Index of Gravelius (KG) 1.71 No unit

4.3 Materials and Methods 

The Revised Universal Soil Loss Equation (RUSLE) (Renard et al. 1996) is a renova-
tion of the USLE model of Wischmeier and Smith (1978) for estimating the average 
annual soil loss through water erosion. It is an empirical model that calculates soil 
erosion combining five factors (Fig. 4.3): (i) the erosivity of precipitation (the R-
factor), it is the product of the kinetic energy of rainfall and the maximum intensity 
of rains for 30 min (Wischmeier and Smith 1978). It can also be considered as the 
average annual rain erosion index. However, due to the lack of datasets for our study 
area, we opted to use the available datasets for monthly and annual precipitation, 
(ii) the resistance of the soil, represented by the K-factor (soil erodibility) which 
quantitatively describes the inherent erodibility of each type of soil, the area studied 
is characterized by the association of the different types of soil: the association of 
little evolved soils and calcimagnesic soils, the association of little evolved soils 
and fersiallitic soils, the association of crude mineral soils, calcimagnesic soils and 
Brunified soils, and the association of little evolved soils, brunified soils and fersial-
litic soils, (iii) the length of the slope and the inclination of the slope, represented 
by the LS-factor (topographic factor), which indicates the effects of topography on 
erosion, vegetation cover and soil particle size characterized by the area of study 
are the two parameters that influence the relationship between soil loss and slope 
inclination, (iv) the C-factor, which makes it possible to distinguish bare land from 
covered land in order to target the rate of alteration of the rock (Vegetation cover 
and agricultural techniques) and (v) the P-factor (prevention measures factor) which 
indicates the ratio of the soil loss observed on land mechanically tilled in one way 
and protected against erosion in another way compared to that which occurs on the 
reference plot where the land is plowed frequently in the direction of the greatest 
slope.
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Fig. 4.2 Geological map of the study area (Compiled and modified from Mourier 1982)

This model has been recognized as the most used model for quantifying land loss 
and assisting in soil conservation to control water erosion (Millward and Mersey 
1999). RUSLE is also applicable at a large scale (Xiong et al. 2018); it also provides 
insight into erosion at the watershed scale. 

The soil loss equation is expressed in Eq. (4.1) (Renard et al.1996): 

A = R.K .LS.C.P (4.1)
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Fig. 4.3 Methodological framework of the RUSLE model

With: 
A = Annual soil loss in tons/ha/year 
R = Rainfall Erosivity Factor in MJ mm/ha/h/year 
K = Soil Erodibility Factor in t. ha/MJ.mm 
LS = Topographic factor representing the length (L in m) and slope (S in %) 
C = Cover Management factor 
P = Support Practice factor 

Each RUSLE model factor contributes directly to the soil loss phenomenon and 
affects the severity of erosion. The methodology consists in multiplying all the 
obtained information layers related to the RUSLE factors gives a GIS to establish 
the erosion risk map giving the erosion value for each cell. 

4.3.1 R-factor 

Rainfall erosivity is the potential ability of rainfall to cause water erosion (Hudson 
1981). It is one of the major factors in soil water erosion. When the soil is satu-
rated, rainwater can no longer infiltrate and pull away from its particles. This factor 
depends on the height, intensity, kinetic energy, and rainfall distribution. According 
to Wischmeier and Smith (1978), the calculation of the R-factor requires kinetic 
energy (E_C) and average intensity over 30 min (I_30) of the raindrops of each 
shower. They are given by the empirical formula (Eq. 4.2) of Wischmeier and Smith 
(1978). 

R = Ec I30 (4.2)
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Where 
EC = kinetic energy of the rain (MJ/ha) 
I30 = maximum rainfall intensity in 30 min expressed in mm/h 
However, in the absence of data on the average intensity of rainfall every 30 min, 

many equations allow the calculation of R as a function of monthly and annual rainfall 
or the Fournier index (Roose 1977; Renard et al. 1996). These equations have been 
applied in different works involving RUSLE modeling and have shown satisfactory 
results (Morschel and Fox 2004; El Garouani et al. 2008). 

The empirical formula of Arnoldus (1980) seems the most appropriate for eval-
uating this climatic aggressiveness factor. The R factor is expressed as follows 
(Eq. 4.3): 

Log  R  = 1.74.Log
{(

Pi2 

P

)
+ 1.29 (4.3) 

Where 
Pi = monthly precipitation in (mm) 
P = annual rainfall in (mm) 
The equation of Arnoldus (1977) since it is the most recent and the most adapted 

to Moroccan conditions (Issa et al. 2016; Elaloui et al. 2017). The application of 
this equation in the catchment area of the MBAK dam made it possible to calculate 
the R-factor at the various stations for which we have their climatic data located 
near the basin. This R factor was calculated separately for each station, and then 
we interpolated the results by the IDW interpolation method to have the map of 
the erosivity factor of the MBAK Dam watershed. The IDW interpolation method 
was chosen because it is based on the assumption that the estimated precipitation 
erosivity value of a point is more influenced by nearby known points than by those 
farther away (Weber and Englund 1992, 1994). In this study, the sampling points 
of the erosivity of the precipitations are measured during the interpolation so that 
the influence of the values of R are more important at the measured point, and they 
decrease when one moves away from the point. 

4.3.2 K-factor 

Soil erodibility depends essentially on the type of soil, climatic variability, and the 
types of agriculture applied (Roose and Sarrailh 1989). Soil erodibility K is expressed 
the vulnerability of soil particles to detachment and transport by rain and runoff. 
The K factor is determined based on some soil characteristics: texture, presence of 
organic matter, permeability, and depth (Safi et al. 2018; Bouimajjane et al. 2020). 
The following equation (Eq. 4.4) was used to calculate the K factor: 

K = [
2.1 × 10−4 × (12 − MO)M1.14 + 2.5 × (P − 3)] (4.4)
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where: 
M = is calculated by the formula M = (% fine sand + Limon) * (100—% clay) 
MO = percentage of organic matter 
P = code of permeability (1 < b < 4) 
S = structure code (1 < c < 6) 
These data for the catchment area of Mohamed Ben Abdelkrim El Khattabi Dam 

are not being provided for all samples. This obliges us to make extrapolations based 
on the soil map obtained, and supplemented by the data of analyzes established on the 
same type of soil characterizing our basin (Billaux and Bryssine 1967; El Gharbaoui 
1981; Inypsa 1987; Osrirhi et al. 2007; El Kamoune 2009) and using the Wischmeier 
monogram. 

4.3.3 LS-Factor 

The LS factor is a topographic index representing the terrain’s morphology. It 
considers the length and slope gradient that affects sedimentary deposit production 
and transport (Roose 1994). The slope has an important influence on the process of 
water erosion. It exacerbates the effect of storm water runoff. Many formulas allow 
the calculation of this factor (Wischmeier and Smith 1978; Kalman  1967; Mitasova 
et al. 1996). 

The LS factor was calculated from the Digital Elevation Model (DEM), which was 
downloaded from NASA (National Aeronautics and Space Administration) SRTM 
(Shuttle Radar Topography Mission) data in GeoTif format with 30 m resolution 
using the formula of Wischmeier and Smith (1978) (Eq.  4.5). It is expressed as 
follows: 

LS  =
(

L 

22.13

)m(
0.065 + 0.045S + 0.0065S2) (4.5) 

Where 
L = Length of the slope in (m) 
S = Gradient of the slope in (%) 
M = Factor which depends on the value of S (Wischmeier and Smith 1978):

. m = 0.5 for S > 5.0%

. m = 0.4 for 3.5 < = S = < 4.5

. m = 0.3 for 1.0 < = S = < 3.5

. m = 0.2 for S = 1.0 
The slope length was determined by the equation related to its average length 

(Eq. 4.6). 

L = FA  × RS (4.6)
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Where 
FA = Flow accumulation grid 
RS = DEM model resolution (30 m) 

4.3.4 C-Factor 

The canopy factor C is used to determine the density of the vegetation cover; it is the 
factor that protects the soils and provides raindrop cushioning, slowing of surface 
water runoff, and infiltration (Roose 1996; Sabir and Roose 2004). C values range 
from 1 for bare fallow to 0.001 for fully covered soil (Wischmeier and Smith 1978). 

This factor is determined for the BMAK Dam watershed using remote sensing 
data. A Normalized Difference Vegetation Index (NDVI) (Eq. 4.7) was calculated 
for the study area using a Sentinel-2B satellite image with a resolution of 10 m. 
The satellite image was acquired during February when the vegetation cover is at its 
maximum. 

This index gives values between−1 and 1, representing most of the patterns, where 
all negative values are mainly generated from clouds, water, and snow, values close 
to zero are mainly generated from rock and bare soil. Moderate values represent 
shrubs and grasslands. In contrast, high values indicate areas of dense vegetation 
cover (forests and matorrals) (Merchant 2000). 

NDV  I  = I R  − R 
I R  + R (4.7) 

Where 
NIR = represents the near-infrared band 
R = represents the red band 
The latter allows estimating the values of the C-factor of the study area. Indeed, 

De Jong (1994) determined a function for calculating the C-factor from the NDVI 
(Eq. 4.8): 

C = 0.431 − 0.805 × NDV  I (4.8) 

4.3.5 P-Factor 

The anti-erosion practices factor P represents soil protection. Anti-erosion practices 
reduce runoff velocity and thus decrease the risk of water erosion. P values generally 
range from 0 in developed areas to 1, where soil and slope protection and development 
are almost absent, depending on the practice adopted and the slope (Wischmeier and 
Smith 1978). The most soil-conserving anti-erosion practices are contour, alternate
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strip or terrace cropping, bench reforestation, ridging, and ridging. In the MBAK Dam 
watershed, the RUSLE model was run with a P-factor of 1, reflecting the desire for 
erosion potential under current conditions of no soil conservation practices (Renard 
et al. 1996; Hammad et al. 2004). 

4.3.6 Evaluation of Soil Losses A 

A is expressed as the average annual soil loss possible in the long term. Applying 
the equation of Wischmeier and Smith (1978) in the MBKA dam watershed allowed 
the estimation of soil losses and the mapping of potential erosion. This was done 
by superimposing the thematic maps obtained (five in number) and multiplying the 
corresponding indices by using the spatialization tools of the geographic information 
system (GIS) and remote sensing (Fig. 4.3). 

The values of the corresponding indices are varied as follows:

. Climatic aggressiveness (R): from 27.48 to 32.76 MJ mm/ha/h/year

. Soil erodibility (K): from 0.15 to 1t. ha/MJ.mm

. Topography (LS): from 0 to 40.20

. Vegetation cover (C): from −0.54 to 0.46

. Anti-erosion practices (P): 1. 

4.4 Results and Discussions 

4.4.1 Rainfall Erosivity Factor (R) 

The rainfall erosivity factor depends mainly on the rainfall data. The energy intensity 
of the precipitated water and the runoff water causes soil loss. The R-factor was 
calculated based on monthly and annual climate data from 7 meteorological stations 
surrounding the watershed (Table 4.2). 

Table 4.2 Rainfall erosivity 
index (R) of weather stations 

Meteorological station Erosivity index R 

Barrage MBAK 29.77 

Al Hoceima 32.08 

Aknoul 31.30 

Boured 34.50 

Tamassint 23.58 

Ajdir 34.79 

Tizi Oussli 29.90
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The erosivity map made from climatic data represents the spatialization of the R 
factor in the watershed of the MBAK dam. Figure 4.4 shows that the value of R varies 
from 27.48 to 32.76 MJ/mm/ha/h/year. These results show that despite its semi-arid 
climate, the study area is subject to significant rainfall erosion. The distribution of the 
R factor on the map shows that the high values are recorded in the South and South-
West of the basin (Upstream of the watershed); a large area is subject to moderate 
erosion, while the low values are recorded in the North-East of the watershed. 

Fig. 4.4 Spatial distribution of rainfall erosivity factor (R) at MBAK
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Table 4.3 Average K-factor values for each soil type 

Type of soil K-Factor 

Association of raw mineral soils, calcimagnesic soils, and brunified soils 0.25 

Association of crude mineral soils, little evolved soils, and fersiallitic soils 0.34 

Association of poorly evolved soils and calcimagnesic Soils 0.41 

Association of poorly evolved soils and fersiallitic soils 0.33 

Association of poorly evolved soils, brunified soils, and fersiallitic soils 0.26 

Brunified soils 0.15 

Calcimagnesic soils 0.22 

Fersiallitic soils 0.21 

Crude mineral soils 0.38 

Poorly evolved soils 0.44 

Sodic soils 0.35 

4.4.2 Soil Erodibility (K) 

The evaluation of the k-index in the MBAK dam watershed was done based on the 
pedological map of the Rif oriental: At a scale of 1:500,000 (Ministry of Agriculture, 
Rural Development and Water and Forests, and National Institute of Agronomic 
Research) and completed by the data of the set of analyses of different types of soils 
characterized the watershed (Table 4.3). 

The K values in the watershed are between 0.15 and 1 (Fig. 4.5), proving the soils’ 
fragility (medium to high) and their susceptibility to erosion. Indeed, the synthetic 
map obtained shows that 13.97% of the watershed’s surface has a high erodibility 
factor of 1, represented by the class of the association of soils not significantly 
evolved and calci-magnesic soils with K varying from 0.43 to 1. Almost 14.05% of 
the watershed’s surface consists of elements that have an erodibility factor of 0.34, 
represented by the class of fersi-allitic soils with K varies between 0.34 and 0.43. In 
comparison, the association of crude mineral soils, calci-magnesic soils, and browned 
soils present a low erodibility of 0.25 with 27.74% of the watershed’s surface. The 
rest of the studied surface presents relatively average values with a predominance 
of the not very evolved soils and fersi-allitic soils (28.11%), which shows a rather 
average erodibility with K varying from 0.15 to 0.34.

4.4.3 The Topographic Factor (LS) 

The topographical factor depends on the slope and its length; the more significant the 
length of the plot, the greater the speed of runoff. The flowing water particles store 
a lot of energy, which causes the uprooting and digging of the soil. The topographic 
factor map was created by superimposing the slope map and the slope length map.
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Fig. 4.5 Spatial distribution of soil erodibility factor K at MBAK basin

The values obtained for LS vary between 0 and 40.2. The topographic factor map 
(Fig. 4.6) shows that most basins have low LS values, while the average LS values 
are mostly placed towards the extremities and southwest of the basin.

4.4.4 The Vegetation Cover Factor (C) 

The vegetation cover factor C map (Fig. 4.7) shows the distribution of vegetation 
cover over the entire watershed, while the large C values occupy small areas in the
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Fig. 4.6 Spatial distribution of topographic factor (LS) at MBAK basin

watershed. They are located at the ends and somewhat in the middle of the watershed, 
corresponding to dense medium vegetation and cultivated land. The minor C values 
present on a large surface correspond to water bodies and bare soils; they do not 
protect the soil against erosion, which leads us to say that erosion would probably 
be accentuated in this part of the watershed.
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Fig. 4.7 Spatial distribution of vegetation coverage factor (C) at MBAK basin 

4.4.5 Anti-erosion Practices Factor (P) 

The values of the anti-erosion practices factor depend essentially on the practices 
adopted in each location. There are no erosion control measures in the entire MBAK 
dam watershed, and farmers do not use erosion control practices. Crops are mostly 
cereal, and plowing is rarely parallel to the contour lines. A few attempts to rehabil-
itate forests by reforestation, but not by benching. In this context, the value P = 1 
was assigned to the entire watershed.
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4.4.6 Soil Losses A 

The application of the Renard et al. (1996) equation in the MBAK watershed allowed 
for the estimation of soil losses and mapping of potential erosion, this was done 
by crossing the different factors of the RUSLE model, allowing us to elaborate a 
spatialized soil loss map in the entire watershed (Fig. 4.8). 

The methodology used allowed us to establish the erosion risk map. It shows 
that the losses vary from 0 to 173.39 t/ha/year. The rate of erosion calculated by the 
model allows knowing the spatial distribution of erosive risks. It varies from one area

Fig. 4.8 Spatial distribution of potential erosion risk map of MBAK basin 
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to another of the watershed according to the influence of the different explanatory 
factors that control erosion: the slope, the climatic aggressiveness, the type and rate 
of vegetation cover, and the anthropic action. 

Annual soil losses analysis shows that the very low values of soil loss (less than 
3.15 t/ha/year) are located in large areas of the watershed (57%), represented by the 
alluvial terraces of wadis where there are flat losses at the very low slope (2° to 7°) and 
irrigated land or plantations (dense vegetation) that maintains the soil and therefore 
a solid resistance to erosion. However, 26.31% of the basin area represents a soil loss 
value between 9.28 and 18.81 t/ha/year. Almost 10.23% of the watershed area has 
an average A value between 18.81 and 37.88 t/ha/yr. The rest of the studied area has 
a relatively high to a very high value (3.75%), which shows a soil loss A of 37.88 
to 173.39 t/ha/year at the level of steep and bare land. The values calculated by the 
empirical soil loss evaluation model (RUSLE) of Wischmeier and Smith (1978) are  
discussed. However, the method is among the decision support tools for planners, as 
it allows the simulation of soil protection and conservation scenarios to plan erosion 
control interventions, especially on slopes where water erosion is predominant (El 
Hafid et al. 2012). 

This empirical model is the most widely used empirical method for estimating 
soil loss (Renard et al. 2011). However, it has several limitations and is subject 
to numerous criticisms. Indeed, Roose et al. (2012) observed that the topographic 
exposure of slopes is sometimes more important than the slope itself. Furthermore, 
many authors (e.g. Finlayson and Montgomery 2003; Nekhay et al. 2009; Rahmati 
et al. 2017; Pourghasemi et al. 2017; Ikirri et al.  2021; Aswathi et al. 2022; Ait  
Haddou et al. 2022; Ikirri et al. 2022; Benjmel et al. 2022; Echogdali et al. 2022a, b, 
c, d) have found that drainage density has a decisive impact on the vulnerability of soil 
subjected to floodwaters. Despite these imperfections, it remains a management and 
planning tool for decision-makers. These limitations must be considered and adapted 
by integrating GIS, which makes it possible, on the one hand, to quantify annual soil 
losses and, on the other hand, to map erosive risk areas that require intervention 
strategies for soil protection and to reduce the silting of certain hill dams. In any 
case, field verifications remain fundamental in this type of approach. 

4.5 Conclusion 

The catchment area of the MBAK dam is a favorable environment for the development 
of water erosion phenomena. The watershed has a length nine times greater than 
the width. The hypsometry shows that 52% of the basin corresponds to very high 
altitudes (1000–2000 m). The overall slope index is 13.96 m/km. The specific vertical 
drop is equal to 388.12 m which shows according to the ORSTOM classification 
that a substantial relief characterizes the basin. The study presents the results of 
a cartographic work based on the superposition of the maps of the factors of the 
Revised Universal Soil Loss Equation (RUSLE) of Wischmeier and Smith (1978)
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using the Geographic Information System (GIS) to elaborate a water erosion map. 
The results of this study revealed that:

. 14% of the basin area is at high risk of water erosion with average annual losses 
between 18.81–173.39 t/ha/year.

. The low losses are located mainly on low slopes, low erodibility soils, and minimal 
precipitation values.

. The factors in the equation used (erodibility, topography, climatology, and vege-
tation cover) correlate well with soil losses. Soil degradation in the MBAK water-
shed has environmental effects (silting of the dam) and negative socio-economic 
consequences.

. The results obtained in this work can be used as a basis to assist in planning soil 
conservation activities and reducing dam siltation. The RUSLE model is a deci-
sion support tool for watershed management by erosion control administrations, 
although it is still under discussion for use. 

In addition, many perspectives can be considered:

. Improve the accuracy of the RUSLE model, which could integrate new parameters 
or by “field” validation of the results.

. Use other models and techniques, such as the SWAT and radioactive labeling 
techniques (137Cs and 210Pb).

. Develop watershed land surface management and planning systems based on 
numerous studies on soil erosion and degradation in a given area. 
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Part II 
Water-Agriculture-Climate Linkage



Chapter 5 
Estimating Soil Moisture Using Remote 
Sensing in Zimbabwe: A Review 

Never Mujere and Hardlife Muhoyi 

Abstract Soil moisture is an essential parameter for understanding the interac-
tions and feedbacks between the atmosphere and the Earth’s surface through energy 
and water cycles. Knowledge of the spatiotemporal distribution of land surface soil 
moisture for various environmental and socio-economic studies. Over recent past 
years, remote sensing using electromagnetic spectra from the optical/thermal to the 
microwave regions, have been intensively investigated for soil moisture retrieval, 
providing of several algorithms, models and products that are available for actual 
applications. However, the use of remote sensing technologies in estimating soil 
moisture is a challenge in low-income economies due to resource constraints. This 
present study gives a critical review of the remote sensing approaches applied in esti-
mating soil moisture in Zimbabwe. The research findings show that remote sensing 
products have little been used in soil moisture monitoring in Zimbabwe. 

Keywords GIS · Remote sensing techniques · Soil moisture · Zimbabwe 

5.1 Introduction 

At global scale, it is considered that at least 65% of precipitation returns to the atmo-
sphere as green water while the remainder is either stored in the soil or become runoff 
(Bittelli 2011). Green water flow refers to water lost as actual evapotranspiration that 
is released back into the atmosphere via evaporation from both the soil, water bodies 
and transpiration from vegetation. Green water storage is also termed soil moisture or 
soil water. Soil moisture is the amount of water stored in the pore spaces between soil 
particles in the unsaturated soil zone or the vadose zone (Falkenmark and Rockström 
2006). Soil moisture can also be grouped into surface soil moisture and root-zone
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soil moisture (Narasimhan and Srinivasan 2005). Surface soil moisture is the total 
amount of water found in the upper-most 10 cm of the soil profile. The water available 
in these first few centimetres of a soil layer is either stored or exchanged between 
the surface and atmosphere (Zhang et al. 2020). The amount of surface soil mois-
ture determines how much rainfall is turned into runoff and, water movement and 
redistribution through infiltration, evaporation, percolation, and transpiration. Water 
available from the upper-most 200 cm of the soil profile is considered as root zone 
moisture. This is the water that is needed and available to be used by plants (Moran 
et al. 2004). Nevertheless, plants extract moisture from both the surface- and root-
zone reservoirs through transpiration, but only the surface moisture zone is subject 
to evaporation. Vegetation growth development and their health are a function of the 
quantities of water as determined by the root zone moisture. 

Soil moisture content is a soil property that is an essential parameter when it 
comes to appreciating the hydrological cycle and energy heat budget (Gumindoga 
et al. 2020; Zhang et al. 2020). It affects the critical hydrological, geomorpho-
logical, geological, ecological, and biogeochemical as well as the meteorological 
processes (Marumbwa et al. 2015). Knowledge of soil moisture variation in time 
and space is key in understanding both natural processes, water balance; and human 
activities e.g. irrigation scheduling. However, the concept of the term soil moisture 
varies depending on the area of application for example the farmer, water resource’s 
manager and a meteorologist have got a different appreciation of the concept of soil 
moisture. 

Therefore, depending on the field of specialisation and scale at which the measure-
ments are taken, a calling for an accurate soil information forms part of the most 
important step for example in irrigation scheduling as in agricultural activities. When 
trying to maximise on food security, drought monitoring and yield forecasting as 
extrapolated from soil moisture modelling can promote economic and wise use of 
water, this is most relevant in the arid and semi-arid regions (Marumbwa et al. 2015). 
Moisture regimes affect the timing of irrigation, which must be applied at the right 
time, right place, and in the right amount for consistently high yields (Moran et al. 
1994). Seed germination, plant growth, and plant nutrition require adequate amounts 
of soil moisture. Crop production in arid and semi-arid regions of the world, is 
determined by the available soil moisture either as derived from irrigation or precipi-
tation (Marumbwa et al. 2015). Due to the high moisture content during the growing 
season which is mostly associated with rains or being supplemented by irrigation, 
crop yield has shown a linear relationship with soil moisture (Shafian and Maas 
2015). It is from this understanding of the link between crop water requirement and 
crop productivity that accurate estimation of soil moisture is vital for activities such 
as irrigation scheduling. 

Excessive water application lowers yield since excess water promotes leaching. 
This leads to nitrates being carried below reasonable depths of root penetration, 
displacing available soil air hence causing a lack of oxygen to the roots. Low soil 
moisture for sustained periods results in drought, reduced crop yields and plant water 
deficit and can potentially lead to wildfires. Conversely, high soil moisture leads to 
an increased risk of floods (Bittelli 2011).
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Soil moisture is an essential variable for predicting global climate change because 
it affects the flow of energy, greenhouse gases, and water among the atmosphere, 
vegetation, and soils (Klemas et al. 2014). Soil moisture aids the processes of water 
loss from both the abiotic earth’s surfaces (evaporation) and plants through transpira-
tion making it key in the study of meteorology—weather development and formation 
of rainfall. Simulations with numerical weather prediction models have shown that 
improved characterisation of surface soil moisture, vegetation cover, and tempera-
ture can lead to significant forecast improvements. Moisture also drives infiltration 
and runoff during heavy rain events, affecting the amount of precipitation that runs 
off into nearby streams and rivers. Large-scale dry or wet surface regions have been 
observed to impart positive feedback on subsequent precipitation patterns (Arnold 
and Laymon 2012). In addition, the evaporation rate is strongly correlated to soil 
moisture that makes a strong connection between the land surface and atmosphere 
(Koster et al. 2004). 

In water resources management and hydrologic studies, the soil moisture content is 
a hydrological parameter useful in water quality management, reservoir management 
and flood control (Gumindoga et al. 2020). In semi-arid ecosystems, dynamic infor-
mation on soil moisture is critical to understanding groundwater recharge and drought 
conditions (Dumedah et al. 2014). The amount of soil moisture content serves as a 
solvent and carrier of nutrients, regulates soil temperature, and empowers microor-
ganisms to conduct their metabolic activities. Soil moisture gradients together with 
nutrient fertility are used to classify forest types (Southee et al. 2012; Arnold and 
Laymon 2012). 

Depending on the soil characteristics and surface water content, extreme events 
such as rainstorms and hurricanes can lead to flooding and landslides (Klemas 2009). 
Soil erosion and transport depend on soil moisture together with other soil properties 
including soil type, grain size and composition. Conversely, high soil moisture leads 
to an increased risk of flooding and erosion. Having accurate soil moisture data 
may lead to better predictions of such hazardous events and proper geotechnical 
engineering structures (Ker ret al. 2010; Zhang et al. 2020). 

Near accurate estimation of soil moisture data usually achieved via traditional 
methods such as field and laboratory approaches (both direct and indirect). These 
approaches include use of gravimetric method and soil probes, and they point based 
where areal representation is achieved through kriging (Moran et al. 2004; Wang 
et al. 2020). However, with the invention and advancement in technology use of 
remote sensing approaches has recently gained competitive advantages over tradi-
tional approaches. The use of both passive and optical remote sensing especially in 
the microwave band of the electromagnetic spectrum; has been used in soil moisture 
estimation. This includes satellite images from sensors such as Landsat (Castelli et al. 
2000), MODIS (Wang et al. 2020) and Sentinel (Vogels et al. 2019; Yang et al. 2019). 
Some of these sensors provide very coarse resolutions that might not be applied to 
patches of land of less than 10 m. for example MODIS has got a minimum spatial 
resolution of 250 m (Van doninck et al. 2011) while Landsat usable spatial resolution 
of 30 m (Chander et al. 2009) and Sentinel has a spatial resolution of 10 m (Vogels 
et al. 2019). However, out of these only MODIS has a higher temporal resolution of
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a daily interval as opposed to Sentinel and Landsat (Van doninck et al. 2011). There-
fore, it is not surprising that much research is restricted to handling soil moisture 
problems at a national, regional or global level to counter both spatial and temporal 
needs of the need for which soil moisture data is to be used (Bartsch et al. 2010a, b). 

Even though many applications require soil moisture data, accurate assessment 
of this variable is difficult because typical field methods are complex and expensive. 
Also, local-scale variations in soil properties, terrain, and vegetation cover make the 
selection of representative field sites difficult if not impossible (Shafian and Maas 
2015). Therefore, the purpose of this study is to review the remote sensing techniques 
applied in determining soil moisture with a particular focus on Zimbabwe, since the 
water for agriculture act as a key driver of its economic growth. Agriculture in the 
country is both rainfed and irrigated. Thus, there is a need for explicit soil moisture 
information in time and spatially, especially for irrigation scheduling. 

5.2 Description of the Study Area 

Zimbabwe is a landlocked country, located in southern Africa with a total area of 
390,760 km2 (Fig. 5.1). The country is bordered by five countries namely; Zambia (to 
the north), to the east of it is Mozambique, South Africa in the south while Botswana 
and Namibia border it in the west. It has a population of about 13 million people and 
its economy is highly dependent on agriculture, mining and tourism (FAO 2016).

Zimbabwe lies almost entirely over 300 m above sea level. Its principal physical 
feature is the broad ridge running from southwest to northeast across the entire 
country, the central watershed The country has four major relief regions namely; 
the low veld (<600 m above mean sea level); middle veld (600–1,200 m); high veld 
(1,200–2,000 m); and eastern highlands (2,000–2,400 m). The highest point in the 
country lies at an altitude of 2,592 m along the eastern border with Mozambique. 

Almost 70% of the country is covered by Precambrian Basement Complex and 
metavolcanic rocks. These rocks comprise gneisses and igneous rocks such as granite. 
Sedimentary rocks and metasediments occur in some parts of the country including 
the northwest (FAO 2016). Weathering of granite parent material resulted in residual 
soils including light sandy soils and -clays. Sands are highly leached and do not 
easily retain water because of their coarse texture. Except in areas where soils are of 
alluvial origin, soil depth is often less than 1 m (FAO 2016, 2020). 

Zimbabwe has a tropical climate, with a dry season from April to October in 
which little rain falls and a rainy season that usually lasts from late November to 
March (FAO 2016). Mean annual ranges from less than 500 mm/year in the south 
and southwest; between 600 mm and 1,000 mm across much of the central part of 
the country to more than 1,000 mm in the eastern highlands. In Zimbabwe, rainfall 
amount increases from south to north as well as from west to east. The temperature 
gradient also tends to follow a west–east trend with temperatures getting lower as 
one moves from the south-eastern lowveld through the highveld to the east (FAO 
2016).
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Fig. 5.1 Location of Zimbabwe in Africa and its river catchments

Vegetation of the country is predominantly tropical savanna comprising miombo 
and mopane trees with grasses. Tree growth is encouraged by the wet summers. 
Dry savanna with grass of up to 2 m height makes up a major part of Zimbabwe’s 
landscape (FAO 2016). 

5.3 Estimation of Soil Moisture 

5.3.1 Field and Laboratory Methods 

In situ manual measurements using the gravimetric method and soil moisture probe 
are arguably the most accurate and reliable ways to obtain soil moisture data (Wang 
et al. 2020). Both of these manual methods are labour intensive and can take an 
extremely long time to properly analyse moisture content in large areas. 

The soil moisture robe indirectly determines moisture content by the use of 
specialised probes that measure the electrical charge between two metallic hooks, 
thereby measuring the conduction of electricity in soil that can be translated to soil 
moisture. The gravimetric method directly estimates soil moisture content using a 
known volume of an undisturbed soil sample is collected from the field (using a ring, 
hovel, blade, plastic bag and a GPS) weighed, dried for 24 h at 105 °C, and then
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reweighed. The gravimetric soil moisture content is calculated as the net difference 
between the mass of wet soil and dry soil, divided by the mass of dry soil. Gravimetric 
soil moisture content can be converted to a percentage by multiplying with 100. 

Direct and indirect field and laboratory measurements of surface soil moisture 
are difficult, and the available techniques are limited by environmental and socio-
economic factors. It is from this background that there is a key need for surface 
soil moisture assessment approaches that have got an explicit coverage both in time 
and space. This is critical especially for irrigated areas where there is a need for 
irrigation scheduling. Thus, it is without a doubt that remote sensing approaches 
are most appropriate compared to traditional field-best techniques. Poonia (2022) 
criticised the use of conventional and in-situ approaches at a regional scale because 
they failed to capture precisely the spatio-temporal dynamics of soil moisture. 

5.3.2 Satellite Remote Sensing of Soil Moisture 

The need for continuous measurements of surface soil moisture with regional and 
global coverage is critical for hydrological, ecological and climatological studies. In 
contrast with field measurements which represent single point locations, and cover 
relatively short periods of observation, satellite remote measurements have broad 
spatial coverage and temporal continuity at relatively low cost (Ahmad et al. 2010). 
Satellite remote sensing developments for soil moisture estimation began in 1975 
when NASA launched Landsat to collect data using a passive sensor (Ahmad et al. 
2010). Since then, various passive and active remote sensing techniques (ground-
based, aerial, and space platforms) have been used in determining soil moisture 
content in different areas across the world. 

Over last 60 years, electromagnetic spectra, from the optical/thermal to the 
microwave regions, have been intensively used to provide a number of algorithms, 
models and products that are available for soil moisture retrieval (Poonia 2022). 
Because the microwave wavelength can penetrate through the atmosphere and vege-
tation, it is suitable to detect soil moisture even during cloudy conditions (Poonia 
2022). Studies using remote sensing observations to evaluate soil moisture conditions 
by employing measurements from solar reflectance, thermal infrared wavelengths, 
and microwaves have shown lots of potential in this area. It is without a doubt that 
remote sensing approaches are better as compared to traditional field-based soil 
moisture estimation techniques (Ahmad et al. 2011; Li et al.  2021). 

Remotely sensed observations depend on reflected and emitted electromagnetic 
to produce spatially comprehensive measurements of surface environmental condi-
tions. By relating variations in measured electromagnetic emittance to surface mois-
ture conditions, regional variations and local spatial heterogeneity of soil moisture 
conditions are determined (Shafian and Maas 2015). The use of satellite imagery 
in determining the surface soil moisture is based on the principle that surface soil 
moisture interrupts with the surface characteristics that later emit an electromagnetic 
wavelength than can be observed through remote sensing. These include biophysical
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factors such as vegetation cover, observed through vegetation indices (VI), and the 
surface energy balance, observed through surface temperature (Ts), is a good indi-
cator of the energy balance on both regional and global scales. Surface temperature 
is one of the biophysical factors sensitive to soil moisture content. Stressed plants use 
a reflex through their stomata which close when maximising on water conservation 
while avoiding an accelerated transpiration hence results in a decreased latent heat 
flux. The energy flux balance is a function of an increase in sensible heat flux in 
association with warmer leaf temperatures and increased Ts. With decreasing soil 
moisture, VI decreases while Ts increases. Combining Ts and VI provides useful 
quantitative information for detecting the spatial and temporal distribution of soil 
moisture (Shafian and Maas 2015). 

With remote sensing approaches, soil moisture data are retrieved from different 
from the electromagnetic spectrum (visible, infrared, thermal, and microwave) based 
on the sensitivity of the soil surface, the electromagnetic radiation as well as on the 
effectiveness of the reflected radiation from the soil surface that can be received by the 
sensor. Remotely sensed shortwave infrared transformed reflectance, the normalized 
difference vegetation index, and other such parameters are widely used to estimate 
soil moisture for drought detection or irrigation scheduling in low-income countries 
(Bartsch et al. 2010a, b; Marumbwa et al. 2015; Nhedzi 2008; Poonia 2022). 

Measuring soil moisture using remote sensing at deep root zones below 5 cm 
from the surface is a challenge (Ahmad et al (2010). Surface soil moisture depth is 
determined based on satellites’ sensor frequency on that respective piece of land. 
Soil moisture depth reachable by electromagnetic radiation is referred to as skin 
or surface soil moisture (e.g. only a few mm for the optical and thermal band) or 
near-surface soil moisture (e.g. a few cm for microwave sensors). Depths exceeding 
30 cm are rarely reachable by satellite cameras. In order to access deeper root zone 
soil moisture, combined statistical techniques based on energy balance or simplified 
water balance approaches are used (Ahmad et al. 2010; Lu et al.  2011). 

Several remote sensing techniques are used for regular monitoring of soil mois-
ture at various spatial and temporal scales. The remote sensing approach specifica-
tions and utilities can be found in well-documented literature but not limited to e.g. 
(Bartsch et al. 2010a, b; Marumbwa et al. 2015; Nhedzi 2008; Poonia 2022). The 
techniques for soil moisture SSM estimation vary from empirical and mechanistic 
models while the widely used methods are through satellite remote sensing of the 
active and passive for both optical and microwave. These approaches usually employ 
the linear relationship between land surface reflectance and soil moisture content 
either directly or through the development of empirical spectral indices. However, 
because the microwave wavelength is unlimited by weather and vegetation cover 
then this makes the microwave band the most suitable for estimating soil moisture as 
it can penetrate through the atmosphere and vegetation to detect soil moisture in the 
surface layer (Poonia 2022). It is thus well documented that different soil-moisture 
evaluation methods have been introduced in different regions (Bartsch et al. 2010a, 
b; Lu et al.  2011; Van doninck et al. 2011).
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Although, remote sensing techniques are plausible for surface soil moisture 
retrieval, however, they do not properly provide a pattern for surface soil mois-
ture column. Therefore, appropriate input data be incorporated in hydrologic models 
to provide an estimation of the spatial distribution of moisture for water balance 
estimates of any area (Moran et al. 2004; Samboko 2016). While the Normalized 
Difference Vegetation Index (NDVI) is an effective indicator of vegetation condi-
tions, it is a rather conservative indicator of soil moisture status because there is a 
time lag between the time observed for a change in soil moisture and that time change 
as observed in NDVI. Thus, NDVI-based methods may not be effective in the rapid 
monitoring of soil moisture conditions. 

Several shortcomings can be observed from the current remote sensing products 
used to estimated soil moisture. ASTER, MODIS or Landsat products are of coarser 
spatial resolutions (>10 km) when it comes to their applicability at the watershed 
or regional scale as soil moisture is highly variable with space and time. Therefore, 
there is a need to downscale these soil moisture products to finer spatial resolution, 
which can also be done by developing models with several covariates like vegetation, 
slope, soil texture, or to use the potential of Sentinel -2 which has got a better spatial 
resolution of at 10 m (Poonia 2022). Moreso, it is additionally acknowledged that 
different land cover reduces the classification accuracy of soil-moisture retrieval 
(Notarnicola 2004; Scipal et al. 2005; Zwieback et al. 2013). 

5.4 Designing the Search Strategy 

A well-designed search strategy (i.e., specific, unbiased, reproducible and including 
subject headings along with a range of keywords/phrases for the concepts) was 
designed to capture as many studies from various online databases as possible that 
meet the criteria for this systematic review. The search strategy involved the use of 
Boolean logic, phrase searching and truncations (Lackey 2013). Using Boolean logic, 
the following words or phrases were searched; “soil moisture” AND “remote sens-
ing” AND “Zimbabwe”, (soil moisture* OR soil water) AND “remote sensing” AND 
“Zimbabwe”. During phrase searching, specific phrases were typed and enclosed in 
quotation marks. The database searched for the words typed; “soil moisture”, “mois-
ture”, “soil water”, “remote sensing”, “Zimbabwe”. Some words were truncated in 
order to search for their different forms using the asterisk * as the truncation symbol. 

5.5 Findings on the Use of Satellite Remote Sensing 
in Estimating Soil Moisture in Zimbabwe 

Bartsch et al. (2010a, b) estimated soil moisture dynamics using radar satellite tech-
nology to develop the soil moisture information system for the Southern African
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Development Community in which Zimbabwe is located. Medium resolution soil 
data (1 km) were obtained from ENVISAT’s ASAR sensor operated in global mode 
(GM) with METOP scatterometer sensors and, coarse resolution soil moisture data 
(25–50 km) were derived from backscatter measurements acquired with METOP 
scatterometers on-board of the satellites ERS-1 and ERS-2 in near real-time via 
EUMETCast). The synergistic use of both systems allows frequent, medium reso-
lution monitoring of regional soil moisture dynamics in the uppermost soil layer 
(<5 cm). However, the ENVISAT ASAR Global Mode soil moisture data had higher 
noise compared to the coarse resolution soil moisture products. 

Shoko et al. (2015) showed that remotely sensed shortwave infrared (SWIR) trans-
formed reflectance (TRSWIR), the normalized difference vegetation index (NDVI), 
and other such can be successfully used to estimate soil moisture at the surface 
level for large areas in low-income economies. The products can also be applied in 
drought detection or irrigation scheduling. Nevertheless, higher precision techniques 
for measuring soil moisture are required at depths that are physically hidden from 
current satellite cameras. 

Gumindoga et al. (2020) applied the Surface Energy Balance System (SEBS) and 
the TOPographic driven MODEL (TOPMODEL) to estimate the spatio-temporal 
variation of soil moisture over a district in northern Zimbabwe from 2008 to 2013. 
Estimates of soil moisture were obtained by multiplying the relative evaporation from 
the SEBS algorithm by the average soil porosity and field capacity. After calibrating 
the TOPMODEL rainfall-runoff model with land surface inputs obtained from remote 
sensing, the spatial and temporal soil moisture estimates were compared with in situ 
measured soil moisture from the fifty-two sampling sites. Results show that the 
SEBS approach shows spatial and temporal soil moisture variability across the district 
simulated with a strong relationship (R2 = 0.796) between in situ-based soil moisture 
measurements and SEBS based techniques for the period of March to July 2013. The 
study further revealed that there is a fair relationship (R2 = 0.60) between ground 
soil moisture measurements and hydrologically modelled using TOPMODEL). 

Samboko (2016) used the Topographic driven rainfall-runoff model 
(TOPMODEL) whose land surface inputs were obtained from remote sensing 
techniques to simulate soil moisture patterns from September 2008 to August 2010. 
Model results showed high levels of soil moisture along river channels, valleys 
and floodplains in northern Zimbabwe. However, a 12% difference was observed 
between the point and pixel-based soil moisture simulated by the model and retrieved 
by the data logger. 

In Zimbabwe, the widely used approach for soil moisture estimation is the field-
based gravimeter method. This is adopted by many commercial farmers as well as 
government departments such as the Agricultural Rural Extension Services, Mete-
orological Services and Zimbabwe National Water Authority. The use of remote 
approaches is still in its infancy as illustrated by our literature review. In most cases, 
this is applied at the academic or research level where sharing of knowledge will 
focus on marketing the new technology. Table 5.1 is an illustration for the compar-
ison of field-based and remote sensing approaches in which they are applied in soil 
moisture estimation.
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Table 5.1 A comparison of remote sensing and conventional methods in soil moisture estimation 
(Moran et al. 2004) 

Approach Merits Limitations 

Optical remote sensing 
(Visible, Near Infrared, 
Short-wave Infrared) 

Fine spatial resolution; broad 
coverage; multiple sensors 
including hyperspectral sensors 

Weak estimation of surface 
moisture, works only on clear 
weather; affected by vegetation 
cover, issue of temporal 
resolution 

Thermal Infrared Fine spatial resolution with broad 
coverage; multiple sensors 
available 

Minimal surface penetration, 
affected by high humid weather, 
vegetation and atmospheric gas 
density 

Microwave remote 
sensing 

Broad coverage; satellite sensors 
available; strongly related to 
surface moisture estimation; 
surface penetration up to 5 cm 
and it is insensitive to weather 
patterns and atmospheric 
conditions 

Affected by vegetation cover and 
surface rough roughness; ideally 
has got a coarse spatial 
resolution of approximately 
30 km 

Field-based methods 
(combined) 

Near accurate estimates, 
addresses one’s needs at a time; 
depth depends on the need; 
insensitive to earth’s roughness 
and atmospheric condition 

Point-based; time consuming 
and laborious; 

5.6 Conclusion and Future Needs 

This present review has shown that soil moisture is of great importance in closing 
hydrologic budgets, assessing soil–plant water interactions, studying climate change, 
controlling and regulating the interaction between the atmosphere and the land 
surface. It controls the ratio of runoff and infiltration, energy fluxes and nutrients, 
vegetation development and then carbon cycle. Moreso, soil moisture is an important 
factor in animal and plant productivity and can even sustain the interaction between 
the natural system and anthropogenic activity. Therefore, the distribution pattern 
of soil moisture, both spatially and temporally, is the key to climate modelling. 
Moreover, a long-term soil moisture data set on a regional scale, therefore, provide 
valuable information for research such as climate change and global warming and 
then improve weather forecasting and water resources management. 

The review has shown that few studies using a combination of geostatistical 
approaches, remote sensing and hydrologic models has been conducted in Zimbabwe. 
However, the use of remote sensing in measuring soil moisture is promising in such 
data-scarce and water-limited regions. The issue of intense vegetation in Zimbabwe 
is a challenge in some areas, especially where there are significant topographical 
changes. This is so because the most accurate results from remote sensing data are 
achieved when there is no or low soil cover and most importantly applicable where 
the area is flat. Thus, the interaction of the emitted or reflected radiation from a
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covered soil surface back to the remote sensor will no longer represent the actual soil 
surface-emission because part of the emitted/reflected radiation is either absorbed or 
enhanced by the soil cover. 
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Chapter 6 
Bivariate Copula Modelling 
of Precipitation and River Discharge 
Within the Niger Basin 

Samuel T. Ogunjo, Adeyemi O. Olusola, and Christiana F. Olusegun 

Abstract Rivers are important for domestic, industrial, agricultural, and geopolitical 
purposes. Within the tropics, rivers are fed by rainfall and underground recharge. 
Understanding the contribution of rainfall to the dynamics of river is necessary for 
several reasons. In this study, the best fit marginal probability distribution function 
for rainfall and river discharge from among Gamma, Beta, Gaussian, Student T, 
and Uniform were considered. Furthermore, the dependence between rainfall and 
river discharge was investigated using three copula functions: Gumbel, Clayton and 
Frank. Results obtained suggests that the Student T’s distribution was best suited 
for rainfall and river discharge at Lokoja. It was also found that using the Akaike 
Information Criteria, that the Frank copula provides the best model for dependence 
between rainfall and river discharge. These results are important for an effective 
integrated water resources planning and management. 

6.1 Introduction 

The likelihood of climate change impact has increased the need for more knowledge 
about natural disasters such as flooding and drought. Understanding these disasters 
and their drivers involve the ability to model and simulate their occurrences. Scien-
tists have used different approaches including Markov chain modelling (Ogunjo and 
Oluyamo 2021), stochastic models (Jimoh and Webster 1999), and other probability 
based models (Orimoloye et al. 2021). The ultimate aim is to be able to replicate 
hydrometeorological parameters considering minimal input with high accuracy. The
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use of probability based models is gaining attention due to its ability to generate 
synthetic data based on the underlying distribution of the data. The wide array of 
distribution functions allow for suitable choice of models given any spatio-temporal 
constraints. Furthermore, the use of probability in hydrometeorolgy is already estab-
lished. The estimation of drought using indices such as standardized precipitation 
index requires the computation of suitable probability distribution (Ogunjo et al. 
2019b). Given an appropriate probability distribution, samples can be drawn for 
further studies with high reliability. 

Studies (Sharma and Singh 2010; Hanson and Vogel 2008; Al Mamoon and 
Rahman 2017; Ng et al.  2020) have shown that annual and seasonal rainfall were 
found to be best fit by lognormal and gamma distribution while different months of 
the years have different best fit distribution. According to Hanson and Vogel (2008), 
the Pearson type III distribution is the best probability distribution for daily rainfall 
over the United States of America. The annual precipitation in Qatar can best be 
described by the Generalized Extreme Value distribution (Al Mamoon and Rahman 
2017). Similarly, the Generalized Extreme Value distribution was observed to be 
the best fit distribution for annual maximum rainfall in Malaysia (Ng et al. 2020). 
In Sudan, the annual rainfall are best fit with the normal and gamma probability 
distribution (Mohamed and Ibrahim 2016). ŞEN and Eljadid (1999) showed that the 
monthly precipitation in Libya can be predicted using the gamma probability distri-
bution function. The log-Pearson type-III distribution was found to be the best fit 
probability distribution to the 24 h maximum precipitation in 5 out of 6 stations within 
Pakistan (Amin et al. 2016). In Bangladesh, the monthly precipitation in 3 out of four 
locations were found to be best described by the generalized extreme value precipi-
tation while the remaining station was described by normal distribution (Ghosh et al. 
2016). At different temporal and spatial resolution, the Pearson type-3 distribution 
was found to be the best distribution fit for precipitation in Singapore (Mandapaka 
and Qin 2013). The Gumbel distribution was reported to be the best fit for weekly and 
monthly maximum rainfall in India (Bhakar et al. 2008). Annual, monthly maximum, 
daily and consecutive days rainfall within Maharashtra state of India was found to 
be best described by the generalized extreme value distribution (Bajirao 2021). The 
annual precipitation in Upper Blue Nile basin area was found to follow a normal 
distribution (Ximenes et al. 2021). The annual and monthly precipitation in Japan 
have been reported to be best captured by the lop-Pearson type 3 and Pearson type 3 
distribution function respectively (Yue and Hashino 2007). Several studies have also 
been carried out to fit river discharge to probability density functions. Kroll and Vogel 
(2002) recommended the Pearson Type 3 and the 3-parameter lognormal distribu-
tions for fitting streamflows across different regions of the United States of America. 
The log-Pearson type 3 was recommended for the annual mean discharge on the 
Minab river in Iran (Khosravi et al. 2012). The annual one day maximum discharge 
at the Kulsi River Basin was found to be best predicted using the log-normal proba-
bility distribution function (Kalita et al. 2017). Gamma probability distribution was 
reported as the best fit for monthly river discharge at the Lower Murrumbidgee River, 
Australia (Wen and Ling 2011). The annual peak and maximum discharge at Karkheh 
River, Iran was found to fit the log-Pearson type 3 distribution (Machekposhti et al.
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2016). The Generalized Pareto distribution was found suitable for annual maximum 
discharge at Kopili river (Bhuyan 2009). Chaibandit and Konyai (2012) reported 
that the extreme value distribution can capture the dynamics of the monthly river 
discharge of the Yom river. The best fit probability density function of river discharge 
has been found to change over time due to several mitigating factors (Githui et al. 
2005). The annual mean flow on the Tana river was found to fit the lognormal and 
generalized extreme value probability distributions best (Langat et al. 2019). Both 
the four-parameter Kappa and three-parameter Generalized Pareto distributions were 
found to approximate daily streamflow dataset in Angola (Almeida et al. 2021). The 
Weibull probability distribution gave the best parameters when fitted to the monthly 
discharge in Strymon river, Greece (Antonopoulos et al. 2001). The Gumbel prob-
ability distribution function was found to be the best for predicting monthly river 
discharge at Kainji dam (Mohammed et al. 2017). Streamflow in 14 rivers with the 
northwest Iran were best fitted with the lognormal probability distribution function. 
These studies and some others (Ye et al. 2018) have shown that rainfall and stream-
flow (discharge) distribution can be explained based on various probability distri-
bution functions. However, the dependence of interrleationships between these two 
hydrometeorology variables still begs for answers in the physical sciences. Despite 
the array of techniques that are available to unravel and show these interdepence, an 
emerging technique is the Copulas. Copulas are the mechanism which allows us to 
isolate the dependency structure in a multivariate distribution. The concept of copula 
was developed to measure the interdependence between two or more random vari-
able joint probability distributions to their one-dimensional marginal distributions 
(Sklar 1959; Nelsen  2007). In the financial sector, copula has been used extensively 
for scenarios such as oil-stock diversification (Avdulaj and Barunik 2015), interde-
pendence of oil prices and stock market indices (Sukcharoen et al. 2014), and gold 
and stock price returns (Boako et al. 2019). Copulas have also found application in 
the field of hydrometeorology. The idea has been employed to study the relation-
ship between rainfall and temperature (Pandey et al. 2018), solar radiation and sky 
clearness index (Yet and Masseran 2021), drought frequency analysis (Mirabbasi and 
Dinpashoh 2012), and Covid-19 and maximum temperature (Novianti et al. 2021). 

Tropical regions (latitude ± 23°) have been reported to have complex atmospheric 
dynamics and climate extremes (Fuwape et al. 2020; Ogunjo et al. 2019a). Water 
resources within the tropics is governed and determined by the amount of precipita-
tion received. The network of rivers serve as sources of water for irrigation, industrial, 
and domestic use. It is particularly useful during the dry season and prolong periods 
of droughts. One of the most prominent rivers within tropical Africa is the River 
Niger. Studies at two ports along River Niger showed that the discharge exhibit 
chaotic behaviour influenced by dam construction (Ogunjo et al. 2022). Considering 
the role of rivers in the geopolitical balance of the West African region, it is pertinent 
to investigate the role of rainfall on its dynamics. In this study, the concept of copula 
was extended to study the relationship between river discharge and precipitation at 
a tropical location. The best marginal probability for each of river discharge and 
rainfall among five distributions was considered. Furthermore, three Archimedean 
copulas were investigated for their ability to model the dependence between river
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discharge and rainfall within a tropical region. Results from this work will help in 
water resources management and planning within the region. It will also give insight 
into the role of rainfall in river dynamics within the tropics. 

6.2 Methodology 

In this section, the data sources used in the study were described. Furthermore, the 
location of study, as well as, the mathematical concept of copulas are introduced. 

6.2.1 Study Area and Data 

Two datasets were considered in this study—river discharge and precipitation data. 
The data were considered from January 1977 to December 1992. The monthly precip-
itation data were obtained from the archives of the Nigerian Meteorological Services. 
Daily river discharge were obtained from the Nigerian Hydrological Services Agency. 
The Nigerian Meteorological Services and Nigerian Hydrological Services Agency 
are located a few hundred metres from each other. The study location is Lokoja, a 
confluence town along both River Niger and River Benue. 

6.2.2 Seasonal-Trend Decomposition Using LOESS (STL) 

Both precipitation and river discharge data exhibit seasonal and annual cycles. 
Deseasonalization was carried out using the Seasonal Trend Decomposition using 
LOcally Estimated Scatterplot Smoothing (LOESS). A seasonal signal, Xt for 
months t = 1, 2, 3, . . . ,  n can be decomposed into the seasonal component, St trend 
component, Tt and a residual component, Rt (Cleveland et al. 1990). 

Xt = St + Tt + Rt (6.1) 

Rt from both precipitation and river discharge are further analyzed in this study. The 
use of STL has been reported for river discharge and precipitation (Apaydin and 
Falsafian 2021; Chao et al. 2018). STL has the advantage of being robust to outliers.
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6.2.3 Probability Density Functions 

There exists a probability distribution that can best describe a time series, xi. In this  
study, five (6.5) probability density functions were considered for both precipitation 
and river discharge in Lokoja. The probability density functions considered are: 

1. Gamma distribution 

f (x, α, β) = 
βαxα−1e−β x

T(α) 
(6.2) 

2. Beta distribution 
This is defined as 

f (x, a, b) = T(a + b)xa−1(1 − x)b−1

T(a)T(b) 
(6.3) 

For 0 ≤ x ≤ 1, a > 0, b > 0. 
3. Gaussian distribution 

f (x, a) = 1 √
2πσ  2 

e− (x−a)2 

2σ 2 (6.4) 

4. Student T distribution 

f (x, v) = T
(
v+1 
2

)

√
π vT

(
v 
2

)
(
1 + 

x2 

v

)−(v+1)/2 

(6.5) 

5. Uniform distribution This is defined as 

f (x) =
( 1 

b−a , a ≤ x ≤ b; 
0, x < aor x > b 

(6.6) 

The loc and scale can be obtained by shifting and scaling of the distribution 
parameters. 

6.2.4 Copula 

Sklar (1959) introduced the concept of copulas to provide more comprehensive infor-
mation about the relationships between two or more variables. The bivariate copula 
can be defined as 

F(x, y) = C( fx (x), fy(y)) (6.7)
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where f x , f  y are the marginal distribution functions and C is the copula function. In 
the Archimedean copula, a generator, ∅, exists such that 

C(u, v) = φ−1{φ(u) + φ(v)} (6.8) 

In this study, three members of the Archimedean copula functions were consid-
ered. 

1. Clayton 

This is defined as 

C(u, v) = (u−θ + v−θ − 1) 1/θ 
(6.9) 

where the generator function is ((−lnt)θ with parameters in the range [1, ∞). 
2. Frank 

The copula is defined as 

C(u, v) = −  
1 

θ

[
1 + 

(eθ u − 1)(eθ v − 1) 
(eθ − 1)

]
(6.10) 

where the generator function is given as −ln (e
−θ t−1) 
eθ −1 with parameters in the range 

(−∞, ∞). 
3. Gumbel 

This is defined as 

C(u, v) = exp(−[
(lnuθ + (−lnvθ ))

]
) 1/θ 

(6.11) 

where the generator function is given as t−θ − 1 with parameters in the range 
[1, ∞). 

A measure of dependence between the two variables under consideration can 
also be estimated from the generating function ∅. This is defined as (Karmakar and 
Simonovic 2009) 

τ = 1 + 4
( 1 

0 

φ(t) 
φ'(t) 

dt (6.12) 

where t is either of the variable.
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6.2.5 Goodness of Fit 

The performance of the different probability density functions and copula models 
were analyzed using the Akaike Information Criteria (AIC) (Akaike 1974). This is 
defined as 

AI  C  = −2lnL − 2Q 

where L and Q are the maximum log-likelihood and number of parameters in the 
model respectively. The model with the lowest AIC values is considered as the 
most efficient model. where L and Q are the maximum log-likelihood and number 
of parameters in the model respectively. The model with the lowest AIC values is 
considered as the most efficient model. 

6.3 Results and Discussion 

6.3.1 Statistical Description 

The temporal evolution of of river discharge at Lokoja station is shown in Fig. 6.1. 
The river discharge was observed to have seasonal variation over the period under 
consideration. Using STL, the trend and seasonal components were extracted from 
the time series to obtain the residue. There were two types of trend observed—a 
decreasing trend from 1978 till 1984 and an increasing trend from 1985 till 1990. 
The decrease between 1978 and 1984 could be tied to the prolonged drought period 
that occurred during that time (Badou et al. 2017). In their study on the evaluation of 
recent hydro-climatic changes in four tributaries of the Niger River Basin, Badou et al. 
(2017) provided information by laying claim to the fact that during the early 1970s, 
a break occurred in the hydro-climate of West Africa and this was followed by the 
great drought and famine of the 1980s. The STL decomposition of the precipitation 
data was also carried out (Fig. 6.2). The monthly precipitation were found to be 
as high as 400 mm per month, typical of a tropical station. The raining season at 
this location is characterized by two peaks in some years. This is influenced by the 
Tropical Maritime air mass from February to November while between December 
to January, the dry Tropical Continental air masses prevails. The meeting point of 
these two air masses is characterized by a relatively low pressure system known 
as the Inter-Tropical Discontinuity (ITD). Generally, during the raining season, the 
ITD migrates northward from over the ocean to further inland during the months 
of March/April (the beginning of the raining season along the Guinean coast) and 
reaches its northernmost position in July and August at about 21°N Sultan et al. 
(2007). The descriptive statistics of river discharge and rainfall over the location 
are shown in Table 6.1. Mean monthly river discharge was estimated to be 4765.73 
m3 with a standard deviation of 4609.97 m3. Monthly river discharge is positively
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Fig. 6.1 Temporal evolution of river discharge at Lokoja including the trend, seasonal and residue 
components after STL analysis

skewed with a Kurtosis of 0.8652. The minimum and maximum values of monthly 
river discharge were 859.72 m3 and 18,379.55 m3 respectively. Similarly, the mean 
and standard deviation of monthly rainfall were 97.57 mm and 96.17 mm respectively. 
Rainfall was also positively skewed with a small kurtosis of 0.000495. The maximum 
monthly rainfall was obtained as 423.5 mm. 

6.3.2 Marginal Probability Distribution 

Five probability distribution functions were fitted to both river discharge and rainfall 
at Lokoja. The results, as well as, goodness of fit parameter are shown in Table 6.2. 
Negative values were obtained for the location parameter (loc) in all the distributions 
considered, except for river discharge (Student T distribution) and Rainfall (Gaussian 
distribution). However, all the distributions were found to have positive values of 
scale parameter. The Student T distribution was observed to be the best fit with the 
lowest AIC values for both river discharge and rainfall. This is a departure other best 
probability density function for rainfall such as Pearson Type III (Hanson and Vogel 
2008), generalized extreme value distribution (Ghosh et al. 2016; Bajirao 2021), 
gamma distribution (ŞEN and Eljadid 1999), three parameter lognormal distribution 
(Ozonur et al. 2020), Pearson type 3 (Yue and Hashino 2007), and normal distribution 
(Ismawati and Rosmaini 2018). Similarly, our result differs from reports on best fit
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Fig. 6.2 Temporal evolution of precipitation at Lokoja including the trend, seasonal and residue 
components after STL analysis 

Table 6.1 Descriptive 
statistics for monthly rainfall 
and river discharge at Lokoja 

Statistics Discharge Rainfall 

Mean 4765.73 97.57 

Standard deviation 4609.97 96.17 

Skewness 1.43 0.8 

Kurtosis 0.8652 0.000495 

Min 859.72 0 

Max 18,379.55 423.5

probability density function for river discharge such as gamma probability function 
(Wen and Ling 2011), Extreme value distribution (Chaibandit and Konyai 2012), 
Weibull (Antonopoulos et al. 2001), Gumbel propability distribution (Mohammed 
et al. 2017), lognormal (Tabari et al. 2013), lognormal and generalized extreme value 
distribution (Langat et al. 2019).

6.3.3 Bivariate Copula Estimation 

Three Archimedean based copula were used to model the relationship between river 
discharge and precipitation at Lokoja. The parameter (θ ) of the copulas: Clayton,
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Table 6.2 Estimated parameters and goodness of fit values for probability distribution models of 
precipitation and river discharge at Lokoja 

PDF Parameter a b loc Scale AIC 

Gamma Discharge 367.88 −19,677.2 53.46 3207.02 

Rainfall 0.78 −99.3 2.47 16,158.27 

Beta Discharge 165.09 1098.63 −3564.16 6762.42 206,741.2 

Rainfall 26.61 983.67 −99.3 298.73 127,816.7 

Gaussian Discharge −4.81 1012.4 3204.18 

Rainfall 0.19 44 2000.03 

Student T Discharge 27.79 634.55 3170.93 

Rainfall −2.63 27.96 1970.71 

Uniform Discharge −3564.16 6762.42 3388.55 

Rainfall −99.3 298.73 2190.62

Frank, and Gumbel were found to be 0.98, 3.27, and 1.49 respectively. These are 
similar to reported values such as (0.62–0.96) Clayton, (2.64–4.40) Frank, and (1.39– 
1.86) Gumbel (Zhang and Singh 2012); 0.75 (Clayton), 2.65 (Frank), and 1.36 
(Gumbel) (Abdollahi et al. 2019). However, the values obtained in this study are 
less than 2.15 (Clayton), 11.44 (Frank), and 2.61 (Gumbel) (Golian et al. 2012). 
Based on the AIC, the best joint distribution between river discharge and precipita-
tion in Lokoja was found to be the Frank copula while the worst performing copula 
was the Clayton copula. This contrast best copulas reported in other regions including 
Galambos copula (Zhang and Singh 2012), Joe copula family (Golian et al. 2012), 

Ali-Mikhail-Haq copula (Abdollahi et al. 2019), Gumbel (Huang et al. 2015), 
Student t copula and Frank copula (Dodangeh et al. 2020), Clayton copula (Sabaghi 
et al. 2021). 

The correlation value for the three copulas were found to be identical at 0.33 (Table 
6.3). This is within the range of correlation reported by 0.276–0.475 (Zhang and Singh 
2012), 0.30 (Abdollahi et al. 2019), but lower than 0.45–0.82 (Huang et al. 2015). 
This shows an r2 value of 0.1, implying that precipitation account for 10% of the river 
discharge volume at Lokoja. These can be attributed to a number of reasons. Firstly, 
the influence of the dam upstream moderates the impact of the flow irrespective of 
the amount of rainfall received, secondly, land use activities along river Niger affect 
the discharge volume at Lokoja. thirdly, the river discharge volume is largely driven 
by the black and white flood, not precipitation. The black flood originates from high 
rainfall area in the headwaters. The flood arrives at Kainji in November and lasts until 
March at Jebba after attaining a peak in February (Oyebande 1995; Jimoh  2007). 
The white flood becomes prominent only downstream of Sabon-gari soon after the 
river enters Nigeria. Usually heavy-laden with silt and other suspended particles. The 
flood derives its flow from the local tributaries and reaches Kainji in August in the 
pre-dam period, and attains peak between September and October in Jebba (Jimoh 
2007), lastly, the role of river Benue on the discharge volume at Lokoja cannot be 
ruled out.
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Table 6.3 Parameter 
estimates and goodness of fit 
to the bivariate copula models 
for river discharge and 
precipitation at Lokoja 

Copula Theta Tau AIC 

Clayton 0.98 0.33 −32.00 

Frank 3.27 0.33 −161.66 

Gumbel 1.49 0.33 −56.32 

6.4 Conclusion 

This work has shown the distribution of river discharge and rainfall at-a-station 
(Lokoja, Nigeria) between 1977 and 1992. The distribution provides an insight into 
the pattern of these two hydrometeorological variables and their behaviour over time. 
The imprint of antecedent events, prolonged drought, was clearly visible on the trend 
of the river discharge. However, despite the alteration in rainfall pattern, due to the 
drought event, the double maxima seasonality is now restored in recent times as 
evidenced from the study. 

Despite the existing knowledge on rainfall-runoff regarding their dependence, 
the observed association using the copula as presented in this study provides new 
insights. As against existing interpretations and exptectations, the hydrology of the 
Lower Niger River is influenced largely as a result of the Kainji Dam, black and white 
floods. The contribution of rainfall to river discharge at Lokoja station as presented 
in this study is 10 percent, this suggests that other factors account for 90 percent 
of the river discharge distribution. Therefore, to carefully plan for conjuctive use of 
water within the Lower Niger Basin calls for a thorough understanding of the entire 
flow distribution of the Lower Niger River in relation to rainfall to aid an effective 
integrated river basin planning and management. 
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Chapter 7 
Remote Sensing and High-Throughput 
Techniques to Phenotype Crops 
for Drought Tolerance 

Sayantan Sarkar , Abhijit Rai, and Prakash Kumar Jha 

Abstract Drought is an inevitable consequence of climate change. Therefore, newer 
crop varieties are required which are resilient to drought stress. Though there are 
extensive breeding programs for numerous crops, traditional breeding process is 
slow. Phenotyping crops for physiological and morphological traits could be used as 
proxies for drought tolerance traits. However, extensive in-situ field data collection 
is constrained by time and resources. Remote data collection and machine learning 
techniques for analysis offer a high-throughput phenotyping (HTP) alternative to 
manual measurements that could help breeding for stress tolerance. In this chapter 
we would discuss recent advances and future of HTP techniques that could help in 
faster selection of desired genotypes. These techniques could be further extended 
to aid in variable rate input application such as irrigation and be a step towards 
precision agriculture. In this chapter we advocate for the use of newer technologies 
such as remote sensing, machine learning, and computer vision in plant breeding and 
agronomic decision making. 
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7.1 Introduction 

Crop production ensures food and nutritional security of burgeoning population glob-
ally (El Bilali et al. 2019). However, crop production system faces acute pressure with 
changing diet, variability in climate and are sensitive to biotic and abiotic stresses 
(Bharadwaj 2012; Richards et al. 2015). Variability in climatic conditions persist 
for longer period and can be attributed directly to human activity. Crop produc-
tion is generally sensitive to environmental extremes like temperature and precipi-
tation (Huang 2004; Ahmed et al. 2011; Ayyogari et al. 2014; Araya et al. 2022). 
Higher temperatures, lowers crop yield by reducing carbon assimilation directly 
(Boonekamp 2012; Yadav et al. 2022) and impact indirectly by causing erratic 
precipitation leading to droughts, floods, and storms. Global water scarcity limits 
the crop productivity via water stress leading to poor germination, stunted shoots, 
smaller leaves, less flowering, aborted pollens and ovules, poor seed set, and increased 
diseases incidences (Nuruddin 2001; Rakshit et al. 2009; Minaxi et al. 2011; Sarkar 
2020; Bennett et al. 2021). Water deficit stress to plants has significant effects on 
crop morphology and physiology which significantly reduces crop yield at the end 
of the crop growth season (Jha et al. 2018, 2021, 2022; Jha  2019; Balota et al. 2021a) 
(Fig. 7.1a). 

Drought stress affects assimilate partitioning by allocating more dry matter to the 
roots instead of the reproductive sinks such as tubers, pods, and seeds (Blum 2011; 
Balota and Sarkar 2020). On a cellular level, reduced water availability causes loss 
of cell turgor pressure, leading to poor cell elongation (Burow et al. 2021). Drought 
stress in plant cells leads to activation of abscisic acid (ABA) signaling genes which 
causes over expression of ABA producing genes. This triggers a cascade of physiolog-
ical changes starting in guard cells to roots (Osakabe et al. 2014). Moreover, drought 
environments result in high evapotranspiration of soil causing higher concentration of 
residual solutes in it, thereby increasing soil salinity (Prasad and Chakravorty 2015).

Fig. 7.1 Effect of drought stress on plant at a cellular level and b physiological level (Adapted 
from Taiz et al. 2015) 
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Salinity stress have shown to adversely affect economically important parts of crops 
by causing cellular and anatomical modifications (Maksimovic and Ilin 2012). 

Field and simulated water management studies have shown that crop produc-
tion system remain resilient if proper practices were adopted at critical crop growth 
stages (Singh and Lal al. 2010; Jha  2019; Eeswaran et al.  2021). However, the devel-
opment of stress tolerant cultivars remains a priority of breeders and alteration of crop 
calendar have been suggested by agronomists to manage drought stress (Parajuli et al. 
2019). The phenomics technologies characterizes crop responses to drought stress 
using imageries which include, leaf color and biomass conditions. In this chapter, we 
will discuss plant responses to drought stress and different techniques of phenotyping 
crop for drought tolerance. 

7.2 Plant Response to Drought Stress 

Plants respond to environmental stress through various morphological, physiolog-
ical, and metabolic adaptations. These adaptations have direct effect on growth and 
development, biomass accumulation, yield, and quality of the crop (Mishra and 
Singh 2010). Adaptations for drought tolerance can be classified as escape, avoid-
ance, and tolerance adaptations (Stebbins 1952; Chapin et al. 1993; Kooyers 2015; 
Basu et al. 2016). Drought escape mechanisms are referred as “earliness.” The plants 
grow quickly and end their reproductive cycle before the dry weather arrives. The 
plants can modulate their vegetative and reproductive phases based on water avail-
ability. These mechanisms apply mostly to the annual plants with low vegetative 
growth (Blum 2009). These plants are adapted to have fast phenological growth and 
produce fewer seeds before depletion of the available soil water. Drought avoid-
ance involves mechanisms that allow plants to keep high turgidity under low cellular 
water potential; in this way, they can “avoid” severe stress. In this instance, plants 
use water more efficiently by modifying physiological activities (i.e., lowering tran-
spiration and minimizing stomatal conductance,) and morphological characteristics 
(i.e., more succulent leaves, limiting vegetative growth from reduced plant height 
and leaf area, and increasing root growth) (Blum 2011). Drought tolerance involves 
adaptations to allow plants endure low tissue water content. The underlying mech-
anisms are cellular protection mechanisms under low cellular turgidity (Sung et al. 
2021). For example, plants can withstand dry weather by osmotic adjustment, sugar 
and other metabolites accumulation, and production of osmoprotectants which help 
stabilize proteins (Basu et al. 2016; Kooyers 2015). 

Drought resistance involves physiological alterations. These alterations are further 
controlled by phytohormones and other molecular mechanisms which are regulated 
by gene expressions (Osakabe et al. 2014). All these events are integrated into molec-
ular networks and mechanisms for the plant to adapt and survive. Comparative studies 
on drought resistant vs. drought susceptible wheat and cotton genotypes showed that 
overexpression of certain genes resulted in accumulation of glucose, fructose, proline, 
and glycine in plant cells (Patil et al. 2016). These solutes accumulation helped with
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osmotic adjustment and turgor pressure maintenance for cell growth and mitosis 
even under low water potential conditions. These solutes also detoxified membranes 
from the reactive oxygen species (ROS) and maintained membrane integrity and 
enzyme stability (Chaves and Oleiveira 2004; Serraj and Sinclair 2002). A study on 
rice suggested that HARDY (HRD) gene in HRT lines of rice were responsible for 
drought tolerance. This gene was responsible for higher shoot biomass accumula-
tion under well-watered conditions whereas, under drought and salt stress, the over 
expression of the HRD gene was responsible for increased root biomass develop-
ment and production of thicker leaves with more chloroplast bearing mesophylls. This 
resulted in better water use efficiency (WUE) and enhanced photosynthesis during 
drought conditions (Karaba et al. 2007; Jha et al. 2018; Rai et al. 2020; Shekoofa 
et al. 2022). Therefore, drought resistant genotypes can be developed through selec-
tion for traits that favor drought tolerance, including maintained cell turgor pressure 
under low moisture conditions, compact canopy to reduce transpiration, and higher 
chlorophyll stability, better WUE, and photosynthesis during low moisture stress. 

The current breeding approach has been successful in selection of high yielding 
and stress resistant cultivars, but traditional methods of manually selecting lines for 
trait of interest are slow and uneconomical for large breeding populations (Jones and 
Vaughan 2010; Branch et al. 2014; Tester and Langridge 2010). Several morpholog-
ical and physiological traits are associated with tolerance to water deficit stress and 
breeding for these traits is superior to breeding for yield alone (Nigam et al. 2005). 
Measuring these phenotypic traits, breeders can select genotypes with tolerance to 
water deficit stress including early biomass accumulation, leaf area index (LAI), 
leaf wilting, plant height, and rooting depth (Kiniry et al. 2005; Nigam and Aruna 
2007; Arunyanark et al. 2008). Early to mid-season LAI variations were indicators 
of drought, therefore LAI was recommended as a useful physiological characteristic 
in breeding for drought tolerance (Ma et al. 1992; Nutter and Littrell 1996). Short-
ening of the main axis and cotyledonary branches of crops under soil moisture stress 
has been reported by Chung et al. (1997) and thoroughly discussed by Reddy et al. 
(2003). Reduction in plant height under soil water deficit was attributed to reduction 
of internodal length, and it was suggested to change dry matter partitioning, plant 
density, spatial arrangements of the plants, and light interception under drought (Bell 
et al. 1993; Collino et al. 2001; and Pandey et al. 1984). In maize, plant height was 
related with yield and proposed as a selection tool for this crop (Freeman et al. 2007; 
Yin et al. 2011). 

Low soil moisture has been associated with deep rooting pattern of the plants. 
Deep roots uptake water from lower soil horizon during drought stress (Comas et al. 
2013; Fukai and Cooper 1995; Henry et al. 2011). Leaf wilting has been related to 
WUE and leaf water potential of crops (Sarkar et al. 2021b). A plant trait to avoid 
heat stress is transpiration cooling to decrease canopy temperature but is not favor-
able under drought stress as water conservation is a priority for the plant to survive 
(Julia and Dingkuhn 2013; Lin et al. 2017). Slow transpiring or limited transpiring 
plants with higher canopy temperature than susceptible cultivars would have better 
WUE and chance of survival in drought stress. Therefore, canopy temperature could 
be a phenotypic selection tool (Sarkar et al. 2022a). However, measurements of
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these traits over large breeding populations or acreages are difficult and impractical 
because substantial number of data points are needed to generate representative trait 
information. Therefore, phenotyping for drought stress remotely could be a better 
option (Tattaris et al. 2016; Sarkar 2020). 

7.3 High-Throughput Techniques and Remote Sensing 
for Phenotyping 

High-throughput (HT) techniques involve using advanced technologies for faster and 
accurate collection, extraction, and analysis of data (Sarkar and Jha 2020). The data 
collection is automated, non-destructive, and takes lesser time (Sarkar et al. 2020). It 
allows for measurement of a large area over a period of time (temporal variability) and 
include small variations within the same field (spatial variability). Phenotyping over 
a time period at frequent time intervals is crucial for determining stress response 
over the mapped area. Determining spatiotemporal variations within the field can 
help to select desirable genotypes within a large pool. Spectral wavelength quanti-
fying sensors such as aerial multispectral and hyperspectral cameras mounted on an 
automated unmanned aerial vehicle (UAV) can be used for aerial imagery (Fig. 7.2) 
(Sarkar et al. 2019; Balota et al. 2021b). This process of remote collection of data 
is called remote sensing and is the most crucial part of HT technology (Sadeghpour 
et al. 2017a; Oakes et al. 2019).

Aerial and proximal imagery in different visible and in-visible wavelengths from 
the electromagnetic spectrum are collected to determine the extent to which different 
wavelengths are reflected by the plants (Table 7.1) (Sadeghpour et al. 2017b; Sarkar 
et al. 2018; Oakes et al. 2020). This reflected part of the electromagnetic spectrum 
is known as the reflectance (Ladoni et al. 2010). Based on this reflectance, various 
methods have been developed for data acquisition, band selection, model estimation 
and verification of remote sensing data (Sarkar 2021). Aerial imagery is used to 
capture this reflectance to be analyzed in a lab (Sarkar et al. 2020, 2021a). Apart 
from that, the infrared reflectance or thermal imagery can also be calibrated and 
used to estimate canopy temperature of plants (Fig. 7.3). Thermal imagery or ther-
mography represents use of thermal long wave infrared (TIR) sensors (or simply 
thermal camera) to record thermal radiation and provide raster with temperature 
value pixel (Pineda et al. 2020). Aerial thermography can be used to measure leaf 
or canopy temperature of field crops as a stress phenotyping trait for virtually any 
crop. Measuring canopy temperature is an important physiological trait owing to its 
occurrence before any visual symptom (Chaerle and Straeten 2001).

Apart from reflectance, aerial imagery can be used to determine colors of vege-
tation using red–green–blue (RGB) color space models. A color space model is a 
geometric representation of colors in space, usually in three dimensions. It is the way
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Table 7.1 Sensors for high-throughput imagery and their use on corresponding traits (Adapted 
from Kim et al. 2020. https://doi.org/10.1590/1678-992X-2019-0300 under creative commons 
Attribution 4.0 International (CC BY 4.0) license) 

Sensors Wavelength Features Traits 

RGB (Red, green, blue) 
sensor 

400–700 nm Sensing visible 
wavelengths. Most easily 
accessible sensor 

Vegetation indices, plant 
height, plant structure, 
growth rates, and 
morphological traits 

NIR (Near infrared) 
sensor 

700–1400 nm Sensing highest 
reflectance of plant green 
area in 700–1300 nm, 
while beyond 1300 nm 
shows more absorbance 
by water than the visible 
spectrum 

Chlorophyll 
conductance, water 
status, and vegetation 
indices 

Hyperspectral sensor – Sensing thousands of 
bands per pixel. More 
detailed images can be 
obtained than the 
multispectral imaging if 
the requirements are set 

Vegetation and water 
indices, soil cover status, 
photosynthesis rates, and 
levels of phytochemicals 

Thermal sensor 700–106 nm Sensing emitted radiation 
of object that increases 
with the object 
temperature above 
absolute zero. Suitable to 
image temperature 
changes 

Canopy temperature, 
transpiration rates, and 
water stress responses 

Fluorescence sensor 180–800 nm Sensing fluorescence 
emitted by short wave 
light absorption of 
susceptible molecule 

Chlorophyll 
conductance, 
photosynthetic rates, and 
pigment composition 

LiDAR (Light Detection 
and Ranging) 

250–2000 nm Surface scan of target 
objects and distance 
measurement by 
analyzing the reflected 
light 

Canopy and leaves, 
vegetation cover, plant 
height, and nitrogen 
status 

Others -MRI – Feasible to screen 
underground structures of 
plant by 3D imaging and 
transport processes in 
natural porous media 

Water contents, stem 
structures, root 
structures, transport 
processes 

Others -Gravimetric 
senor 

– Capable of measuring 
plant physiological 
changes by non-imaging 
process. Requires other 
sensors for screening 

Weight, water use 
efficiency, water status, 
transpiration rates, 
biomass

https://doi.org/10.1590/1678-992X-2019-0300
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Fig. 7.3 Canopy temperature (CT) estimation using thermal imagery. Ellis, Jackson, and KS4895 
are soybean varieties

human eyes can visualize color through its attributes such as hue angle and bright-
ness. Distinct color space models are available for different applications (Schanda 
2007; Lee et al. 2020). The color space models used for crop phenotyping are CIE-
Luv and CIE-Lab. L in Luv and Lab represents luminance whereas u and v in Luv, 
and a and b in Lab represents chrominance. Chrominance ranges from red (+a) to 
green (−a); and from yellow (+b) to blue (−b). Other indices such as green area 
(GA) and greener area (GGA) have been developed based on the position of the 
color within chrominance and hue angle. GA includes pixels ranging from 60° to 
120° Hue angle, and GGA includes pixels from 80° to 120° on CIE-Lab (Schanda 
2007). RGB color space indices have been previously used in estimating leaf wilting 
(Sarkar et al. 2021b) (Table 7.2).

Aerial images can also be used to create a three-dimensional model built by 
Structure from Motion (SfM) photogrammetry. SfM photogrammetry is a three-
dimensional reconstruction of structures from a moving sensor (Fig. 7.4). It is a 
low supervision and expertise required technique of using consumer grade digital 
cameras to derive high resolution structural images with accurate spatial information 
(Westoby et al. 2012; James and Robson 2012; Fonstad et al. 2013; Micheletti et al. 
2015a, b). SfM photogrammetry uses multiple overlapping images acquired from 
multiple viewpoints. A software algorithm then identifies common feature points 
across the overlapped image sets. The common points identified are used to determine 
spatial data of the elevation of the point in an arbitrary 3-D coordinate system. The 
algorithm then transforms these elevation points on coordinate system covering the 
system also known as point cloud. The last step is intensifying the point clouds to 
generate high resolution 3-D models by isolating gross errors (Snavely et al. 2008; 
Furukawa and Ponce 2010; Rothermel et al. 2012; Remondino et al. 2014). UAV 
and SfM photogrammetry have been successfully used to estimate plant height, 
canopy width, crop architecture, crop growth rate, and above ground biomass in 
plants (Freeman et al. 2007; Bendig et al. 2013; Holman et al.  2016; Watanabe et al. 
2017; Demir et al. 2018; Lottes et al. 2017; Han et al. 2018; Wang et al. 2018, Yuan 
et al. 2018).
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Table 7.2 Red–green–blue (RGB) color space indices and their basis of derivation (Adapted from 
Sarkar et al. 2021b. https://doi.org/10.3389/fpls.2021.658621 under creative commons Attribution 
4.0 International (CC BY 4.0) license) 

RGB color indices* Basis of derivation* 

Intensity Measures intensity or greyness in 0 (black) to 1 (white) scale in Hue 
Saturation Intensity (HSI) color spacea 

Hue Color judgement based on position in HSI color space [0° to 360° 
(0°-red; 60°-yellow; 120°-green; 240°-blue)]a 

Saturation Measures dilution of pure color (hue) with white light in HSI color 
space (ranges from 0 to 1)a 

Lightness Light reflected by a non-luminous body [0 (black) to 100 (white) 
scale]b 

a Measures color shift from green (−a) to red (+a) in CIE-Labe color 
spaceb 

b Measures color shift from blue (−b) to yellow (+b) in CIE-Lab color 
spaceb 

u Measures color shift from green (−a) to red (+a) in CIE-Luve color 
spaceb 

v Measures color shift from blue (−b) to yellow (+b) in CIE-Luv color 
spaceb 

Green Area (GA) Percentage of pixels in 60°–120° hue angle in CIE-Labc 

Greener Area (GGA) Percentage of pixels in 80°–120° hue angle in CIE-Labc 

aWelch et al. (1991) 
bSchanda (2007) 
cCasadesús et al. (2007) 
dKefauver et al. (2017) 
eL represents Lightness in both CIE-Lab and CIE-Luv, and a and u represent the red–green spectrum 
of chromaticity and b and v represent yellow–blue color spectrum (Schanda 2007)

The images and 3-D models are further processed using image processing soft-
ware and analyzed using GIS software to extract reflectance values of each pixel 
(Sadeghpour et al. 2018; Balota et al. 2021b). These state-of-art software programs 
run using high-processing power computer gives an edge to the HT system by making 
data extraction faster (Sarkar et al. 2021b). The analysis of the data involves statistical 
and machine learning tools for stepwise multiple linear regression (SMLR), partial 
least square regression (PLSR), multivariate adaptive regression splines (MARS), 
principal component regression, and artificial neural networks (ANN) to derive 
phenotypic estimation models (Araya et al. 2021; Saravi et al.  2021). Therefore, 
phenotyping using HT techniques is called high-throughput phenotyping (HTP).

https://doi.org/10.3389/fpls.2021.658621
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Fig. 7.4 Three dimensionally reconstructed peanut canopies using surface to motion (SfM) 
photogrammetry

7.4 High-Throughput Phenotyping for Drought Tolerance 
in Plants 

7.4.1 Use of Reflectance and Vegetation Indices 

Aerially derived RGB, NIR, and infra-red imagery derived vegetation indices (NDVI, 
GNDVI, RGRI, SAVI, NGRDI, and NSSI) were used to estimate leaf area, leaf 
wilting, biomass, and yield of several agronomic and horticultural crops including 
wheat, maize, barley, soybean, dry beans, peanuts, grapes, tomato, and spinach 
(Zakaluk and Ranjan 2008; Behmann et al. 2014; Raza et al. 2014; Wenting et al. 
2014; Luis et al.  2016; Sankaran et al. 2019; Zhang et al. 2019; Banerjee and Krishnan 
2020; Zhou et al. 2020; Sarkar et al. 2021b). Aerially estimated NDVI can be used 
as a drought phenotyping tool similar to any other physiological trait or grain yield 
(Rutkoski et al. 2016; Khan et al. 2018). NDVI has shown to preserve the vari-
ability within wheat varieties required for breeding selection. Other indices such as 
green NDVI and red NDVI have shown to improve genomic and pedigree selection 
for grain yield in wheat (Rutkoski et al. 2016). These indices showed high broad 
sense heritability (H2 > 0.8) for what grain yield at early growth stages even during 
high to low drought stages. This is very helpful for selection of drought tolerant 
genotypes earlier in the season. Indices normalized difference water index (NDWI)
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and normalized multi-band drought index (NMDI) have been used to detect relative 
water content in soybean leaves, even when the water low water deficit (Braga et al. 
2021). These indices were derived using short wave infra-red (SWIR) bands. Vege-
tation indices being successfully used to detect vegetation water content at low water 
deficit can be used to detect early drought symptoms in crops. Biomass yield of 50 
perennial ryegrass cultivars were correlated (r = 0.6–0.8) to aerially derived NDVI 
(Wang et al. 2019a). The study hypothesized that this method would be more rapid 
and cost effective for forage breeders as compared to traditional visual scoring. It 
was also observed that NDVI was a proxy for yield and could be used to delineate 
and select genotypes. Several vegetation indices such as NGRDI, NDVI, and NDRE 
were used to estimate plant height, leaf number, and biomass in fetch and faba beans 
(r-values ±0.7 to ±0.9) (Travlos et al. 2017). This study on legumes also concluded 
that visible RGB vegetation indices are better suited for legumes than invisible NIR 
or red-edge ones. 

Further studies also showed that aerially measured RGB vegetation indices could 
be used to phenotype peanuts and soybean for leaf area, above ground biomass, 
yield, and harvest quality (Vollmann et al. 2011; Sarkar et al. 2021a). A recent study 
showed that drought and salinity stress on basil (Ocimum basilicum L.) caused vari-
ation in greenness index (GI), NDVI, plant senescence reflectance index (PSRI), and 
Anthocyanin Reflectance Index (ARI) (Lazarević et al.  2021). The study concluded 
that GI is related to leaf morphology, thickness, water content, and light scattering; 
PSRI represents chlorophyll to carotenoid ratio and is related to leaf senescence; 
and ARI is related to anthocyanin accumulation in stressed leaves causing plants’ 
darker green color. Quantitative trait loci (QTL) analysis of durum wheat showed that 
46 significant QTLs affected NDVI across platforms; several of which effects leaf 
chlorophyll content, leaf greenness, leaf rolling and biomass under terminal drought 
stress (Condorelli et al. 2018). Therefore, it can be concluded that vegetation indices 
can be measured aerially and used for HTP of crops for drought tolerance. However, 
fewer studies are available on heritability and effect of QTLs of different crops on 
vegetation indices and more investigation is required before indices could be used 
as traits themselves instead of using them to estimate crop traits. 

7.4.2 Use of Thermal Imagery/thermography 

Thermal imaging of crops is increasingly used by crop physiologist, pathologists, 
and geneticists for high-throughput field and greenhouse phenotyping (Prashar and 
Jones 2014). Since canopy temperature of crops vary on several different factors 
such as relative humidity, wind speed, light intensity and canopy structure, thermal 
imagery requires several corrections and calibrations to accurately represent canopy 
temperature. These corrections and calibrations on thermal imagery result in values 
known as thermal long wave infrared (TIR) stress indices (Pineda et al. 2020). Among 
stress indices, crop water stress index (CWSI), has been used to study leaf transpi-
ration and senescence due to water stress on wheat foliage (Jackson et al. 1981).
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This study found that maximum transpiration coincided with minimum CWSI and 
discussed using CWSI for irrigation scheduling of crops. Further, this study used 
the difference of canopy and air temperature, canopy temperature depression (CTD), 
correlated to vapor pressure deficit of wheat, which was affected by evapotranspi-
ration rate. Another stress index, index of stomatal conductance (IG), is based on 
leaf temperature of wet and dry leaves and is linearly correlated to leaf stomatal 
conductance (Jones 1999). This study used IG for irrigation scheduling of runner 
beans (Phaseolus coccineus L.) under different moisture regimes. Normalized rela-
tive canopy temperature (NRCT) is a valid estimation of crop water status in barley 
(Hordeum vulgare L.) (Elsayed et al. 2015). NRCT could also estimate barley grain 
yield (R2 = 0.5 – 0.7) under well-watered and drought stressed conditions. Simple use 
of IRT has been successsful in disease phenotyping of tobacco (Nicotiana tabacum 
L.) (Simko et al. 2017). 

It was found that leaves infected by tobacco mosaic virus (TMV) showed a pre-
symptomatic rise in temperature 8 h before cell death (Chaerle et al. 2001). This study 
concluded that thermography was a better than visual detection of TMV necrosis in 
tobacco leaves for amelioration measures. Thermography using IRT has been used 
to phenotype corn landraces for drought tolerance (Costa et al. 2015). In this study 
leaf temperature of several corn landraces was measured every 48 h, which is very 
difficult manually. Another study phenotyped 92 corn genotypes for drought stress 
using thermography and CWSI by observing the time interval between anthesis and 
blister stage (Romano et al. 2011). Therefore, thermography can accelerate drought 
phenotyping process and when done aerially could be a HTP tool. However, canopy 
temperature might be caused by several biotic and abiotic stresses simultaneously. 
Therefore, it is suggested that thermography cannot be used independently and should 
be used in combination with other spectral indices (Pineda et al. 2020). Moreover, 
there is a need for universal calibration and correction protocol for conversion of 
thermal reflectance to canopy temperature. 

7.4.3 Use of Color Space Indices 

Vegetation indices can be derived from RGB color space indices (also known as color 
indices), which represent international standards for color perception by the human 
eye and were adopted by the Commission Internationale de l’Eclairage (CIE) in 1976 
(Yam and Papadakis 2004; Trussell et al. 2005; Kefauver et al. 2015; Chapu et al. 
2022). Color indices (a*, u*, NDLab, NDLuv) were used to estimate persistence 
and biomass of drought stressed forage crop Festuca arundinacea Schreb. with high 
accuracy (r-values above ±0.9) (Swaef et al. 2021). Color indices have also been 
used to phenotype grain yield and leaf N content in corn (Vergara-diaz et al. 2016); 
and grain yield and disease severity in durum wheat (Vergara-diaz et al. 2015). In 
both studes color indices outperformed spectral indices such as NDVI in phenotype 
assessment. The studies hypothesized that quantifying visual colors is a better repre-
sentation and more direct measurement of traits than spectral reflectance of foliage.



7 Remote Sensing and High-Throughput Techniques to Phenotype … 119

Similar results were observed using color indices such as Hue, a*, b*, GA, and GGA 
to estimate LAI and biomass for breeding selection of tritordeum, wheat and triti-
cale genotypes (Casadesús et al. 2007; Casadesús and Villegas 2014). These studies 
concluded that NDVI is related to red and NIR reflectance due to photosynthesis, 
cereals reach maximum photosynthesis very early during their life cycle. 

Therefore, color indices outperform NDVI because the later saturates and loses 
sensitivity at the end of vegetative phase of cereals. Color indices, saturation, a*, 
and b* were used to differentiate effects of different rates of plant growth regulators 
(PGR) on cotton (Sarkar et al. 2022b). This study concluded that cotton with higher 
rates of PGR had darker green foliage compared to lower rates. This difference in 
greenness can be used to optimize efficiency of PGR application using aerial imagery. 
Color index b* has been used to predict green leaf area and onset of senescence for 
phenotyping grain yield and protein concentration of winter wheat during drought 
stress (Kipp et al. 2013). A similar study used color indices to predict leaf wilting 
in peanuts and soybean which corresponded to leaf water potential and specific leaf 
area (Zhou et al. 2020; Sarkar et al. 2021b). The peanut study used images from 
aerial as well as handheld cameras with accuracies above 90%. This shows that color 
indices have the potential to be used in algorithm of a cell phone app to estimate 
leaf wilting and leaf water content for irrigation scheduling. A recent study has also 
argued that vegetation and color indices can be used as proxy traits for drought 
phenotyping owing to their high heritability (H2 value higher than 0.7) (Balota et al. 
2021b; Swaef et al. 2021). 

7.4.4 Use of SfM Photogrammetry 

SfM photogrammetry using aerial stereo images were successfully used to determine 
plant height in sorghum, wheat, barley, peanuts, cotton, and corn using digital surface 
models (Freeman et al. 2007; Han et al. 2018; Wang et al. 2018; Yuan et al. 2018; 
Sarkar et al. 2020, 2022b). Plants affected by drought stress are usually stunted, 
making plant height an important drought phenotyping trait. SfM photogrammetry 
and LiDAR were used to create 3-D models of wheat plant to assess plant height and 
growth rates (Holman et al. 2016). These aerially assessed growth rates correlated 
with wheat growth stages and fertilizer applications. This study concluded that SfM 
photogrammetry using RGB images is as good as LiDAR in terms of accuracy while 
bettering in cost and efficiency. Surface models derived using SfM photogrammetry 
were used to phenotype corn plants for plant height, lodging area, and canopy LAI at 
different growth stages with reasonable accuracy (R2 > 0.7) (Su et al. 2019). These 
phenotypic traits could be used for faster selection of drought tolerant genotypes of 
corn. SfM photogrammetry was used to phenotype tomato for leaf area and main 
stem height (Rose et al. 2015). The study hypothesized that tomato genotypes with 
higher leaf surface area (hence more stomata) is more prone to wilting because 
of higher transpiration rates. Therefore, HTP of leaf area in crops is important for 
drought phenotyping. Digital 3-D plant models using SfM photogrammetry were
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used to measure leaf area and biomass in basil affected by drought and salinity 
stress (Lazarević et al.  2021). Digitally measured morphological traits showed a 
profound reduction in leaf area and biomass of basil subjected to stress. Though SfM 
photogrammetry is an advanced and high-throughput technique for phenotyping, 
creation of surface models requires technical expertise in use of hardware and soft-
ware. Therefore, developing technology with user friendly interface is required for 
SfM photogrammetry. 

7.4.5 Use of Machine Learning 

Machine learning algorithms have been used to train models for estimation of drought 
phenotyping traits (Hien et al. 2021). One such study estimated yield by identifying 
rice, wheat, and sorghum panicles using convoluted neural network (CNN) from RGB 
images (Xiong et al. 2017; Hasan et al. 2018; Ghosal et al. 2019). Another study in 
wheat identified flowering stage of wheat from digital images using CNN architecture 
(Wang et al. 2019b). The CNN architecture used training-validation-testing approach 
to predict awn phenotype among several wheat lines. Another study used spatial 
pyramid matching (SPM) and support vector machines (SVM) as learning models to 
identify and differentiate between flowering and heading stage of wheat (Sadeghi-
Tehran et al. 2017). These studies on wheat demonstrated that deep learning using 
breeder trained models from aerial or proximal images can accurately classify plant 
morphology, which are important traits for drought phenotyping. Leaf area index of 
peanuts was estimated using multiple linear regression (MLR) and artificial neural 
network (ANN) using vegetation indices as predictors with very high accuracy (R2 

= 0.085 − 0.97) (Sarkar et al. 2021a). LAI is an important drought phenotyping 
trait in peanuts. Machine learning and computer vision approach using k-means and 
CNN were used to create root system architecture using RGB images in soybean 
(Falk et al. 2020). 

Root architecture is a very important phenotypic trait for drought tolerance in 
virtually all plants. Evapotranspiration rates in 48 chickpea (Cicer arietinum L.) 
genotypes were forecasted using machine learning tools such as SVM, ANN, and 
Random Forests (RF) by 3-D scanning around 5000 plants every 2 h (Kar et al. 2021). 
Machine learning approaches for such huge amounts of data, also known as big data, 
requires cutting edge technologies such as larger storage devices, faster computing 
processors, and rapid internet connection. Ordinal and binary logistic regression 
were used to train models for peanut leaf wilting prediction on 0–5 scale as well as 
wilted/not wilted binary scale using several color indices as predictors (Sarkar et al. 
2021b). The study was further extended to predict leaf wilting from aerial images 
using computer vision and SVM with better accuracy (unpublished). Comparing 
both the approaches to estimate peanut leaf wilting concludes that different statistical 
and machine learning approaches to analyze the same data can yield different results. 
Therefore, advanced analysis of aerial and spectral data is important, making machine 
learning algorithms for big data analysis the backbone of HTP technology.
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7.5 Conclusion 

Using HTP for drought tolerant cultivar selection is feasible. Drought tolerant culti-
vars are required to make agriculture sustainable in the future. Using HTP methods 
such as remote sensing, statistics, and machine learning can be faster options 
to phenotype plants for better water use efficiency and drought tolerance. Along 
with direct measurements, using aerially derived vegetation indices can be used as 
predictors for phenotype estimation. Vegetation indices are directly linked to plant 
physiology, leaf pigments, photosynthesis, photosystem II, and leaf water content. 
Whereas color indices show direct linkage with physical appearance; lighter green 
color of crop foliage due to drought or disease stress on leaves; or darker green foliage 
due to PGR or fertilizer application. Therefore, variations in aerially measured indices 
can be used not only as proxies for physiological traits but as individual traits itself. 
Similarly, thermography and TIR stress indices are often more reliable than actual 
temperature values. Digital crop models and machine learning approaches can help 
in faster and more accurate phenotyping of crops. Machine learning can also be used 
to convert the derived indices and crop models into a field map. HTP using machine 
learning and aerial imagery can facilitate creation of high-resolution spatiotemporal 
field maps for individual phenotypes or vegetation indices which is easier to visu-
alize. This field map can not only be used for breeding but for agronomic purposes 
to pinpoint requirements of amelioration and corrective measures instead of blanket 
application of farm inputs. The application rate of farm inputs such as irrigation, 
fertilizers, and pesticide could be varied over a single field with the help of a field 
map showing variable stress. This variable rate application is a step towards precision 
agriculture and can prevent over application and wastage of resources. Therefore, we 
see that HTP can not only help select drought tolerant cultivars but prevent excessive 
use of irrigation water and other resources in a drought situation. 
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Chapter 8 
Sustainable Water Management 
Practices for Intensified Agriculture 

Manish Yadav, B. B. Vashisht, S. K. Jalota, Arun Kumar, and Dileep Kumar 

Abstract Water is considered the most critical resource for sustainable agricultural 
development worldwide. Irrigated areas will increase in forthcoming years, while 
fresh water supplies will be diverted from agriculture to meet the increasing demand 
for domestic use and industry. Furthermore, the efficiency of irrigation is very low, 
since less than two third of the applied water is actually used by the crops. The 
sustainable use of irrigation water is a priority for agriculture in arid areas. So, under 
scarcity conditions and climate change, considerable effort has been devoted over 
time to introducing policies aiming to increase water efficiency based on the assertion 
that more can be achieved with less water through better management. Better manage-
ment usually refers to the improvement of water allocation and/or irrigation water 
efficiency. Looking at current and future trends of agricultural production worldwide, 
it is clear that irrigation is essential to meet current food demand and that irrigation 
will have to increase in the future. The use of large amounts of water by crops is 
dictated by the evaporative demand of the environment and is tightly associated with 
biomass production and yield. Increases in potential biomass production per unit of 
water transpired during the next 10–20 years will be small despite promises from 
biotechnology. Breeding for yield potential will also provide a small contribution in 
the near future, so the real opportunity to increase the productivity of water resides 
in closing the current large gap between actual and potential yields. To increase the 
effectiveness of irrigation in a sustained fashion, without detrimental impacts on the 
environment, a number of measures need to be considered, particularly: improving 
water management at farm and district levels and reforming institutions to allow for 
user participation.
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8.1 Introduction: Sustainable Water Use 

Water is the crucial input for agriculture and food security. Irrigated agriculture covers 
20% of agricultural land and 40% of global food production. The productivity of 
irrigated agriculture is at least twice more than rainfed agriculture that ensures crop 
intensification as well as diversification. Access to water resources is necessary for 
the economic productivity of numerous human activities (D’Odorico et al. 2018). 
With about 24% of the world’s geographical area comes under severe water scarcity 
(Alcamo et al. 2003) and 35% of the world’s human population living under water-
scarce areas (Rockstrom et al. 2014), overexploitation of water resources commonly 
occurs as a result of economic development (Savenije and van der Zaag 2002), 
resulting in ecological damage (Sullivan 2002). 

Agriculture is the major consumer of water resources (Green et al. 2015). Irriga-
tion accounts for over 70% of worldwide freshwater withdrawals, ensuring global 
food production (Rockstrom et al. 2017). Irrigated regions make for 18% of world 
farmland yet account for over 40% of world food production (Chartzoulakis and 
Bertaki 2015; FAO  2019). Simultaneously, 40% of worldwide irrigation techniques 
are non-sustainable due to the depletion of ecological and groundwater reserves 
(Wada and Bierkens 2014; Rosa et al.  2018). The strong link between economic 
and environmental demands for water reserves raises critical questions at the heart 
of the water sustainability debate: how can human appropriation of water reserves 
support economic deeds, such as agriculture, without depleting water reserves, habi-
tats of aquatic ecosystems and other relevant ecosystem services? (Rosa et al. 2018; 
D’Odorico et al. 2018). 

Sustainable irrigation strategies in agriculture must allow for increased crop 
production to satisfy growing food demands while also ensuring that natural resources 
(groundwater reserves, freshwater and water quality) are not irreparably depleted 
(Rosa et al. 2018; Borsato et al. 2020). The term “sustainability” is frequently 
used to refer to the management, use, and protection of natural assets in such a 
way that forthcoming generations will have access to them (FAO 2013; Borsato  
et al. 2020). In more anthropocentric words, “sustainability” refers to a state that 
permits the current generation’s requirements to be met “without jeopardizing future 
generations’ capacity to fulfill their own needs”. The emphasis is on human needs 
rather than preserving the natural resource. A “weak” definition of sustainability has 
resulted from a failure to recognize the fundamental role of natural resources and 
environmental benefits, sometimes called as “natural capital,” and it comes under the 
definition of sustainability (Solow 1974). 

“Weak sustainability” refers to circumstances in which natural capital may be 
substituted by man-made capital as long as its total value does not decline over 
time (Hartwick 1978). As a result, forthcoming generations will have access to the
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same total amount of endowments or assets as their forefathers (Groenfeldt 2019). 
Natural and human capital is interchangeable in a weakly sustainable system and 
natural capital can be destroyed in the course of creating man-made wealth. Crop 
production and their earnings, for example, might come at the expense of marine 
environment loss and depletion of groundwater (Wada et al. 2010; Jagermeyr et al. 
2017). “Strong sustainability,” on the other hand, guarantees that natural capital is 
not substituted by human capital and it is not damaged in the process of human 
capital generation. Thus, weak and strong sustainability conceptions may be used to 
examine both the ecological and economic elements of sustainability, highlighting 
the contradiction of balancing the cost of environmental degradation with human 
capital (Rennings and Wiggering 1997) (Fig. 8.1). 

The reduction in the cost of manufactured and natural capital, as well as the 
influence of humans on natural resources, may be used to assess weak and strong 
sustainability (Dietz and Neumayer 2007). Since water is a renewable resource, it 
is possible to aspire for great sustainability when it comes to irrigation. Of course, 
water resources may be non-renewable on a local level, like in arid regions with low 
rainfall and large non-renewable groundwater reserves. The exploitation of ground-
water (commonly referred to as “groundwater mining”) is a classic example of

Fig. 8.1 Water as a connector among global commitments adopted in 2015. Source The United 
Nation World Water Development Report (2020) 
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Table 8.1 Utilization of irrigation water and effective agricultural water withdrawal in some 
selected countries (Kumar 2021) 

Country Effective renewable water 
resource per capita (m3) 

Effective agricultural 
water withdrawal (m3 per 
capita) 

Actual irrigation water 
use (m3 per capita) 

Australia 42,823 18,966 951 

Brazil 47,150 1772 218 

China 2530 670 341 

Egypt 835 873 858 

France 3783 447 67 

Germany 2028 269 113 

India 1340 741 560 

Israel 315 256 210 

Philippines 6080 445 285 

Russia 32,790 836 93 

United States 11,485 1826 712 

unsustainable water usage in such areas (Konikov and Likhodedova 2011) (Table 
8.1). 

Sustainable irrigation must ensure that water reserves viz. aquifers, rivers, or lakes 
are not depleted by keeping withdrawal rates below those of natural replenishment. 
In sustainable irrigation practices, the withdrawals from water bodies do not result 
in the loss of aquatic habitat and irreversible ecosystem degradation. These practices 
should not result in other types of environmental damage for example, soil salin-
ization with associated losses of ecosystem services and functions, here collectively 
referred to as “natural capital” (de Perthuis and Jouvet 2015). Indices that specify the 
efficiency of an irrigation system in terms of its ability to supply the water needed by 
agriculture without losses of natural capital and from the aspect of economic viability 
are frequently used to define sustainability, when irrigation does not deplete either 
natural or human capital, strong sustainability can be attained (Aeschbach-Hertig 
and Gleeson 2012). 

In order to be economically sustainable, the cost of irrigation must not surpass the 
value of irrigation’s marginal productivity when compared to rainfed crops. Appro-
priate sustainability indicators might be a useful tool in evaluating irrigation sustain-
ability and implementing appropriate policy responses (Juwana et al. 2012). Further-
more, a separate study for surface water bodies and aquifers may be required to 
guarantee that environmental flows and groundwater reserves do not get exhausted 
(Vanham et al. 2018).
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8.2 Perspectives for Agricultural Land and Water Use 
Towards 2050 

Population growth, urbanization, and climate change, all of which influence agricul-
ture, are expected to increase competition for water supplies. The world’s population 
is expected to exceed 10 billion people by 2050, and this population, whether urban 
or rural, will require food and fibre to meet their basic requirements. Agricultural 
production would need to expand by roughly 70% by 2050 when paired with the 
higher intake of calories and more sophisticated meals that come with rising wealth 
in emerging countries (Alexandratos and Bruinsma 2012). Rising demand will be 
met by both irrigated and rainfed agriculture. From existing established land and 
water resources, a doubling of present output may be achieved. Other land and water 
resources could be used for agricultural production, but in most cases, they already 
provide vital environmental and economic services. Conversion to crop production 
would necessitate a previous assessment of the trade-off between gains and the loss 
of current ecological and socio-economic services. 

Intensification will likely account for the majority of future crop production 
increase in developing nations, with irrigation playing an increasingly important role 
due to enhanced water supplies, water use efficiency (WUE) improvements, yield 
growth, and greater cropping intensities. The irrigated area and agricultural water use 
are predicted to grow slowly: land under irrigation is expected to rise by 6% from 301 
Mha in 2009 to 318 Mha in 2050 (Dubois 2011). Any increase, however, would need 
compromises, notably in terms of inter-sectoral water distribution and environmental 
implications. On private farms, supplemented and pressured irrigation is projected to 
develop significantly. Agricultural withdrawals will need to climb to more than 2900 
km3yr−1 by 2030 and about 3000 km3 yr−1 by 2050, based on current agricultural 
water-use efficiency and productivity improvements. Between now and 2050, this 
represents a net rise of 10% (Table 8.2).

As land and water limitations become more obvious, the rivalry between municipal 
and industrial needs will grow more intense, and intra-sectoral competition within 
agriculture between non-food crops, livestock and staples, including liquid biofuels 
will become more prevalent. Municipal and industrial water needs will expand signif-
icantly faster than agricultural water demands, crowding out agricultural allocations. 
Meanwhile, soil management and water application efficiency will need to improve 
to keep up with rising agricultural production. Intra-sectoral competition for scarce 
land and water will increase, and the ultimate supply of naturally accessible fresh-
water and groundwater will be severely impacted. Temperature, precipitation, and 
river flow are important to agricultural systems; all these are projected to vary as a 
result of climate change. While certain agricultural systems at higher latitudes may 
gain from increased temperatures as more land becomes viable for crop development, 
lower latitudes are projected to bear the brunt of the negative consequences. Droughts 
and flooding in subtropical areas are anticipated to become more frequent and intense 
as a result of global warming, and Sea-level rise is expected to have a negative impact 
on deltas and coastal areas. Long-term changes in base flows are also projected in
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Table 8.2 Factors driving agricultural water productivity in different regions of the world 

Region Arable land 
suitable for 
cultivation 
(mha−1) 

Arable land in 
use (mha−1) 

Projected 
growth in 
arable land 
use (%) 

Projected 
growth in 
irrigation (%) 

Pressure on 
water 
resources (%) 

World 4495 1592 0.10 0.10 7.20a 

Sub-Saharan 
Africa 

1073 240 0.44 0.50 3.80 

Latin America 
and the 
Caribbean’s 

1095 202 0.49 0.30 1.60 

Near 
East/North 
Africa 

95 84 0.00 0.20 54.10 

South Asia 195 206 0.08 0.10 40.0–42.0a 

East Asia 410 236 0.00 0.20 10.0–11.0a 

Developed 
countries 

1592 624 −0.14 0.00 4.00 

Source Alexandratos and Bruinsma (2012) 
aKumar (2021)

mountain or highland and irrigated systems that rely on summer snowmelt. Droughts, 
excessive rainfall, and other severe events are all present and foreseeable concerns; 
thus adaptation and mitigation efforts should focus on enhancing the resilience of 
farming systems to lower existing and future risks. 

8.3 Water-Saving Practices for Intensified Agriculture 

The amount of water stored in the earth is comparable to the amount of money in a 
bank account. If you withdraw money quicker than you deposit fresh money, you’ll 
soon run out of money in your account. Pumping water out of the earth faster than 
it can be replenished generates similar issues in the long run. Pumping causes the 
volume of groundwater in storage to decrease in many parts of the United States and 
South Asia especially India (Fig. 8.2).

i. Optimum groundwater withdrawn 

Continuous groundwater pumping is the primary cause of groundwater depletion. 
Some of the negative consequences of groundwater depletion include:

i. Wells drying up 
ii. Water reduction in streams and lakes 
iii. Water quality deterioration 
iv. Higher pumping expenses
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Fig. 8.2 Circular water management for sustainable use. Source World Business Council for 
Sustainable Development (2017)

v. Subsidence of the land 

Groundwater abstraction has proven to be a vital supply of accessible irrigation 
water, although it is difficult to control. As a result, locally intense groundwater 
withdrawals in important cereal-producing areas in high, middle, and low income 
nations surpass natural replenishment rates. Because many critical food produc-
tion regions rely on groundwater, diminishing aquifer levels and continuous non-
renewable groundwater abstraction pose an increasing threat to local and global 
food supply (Dubois 2011). Groundwater usage in irrigation is rapidly growing, with 
about 40% of irrigated land currently relying on groundwater as a major source or in 
combination with surface irrigation. By boosting allocation efficiency among sectors 
and adopting technology and a governance structure that promote efficient water 
use, multilevel stakeholder engagement across land and water systems may greatly 
improve water productivity and reduce stress. Participatory community irrigation 
and groundwater management are two examples (Fig. 8.3).

. 

ii. Rain water-harvesting 

Rainwater harvesting is a basic approach for collecting and storing rainwater for 
later use. Rainwater from natural or man-made catchment areas, such as rooftops,
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Fig. 8.3 Groundwater use km3 per year (Jakeman et al. 2016)

complexes, rocky surfaces, hill slopes, or intentionally repaired impervious or semi-
pervious land surfaces, is collected and stored using artificially built systems. Rain-
water harvested from surfaces where rain falls can be filtered, conserved, and used in 
a variety of ways, or it can be used immediately for recharge. Rainwater harvesting 
is limited by impurities, has a lower storage cost, and ease of maintenance other 
than occasional cleaning. With diminishing groundwater levels and changing climate 
conditions, this approach can go a long way towards reducing the negative conse-
quences of growing water shortages. Reserving rainwater can aid in the replenish-
ment of rivers and aquifers, the reduction of urban floods, and, most importantly, the 
availability of water in water-scarce areas. 

Advantages of rain water harvesting 

1. Supply water for supplemental irrigation 
2. Reduces withdrawn on groundwater 
3. Save energy and cost for pumping groundwater 
4. Ecological benefit 
5. Reduces flooding and soil erosion 

Techniques of rainwater harvesting 

1. Surface runoff harvesting 

Rainwater is collected as surface runoff and stored for later use in this approach. 
The flow of minor creeks and streams can be diverted into surface or subsurface 
reservoirs to collect surface water. It can offer water for agriculture, animals, and 
ordinary household usage. In metropolitan cities, surface runoff collection is the best 
option. In metropolitan cities, rooftop rainwater and storm runoff can be collected
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via recharge pits, recharge trenches, tubewells, and recharge wells, among other 
methods. 

2. Ground water recharge 

Groundwater recharge is a hydrologic process in which water travels downhill from 
surface to groundwater. Recharge is the most common way for water to enter an 
aquifer. The aquifer also functions as a mechanism of distribution. Using artificial 
recharge techniques, the excess precipitation may subsequently be used to recharge 
the groundwater aquifer. In rural locations, rainwater can be collected using gully 
plugs, contour bunds, dugwell recharge, percolation tanks, check dams, and recharge 
shafts, among other methods. 

iii. Watershed management 

In recent decades, significant progress has been made in understanding the interplay 
between on-farm irrigation and basin hydrology. As a result, more people are realizing 
that irrigation losses on the farm aren’t always losses in the basin. The reason for this 
is that losses from one farm’s runoff and deep percolation enter the basin’s general 
drainage network and may be recovered as part of the water supply of another farm 
downstream. As a result, irrigation losses are at least somewhat recoverable within 
a basin and if water conservation is the goal, measures for enhancing irrigation 
water usage efficiency must first consider the nature of the possible water savings. 
Measures that reduce irrecoverable water losses result in a net decrease in the basin’s 
consumptive consumption. The techniques used to reduce recoverable losses will 
not lessen basin water needs and may potentially affect downstream customers’ 
water supplies. To demonstrate the significance of these disparities, consider the 
findings of a research on irrigation water consumption in the Western United States 
(Interagency Task Force Report 1979). The study looked at a variety of on-farm and 
off-farm water conservation and irrigation efficiency strategies to see if they may help 
reduce irrigation water needs. While the anticipated reduction in irrigation diversions 
was greater than 30 million acre-feet, the majority of that water was reused, and the 
irrecoverable losses, which constitute the expected net water savings, were just two 
to five million acre-feet. 

Even though the concept and practice of water reuse are obvious, they are not 
typically considered in water supply estimates for irrigation at the watershed or 
regional levels. It is commonly considered that once water is taken, it is no longer 
usable. In many circumstances, evaluating water use in diverse industries purely 
on diversions without considering water reuse might be inaccurate. For example, 
because most water diverted for irrigation is reused for various purposes within a 
basin, the estimate that 72% of water consumption goes to irrigation (Seckler 1993) 
probably overestimates irrigation water use. Most worldwide data sets on countries’ 
water supplies overlook water-recycling impacts (Seckler et al. 1998), for example, 
in Spain’s national hydrologic studies; a single statistic of 20% of diversions is used 
as the average reuse in irrigation for the whole country. The fact is that locating 
and measuring recoverable water within and across basins is a complex undertaking, 
and the amount and quality of hydrologic data available for this purpose is typically
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insufficient. As a result, additional efforts are needed to gather credible data for 
assessing irrigation reuse at the basin and regional levels. 

iv. Reduce water losses from field 

Water balance equation can be written as follows 

(△S + △V ) = (P + I + U ) − (R + D + E + T ) 

where △S Water stored in the root zone= 
△V Increment of water stored in the vegetation = 
P Precipitation = 
I Irrigation = 
U = Upward capillary flow of water into root zone 
R Runoff = 
D Drainage out of the root zone = 
E Evaporation from soil surface = 
T Transpiration by plants = 

All the quantities of water in the field water balance are estimated in volume of 
water per unit area. 

a. Reducing evaporation from the soil 

Evaporation rates are generally high when soils are wet, and they are related to 
the solar radiation incident on the surface. Evaporation rates drop dramatically as 
soon as the soil surface dries out in one or two days due to limitations in soil water 
transfer to the surface. The quantity of radiant energy impinge on the soil surface is 
the most important determinant of evaporation loss. Thus, evaporation rates may be 
high when crop cover is low, such as during the early phases of crop development 
when soil is often wetted by rain or irrigation. Evaporation is low when the crop 
canopy completely shaded the ground, possibly 10% of evapotranspiration (ET) or 
less. Evaporation may be a significant component of ET when averaged over a season, 
especially in rainfed crops when minimal growth and the soil surface is exposed for 
much of the season. On the other hand, rapid growth rates under irrigation lower 
seasonal evaporation values for field crops to a mainly inevitable fraction of 20–35% 
of ET. 

Drip irrigation reduces soil evaporation compared to other irrigation systems that 
moisten the whole ground surface. Although drip irrigation can save crucial water in 
young orchards by reducing evaporation, the approach is not suitable for watering of 
major field crops. Even if drip irrigation were cost-effective, evaporation savings in 
row crops would be minor or non-existent, as demonstrated in a research comparing 
drip and furrow irrigation in processing tomatoes (Pruitt et al. 1984). According 
to Bonachela et al. (1999), the potential evaporation savings from switching from 
surface to subsurface drip irrigation in an olive grove is less than 7% of the seasonal 
irrigation depth. In water-scarce areas, such savings might be significant, but in most 
circumstances, they are insufficient to warrant changing irrigation methods.
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b. Reducing irrigation system losses 

Science and technology have developed a variety of irrigation technologies and proce-
dures that can enhance irrigation efficiency while reducing losses due to runoff and 
deep percolation. Recent advances in surface irrigation optimization have provided 
guidance for the design of surface systems with minimal losses. If soil heterogeneity 
and terrain make surface systems impractical, a range of sprinkler and drip systems 
with high potential efficiency and uniformity are available. As a result, a variety of 
technical solutions are available to handle most irrigation concerns on a field-by-field 
basis. Changing water delivery techniques and flows, land consolidation, and modifi-
cations in the design and operation of distribution networks may be required to opti-
mize the design and operation of current surface irrigation systems. Such improve-
ments need both financial investments and agreements among numerous users. Other 
physical infrastructure upgrades are required to implement pressured systems in 
community irrigation networks (reservoirs). As a result, there must at the very least 
be economic incentives and money available to implement the modifications required 
to raise the system’s potential efficiency and uniformity. 

Before implementing solutions to decrease irrigation system losses, it is necessary 
to understand the possible net water savings. Quantifying water sources and sinks at 
the district and basin levels has been difficult due to major scientific and technological 
restrictions. The assessment of irrigation return flows and the consequences of various 
on-farm conservation strategies on net water savings and environmental implications 
at the basin level are now possible because of new technological breakthroughs based 
on modelling, remote sensing, and GIS. 

8.4 Enhancing Water Productivity Under Intensified 
Agriculture 

Until recently, water was not considered a limited resource. With increasing water 
shortages and concerns about water quality, there is a growing interest in increasing 
water productivity, a subclass of partial factor productivity. Crop output per cubic 
meter of water is the most common way to measure water productivity. Productivity 
and partial water productivity are two terms that are often used interchangeably. 
Water productivity is a word that is defined and applied in various ways, and there 
isn’t a single definition that applies to all circumstances. One of the key goals of the 
International Water Management Institute (IWMI) is to “increasing the crop per 
drop”. 

The following is a physical or economic expression of partial water productivity. 

1. The quantity of output divided by the quantity of input is known as pure physical 
productivity. For example, crop yield per hectare or each cubic meter of water 
applied or consumed by the crop.



142 M. Yadav et al.

2. Productivity is defined as the gross or net present value of a product (economic 
product) divided by the amount of water diverted or consumed by the crop, 
incorporating both physical and economic aspects. 

3. Economic productivity is calculated by dividing the product’s gross or net present 
value by the value of the water diverted or used by the crop, which may be 
expressed in terms of the value or opportunity cost of the highest alternative 
usage. 

Choosing water-efficient crops or variety, avoiding wasteful water losses, and 
maintaining optimum agronomic conditions for agricultural production are the key 
ways to improve crop water productivity (Rockstrom and Barron 2007). Agronomic 
strategies for healthy, fast-growing crops favour more transpiration and productive 
water losses. Avoiding water stress can increase water productivity in other stressors 
(nutrient deficits, diseases, and weeds) are also alleviated (Bouman 2007), implying 
that water management should be done in conjunction with fertilizer and soil manage-
ment. The various interventions for enhancing crop water productivity improvement 
have included precision and supplemental irrigations, drainage„ reduced tillage prac-
tices, recommended fertilizer applications, conservation of soil moisture, and the 
use of disease and drought-resistant crop cultivars (Gowda et al. 2009; Molden and 
de Fraiture 2010; Balwinder-Singh et al. 2011). Under irrigated and rainfed envi-
ronments, water productivity varies greatly between agricultural systems. It’s been 
predicted that raising the productivity of low-yield agricultural systems to 80% of 
the productivity of high-yield farming systems on equivalent land may provide three-
quarters of the additional food we need for our rising population. There is much room 
for improvement, especially if yield discrepancies are large (Cai et al. 2011). In this 
regard, low-yielding rainfed regions in impoverished pockets spanning most of Sub-
Saharan Africa and South Asia have the most considerable potential of increases in 
crop water productivity (Rockstrom et al. 2010). Because many of the world’s poorest 
people reside in low-yielding rainfed areas, increasing water and land productivity 
in these places would have several advantages. Thus, by maximizing the value of 
currently unused rainfall, agricultural land growth would be controlled and disad-
vantaged men and women’s livelihoods would be enhanced without jeopardizing 
other ecosystem services. According to a new global review on decreasing yield 
gaps, proper nutrient and water management is critical and must be done in tandem 
(Mueller et al. 2012) (Table 8.3).

Access to water and other inputs like seeds and fertilizers are frequently connected 
to gaps in agricultural water productivity, highlighting the relevance of markets and 
infrastructure (Ahmad and Giordano 2010). However, in areas with high productivity, 
caution is advised regarding the potential for increased water productivity of crops 
(Molden and de Fraiture 2010). The biomass output per unit of transpiration has 
a crop-dependent biophysical limit (Gowda et al. 2009), and while plant breeders 
have been able to improve the harvest index of crops, increases in harvest index 
appear to have peaked. The canopy expansion associated with rising yields restricts 
the potential for minimizing water losses because doubling the yield needs nearly 
double the amount of transpiration (Descheemaeke et al. 2011). Because irrigated
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Table 8.3 Crop water productivity of major crops in different countries (Kumar 2021) 

Crop Countriesa Location for highest CWPb: CWP  
(kg m−3) 

Water productivity range (kg m−3) 

Rice 8 China (2.2) 0.6–1.6 

Wheat 13 China (2.67) 0.6–1.7 

Cotton 9 China and Israel (0.35) 0.14–0.33 

Maize 10 China (3.99) 1.1–2.7 

aNumber of countries considered 
bCWP—Crop Water Productivity

agriculture is the greatest consumer of water resources, it is critical to consider 
the possibilities for lowering irrigation water demand globally when planning for 
the future. The primary purpose of irrigation is to increase agricultural output per 
unit of irrigation water. To boost irrigation water productivity, you’ll need to do the 
following: 

1. Increase biomass output per unit of water transpired. 
2. Increase harvestable output per unit of water transpired 

These are the following strategies to improve the water productivity under intensive 
cropping systems. 

i. Agronomic measures 
ii. Advanced irrigation technologies 
iii. Use of remote sensing and modelling. 

i. Agronomic measures 

Scientific Irrigation Scheduling 

Optimizing the amount of water for irrigation and spatial zone for its application 
scientifically requires irrigation scheduling. Scientific irrigation scheduling (SIS) is 
an efficient tool that calculates projected water needed over short periods to meet crop 
demands and avoid excess or under the application. These scheduling approaches 
involve past short-term climate data to predict water use for the next 2–3 weeks to 
forecast the date for the upcoming irrigation.

. Irrigation scheduling was created to satisfy full irrigation needs, but the ideas 
may also be used to deficit irrigation. Schedules can also be computed based 
on the energy balances concept, i.e., known crop response functions, or based 
on crop responses to stress such as plant water potentials, change in stem diam-
eters, canopy temperature, inter-node lengths, measured soil water content, or 
combinations of these methods with climate-based irrigation scheduling.

. Scientific irrigation scheduling often improves water productivity, mainly because 
of the synchronization of crop water demand with water applications. However, it 
is usually impossible to separate scheduling effects from other improved manage-
ment practices that are typically followed in the on-farm irrigation scheduling
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program. Shifting to improved irrigation practices from surface irrigation to pres-
surized drip or sprinkler irrigation systems can facilitate irrigation scheduling, 
especially when the system is automated and controlled based on pre-installed 
in-situ soil moisture sensors. 

Managed Deficit Irrigations 

There are three main irrigation scenarios for lowering agricultural water supply; 
each has its own set of management issues, and all need some type of scientific 
irrigation scheduling. In the first scenario, a fixed amount is available for allocate 
for a fixed land area over the growing season as the grower sees fit under full season 
drought control. In the second, partial season drought management may only make 
a limited amount of water accessible over a fixed land area for a short period over a 
fixed land area. The third section discusses spatial optimization techniques such as 
relocating agricultural production to places with the highest yield potential due to 
water availability and soil conditions. Each of the mentioned water supply scenarios 
may include complete or partial land retirement. Both annual and perennial crops 
face different challenges under such conditions.

. These three situations include integrated techniques that stress crops at various 
phases of development, distribute limited water throughout the growing season, 
or manage restricted water that is accessible just part of the year. Annual and 
biennial crops may be more tolerant of partial-season drought management tactics 
than perennials, although long-season annuals like potatoes may not tolerate full-
season deficit watering schemes. 

Full Season Drought Management

. Weather changes, soil spatial variability, irrigation system failures, and other 
external factors can cause crop yields to plummet fast in deficit conditions. 
Furthermore, water transport and regulatory restrictions may limit managing 
deficit irrigations. As a result, deficit irrigation strategies will demand a system-
wide rethink, encompassing everything from delivery infrastructure to crop 
insurance and other agricultural safety net measures.

. There are three primary forms of controlled root zone irrigation solutions when 
a restricted quantity of water is available for the whole crop growing season 
(1) regulated deficit irrigation (2) controlled late-season deficit irrigation and (3) 
fallowing land. The first approach has grown in popularity among tree and vine 
crops, but it’s also been utilized on various annual crops (Fereres and Soriano 
2007). 

Regulated Deficit Irrigation 

When utilizing typical irrigation systems, regulated deficit irrigation (RDI) is a 
common option for high-value perennial crops in dry areas with insufficient summer
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rainfall. Partially drying the root zone is a method of managed deficit irrigation in 
which water is applied from one side of the plant to the other, necessitating two 
irrigation systems. This method purposely uses daily sprinkler or micro-irrigation 
techniques to impose various plant water stresses during specific developmental 
periods but only replaces 10–30% of the plant’s daily water needs- the volume of 
wetted soil contracts from the sides and bottom of the root zone.

. Regulated deficit irrigation usually needs sufficient late-season water allocations 
to preserve quality and size at harvest, as well as a system intended to apply at least 
peak crop water usage daily throughout the growing season. For maximal regu-
lated deficit irrigation control, automated micro-irrigation is frequently employed. 
RDI has primarily been studied on perennial crops to date, although certain 
annual crops could also benefit. Many tree crops and grapes have been tried using 
regulated deficit irrigation, with generally positive results, particularly product 
quality. These management tactics use particular crop’s physiological reactions 
to drought stress, which cause a decrease in vegetative output in favour of fruit 
yield. In Australia, beneficial responses have been observed in peaches (Chalmers 
1981) and pears (Mitchell et al. 1984); in Washington, beneficial responses have 
been observed in apples (Drake and Evans 1997), citrus (Goldhamer and Salinas 
2000), grapes and other crops (McCarthy et al. 2000). These findings suggest 
that, depending on rootstocks and cultivars, carefully regulating the intensity 
and duration of a uniform, consistent degree of water stress on vital perennial 
crops can benefit crop quality. RDI has been shown to reduce vegetative growth, 
advance fruit maturity and accelerate fruiting and increase soluble solids and fruit 
precocity.

. The key to RDI performance is good water management to decrease soil water 
levels, limiting vegetative development, but water must be accessible throughout 
the growing season. It can be challenging to execute in many regions because 
water savings are often made early in the season when water is most plentiful.

. Fereres and Soriano (2007) predict that using regulated deficit irrigation method-
ologies, yearly water diversions can be decreased by up to 40% from full evap-
otranspiration (ET), depending on the particular crop and crop quality needs. 
However, compared to annual and perennial field crops, the overall area planted 
to high-value permanent crops appropriate for RDI is relatively tiny. For example, 
a 40% reduction in the irrigated area on only 1% of the total irrigated area will 
have little influence on water conservation in a watershed. 

Controlled Deficit Irrigation

. Late-season deficit irrigation or controlled irrigation refers to irrigation systems in 
which water resources are plentiful early in the growing season but become scarce 
later. This is an ordinary circumstance in many regions where late-season water 
applications are in short supply. Due to late-season drought stressors, irrigation 
reduces detrimental physiological reactions on annual or perennial crops during
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crucial growth phases. Control deficit irrigation is commonly employed as a water 
conservation practice with perennial crops in dry places, such as plums, peaches, 
or cherries that are harvested in the early to midsummer. However, postharvest 
stressors must be carefully managed to minimize detrimental yield consequences 
on the following year’s crop. Water savings will range from 10 to 25% per year 
or higher. 

Fallowing Irrigated Lands

. As part of multiyear rotations, one field or part of land may occasionally be 
“fallowed” (not watered) for 1 or 2 years, with the water savings used to irrigate 
the limited area. The semi “fallowed” area might be planted in dryland crops, 
converted to dryland grazing, or managed to save as much water as possible for 
later irrigated crops. 

Partial Season Drought Management

. Making a set amount of water accessible just during the early growing season 
is one of the most typical decreased water scenarios. In the long run, this will 
very certainly result in a shift in crops and lower fertilizer, water, and chemical 
inputs. Drought-related output decreases are minimized by implementing irriga-
tion systems to deliver water at significant periods and growth stages. Vegetables 
and other high-value short-season crops can be replaced on a smaller scale for 
longer-season crops. 

Supplemental Irrigation

. Irrigation is, by definition, a complement to natural precipitation. Supplemental 
irrigation is a tactical tool in temperate and humid places, such as the Mississippi 
River region and the SE-United States, to augment relatively ample rainfall and 
sustain output despite short-term droughts. However, this topic is mainly focused 
on dry and semi-arid regions, where only 1 or 2 irrigations each season may be 
feasible. This is a type of controlled deficit irrigation in which the timing and use 
of restricted water supply may have a significant beneficial impact compared to 
rain-fed agriculture (Solomon and Labuschagne 2003). These methods are used to 
administer water during vital periods of development. When rainfall is insufficient 
at planting time, for example, even a small amount of irrigation shortly before 
or after planting will aid in optimal germination, resulting in a strong stand and 
greater yield potential. Similarly, a second watering at pollination might help 
assure a greater harvest for many crops. 

Crop Selection

. There is expected be a shift to crops that develop quickly viz. tiny grains, cold 
season oil seeds or different pulse crops such as peas and lentils, in arid and 
semi-arid locations where irrigation water delivery cuts result in repeated partial 
season droughts. To make the most of the water stored in the soil, farmers may 
switch to drought resistant and deep-rooted, crops like safflower and sunflower.
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Fig. 8.4 Water requirements of the crops in lachhaputraghati watershed of South-West Asia 
(Adhikary et al. 2015) 

Long season crops viz., maize has lower yields and quality depending on climatic 
circumstances during the season (Fig. 8.4).

Spatially Optimizing Production

. This method for increasing water delivery productivity is to optimize its geograph-
ical distribution. Geographically shifting particular crops to their most favourable 
locations and soil conditions, lowering irrigation volumes, increasing overall effi-
ciency, and stop giving irrigation in other places are all examples of spatially 
optimum land use. 

Geographic Optimization of Crop Production

. The economic efficient use of natural resources would be to relocate certain crops 
to climatic locations and type of soil that is best suited for maximum yield. Relo-
cation involves what is produced, produced, and produced for each field, irrigation 
district, farm, area or watershed. Individual fields to entire regions can be affected 
by such land use alternatives, with significant economic and environmental conse-
quences. Lands abandoned by geographic relocations would be transformed to 
non-irrigated dry land pastures/crops, relocated to more “appropriate” irrigated 
crops, or completely retired from production. 

Total or Partial Retirement of Lands 

The entire season and partial season drought management is the whole or partial 
permanent retirement of fields from irrigation. Most typically, a section of the irri-
gated land is “retired” from irrigation so that the remaining area can be fully irrigated. 
Retired areas are usually turned to dryland agricultural or animal grazing. To ensure
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maximum productivity, available water resources are then utilized in smaller regions. 
Retirements of land may also be transitory as a result of a brief drought.

. Purchases by metropolitan areas for water or other command initiatives might 
result in land being permanently retired. Locally, leaving salty or shallow soil 
parts, as well as degraded and extremely erodible places, can work effectively. 
The Westland Irrigation District in California, for example, acquired 40,000 acres 
of very salty, low-yielding fields and shifted the water to more productive regions. 
Several communities along Colorado’s Front Range have acquired tens of thou-
sands of hectares of property to secure water rights for urban usage. Another city, 
Arizona, and Tucson has had a similar land acquisition scheme that only around 
25% of traditionally cultivated areas are now in agricultural production. In reac-
tion to changes in climatic or economic conditions, land may be involuntarily 
retired. 

ii. Advanced irrigation technologies 

Irrigation has been performed for over the 6000 years ago (Postel 1999), but in 
the last 100 years, more innovation has happened in this field than in the previous 
centuries combined. Pumping, diversion works, filtration, distribution, conveyance, 
application methods, power sources, drainage, scheduling, chemigation, fertigation, 
erosion control, soil water measurement, land grading, and water conservation are 
just a few of the areas where irrigation has seen significant innovation.

. Irrigation technology has progressed from early ditches dug by hand to encompass 
large reservoirs and canal networks to fulfill surface gravity irrigation systems, 
mechanically and manually operated sprinkler, and a range of low-flow rate 
systems known as micro-irrigation. Irrigation used to be done using gravity-based 
technologies to distribute and apply water.

. The invention of low cost aluminium (Al) and then Polyvinyl Chloride (PVC) 
pipe improved sprinkler technology, and sprinklers now irrigate more area in the 
many parts of the world than gravity systems.

. Irrigation management and technologies that make better use of soil water have 
been found to save money and energy while also improving water quality. Reduced 
water and nutrient stresses have been demonstrated to boost the productivity and 
quality of fruit and vegetable crops using high-frequency drip irrigation and other 
micro-irrigation systems. Micro-irrigation can have an application efficiency of 
95% or better without drought stress when tied to effective soil water monitoring 
program, good design, and appropriate management practices. Combining highly 
effective micro irrigation systems with biodegradable plastic mulches to prevent 
soil evaporation and further boost potential water savings is another efficient 
approach.
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Improved Irrigation Systems 

Surface irrigation systems can be such as effective under certain situations particu-
larly level basins. These techniques need accurate topographic grading, high instant 
flow rates, and high degrees of management and automation.

. Micro-irrigation, which comprises trickle or surface drip, subsurface drip, micro 
sprinklers, and bubblers, is a slow water delivery rate at discrete sites at low 
pressures. In the last three decades, it has gone a long way and is now the current 
standard for effective irrigation procedures that conserve water and allow plants to 
respond optimally. Small diameter tubing, either on the surface or underground, 
is installed in the field with small water application devices that supply water 
directly to a plant at low pressures.

. Self-propelled irrigation systems include centre pivots, which move in a circle 
around a central point using long, single-pipe laterals, and linear motion sprinkler 
irrigation systems, which move in straight lines. These systems use miniature 
sprinklers, sprayers, or bubblers to distribute water slightly above or in the plant 
canopy as they travel over a field. Water is applied consistently throughout the 
field, independent of topography, soil type, or plant variances. Low-growing crops 
including, alfalfa, rice, small grains, soybeans, sugar beet, vegetables and taller 
crops like sugarcane and corn are most suited for these systems. Low-energy preci-
sion applications, or LEPA, are a very efficient water application version using 
self-propelled irrigation devices. Water is sprayed between plant rows at ground 
level. Some people call this technique “traveling drip,” since water bursts out of 
the application device into the furrow. The phrase precision is a little deceptive 
because it does not provide water more precisely in space than a sprinkler, but it 
does not fulfill plant demands accurately.

. One of the most compelling reasons for producers to enhance these irrigation 
systems is to minimize labour expenses through automation while also conserving 
water. Another advantage is that it allows them to increase their irrigated area 
while maintaining irrigation capacity, known as “water spreading” in certain 
jurisdictions.

. Water loss may be reduced using a variety of management strategies. Furrow 
diking or digging tiny pits or basins (little reservoirs) in sprinkler-irrigated fields 
to store water that falls from both irrigation and precipitation can be advantageous 
(this may be required under LEPA systems). Reduced acreage of irrigated and 
fertilized crops left unharvested for any reason will diminish non-beneficial usage. 
Evaporation losses can be reduced by irrigating at night. Weeds are extensive 
non-beneficial use of water that must be controlled, but chemical management is 
expensive and can have unintended environmental repercussions. Mulches may 
minimize non-beneficial ET and soil evaporation when used for weed control. Soil 
evaporation losses can be reduced using reduced tillage practices. Drip irrigation 
reduces soil evaporation and increases crop water yield, which helps to save water. 
Alternative cropping systems (ACS), such as deep-rooted cultivars and winter 
crops might be incorporated into these techniques to optimize the utilization of 
stored nutrients and soil moisture.
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. Nonetheless, without modern irrigation methods, the deficit irrigation tactics 
outlined above would not be achievable, and the ability to conserve water is 
dependent on the irrigation system’s and operator’s ability to execute water saving 
practices and technology. Linear or self-propelled centre pivot motion sprinklers, 
as well as different micro-irrigation systems, are viable options for increasing 
efficiency by applying site-specific and precise watering at various places over a 
field. Other precision agricultural methods, such as site-specific fertilizer inputs, 
will also benefit these technologies. 

Site-Specific Irrigation 

Agricultural producers’ incapacity to regulate inputs in ways that accommodate 
varying growth conditions throughout a field is one of the most significant barriers 
to managing increased production and water quality. Infiltration rates vary between 
irrigation episodes and places within the field, as has long been recognized. Tillage 
methods and crop rotations may also have an influence. Thus, instead of managing 
the entire field as a single unit, it may be more desirable to vary water applications 
across a field to accommodate possible productivity disparities and environmental 
repercussions from the diversity of these multiple elements. Alternatively, the goal is 
to administer water in a non-uniform manner over non-uniform soils and field condi-
tions to give ideal growth circumstances. Irrigation equipment, designers makers, 
managers, researchers, and growers will face significant obstacles and possibilities, 
but they may prove to be highly profitable at the end (Sadler et al. 2007).

. Because of their present degree of automation and extensive area coverage with a 
single lateral pipe, self-propelled centre pivot and linear move irrigation systems 
are remarkably adaptable to site-specific techniques. Potential water savings 
employing site-specific technology under non-stress conditions (maximum yield) 
are likely in the range of 15–30% but might be average of 5% or less. (Sadler 
et al. 2005).

. The development of control and management technologies that allow “precision” 
self-propelled irrigation systems to spatially and temporally direct the amount 
and frequency of water (and appropriate agrochemical) applications would be a 
powerful tool for increasing productivity while minimizing negative water quality 
impacts. More effective ways of administering crop supplements (fertilizers, 
insecticides, and growth regulators) are also needed to minimize use, enhance 
profit margins, and lessen environmental consequences. 

Micro-irrigation 

With its precise, high-level administration, micro-irrigation can save much water and 
is a very versatile watering system. In general, their high cost and intense manage-
ment requirements limit their application to limited field areas. Micro-irrigation is 
adaptable to nearly every farming condition and climate zone. It may be placed as a 
surface water application system (Schwank and Hanson 2007) or a subsurface water 
application system (Lamm and Camp 2007). Micro-irrigation, as previously said,
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is employed on <1% of the world’s fields, owing to its new creation and expensive 
initial capital cost.

. Micro-irrigation may be used on most crops, but due to its relatively high cost 
and care needs, it is most commonly utilized on high-value specialty crops such 
as vegetables, ornamentals, vines, berries, olives, avocados, nuts, fruit crops, and 
greenhouse plants. In many circumstances, it may also be used for field crops, 
golf greens, fairways, cotton, and sugarcane. However, the criteria for optimal 
designs and management in humid environments vary significantly from those 
in dry places; therefore, good technology and practices in one area may not be 
appropriate in another.

. Micro-irrigation is becoming more popular worldwide, and it is projected to 
remain a viable irrigation strategy for agricultural output in the near future. With 
rising demands on limited water supplies and a desire to reduce irrigation’s envi-
ronmental impact, this technology will surely become even more significant in 
the future. Micro-irrigation has a variety of agronomic, water, and energy-saving 
benefits that solve many of the issues that irrigated agriculture faces.

. Farmers and other micro-irrigation users are always looking for new uses, such as 
wastewater reuse, which will keep designers and irrigation managers on their toes. 
Despite its various variations, significant gains are potential if micro-irrigation can 
be made less expensive, allowing producers to accept and use these technologies, 
particularly in impoverished nations. 

iii. Use of remote sensing and modelling 

Developing accurate, timely information on plant and field to make decision will 
be required to ensure the success of irrigated agricultural companies. Current plant 
models capable of forecasting a crop’s physiological demands across time and place 
are sophisticated and only function with a single set of precisely defined input param-
eters based on a single location in a field, making them unrealistic for real time on 
farm management. On the other hand, simple models may be precise plenty, but 
they need to be refined. Such models would very indeed rely on automated regular 
updates, sensor systems in field to alter the model variables, ensuring suitable field 
monitoring as well as spatial forecasts for model improvements. 

The information on soil and plant nutrition and water content may be obtained by 
remote sensing and utilizing aerial satellite, integrated satellite and field level soil 
and plant based sensor systems (Table 8.4).

However, this technique requires additional research to enhance temporal-spatial 
modelling and apply for district irrigation operations and on-farm management. 
Improved techniques and procedures for assessing particular plant characteristics 
(water and nutrient status, disease infections, competitive weeds) on a time step are 
becoming accessible, and they are likely to offer the data needed to improve crop 
modelling and hence within-season management.
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Table 8.4 Sensors or satellites that provide images suitable for agricultural water management 
(Bastiaanssen et al. 2000) 

Purpose SPOT IRS MSS ERS-SAR ERS-ALT Meteosat TM ERS-ATSR GMS 

Precipitation ✓ ✓ 
Irrigated area ✓ ✓ 
Land use ✓ ✓ ✓ ✓ ✓ 
LAI ✓ ✓ ✓ ✓ ✓ 
Transpiration 
coefficient 

✓ ✓ ✓ ✓ ✓ 

Surface 
roughness 

✓ ✓ 

Potential ET ✓ ✓ ✓ ✓ 
Actual ET ✓ ✓ 
Root-zone 
moisture 

✓ ✓ 

Soil salinity ✓ ✓ 
River 
discharge 

✓ ✓ 

Cartographic 
information 

✓ ✓ ✓ 

Cropping 
pattern 

✓ ✓ 

Crop yield ✓ ✓ ✓ ✓ ✓ 
Surface 
moisture 

✓ 

Water 
logging 

✓ ✓ ✓ ✓ ✓ 

Crop 
coefficient 

✓ ✓ ✓ ✓ ‘ 

SPOT: Satellite pour Observation de la Terre; IRS: Indian Remote Sensing Satellite; TM: Thematic 
Mapper; MSS: Multi spectral Scanner; ERS: European Remote Sensing Satellite; SAR: Synthetic 
Aperture Radar; ALT: Altimeter; ATSR: Along-Track Scanning Radiometer; GMS: Geostationary 
Meteorological Satellite

. When based on distributed networks of farm-level microclimate and soil water 
sensor stations that feed into a microprocessor control system to manage irriga-
tions according to rules pre-established by the producer real time irrigation appli-
cation could be effective in improving water use efficiency. Expanded agricultural 
weather networks with increased geographical density and grower-friendly infor-
mation delivery systems that schedule irrigations in terms of pest control and 
marketing information are required to assist this effort.

. While improved irrigation methods usually need less field labour, they sometimes 
necessitate more extensive management. As a result, support aids that increase
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the producer’s capacity to execute choices quickly and readily must be devel-
oped; nevertheless, this also necessitates the development of control and moni-
toring systems. To make timely judgments based on complicated inputs, decision 
support systems are required. Climate change and insect outbreaks necessitate 
daily and seasonal water and chemical treatments that are carefully timed and 
put. The decision support process must also give accurate projections of crop 
water demand, application efficiency, and uniformities to increase management 
flexibility. 

8.5 Real-Time Crop and Water Management Options 
for Intensified Agriculture 

An innovative paradigm for enhancing crop and water management is included in 
FAO research on climate change adaptation (Turral et al. 2011). The framework is 
made up of the following components: 

On-Farm Management 

1. Farm and crop management 
2. Crop selection and calendar 
3. Fertilizer management 
4. Farm water management 
5. Farm irrigation technology 
6. Accounting for depletion 
7. Flood prevention and erosion 
8. Commercial agriculture 

Irrigation System Level 

1. Allocation of water 
2. The efficiency of the system 
3. Calendars and cropping patterns 
4. Irrigation policy actions 
5. Conjunctive usage of ground and surface water 

River Basin and National Level 

1. Irrigation policy 
2. Managing to droughts 
3. Dealing with floods 
4. Interventions, both structural and non-structural 
5. Aquifer recharge management 
6. Evaluation of adaption alternatives to assure the security of irrigation supply 

Policies, Institutions, and the Subsector’s Structure

1. Allocation mechanism
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Fig. 8.5 Diverse options for agricultural water management 

2. Problems of national food policy (NFP) 

Institutions 

1. Implications of long-term investment for agricultural water management (Fig. 8.5 
and Tables 8.5, 8.6).

8.6 Breeding for Enhancing Water Productivity 

Plant breeding has boosted water productivity indirectly (in conjunction with other 
production parameters) during the last century since yields have grown with no 
additional water usage. Improved varieties have resulted from traditional breeding 
programs that prioritized production per unit of land. The majority of the increases 
have been attributable to advances in the harvest index (the ratio of marketable 
product to total biomass, often known as the grain-to-straw ratio), which in many of 
our key crops may now be reaching its theoretical limit (Richards et al. 1993). The 
most significant improvements in yield stability are usually due to the development 
of appropriate phenology through genetic modification. The duration of the vegeta-
tive and reproductive periods is as close as possible to the regular water supply or 
the absence of crop hazards. Planting, blooming, and maturity dates all have a role 
in coordinating optimal crop development with minimal saturation vapour-pressure
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Table 8.5 Categorization of 
different management 
interventions for sustainable 
water management 

Theme Category Intervention 

Water On-field irrigation 
methods 

Border or furrow 
irrigation 

Sub-surface 
irrigation 

Drip irrigation 

Sprinkler irrigation 

On-field irrigation 
management 

Regulated deficit 
irrigation 

Supplemental 
irrigation 

Alternate wetting 
and drying 

Surge irrigation 

Irrigation 
infrastructure 

Pipes 

Canal lining 

Moisture recycling Hydroponics 

Greenhouse 

Soil and land Land grading Field levelling 

Block-end or soil 
bunds 

Terracing 

Agronomic 
interventions 

Supplements Growth enhancers 

Fertilizers 

Crop selection Crop rotation 

Variety: high yield 

Variety: rooting 
depth 

Variety: short 
duration 

Timing of sowing 

Planting density 

Coverage Weed control 

Shading 

Mulching 

Cover crops 

Salinity management Leaching 

Salt-tolerant crop 
types
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Table 8.6 Inventory summary of different management interventions with average recorded 
changes (%) in irrigation (I), evapotranspiration (ET), crop yield (Y), water productivity based 
on ET (ET-WP), and irrigation water productivity (I-WP) 

Count Irrigation (%) ET (%) Yield (%) ET-WP (%) I-WP (%) 

Agronomy 54 −4 −6 19 27 12 

Coverage 24 

Mulching 24 0 −3 14 14 0 

Selection of crop 18 

Variety: high yields 3 0 10 15 

Variety: short 
duration 

3 −23 −18 −2 29 22 

Crop rotation 4 8 −19 −14 1 15 

Date of sowing 6 −4 −20 36 7 −2 

Supplement inputs 12 

Fertilizers/nutrients 12 84 62 24 

Water 
management 

131 −38 −5 14 41 50 

On-farm irrigation 124 

Furrow/border 
irrigation 

3 15 0 5 

Alternate 
wetting–drying 

3 −37 0 1 −7 31 

Deficit irrigation 
(DI) 

27 38 −27 −23 −13 57 

Sprinkler irrigation 12 −27 14 −2 

Drip irrigation 67 −46 9 29 11 87 

Surge irrigation 6 −22 0 0 −3 6 

Sub-surface 
irrigation 

6 −15 −10 62 33 

Irrigation 
infrastructure 

6 

Soil and land 40 −18 3 10 2 18 

Pipes 4 −28 4 20 

Tillage practices 26 

Zero tillage 25 −14 6 8 2 14 

Land leveling 14 

Field levelling 14 −23 −2 15 3 52 

Grand total 240 −32 −4 13 20 37
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deficits, and these traits may be genetically manipulated. Modifying canopy growth to 
prevent evaporation from the soil surface is one technique to increase water produc-
tivity genetically. As a result, great effort has gone into selecting big leaf areas 
throughout the vegetative phase to boost early vigour. 

Biotechnology is thought to offer much potential for developing drought- or 
salt-tolerant crops, although it hasn’t been completely realized yet. The genetic 
complexity of the trait and its interaction with the environment is often blamed 
for the poor development in drought tolerance breeding. Improved environmental 
simulations used for germ plasm screening and analysis, defining how the impact of 
water deficit on growth and yield components changes during the growth stages, and 
discovering the regulatory genes underlying the plant’s responses to water deficit 
are all complementary approaches being taken to address this issue. Quantitative 
trait loci (QTL) research is one potential way to finding the genes responsible for 
drought effects on yield components. The suppression of panicle growth by hormonal 
signals from stressed leaves and roots and the reduction of carbon transfer from 
leaves to the growing grain are examples of indirect effects. The genetic modulation 
of cytokinin production, for example, may be able to avoid early drought-induced 
leaf loss. However, it may be argued that traditional breeding would be more effec-
tive in altering these processes. For years, traditional plant breeding has introduced 
several good qualities for dealing with drought stress. Changes to the timing of sensi-
tive stages and the length of the growing season are among them, as are selections 
for tiny leaves and early stomatal closure to minimize transpiration, deep-rooted 
systems, intense root activity and resistance to salt. In a nutshell, traditional breeding 
practices and current biotechnology-based breeding procedures should be viewed as 
complimentary. 

The four genetic enhancement options for improving legume and grain crop 
tolerance to drought-prone areas are: 

1. The development of short-duration genotypes capable of surviving drought. 
2. For drought-prone locations, conventional breeding of genotypes with improved 

yield potential. 
3. Breeding for drought-resistant genotypes. 
4. Identification of quantitative trait loci for drought tolerance and their application 

in marker-assisted breeding. 

Despite biotechnology’s promises, substantial gains in enhancing key crops’ 
potential yield or harvest index are unlikely to be achieved in the next 10–20 years. 
This is due to the fact that crop output is determined by a number of genes and their 
interactions with the environment. Plants have also been subjected to billions (in the 
case of photosynthesis) to thousands of years of selection (in the case of harvestable 
yields). Currently, biotechnology has effectively addressed crop development goals 
by dealing with characteristics dependent on one or a few genes, selecting for certain 
defect changes and pest, herbicide, and disease resistance. In the next one to two 
decades, breeding for drought resistance utilizing existing and future technologies 
as they become available would only result in modest, incremental gains in crop 
productivity under constrained water supplies.
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8.7 Role of Institutions and Policymakers 

There are technologies available that might improve irrigation efficiency across the 
planet. Improved water management, as well as institutional reforms, are necessary to 
actualize this promise. Irrigation scheduling strategies, which decide the timing and 
amount of irrigation, can help optimize on-farm water management. Most irrigation 
scheduling approaches have already been created, while feasible further enhance-
ments. Due to a lack of economic incentives and adequate legislation, farmers in 
industrialized nations have not extensively implemented such approaches. Some 
signs irrigation scheduling technologies are being used more widely in the more 
sophisticated irrigated regions. The idea to use irrigation scheduling techniques in 
underdeveloped nations, where irrigation networks are frequently constructed to 
supply only a portion of crop demand is not viable. In those circumstances, the first 
step would be to gather basic soil and meteorological data that might be used to 
determine seasonal requirements for district or watershed planning reasons. 

Institutional reforms, such as introducing market forces to deal with water as an 
economic good, are advised for more effective management of water resources in 
agriculture. There are two requirements to considering water as an economic good 
so that market forces may determine how much water is allocated to agriculture in 
many parts of the world. The first is water supply to farmers, and the second is water 
rights that are guaranteed and specified. Both are frequently inadequate in poorer 
nations, where irrigation rights are sometimes ambiguous. However, in industrialized 
nations, the use of market forces to control water in irrigated agriculture is desired 
for increasing irrigation effectiveness, especially in water-scarce conditions. Many 
experts have studied the global irrigation demand for 2025. Although the study may 
only be a poor approximation to the actual world due to uncertain data quality, it 
is refreshing to get a worldwide perspective on this crucial issue. According to one 
of the study’s findings, greater irrigation effectiveness through conservation may 
provide roughly half of the expected rise in demand from 1990 to 2025. 
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Chapter 9 
Deficit Irrigation: An Optimization 
Strategy for a Sustainable Agriculture 

Abhijit Rai, Sayantan Sarkar , and Prakash Kumar Jha 

Abstract Nearly 70% of the global renewable water resources are annually used 
for irrigation. It is projected that the demand for irrigation will continuously increase 
over time due to increasing climatic variability, reduction in water quantity and 
quality, increasing competition for freshwater resources from other sectors of the 
economy, and changes in water policy. Water use in agriculture is interconnected 
with soil, weather, land use pattern and allocation of available water resources. 
For sustainable agriculture, efficient water use and productivity with implication on 
socioeconomic aspects needs to be discussed thoroughly. This chapter discusses the 
concepts and rationale of deficit irrigation (DI), different popular DI approaches in 
the world, and discusses the challenges and limitations of each one. Furthermore, the 
chapter will discuss different practical tools and resources required for the successful 
implementation of DI and discuss the physiological and biochemical basis of DI. 

Keywords Deficit irrigation (DI) · Crop evapotranspiration (ET) · Yield response 
factor (Ky) · Sustained deficit irrigation (SDI) · Partial root-zone drying (PRD) ·
Stage-based deficit irrigation (SBDI) · Supplemental irrigation (SI)
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9.1 Introduction 

World agricultural production has increased in the past because of intensified irrigated 
agriculture to meet the food demand of growing population, however pressing chal-
lenges of limited water availability due to climate variability constrained the growth 
in food production. At present, agriculture accounts for 70% of the world’s water 
withdrawal, the majority of which is employed for irrigation. A study under Water 
Futures and Solutions Initiative (WFaS) project analyzed three future scenarios: 
Sustainability, middle of the road, and regional rivalry (Burek et al. 2016). The 
study concluded that there would be a 20–30% increase in water demand by agri-
cultural, industrial, and domestic sectors in all the scenarios by 2050. Though the 
agricultural sector will have the highest water demand, the other two sectors will 
show a significant increase too. However, agriculture not only faces challenges from 
other sectors for water allocation but also complications arising from climate change 
from field to watershed scale (Eeswaran et al. 2021). 

Agriculture is vulnerable to the changes that occur in climate, mostly due to the 
dependence of agriculture systems on the climate (Balota and Sarkar 2020, Sarkar 
2021; Balota et al. 2021a). Some of the adverse effects of climate change on agri-
culture are; increased variability in precipitation on an interannual basis, increased 
frequency and magnitude of extreme events like droughts, floods (Hirabayashi et al. 
2008; Wilhite et al. 2007; Baule et al. 2018; Araya et al. 2021), and heat stress which 
impact yield (Mazdiyasni and AghaKouchak 2015; Yadav et al. 2022). In addition, 
the increased temperature may result in increased water demand, and higher spring 
runoff of rivers in the colder semi-arid regions (Barnett, et al. 2005), which can 
complicate the already vulnerable supply–demand balance by decreasing the avail-
able water supply. Therefore, maximizing agriculture productivity in a water-scarce 
era should be of prime focus with an efficient use of the precision agriculture (Sarkar 
and Jha 2020). 

Deficit irrigation (DI) is an optimizing strategy that can reduce the demand for 
irrigation and improve water productivity. DI is used as a water-saving irrigation 
strategy around the world where water supply is limited under erratic climate condi-
tions with minimal yield loss (Fereres and Soriano 2007). An efficient application 
of DI requires careful assessment of crop water requirements, knowledge of water-
sensitive growth stages and proper irrigation scheduling based on the DI approach 
adopted (Jha et al. 2018; Pereira et al. 2002). Moreover, an understanding of the 
role of factors such as crop (and cultivar), soil, climate and different management 
practices under limited water scenarios is required for implementing DI at the field. 
The present chapter seeks to provide an overview of the deficit irrigation concepts 
and strategies for its efficient implementation.
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9.2 Deficit Irrigation Concepts and Rationale 

The concept of DI was first introduced by James and Lee (1971), and the earliest 
research into DI can be traced to the early 1980s (English and Nuss 1982; Hargreaves 
and Samani 1984). English (1990) defined DI as the “deliberate and systematic under-
irrigation of crops”. Under DI crops are exposed to certain levels of water stress either 
during a growth stage or throughout the growing season in a manner that does not 
result in a significant reduction of yield. The marginal yield reduction is justified 
by the economic benefits derived from increased irrigation efficiency, reduced costs 
of irrigation, and the opportunity cost of water (English 1990). Several researchers 
have assessed the economic viability of DI and have concluded that net farm income 
can be increased using the DI technique (Dudley et al. 1971; Rodrigues and Pereira 
2009). 

On the water-saving front, studies have reported on the positive effects of DI 
on water productivity. Yonts et al. (2018) reported that by reducing irrigation by 
25% for dry beans, irrigation water use efficiency (IWUE) can be increased by 26% 
with a yield loss of 6% in comparison to full irrigation. Early deficit application in 
potatoes has shown to save 32–54% of water over full irrigation without yield penalty 
(Yactayo et al. 2013). Greaves and Wang (2017) assessed maize yield response to 
four DI levels of 0.3, 0.5, 0.6 and 0.8 fraction of full irrigation. They reported <12% 
decrease in the yield of maize for irrigation levels of 0.8 and 0.6 of full irrigation 
with higher water productivity. Comparable results have been observed for maize by 
Irmak et al. (2016) with irrigation levels of 0.25, 0.5, 0.75 of full irrigation. Mugabe 
and Nyakatawa (2000) applied 75 and 50% of irrigation requirements in wheat and 
observed yield decreases of 12 and 20% in two years, respectively. Sezen et al. 
(2011) reported water-saving of 36 and 33% increase in IWUE with DI, with a 15% 
reduction in seed yield for sunflower. 

However, some studies have reported a yield increase in response to DI. Du et al. 
(2008) have reported an increase of 5–20% in seed cotton yield with DI over full 
irrigation because of improved harvest index, and Zhang et al. (2006) has reported 
an increase in wheat yield, and approximately 40% in water use efficiency under 
DI in comparison to full irrigation treatment (Kirda et al. 1995). As evident, the 
positive benefits of DI are established but the crop response can vary with the crop 
and cultivar types (Lanna et al. 2016; Emam et al.  2012; Singh et al. 2009; Sung 
et al. 2021; Shekoofa et al. 2022), soil types-land use patterns (Daryanto et al. 2015; 
Bennett et al. 2021; Burow et al. 2021; Hota et al.  2022), climate conditions, and 
DI levels adopted. Thus, any decisions on the DI level or approach for any crop or 
region require careful assessment of crop response to DI based on local experiments.
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9.3 Deficit Irrigation Approaches 

The selection of an efficient irrigation strategy, specific to local needs, requires appro-
priate knowledge of the evapotranspiration needs of the crop (crop water demand). 
A distinction needs to be made between supplemental and deficit irrigation. Deficit 
irrigation is the deliberate application of irrigation below the full evapotranspiration 
requirement for a crop (Chai et al. 2016). Full evapotranspiration can be considered 
the level of water supply beyond which no additional positive effects in yield are 
realized provided the crop does not suffer from any stress. Whereas, supplemental 
irrigation involves the application of limited amounts of irrigation water to rainfed 
crops during inadequate rainfall for healthy growth, yield improvement and stabi-
lization (Oweis and Hachum 2012; Jha et al. 2018). There are multiple direct and 
indirect ways to determine crop evapotranspiration or crop water use with methods 
varying in the parameters required for determination. The two most used inexpen-
sive methods are the Penman–Monteith equation (Eq. 9.1) and the soil water balance 
approach (Eq. 9.3) (Allen et al. 1998). 

The Penman–Monteith equation utilizes weather data to compute reference evap-
otranspiration from the reference crop surface under no water limitation. The two 
standardized reference surfaces used are grass (height of 0.12 m), and alfalfa (0.50 m). 

ET  re  f  = 0.408△(Rn − G) + γ ( Cn 
T+273

)
u2(es − ea)

△ + γ (1 + Cdu2) 
(9.1) 

where ETref is short (ETo) or tall (ETr) standardized reference crop evapotranspi-
ration (mm day−1 for daily time steps or mm h−1 for hourly time steps); Rn is net 
radiation at the crop surface (MJ m−2 day−1 for daily time steps); G is soil heat flux 
density at the soil surface (MJ m−2 day−1); T is mean daily or hourly air tempera-
ture at 1.5–2.5 m height (°C); u2 is mean daily, or hourly wind speed at 2 m height 
(ms−1); es is mean saturation vapor pressure at 1.5 to 2.5 m height (kPa); ea is mean 
actual vapor pressure at 1.5–2.5 m height (kPa); △ is the slope of the vapor pres-
sure–temperature curve (kPa °C−1); γ is psychrometric constant (kPa °C−1); Cn is 
numerator constant for reference type, and Cd is denominator constant for a reference 
type. 

The ETref can be further adjusted for different crops and cultivars by multiplying 
ETref with crop coefficients (Kc), which are experimentally determined. In addition, 
further adjustments can be made to represent the actual water deficit in the soil by 
multiplying the Kc with a stress coefficient (Ks), assumed 1 for no water stress based 
on the dual crop coefficient approach (Allen et al. 1998), and is expressed as 

ET  cad j = (K s Kc)ET  re  f (9.2) 

whereas the soil water balance approach (9.3) is based on the principle of conservation 
of mass which considers irrigation, precipitation, and groundwater contribution as 
inputs. While ETc, deep percolation, and runoff are considered as outputs. This is
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a simple and inexpensive way to determine ETc but the complexity may increase 
depending on the estimation of the individual parameters in the equation. 

ET  c = P + I + U − RO  − DP  ± △S (9.3) 

where ‘P’ is precipitation (mm), ‘I’ is irrigation (mm), U is upward water flux, RO 
is a runoff (mm), DP is deep percolation below the crop root zone (mm), and △S is 
the change in soil water content. 

The two above-listed methods are not the most accurate methods to calculate the 
crop ET but provide good estimations for practical applications. The other methods 
which are more accurate utilize energy balance (Eddy covariance and Bowen ratio 
method), and lysimeter (direct method), in addition, stomatal conduction has been 
used to quantify transpiration rate directly, but the cost of specialized instruments can 
be extremely high apart from the skill required to handle and interpret data. There 
are many other methods available for ET estimation, some are based on temperature 
(Thornthwaite 1948; Hargreaves and Samani 1984), and some on radiation (Makkink 
1957; Priestley and Taylor 1972). However, the general accuracy of the different 
methods may vary (Lang et al. 2017; Ghiat et al. 2021). The evaluation of all methods 
can be achieved by large-scale weighing lysimeter because it is the most accurate 
instrument for field ET measurement (Allen et al. 1998; Chávez et al.  2009; Howell  
et al. 1995; Young et al. 1997). However, lysimeters require an extremely high degree 
of meticulousness and skill, in addition, installation difficulties and cost. 

Furthermore, Dorenboos and Kassam (1979) concluded that the pattern of crop 
stress is affected by its response to water deficits. Several researchers have used 
different DI strategies which have resulted in different water-stress patterns which 
resulted in different yield responses but the three most common and mostly applied 
are sustained deficit irrigation (SDI), stage-based deficit irrigation (SBDI), and partial 
root-zone drying (PRD) (Fereres and Soriano 2007; Capra et al. 2008; Chai et al. 
2016). 

9.3.1 Sustained Deficit Irrigation (SDI) 

Under SDI, the available water supply under water-limited conditions is distributed 
uniformly over the entire growing season. In the SDI approach crops are expected to 
adapt to water deficit conditions by allowing the stress to develop slowly and over 
time. This results from the uniform application of reduced irrigation amount over the 
growing season and depletion of soil water reserve resulting in a progressive increase 
in water deficit in the season. The principle behind SDI is that if soil moisture deficits 
are maintained above a certain threshold (management allowed depletion, MAD), the 
impact on crop growth and yield is negligible. Several past studies have focused on 
assessing the best SDI level for different crops under different management practices 
(Rai et al. 2020; Greaves and Wang 2017; Sharma 2021; Irmak et al. 2016). However, 
crop response to SDI and levels can be affected by many factors, including climatic
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Fig. 9.1 Sustained deficit irrigation (SDI) 

conditions, crop species and cultivars, and agronomic management practices, among 
others. Overall, the SDI should be designed at elevated levels of irrigation supply 
to avoid significant yield losses (Musick et al. 1994; Oweis et al. 2004, 2005), and 
crops or crop varieties with a short growing season and some degree of tolerance to 
drought are more suited for deficit irrigation (Stewart et al. 1983) (Fig. 9.1). 

9.3.2 Stage Based Deficit Irrigation (SBDI) 

Stage-based deficit irrigation is the application of irrigation at critical growth stages 
to meet full evapotranspiration need and withholding it at non-critical stages based 
on the DI approach. SBDI is based on the principle that water stress induced due to 
DI at non-critical crop stages may not negatively impact growth and yield. Therefore, 
identification of the most sensitive crop growth stages to water deficit is critical, and 
like SDI the response can be influenced by many factors. For example, the most 
water sensitive growth stage for wheat (Triticum aestivum) are stem elongation and 
booting stage under Mediterranean climate (García Del Moral et al. 2003). Whereas
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Kang et al. (2002) observed wheat crops to be more sensitive to water deficit at post-
tillering than in the early stages in the North China Plains. Moreover, agronomic 
management also influences crop sensitivity to water stress. Different agronomic 
management studies on winter wheat and sorghum showed changes in water deficit 
sensitivity in North America (Oakes et al. 2019; Sadeghpour et al. 2017a, 2018) 
Overall, it is accepted that high-yielding varieties are more sensitive to water stress 
than low-yielding varieties (Dorrenbos and Kassam 1979), and sensitivity at the 
reproductive stage is higher than the vegetative stage (Chai et al. 2016). 

9.3.3 Partial Root-Zone Drying (PRD) 

Partial root-zone drying is one of the most popular approaches to DI. The concept 
of PRD was derived during the 1980s by alternate drying and wetting of root zone 
study as the process acclimatized the plant for drought stress (Caradus and Snaydon 
1986; Kirkham 1983; Kang and Zhang 2004). Alternate rows of crops are subjected 
to PRD by applying a percentage of crop evapotranspiration. Part of the root system 
is in contact with wet soil all the time resulting in half of the root system being 
irrigated with a full amount and the other half exposed to dry soil. Studies have 
argued that this causes stomatal closure resulting from a root-source signal to shoot 
to limit transpirational water loss during partial root drying under PRD (Liu et al. 
2006; Sobeih et al. 2004). This limited transpiration during reduced water application 
helps reduce water loss with little or no impact on crop photosynthesis (De Souza 
et al. 2005; Liu et al. 2004; Sarkar et al. 2022a). The other possible mechanism 
includes a reduction in the surface areas for soil water evaporation, and growth of 
secondary roots and higher root activity which improves uptake of soil nutrients 
that enhance nutrient recovery in plants (Chai et al. 2016). Several studies on PRD 
have shown positive effects of partial root-zone irrigation on increase in water use 
efficiency without significant reduction in crop vegetative growth and yield (Dry et al. 
1996; Loveys et al. 1997; Liu et al. 2006). Meanwhile, Kirda et al. (2004) reported 
10–27% additional marketable tomato yield with PRD over a DI treatment receiving 
the same amount. 

Therefore, mild to moderate water deficits in all DI approaches have shown 
strong positive experimental evidence on major crops. However, the yield response 
of different crops to water stress during defined growth stages or throughout the life 
cycle needs to be studied before implementing a DI in relation to prevalent climate 
and soil conditions (Kirda and Kanber 1999). In addition, the selection of an appro-
priate DI approach should be based on the production goals and available resources. 
For example, PRD is more suited to drip and furrow irrigation (Capra et al. 2008) 
while sprinkler irrigation systems are more suited for SDI, whereas stage-based DI 
can be practiced under all kinds of irrigation systems (Fig. 9.2).
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Fig. 9.2 Partial root drying 

9.4 Yield Response Factor (Ky) 

Yield response factor (Ky) is defined as the relative decrease in yield to the relative 
deficit in ETc. It was introduced by Dorrenbos and Kassam (1979) in the FAO 
Irrigation and drainage paper no. 33, and has been extensively used in irrigation 
research (Doorenbos and Kassam 1979; Kirda and Kanbar 1999; Singh et al. 2010; 
Shrestha et al. 2010; Kuscu et al. 2013; Jha  2019). The crop yield response factor 
(>1) implies that relative yield decreases for a given evapotranspiration deficit is 
proportionately greater than the relative decrease in evapotranspiration. The reference 
is only made on above-ground biomass production and yield, given the difficulties in 
quantifying root biomass under field conditions. Ky relationship can be effectively
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used to differentiate crop response to water deficit under a range of conditions and 
criteria to determine the best applicable DI strategy and approach and is expressed 
as: 

Ky =
[
1 − Yc Ym

]

[
1 − ET  c ET  m

] (9.4) 

where Yc is the actual seed yield (kg ha−1), Ym is the maximum seed yield (kg ha−1) 
corresponding to full irrigation, ET  c is actual crop evapotranspiration (mm), and 
ET  m is maximum crop evapotranspiration (mm) corresponding to full irrigation, 
1−(Yc/Ym) is the reduction in relative yield, and 1− (ET  c/ET  m) is the reduction in 
relative crop ETc (Fig. 9.3). 

Fig. 9.3 Yield response factor (Ky) for Dry bean, Safflower, and Eggplant (Redrawn from Sharma 
and Rai 2022; Lovelli et al. 2007)



174 A. Rai et al.

9.5 Physiological and Biochemical Basis of Deficit 
Irrigation 

DI involves the application of irrigation below crop to meet full evapotranspiration 
demands of crops. The basic rationale behind DI is that under milder to moderate 
stress, the crop can turn on its drought resistance mechanism from organ to cellular 
level and escape a significant decline in biomass and yield. Thus, a relative decrease 
in ET deficit compared to full ET does not result in a similar reduction in yield and 
therefore, water productivity under DI is improved. 

The primary response to water stress is inhibition of above-ground growth by 
inducing stomatal closure. This allows plants to reduce the surface area available 
for transpiration which in turn causes reduced photosynthesis and root uptake and 
the essential solutes are diverted from growth requirement to osmotic adjustments 
that enhance cell water retention and leaf turgor (Neumann 2008; Jha et al. 2021). 
If prolonged, the water stress may result in a substantial reduction in leaf area and 
photosynthetic ability of the plant thereby reducing crop yield significantly. Several 
studies have reported reduced growth and yield in response to the water deficits 
caused by the decrease in plant height, leaf area, biomass, and yield components i.e., 
pods plant−1, seeds pod−1, seed weight (Emam et al. 2012; Asemanrafat and Honar 
2017; Mathobo et al. 2017; Jha et al. 2018; Sarkar et al. 2020, 2021a). These reduc-
tions have been attributed to a decrease in the photosynthetic and transpiring ability 
of the plants (Balota et al. 2021b; Chaves et al.  2002; Mafakheri et al. 2010; Sarkar 
et al. 2021b; Talukdar 2013). The reductions in photosynthesis and transpiration in 
response to water stress are regulated by complex drought coping pathways, about 
which still not everything is well understood (Chai et al. 2016). However, several 
researchers work have shed some light on the physiological and biochemical control 
of this complex mechanism. 

The plant under water stress results in lowering of the leaf water content (Perez-
Pastor et al. 2014) which generates hydraulic signals along with chemical signals that 
lead to a reduction in leaf area expansion and partial or complete closure of stomata 
(Shahnazari et al. 2007), depending on the stress level. The principal component of the 
signaling process is a plant hormone called abscisic acid (ABA), which is produced 
in roots, shoot, and transferred to leaves through xylem where it triggers stomatal 
closure (Schroeder et al. 2001), thus decreasing photosynthesis and transpiration 
rates. 

Interestingly, root growth in corn at low water potentials is a result of stress-
induced abscisic acid (ABA) accumulation (Saab et al. 1990). In addition, Glinka 
(1980) reported an increase in hydraulic conductivity in response to an increase 
in exogenous ABA in soybean. Moreover, root water deficit responds by increased 
sap levels of ABA, and this increase results in increased water-use efficiency and 
partially reduces stomatal opening by inhibiting water transport to a slightly greater 
degree than carbon dioxide transport (Kang et al. 1998). Apart from the discussed 
ABA signaling theory, plants also increase the production of antioxidative enzymes 
to reduce plant cell damage from water stress (Hu et al. 2010). In such plants reduced
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chlorophyll concentration and chlorophyll fluorescence is offset by these enzymes in 
stressed tissues. Furthermore, water stress may induce the production of low molec-
ular weight non-enzymatic substances like sugars, proline, carotenoids, anthocyanin 
etc. (Mansouri-Far et al. 2010; Mishra et al. 2013; Sarkar et al. 2018; Tahkokorpi 
et al. 2007). These substances regulate osmotic potential in plants to reduce osmotic 
stress and enhance plant water holding capacity under limited water conditions. 

However, these drought coping responses can vary with crop species and geno-
types. Under the same level of water deficit, Bourgault et al. (2010) reported a higher 
photosynthesis rate than common bean (Phaseolus vulgaris) compared to mung bean 
(Vigna radiata) with the same levels of transpiration. Within species, plant geno-
types express varying degrees of water stress response due to their photosynthetic 
rate, stomatal conductance, and transpiration rate (Hongbo et al. 2005; Sadeghpour 
et al. 2017b; Sarkar 2020; Sarkar et al. 2022b). Moreover, Chaitanya et al. (2009) 
showed variation among water-stressed plant species and cultivars related to antiox-
idant enzyme activity. However, DI aims to take advantage of these drought coping 
mechanisms of crops and improve water productivity by managing water stress at 
levels where no significant reduction in aboveground growth takes place thereby only 
a minor decrease in yield may occur. 

9.6 Conclusion 

Irrigation is by far the largest component of agricultural water use in the world. 
Competition for water allocation from other sectors of the economy is forcing 
farmers, researchers, and policymakers alike to rethink current irrigation manage-
ment practices. Deficit irrigation (DI) is a viable strategy to optimize water produc-
tivity across the globe especially for the future scenarios of water scarcity. However, 
DI is not usually adopted as a practical alternative to full irrigation by either prac-
titioners or researchers, despite studies across the globe validating the utility of the 
strategy for a range of crops, climate, and soils. The major hurdles to its adoption 
have been a lack of proper understanding of the concepts and methodology. In addi-
tion, DI involves the use of advanced precision irrigation and knowledge of a wide 
range of disciplines from plant physiology to engineering. Furthermore, there is no 
one-fit-all approach in the DI due to the lack of standard and uniform responses to 
the DI method that can be implemented effectively and efficiently across different 
conditions with certainty. Thus, the present paper seeks to fill gaps in knowledge by 
providing a simple overview of the DI concepts and tools required to successfully 
implement DI.
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Chapter 10 
Recent Advances in the Occurrence, 
Transport, Fate, and Distribution 
Modeling of Emerging 
Contaminants–A Review 

Maliha Ashraf, Shaikh Ziauddin Ahammad, and Sumedha Chakma 

Abstract The increasing technological and scientific development to cater the 
anthropogenic needs has caused a substantial increase of Emerging Contaminants 
(ECs) in the environment, posing threats to the ecosystem due to their hazardous 
nature. A successful treatment system for the removal is still not developed because 
of diversity in the physico-chemical nature of ECs and cost constraints. The math-
ematical model serves as a good alternative in predicting the transport and fate of 
the contaminants in the environment. The output of the models may serve as a risk 
assessment tool and shall be utilized for policy making and control of emerging 
contaminants in the environment. The paper discusses the processes of transport, 
fate, and distribution of the ECs in the environment. Also, several models currently 
in practice have been discussed highlighting their limitations to give clarity of the 
model to be used for a specific category of contaminant. The paper aims to ease 
the selection of models for a specific category of EC, scenario, and requirement 
of the user. The identified limitations will serve a medium for future researchers to 
easily select a suitable model by applying suitable modifications and performing risk 
assessment studies. 
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10.1 Introduction 

The everyday practice of releasing effluents from industries, domestic use, agri-
cultural use, and hospitals directly to nearby drains or after partial treatment has 
led to an increase in the pollution of the environment globally (Tijani et al. 2016). 
The released wastewater pollutants load both the conventional pollutants as well as 
emerging contaminants/pollutants (ECs) ( Żur et al. 2018). Conventional pollutants 
are those pollutants that have rules and regulations defined for them before release 
into the environment and the ECs are those compounds that pose potential threats to 
the ecosystem as well as to human health but have not been studied before and are not 
included by the existing regulations for water-quality (Lamastra et al. 2016). The ECs 
possess the following features, i.e., potential risks to ecology, present recorded in low 
concentration (ng/l to μg/l), and the regulation is missing due to lack of information 
and knowledge. (Gavrilescu et al. 2015; Żur et al. 2018). 

Keeping in view the harm posed due to these ECs, an effective treatment system 
needs to be developed for their removal before being discharged from the treat-
ment plants but unfortunately, the wastewater treatment system designed to treat 
the polluted water is effective only in treating the conventional pollutants thereby 
releasing the ECs without being treated (Grassi et al 2012). The treatment strategies 
employed depend on the physical and chemical characteristics of the ECs, which 
makes it almost impossible to design a treatment system for every EC, thus calling 
for an alternative solution to keep a check on the increasing concentration in the 
environment. With the increase in the variety of contaminants every day, and due 
to limited knowledge of the pathways of the release of the ECs, it is spatially and 
temporally cumbersome as well as expensive for routine monitoring of each contam-
inant whose behavior being dynamic in all the environmental compartments/media 
(Trinh et al. 2016). Mathematical modelling technique is a good tool to predict 
the contaminants concentration in various media with good accuracy (Lindim et al. 
2017). Multimedia models serves as useful tools complimenting field monitoring 
and assisting in forecasting human health issues (Cohen and Cooter 2002b). 

The study here, deals with an insight of transport and fate of the ECs in multimedia 
environment. Various mathematical models available for fate and transport study have 
been discussed. The output of the model may serve as a tool for risk assessment and 
further policy making to control the use of ECs posing detrimental health effects. 

10.2 Modeling Fate and Transport of Contaminants 
in the Environment 

In order to accurately design a model governing transport and fate of the ECs, 
the possible sources of emissions of the ECs concerned, their physical, chemical 
and biological characteristics, transport pathways (inter-compartmental/inter-media 
transfer, the physical process of transport accompanying such as diffusion, advection
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and dispersion, various physical) and bio-geochemical processes leading to loss of 
contaminant’s concentration and the distributions (fate) of the contaminants in the 
environment needs to be thoroughly studied (Cohen and Cooter 2002b). The distribu-
tion of contaminant in the environment is a result of chemical, biological and physical 
processes (Cohen et al. 1990; Cohen and Cooter 2002b). The media/compartment of 
the natural environment, i.e., the atmosphere, surface waters, and the subsurface, can 
each contain multiple phases (i.e., gas, aqueous, solid, and NAPL phases) (Dunnivant 
and Anders 2005). The steps in the study of fate and transport has been depicted in 
Fig. 10.1. and explained further. The first step in fate and transport study is the iden-
tification of the type of pollutant, which can be classified based on chemical state, 
physical state or by the risk posed by them (the limit in which they exist is more 
hazardous) (Dunnivant and Anders 2005). The next step includes the assessment of 
sources of the pollutants of interest, i.e., whether the source of pollutant is point or 
non-point source. Point sources are well defined sources such as smoke stack, end of 
the pipe, drains etc. and non-point sources include sources that are not well defined 
(such as application of pesticides, insecticides to agriculture) but contain all such 
sources where the point sources can be pin-point. (Dunnivant and Anders 2005), 
The ECs can be released from its source either just instantaneously or it may be 
continuous. The third step is the development of appropriate model for the fate and 
transport study which includes identification of suitable model and the parameters of 
the model, i.e., various physical, chemical and biological process that occurs during 
transport of the pollutant from its sources till its destination (Dunnivant and Anders 
2005). 

The various parameters required for modeling of pollutants fate and transport 
includes pH of the solvent in which the contaminant is present, contaminants activity 
that is the effective concentration of any ion, solubility of the contaminants, contam-
inant’s vapor pressure, Henry’s Law Constant for that contaminant, acid−base as 
well as oxidation−reduction reactions, equilibrium sorption, complexation reac-
tions, equilibrium sorption phenomenon that includes ionic exchange reactions of 
the contaminants and partitioning co-efficient between different media (a measure 
of the pollutant’s distribution across the solid (or particulate) phase and the water

Fig. 10.1 Steps in fate and transport study of any contaminant 
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Fig. 10.2 A physical multimedia model depicting with the fate and transport processes 

phase, transformation/degradation reactions that includes Abiotic Chemical transfor-
mations/ degradations, photochemical transformation/degradation reactions, nuclear 
and biological reactions (Dunnivant and Anders 2005) as can be seen in Fig. 10.2. 
The outcome of the fate and transport study can be utilized in risk assessment due to 
the EC of concern as well as policy making and framing of environment laws. 

10.3 Models Available for Fate and Transport Study 
in the Environment 

Modeling of contaminants in general has been in practice since late 1970s and early 
1980s, by Mackay as well as Peterson where initially single or coupled compart-
ments were in consideration. Later, many other compartments were incorporated in 
the model and all these compartments were treated to be well mixed and homoge-
neous. The models were earlier used for screening level and risk management for
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regulatory purposes evaluation of fate of toxic contaminants in the environment. 
Also, these models served the purpose of rough estimation of the concentration of 
contaminants present in the environment for they were less complex (Hollander 
2008). Later, concern was raised for those contaminants which are persistent, long-
ranged and easily removed from the compartments, as these contaminants though 
emitted locally, their effect was observed locally as well as globally (Ciuffo and Sala 
2013) which further led to the division of the regions into various sub-region, in 
which initially the sub-regions were treated as multi-box units having coarser reso-
lution and these models can be successfully used for ranking of chemicals and estab-
lishing partitioning tendencies of the contaminants in the environmental compart-
ment. Since this type of models didn’t portray a realistic scenario, spatially explicit 
multimedia models with finer resolution was introduced, and the emissions as well 
as different environmental characteristics varying with the location was modelled, 
and these models were successful at local scale and when emissions occur in soil and 
also when dynamic simulations are involved. Further realism was introduced when 
the GIS came into practice which led to the possibility of defining geo-referenced 
parameters in the model varying at regular intervals leading to precise modelling and 
simulation of concentration, fluxes and loads of contaminants in the environment 
(Semplice et al. 2012). 

For successful application of an environment fate model in a screening level 
assessment of risk and to be used as a decision making tool, the model must incor-
porate all sources of contamination, as well all compartments and all the important 
mechanisms of transport and fate process (Zhang et al. 2003). The decision of which 
type of model to be adopted for measuring contaminant concentration depends on 
situation, availability of data and requirement of user (Armitage et al. 2007; Klepper 
and Den Hollander 1999). Environmental multimedia models have advanced over 
ages from just evaluation models to mass-balance models on a regional scale, further 
to ‘multi-region models, then global models and finally coupling of these models with 
GIS (Caudeville et al. 2012). The mathematical equation describing the environment 
is written in the form of mass, energy or momentum conservation equations. Gener-
ally, in the mass-balance models, the input and output of a contaminant in each spatial 
compartment and environmental medium is balanced. This mass balance equation 
may be written either in terms of concentration or fugacity. 

Fugacity based Approach 

Fugacity is actually a surrogate for concentration and the fugacity expressions 
are algebraically similar to concentration expression (Mackay and Paterson 1986). 
Fugacity based models are very well developed and documented models and exten-
sively used to predict the fate of contaminants at several scales, i.e., single compart-
mental scale, global scale and regional (Zhang et al. 2015). The concept of fugacity 
came into existence as an equilibrium criterion by G.N. Lewis in 1901. This concept 
is based on the belief that chemicals which are present in a system has equal potential 
in all the compartments, i.e., the system will achieve minimal Gibbs free energy. The 
potential of a chemical varies logarithmically with concentration, whereas fugacity 
varies logarithmically with chemical potential, therefore fugacity is linearly related
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to chemical potential of a contaminant shown in Eq. (10.1), therefore more practical 
for modelling behavior of contaminant. 

f j = C j 
Z j 

(10.1) 

f j is the contaminant’s fugacity in any phase j, Cj is the concentration in the phase j and 
Zj is the constant of proportionality which is known as fugacity capacity of that phase 
j, which is contaminant specific, medium specific and dependent on temperature 
(Diamond 1989). Fugacity is generally referred as the escaping tendency of any 
contaminant in a given phase, whereas fugacity capacity represents the capacity of 
partitioning of that phase. The net diffusive flux of the contaminant between any two 
n phases will be from higher fugacity phase to lower one until state of equifugacity 
is attained. And the phase having higher fugacity will attain a higher concentration 
than a phase with low fugacity capacity as fugacity capacity is inversely proportional 
to the concentration in any phase. In this approach, instead of using concentration as 
the controlling variable, fugacity is used and finally concentration is calculated as C 
= Fz (Diamond 1989). 

Limitation of this approach is its application to ionizing compounds as ionizing 
compounds are assumed to have negligible vapor pressure as it has no Henry’s 
Law constant therefore fugacity capacity of any phase cannot be calculated. Also, 
uncertainties associated with key chemical and physical properties of the data make 
this model cumbersome. The solution to this is to assign very negligible of air−water 
partitioning co-efficient value to anion, the error will be insignificant in broader 
context (Rong-Rong et al. 2012). Another solution to this is the use of equilibrium 
criterion of activity as activity is calculated from a water phase base (Diamond 
1989). Fugacity based models therefore, considers various transport process as well 
the chemical reactions, assuming that the environmental media to be well mixed 
(Rong-Rong et al. 2012). 

The mass balance differential equation for fugacity-based approach for a particular 
compartment can be written as shown in Eq. (10.2) (Warren et al. 2005). 

d fi 
dt  

Zi × V = E ± 
i=n∑

i=1 

[ fi × 
t=n∑

t=1 

(Di )t ] (10.2) 

where, df /dt being the rate of fugacity change of any phase/compartment i (Pa/h), 
Z being the fugacity capacity (mol/m3/Pa), V being the volume of the compartment 
considered, E being the emissions to that particular compartment. (Di)t being the 
transport co-efficients for various t types of transport and transformation processes 
in that compartment I (mol/h/Pa), + indicates that there is input of contaminant to 
the system and – indicates the contaminant is going out from the system through that 
particular transport or degradation process. 

A fugacity based model has been classified into four classes as tabulated in Table 
10.1 (Mackay and Arnot 2011; Mackay and Paterson 1986; Rong-Rong et al. 2012;
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Trinh et al. 2016). By formulation of fugacity models compared to concentration 
models, the equilibrium as well as kinetic parameters will be in such a form that 
it will promote interpretation of model output as well as assist in the identification 
of dominant processes in the fate and transport of these emerging contaminants 
(Goyena 2019; Mackay and Paterson 1986). While using concentration expression, 
there is a high possibility to encounter equations that contains various mass transfer 
co-efficient, partitioning co-efficient, path lengths, diffusivities, uptake times and 
rate constants, hence the algebraic complexity will tend to murk the nature of the 
fundamental phenomenon that is being simulated (Mackay and Paterson 1986). 

The Mathematical models for transport and fate study of ECs is broadly classified 
based on three approaches (Chen and Yuan, 2009; Cohen and Cooter, 2002b; Su  
et al. 2019; Yan et al. 2010); Compartments in consideration, i.e., single media 
model/multimedia compartmental model; Homogeneity, i.e., Spatial versus non-
spatial compartments and GIS based models. Single Media models consider just 
single media/compartment into consideration while simulating the fate and transport 
of contaminants (Kim et al. 2010). Single media model generally employs the use 
of advection−dispersion analytical solution for modelling (Chen and Yuan 2009).

Table 10.1 Classification of fugacity-based models 

Fugacity model Key findings Temporal resolution 

Level I • Equilibrium or equi-fugacity among all compartments 
in the closed system 

• The mass of the contaminant is constant in the 
compartment 

• Simple multimedia partitioning occurs with no losses 
or reaction 

Steady state 

Level II • Introduction of the rate of chemical reaction, 
advection, degradation 

• Assumption of equilibrium between compartments 
• Equilibrium partitioning occurs with losses due to 
reaction and flow/advection 

Steady state 

Level III • Equilibrium constraint removed 
• Contaminant allowed to enter and move out of the 
compartments 

• Contaminants mode of entry to each compartment is 
specified 

• Valuable insights obtained such as residence time, 
overall chemical persistence, potential of long-range 
transport in water or air 

Steady state 

Level IV • Mass flux constraint removed 
• The contaminant simultaneously goes into the system 
as well as comes outside therefore the concentration of 
contaminant inside any compartment varies with time 

• Useful when the system is recovering by a 
contamination from a persistent contaminant 

• Involves solution of differential equations of mass 
balance 

Unsteady state 
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Multimedia compartmental models are those models which consider more than one 
compartment for simulation of concentration in various compartments of the model 
(Yuan et al. 2011a). General multimedia models consist of multimedia compartmental 
models without considering spatial variability and are referred to as non-spatial multi-
media models whereas recently developed multimedia models include space and time 
variations of the parameters involved in the models and are referred to as spatially 
explicit models (Yuan et al. 2011a) as described further. A multimedia compartment 
model not only considers simple advection−dispersion equation but additionally 
includes sources of emission of pollutants as well as the reactions taking place in 
the compartments (Rong-Rong et al. 2012). Based on homogeneity, two different 
approaches of modelling fate of contaminants in the multimedia environment have 
been developed; firstly, treating the whole region where the contaminant is being 
modelled to be homogeneous in each compartment and which are referred to as 
non-spatial models and the other is spatial models in which splitting the regions (all 
compartments) being modelled is done on the basis of geographic as well as climate 
variability or spatial and temporal variability (Rong-Rong et al. 2012). 

10.3.1 Non-Spatial Models 

Non-Spatial models includes multimedia compartmental models where the compart-
ments are treated to be homogeneous. The contaminant’s concentration obtained 
is an averaged value for each compartment and is based on transport (advection, 
diffusion, inter-media transport/exchange processes), inter-media partitioning, and 
various degradation process. The multimedia compartmental models are solved using 
mass balance equations that are based on either fugacity or concentration. These 
type of models have relatively less complexity, therefore often used in risk assess-
ment/screening assessment of large number of contaminants (Hollander et al. 2008). 
The advantage of non-spatial models are that they are low data demanding, applica-
tion of model being straightforward, output relatively easy to process and interpret; 
also minimal error prone (Hollander et al. 2012). Non-spatial models are likely to 
be accurate while assessment of dispersed emission sources, except in the case of 
presence of large-stagnant water bodies in the modelled area (Between et al. 2005; 
Hollander 2008). For, persistent and long range contaminants; and for those that 
are removed swiftly from the environmental media, use of non-spatial models will 
introduce substantial errors in the concentrations predicted (Hollander et al. 2012). 
The models of this type includes Spatially Uniform Spherical model (Scheringer 
1996), Global Model (Scheringer et al. 2000), ClimoChem model (Schenker et al. 
2007, 2008), simple Box model, CalTox, GloBox (Sleeswijk 2003; Sleeswijk 2011; 
Sleeswijk and Heijungs 2010), OECD tool (Wegmann et al. 2009).
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10.3.2 Spatially Explicit Models 

The use of non-spatial models for contaminants that are persistent in nature and 
exhibit long range transport will introduce substantial errors in the concentrations 
predicted (Hollander et al. 2012). Therefore, the compartments need to be treated as 
spatially as well as temporally varying. The spatial models are based on formulation 
similar to multimedia compartmental models but spatial models use maps of varying 
environment properties and emission patterns instead of simply averaging the values 
(Klepper and Den Hollander 1999). There are basically three type of approaches 
adopted in spatially explicit modelling: numerical simulation of advective-dispersion 
equation simultaneously applied; treating the whole considered region as a collection 
of various box models; development of meta models (Hansen et al. 2006; Pistocchi 
et al. 2010a, b). The spatially varying model may be studied at large scale/finer 
resolution or small scale/coarse resolution depending upon the requirement. Earlier 
during 1990s and early 2000s, coarser spatial models were developed where the 
targeted region was split into multiple linear box models and each model represented a 
region (Environmental and Centre 2001; Pistocchi et al. 2010a, b; Wania and Mackay 
1995). The advancement of computer-aided technology has led to the division of the 
targeted region into finer resolution of few hundred kilometers, and each region/cell 
has for itself well defined explicit emissions (local), transport and removal of the 
contaminants entering and exiting the surrounding cells. The mass balance equation 
is written separately for each cell/region and solved for steady or transient state 
(Pistocchi et al. 2010a, b). Parameters assigned in these models are based upon 
the actual existing landscape and climate conditions. The spatial models too adopt 
average value of climate and landscape properties over a large stretch of region 
where the values remain constant with time; also the intra- media transport currents 
is very difficult to estimate; therefore, usually the result obtained from spatial and 
non-spatial models are similar with little difference (Armitage et al. 2007). Various 
contaminants travel long distances of more than 1000 s of kilometer before degrading 
or permanently being isolated in sediments or soil (Woodfine et al. 2001), therefore 
it is very important in such cases to adapt spatially explicit models to account for 
region wise emissions as well as environmental characteristics. Spatial models also 
predict the chemical fluxes and the direction of water and air flows simultaneously. 
The spatial models prove to be very useful when chemical emissions are not known 
and need to be calculated, in this case contaminants concentration is monitored at 
various sites and inverse modelling of emissions from concentration can be done 
(Pistocchi et al. 2010a, b). Spatial models can be further classified into multimedia 
box models, integrated spatial compartmental models, linked spatial single media 
models and extended environment multimedia compartmental models.
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10.3.2.1 Multimedia Box Models 

This modelling is done by splitting the considered region into various sections/boxes 
and then the boxes are connected. The formulation of the models is done using 2-
D or 3-D advection−dispersion equation (ADE) including various compartments. 
This ADE is applied to each region separately and the regions are interconnected by 
various fluxes from one region to another which is based on empirical relationships 
rather than fundamental physical relationships. Also, the numerical solution of ADE 
carries some unavoidable artifacts, also these models are computation extensive, 
overwhelmingly data demanding and run time is longer in comparison to simple 
models which turns out to be expensive (Pistocchi 2008; Pistocchi et al. 2010a, b). 
Some of the multimedia box models include ChemGL, Evn-BETR, IMPACT-2002 
and SESAMe. models. 

10.3.2.2 Linked Spatial Single Media Models 

These models comprise of single-media transport models being linked together. 
The model formulation initiates with calculating concentration of contaminant in 
a media/compartment, followed by calculation of rates of inter-media transfer for 
that particular media which serves as an input for the contaminant concentration in 
the adjoining media (Rong-Rong et al. 2012). The model does not provide numerical 
solution model but gives a high degree of spatial resolution (Chen and Yuan 2009). 
The model is employed for risk assessment due to exposure of human to hazardous 
contaminants (Rong-Rong et al. 2012). Some of this type of models include MEPAS, 
MMSOILS, RESRAD and 3MRA. 

LSSMM have suffered various limitation such as: (Yuan 2009). 

i. Empirical algorithm used to estimate gaseous emissions 
ii. Gaseous advection not considered in the polluted soil 
iii. Leachate release was considered at steady state. 

10.3.2.3 Integrated Spatial Compartmental Models 

ISCMs are hybrid models which combines single media models and compartmental 
models to avoid simplification of the model and to provide a good spatial resolu-
tion and unified via inter-media physical boundary conditions (Rong-Rong et al. 
2012). All media, biological and non-biological are considered in one single system. 
Generally, soil and sediments are considered non-uniform while other compartments 
are considered uniform. Fugacity model is applied to uniform compartments and 
mass balance to non-uniform media (Rong-Rong et al. 2012). One of the limitation 
of ISMC is that it does not incorporate variability/uncertainty into the model and 
constitutes both well mixed and spatially explicit compartments (Yuan et al. 2011b). 
Mend-Tox I & II are currently practiced ISCM (Cohen and Cooter 2002b; Cooter 
and Cohen 2001).



10 Recent Advances in the Occurrence, Transport, Fate, and Distribution … 195

10.3.2.4 Extended Environmental Multimedia Compartmental Models 

EEMCM is the first model to address multimedia pollution problem in multi-
dimension. The model is an improved version of LSSMMs, incorporating flux trans-
portation through various compartments in order to characterize the space and time 
dynamics in the general non-uniform multimedia problems (Yuan et al. 2011b). It is 
solved numerically using. 

both finite element as well as finite difference methods (Huang et al. 2014; Chen 
and Yuan 2009) for temporal and spatial considerations (Chen and Yuan 2009). 
Flux being the basic quantitative concept, best captures the usefulness of conti-
nuity equation on the issue of mobility of the contaminant (Valsaraj and Thibodeaux 
2010). Flux is of prime importance as it is continuous across any two phases while, 
concentration is discontinuous (Valsaraj and Thibodeaux 2010). The flux equates 
the equilibrium and transport process to a single linear equation obtained by the 
product of fugacity and a kinetic parameter for quantification of mobility (Valsaraj 
and Thibodeaux 2010). The EEMCM is a distinguished risk assessment tool useful for 
assessing impacts on quality of water resource, fate of emerging pollutants, biodiver-
sity, climate change etc. (Yuan et al. 2020). An EEMCM have been used for modeling 
landfill sites (Chen and Yuan 2009; Yuan and Elektorowicz 2020a, b). Few of the 
practiced variants of EMMCM have been depicted in Table 10.2.

10.4 GIS Based Models 

GIS based modelling is sought to be a simple as well as cost effective technique 
which also allows the time variable parameters to be included in modelling such as 
emissions, climate variability etc. and therefore allows simple yet spatially explicit 
description of fate of chemical (Pistocchi et al. 2010a, b). The GIS plays a vital role 
in gathering and further processing of environmental data, i.e., the geo-referenced 
parameters used in modelling for accuracy and efficiency and in displaying and inter-
preting results obtained from model assessment (Woodfine et al. 2001; Tsihrintzis 
et al. 1996). For evaluating the risk due to these emerging contaminants, it is very 
crucial for obtaining pollutants information, including its spatial distribution in 
different sub-regions and its transportation routes, and this can be incorporated easily 
into the model using GIS (Song and Xu 2011). The main challenge of using GIS 
with any model is the difficulty of the model integration with GIS. Some of the 
GIS based models are GREAT-ER, PhATE, BETR North America, BETR-Global, 
BETR-World, G-CIEMS, QMX-R, QMX-F and Hydro-ROUT. 

There are various catchment scale water quality models including REACh model 
(Bowman and Calster 2007; Foss et al.  2007; Franco et al. 2013; Öberg and Iqbal 
2012; Wielen 2007), SWAT model (Documentation 2009; Luo and Zhang 2009) 
GWAVA model (Dumont et al. 2012; Johnson et al. 2013), SIMCAT model (Fryer 
et al. 2006), TOMCAT (Keller 2006), RQP model (Berry and Wells 2004) etc. and
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some geo-referenced single media models for predicting “down the drain” contami-
nants include PhATE, LF2000-WQX (Johnson et al. 2007; Keller et al. 2015; Price  
et al. 2010a; Price et al. 2010a, b), iSTREEM model, ePiE model (Oldenkamp et al. 
2018), MAPPE model. 

Many software have been developed for multimedia modeling of fate and trans-
port of contaminants such as GREAT-ER software (GREAT-ER 2.0 and GREAT-
ER 4.0) (Koormann et al. 2006; Kehrein et al. 2015); BETR-Global (Macleod et al. 
2011); BETR-Research (Macleod et al. 2011); Mend-Tox (Cohen and Cooter 2002a); 
PhATE software Version 4.0 which is available onb Mgarvin@phrma.org (Caldwell 
et al. 2019). 

10.5 Summary and Conclusions 

Environmental pollution has been attracting great attention since two decades due to 
their hazardous consequences. Urgent actions are required on formulation of policies 
to control the emerging contaminants being emitted. To achieve the goal, in depth 
understanding of occurrence, emissions, fate, transport and distribution of contam-
inants is necessary. The Emerging contaminants once emitted in any medium can 
travel via various transport processes and reach other media/compartments. There-
fore, the purpose of the review is (1) to get a complete insight of fate, transport and 
distribution processes of ECs once released in the environment, (2) to understand the 
modeling techniques and (3) to study the available models to predict the occurrence, 
fate, transport and distribution of various ECs and their effect on human health. The 
results from the model can further be utilized in risk assessment and formulation of 
policies to control the ECs in the environment. 

The study indicates that the selection of appropriate model depends on the type 
of contaminant which is posing risk, emissions source, scenario/conditions existing 
and requirement of user. Various challenges are associated with modeling such as (a) 
analytical challenges due to the presence of ECs in low concentration, typically ng/l 
to μg/l (Wilkinson et al. 2017; Żur et al. 2018), (b) due to complicated structure of 
the ECs, only limited studies have been done for the evaluation of fate and transport 
including PPCPs in water resources (Trinh et al., 2016), (c) The inclusion of all the 
multimedia diverse compartments, along with all the parameters affecting fate and 
transport of ECs with realistic depiction of the conditions existing in the environment; 
that varies spatially as well as temporally in a single multimedia model is still a 
challenge. With GIS, there has been advancement in inclusion of geo-referenced 
parameters in the model and the resolution of the region is successfully incorporated 
till 1 km. like in the case of PhATE model, which is still not realistic. 

Based on review conducted in this study, EEMCM is found to be successful in 
predicting transport behaviour of ECs in all the compartments and the compartments 
linked via. well established boundary conditions. However, there are few limitations 
as described below.
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a. Large number of parameters and data is required, which limited the applicability 
of model in case of data-scarcity. 

b. The model does not consider other compartments such as surface water, 
sediments, rock fractures as well as various other phases in each compartment. 

c. Point type emission source such as landfill was considered only. 

Therefore, for risk assessment study, requirement of appropriate model is of 
utmost importance. The results of which can be utilized in policy making and hence 
controlling emerging contaminants in nature. 
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Chapter 11 
Management and Remediation 
of Polluted Soils Using Fertilizer, 
Sawdust and Horse Manure Under 
Changing Tropical Conditions 

Hassana Ibrahim Mustapha and Obumneme Sunday Okeke 

Abstract Auto-mechanic workshops in developing countries such as Nigeria are 
a major source of potentially toxic substances which can leach into the water table 
and contaminate groundwater. Several physical and chemical methods have been 
employed to remediate pollutants in oil-contaminated soils, some of these methods 
are simply a transfer of contaminants from one place to another, which may also 
require additional treatments. A combination of treatments consisting of the appli-
cation of NPK (nitrogen, phosphorous, and potassium) fertilizer, sawdust, horse 
manure and exposure to oxygen was evaluated in situ during 70 days for the remedi-
ation of cadmium, chromium, lead and total petroleum hydrocarbon in used engine 
oil-contaminated soils. The soils received 447.6 kg of horse manure, 48 kg of sawdust 
and 4.2 kg of NPK fertilizer per 2 m2 of surface area. The total heterotrophic bacteria 
count at the start-up of the experiment was 0.018 × 106 CFU/g in the contaminated 
soil and thus increased to 80.5 × 106 CFU/g during the 70 days treatment. In addi-
tion, the combined treatment showed 87% total petroleum hydrocarbon degradation, 
71% Cd and 62% Pb reduction. Hence, the results of this study showed that nutrient 
enhanced bioremediation can achieve the degradation of petroleum hydrocarbon 
and heavy metals in oil-contaminated soils under the prevailing tropical conditions 
of Nigeria. 

11.1 Introduction 

Soil is one of the most vital resources of the world alongside air and water. It is a 
key component for a sustainable ecosystem (Obasi et al. 2013). The major source of 
pollution in soil, water and groundwater is due to the release of contaminants into 
the environment naturally, anthropogenically, or accidentally (Achile and Yillian 
2010; Abioye  2011). The rate at which soil is being degraded has overwhelmed 
the self-cleaning capacity of the soil (Garbisu and Alkorta 2003). Thus, affecting
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the physical, chemical and biological properties of the soil, subsequently, adversely 
affecting public health, crop production and productivity, quality and utility of the 
soil (Agamuthu et al. 2013; Idzi et al. 2013; Ojuederie and Babalola 2017). Inci-
dentally, contaminated soils are common environmental problem all over the world 
(Garbisu and Alkorta 2003). However, the extent of contamination and the priority 
given to the problem differs from country to country. For instance, Nigeria is a 
developing and oil-producing country that has diverse environmental problems with 
no effective regulatory policies on the environment (Onuoha 2013). In this context, 
therefore, this chapter presents an alternative measure to reduce soil contamination 
input by an ecologically and economically feasible technique by assessing the effi-
cacy of the combined effects of horse manure, sawdust, NPK fertilizer and aeration in 
treating total petroleum hydrocarbon and some selected heavy metals in engine oil-
polluted soils. Also, the rate of biodegradation of hydrocarbon in soils, biostimulation 
efficiency as well as net loss was discussed in the chapter. 

11.1.1 Soil Contamination: Types, Causes and Its Effects 

A contaminated soil contains toxic chemicals above its threshold limits thus posing 
risks to human health as well as the ecosystem. Contamination of soil may be a result 
of many causes (van Straalen 2002). In Nigeria for instance, the most important 
sources of soil pollution (Table 11.1) are auto-mechanic workshops (Onianwa et al. 
2003; Adeniyi and Afolabi, 2002), solid waste dumps (Osakwe et al. 2012;Musa et al.  
2018); petrol stations (Adeniyi and Afolabi, 2002; Onianwa et al. 2003), motor parks 
(Onianwa et al. 2003), bush burning, agricultural activities (Adamu and Nganje, 2010; 
Mustapha and Adeboye 2014), exploration and exploitation of crude oil (Uzoekwe 
and Oghosanine 2011) and refineries (Mustapha et al. 2018a, b, c, d).

Soil contamination types include soil pollution by industrial discharges, solid 
wastes, agricultural soil pollution, and pollution due to urban activities. The major 
causes of soil pollution are industrial discharges (Mustapha and Lens 2018), agri-
cultural pesticides (Zhang and Qiao 2002), fertilizers and insecticides (Zhang and 
Qiao 2002), fuel leakage from automobiles and seepage of toxic from dumpsites 
(Musa et al. 2018). In addition, soil fertility is negatively affected by contamination 
with industrial effluent (Hamza et al. 2012), exploitation and exploration of crude 
oil (Uzoekwe and Oghosanine 2011; Mustapha et al. 2018a, b, c, d) and automobile 
discharges (Abioye 2011; Chindo 2016). 

Petroleum industries are a major contributor of contaminants into the environ-
ment by their various activities ranging from exploration, exploitation, transportation, 
distribution and usage of refined products (Tyagi et al. 2011; Benson et al. 2016). The 
companies generate solid waste and sludge composed of heavy metals, organic and 
inorganic compounds (Uzoekwe and Oghosanine 2011), its improper disposal can 
lead to soil contamination which can pose serious threats to groundwater (Pal et al. 
2010). Furthermore, used and unused engine oil are discriminately disposed of on 
the ground surface at auto-mechanic workshops, in water drains and open channels
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Table 11.1 Major sources of soil pollution in Nigeria 

Activity Location Types Concentrations (µg/g) Sources Reference 

Oil exploration Niger Delta, 
Imo river and 
Oginni canal 

Polyaromatic 
hydrocarbons 
compounds: 
phenanthrene, 
anthracene, 
fluoranthene, 
pyrene 

65–331 and 24–120 Sediments 
and soil in 
rivers and 
canals 

Samuel 
Sojinu 
et al. 
(2010) 

Urban soils 
(industrial and 
agricultural 
areas) 

Ibadan Cd, Cu, Mn, 
Mo, Ni, Pb, 
Zn, As, Cr, 

8.4, 46.8, 1097.9, 2.2, 
20.2, 95.1, 228.6, 3.9, 
64.4 

Soil Odewande 
and 
Abimbola 
(2008) 

Dump slag Ibadan Pb, Zn and Ni 34.8–41,500, 16.3–849 
and ND–48.2; 
9.2–9700, 16.0–271 
and 2.83–36.9; 
4.55670, 8.00–174 and 
ND–322 

Soil, plant 
root and 
plant shoot 

Ogundiran 
and 
Osibanjo 
(2008) 

Auto-repair 
workshops, 
gas-stations and 
motor-parks 

Ibadan Pb, Zn, Cd, 
Cu, Cr, Co 
and Ni 

Pb–95.8, Cu–117; gas 
stations: Pb–46.6, 
Cu–33.5; motor-parks: 
Pb–31.6, Cu–16.8 

Soil Onianwa 
et al. (2003 

Auto-mechanic 
workshop 

Four 
geo-political 
zones of 
Nigeria 

Cu, Cd, Pb 
and Zn 

NI Nkwoada 
et al. 
(2018) 

Petroleum 
stations and 
mechanic 
workshop, 

Lagos TPH and 
heavy metals 

399.83 ± 106.19 and 
450.83 ± 90.58 µg/g; 
362.60 ± 185.84 and 
428.55 ± 119.00 µg/g 

Soil Adeniyi 
and 
Afolabi 
(2002) 

Tanker loading 
point 

Niger Delta Total PAH 47.2 ± 31.2 mg 
PAHtot./kg OC 

Soil Abbas and 
Brack 
(2006) 

Land use pattern Benue Pb, Zn, Cd, As Mineralized 
soils, urban 
soils, forest 
soils and 
agricultural 
soils 

Adamu 
and 
Nganje 
(2010) 

Municipal waste 
dumpsites 

Asaba Cu, Pb, Mn, 
Zn 

47.91, 60.32, 82.24, 
63.21% 

Soil Osakwe 
et al. 
(2012) 

Wastewater 
irrigation 

Minna Mn, Mg, Cu, 
Zn, Pb,  Fe, Cd  

3.20, 6.85, 31.0, 25.46, 
10.0, 60.96, and 0.05 

Soil Mustapha 
and 
Adeboye 
(2014)

(continued)
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Table 11.1 (continued)

Activity Location Types Concentrations (µg/g) Sources Reference

Municipal waste 
dumpsites 

Kafanchan Cd, Cr, Cu, Ni 
and Pb 

11.38–30.67 mg/kg, 
106.52–158.42 mg/kg, 
52.09–119.69 mg/kg 
94.19–308.35 mg/kg 
and 
98.43–332.83 mg/kg 

Soil Chindo 
(2016) 

Municipal waste 
dumpsites 

Owerri Cu, Pb, Zn 
and Cd 

0.08–0.10 mg/kg, 
0.84–1.48 mg/kg, 
0.13–0.79 mg/kg, 
1.40–34.89 mg/kg 

Soil Onwudike 
et al. 
(2017) 

Oil exploration Niger Delta Cd, Zn, Pb, 
As, Fe, 

36.71 mg/kg, 
22.24 mg/kg, 
72.26 mg/kg, 
13.41 mg/kg and 
27,930 mg/kg 

Soil Idzi et al. 
(2013) 

Note NI—Not Indicated

in Nigeria (Abdulyekeen et al. 2016) and many other developing countries (Abioye 
et al. 2008; Aleer et al. 2011). The effects of the discharge of pollutants into the envi-
ronment are numerous. Firstly, this practice is unsafe, and it will continuously release 
persistent, bioaccumulative and toxic chemicals into the environment as long as the 
world’s demand for oil for transport and continuous dependence on automobiles is on 
the rise (Aleer et al. 2011). Secondly, the contaminants can find their way into plant 
tissues, animals and human beings through migration and ingestion (Abdulyekeen 
et al. 2016), which could increase the risks of liver and kidney damage as well as 
cause cancer in people living in the affected environment (Aleer et al. 2011). Oil 
spills can cause displacement of air pore spaces in soil particles, this effect can cause 
wide deforestation and pollution of aquatic and terrestrial ecosystems (Mustapha 
and Lens 2018). In addition, effects of spent and fresh motor oil spills on soils are; 
increase in acidity of the soils, halt cellular respiration and roots of plants are starved 
of vital oxygen (Idzi et al. 2013; Abdulyekeen et al. 2016). Accordingly, Ebuehi 
et al. (2005) reported the impact of oil spillage on microorganisms and man through 
the introduction of non-organic, carcinogenic and toxic substances into the soil and 
Uzoekwe and Oghosanine (2011) reported a positive correlation between contam-
ination of water and sediments with aromatic hydrocarbons from refinery effluents 
with an adverse threat on the health of aquatic organisms. 

Heavy metals are essential for normal healthy growth by plants and animals 
at low but critical concentrations and toxic at high concentrations (Osakwe et al. 
2012; Ojuederie and Babalola 2017). They are major pollutants in soil (Chen et al. 
2015) because they are not biodegradable and have long-lasting effects in soil due to 
their relatively strong adsorption on humid and clay colloids (Osakwe et al. 2012). 
Tables 11.1 and 11.2 present various heavy metal and their sources of contamina-
tion in the environment. The main sources of heavy metals in the environment are 
industrial waste, electronic waste, auto-mechanic workshops, dumpsites, mining,
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soil parent material, energy and fuel production, electroplating, plumbing, wastew-
ater sludge and agriculture (Abioye, 2011; WHO 2011; Ali et al. 2013; Su et al.  2014; 
Nkwoada et al. 2018). The heavy metals of significant biological toxicity commonly 
found in soils are mercury (Hg), cadmium (Cd), lead (Pb), chromium (Cr), nickel 
(Ni), zinc (Zn) and copper (Cu) (Table 11.2; Abioye  2011; Ali et al. 2013; Su et al.  
2014). These heavy metals can bioaccumulate in plants as well as surface waters and 
tend to be toxic to aquatic organisms (Nkwoada et al. 2018).

The contamination of soils has resulted in severe environmental deterioration 
(Su et al. 2014). For instance, waste-derived fuels are especially prone to contain 
heavy metals (Abioye 2011) and waste oil from lubricants, gasoline, diesel, and by-
products of used and spent engine oil contain heavy metals such as Va, Pb, Zn, Cd, 
Cr, Cu, Al and Ni (Abioye 2011; Nkwoada et al. 2018). However, whatever may be 
the source of releasing heavy metals, the ultimate destination of the heavy metals 
is in the soil and water environment (Uddin et al. 2016). Therefore, these persistent 
problems that release toxic materials into the environment such as oil spills from spent 
and fresh motor oil, oil and gas production, industrial and municipal discharges, 
stormwater discharges, runoff from roads, vandalism, war, forest and grass fires 
(Ogunfowokan et al. 2003), needs to be given priority attention due to the increased 
health risks associated with it as well as the increased rate of depletion of soil and 
water resources (Belmount et al. 2004; Tabari et al. 2011). 

11.2 Treatment Methods for Petroleum Contaminated Soils 

11.2.1 Conventional Treatment Methods 

Conventional treatment methods are mainly physical and chemical processes (Marrot 
et al. 2006). They have been employed for the remediation of pollutants in oil-
contaminated soils, some of these methods are simply a transfer of contaminants 
from one place to another (Mazzeo et al. 2010), which may also require additional 
treatments. Moreover, the methods are energy-intensive, expensive, and generate by-
products that are often toxic to both humans and the environment (Mustapha et al. 
2018a). Conventional treatment methods are also known to destroy the biological 
component of the soil or change the chemical or physical characteristics of the soil 
(Lin and Mendelssohn 2009). Examples include incineration, thermal vaporization, 
solvent washing, and soil washing techniques (Table 11.2; Mustapha 2018). Zhang 
and Qiao (2002) highlighted some benefits as well as disadvantages of using some 
conventional treatment methods such as chemical treatment and volatilization, they 
said that although the method is feasible, is problematic in that large volume of 
acids and alkalis are produced and subsequently must be disposed of. In addition, 
they stated that incineration is the most reliable method for the destruction of toxic 
compounds, since the public is opposing potentially toxic emission, and it is also 
economically restrictive.
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Table 11.2 Heavy metals and hydrocarbons in soils 

Contaminants Sources Effects on soil Techniques Limitations References 

Heavy metal 

Essential: Fe, 
Mn, Cu,  Zn, Ni  
Non-essential: 
Cd, Pb, As, 
Hg, Cr 

Natural: 
weathering of 
minerals, 
erosion and 
volcanic 
activity 
Anthropogenic: 
mining, 
smelting, 
electroplating, 
use of 
pesticides and 
phosphate 
fertilizers, 
biosolids in 
agriculture, 
sludge 
dumping, 
industrial 
discharge, 
atmospheric 
deposition 

Toxicological 
effects on soil 
microbes may 
lead to a 
decrease in 
their number 
and activities 
Oxidative 
stress 
by the 
formation of 
free radical 
Severe soil 
erosion and 
off-site 
pollution 

Physical, 
chemical and 
biological 
approaches 
Conventional 
remediation 
methods: 
In situ 
vitrification, soil 
incineration, 
excavation and 
landfill, soil 
washing, soil 
flushing, 
solidification, 
and stabilization 
of electro-kinetic 
systems 

the physical 
and chemical 
methods 
suffer from 
limitations 
like high cost, 
intensive 
labour, 
irreversible 
changes in 
soil properties 
and 
disturbance of 
native soil 
microflora 
Chemical 
methods can 
also create 
secondary 
pollution 
problems 

Ali et al. 
(2013) 

Heavy metals: 
Hg, Cd, Pb, 
Cr, Zn, As, Cu 

Anthropogenic: 
Industrial 
waste, 
electronic 
waste, mining, 
energy & fuel 
production, 
electroplating, 
wastewater 
sludge and 
agriculture 

Physical, 
chemical 
degradation, 
photodegradation 

Methods leave 
behind 
daughter 
compounds 
which are 
toxic to the 
environment 
than the 
parent 
compounds 

Abioye 
(2011) 

Hydrocarbons: 
Volatile and 
semi-volatile 
organic 
compounds; 
PAH, PCBs, 
dioxins 

Oil spills, oil 
waste discharge 
from refineries, 
factories or 
shipping 

Soil vapour 
extraction 

The method 
cannot be 
used for 
removal of 
heavy oils, 
metals, PCBs, 
or dioxins 

Abioye 
(2011) 

In situ steam 
injection vapour 
extraction, Air 
sparging, 
Excavation 

High unit cost 
for 
transportation 
and final 
off-site 
disposal

(continued)
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Table 11.2 (continued)

Contaminants Sources Effects on soil Techniques Limitations References

Heavy metals: 
Hg, Cd, Cr, 
As, Pb, Cr, V, 
Ni Cu and Zn, 

Atmospheric 
deposition, 
sewage 
irrigation, 
improper 
stacking of the 
industrial solid 
waste, mining 
activities, the 
use of 
pesticides and 
fertilizers 

Inhibit 
microbial 
biomass and 
activity of the 
soil, reduces 
activities of 
enzymes in the 
soil, can 
interfere with 
crop 
photosynthesis 
and protein 
synthesis and 
may cause 
membrane 
damage 

Replacement of 
contaminated 
soil, soil removal 
and soil isolation 

Cost a large 
amount of 
manpower 
and material 
resources, so 
they can only 
be applied to a 
small area of 
soils 

Su et al. 
(2014)

11.2.2 Natural Treatment Methods 

Natural systems can be exploited in soil management for treating a wide variety of 
contaminants simultaneously by the combined action of the microorganisms growing 
on the medium and plant species (Mustapha et al. 2018b). They are known to be low-
cost (Stottmeister et al. 2003; Al-Baldawi et al. 2014), have low maintenance (Chen 
et al. 2006), requires less energy (Hazra et al. 2011; Aslam et al. 2007), as well as being 
an ecologically friendly alternative to conventional treatment methods (Mustapha 
2018). However, the method is slow, with the addition of organic and inorganic 
materials, supplying oxygen and by maintaining suitable conditions of temperature, 
pH and moisture the process of remediation can be accelerated (Ebuehi et al. 2005; 
Hamoudi-Belarbi et al. 2018). Natural treatment systems include phytoremediation 
and bioremediation. 

Phytoremediation is a plant-assisted bioremediation technique (Wenzel 2009). It 
uses plants and or associated microorganisms to remove organic and/or inorganic 
contaminants from soil, uptake and conversion into non-toxic forms, or stabiliza-
tion of inorganic into a less soluble form (Abou-Shanab et al. 2007; Isitekhale et al. 
2013). Phytoremediation of contaminated sites is a cost and environmentally effec-
tive approach (Isitekhale et al. 2013). This natural approach supports the goal of 
sustainable development by helping to conserve soil as a resource, bring the soil 
back into beneficial use, preventing the spread of pollution to air and water, and 
reducing the pressure for development on green or agricultural field sites (Oh et al. 
2014). The fundamental processes involved in phytoremediation are phytostabiliza-
tion (and immobilization), phytovolatilization, rhizovolatilization, phytoextraction, 
and phytodegradation, rhizodegradation (Wenzel 2009; Pal et al. 2010). Garbisu and 
Alkorta (2003) described plants as solar-driven pumps because of their abilities to
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uptake essential and non-essential metals in the course of remediation of polluted 
sites. 

Bioremediation is the use of natural microbial capacity to reduce or eliminate 
hazardous substances from the environment (Zhang and Qiao 2002; Aleer et al. 
2011). In addition, Agamuthu et al. (2013) referred to bioremediation as the removal, 
destruction, or transformation of pollutants to less harmful constituents. Bioremedia-
tion of contaminated soils is a widely accepted technology in which native introduced 
microorganisms and/or biological wastes, such as compost, animal manure and plant 
residues are used to detoxify or transform toxic contaminants into less toxic forms 
(Ashokkumar et al. 2014). Also, the process can range from simply allowing indige-
nous organisms to degrade toxic substances under natural conditions, to supplying 
oxygen to the contaminated soils and active augmentation by artificial means to 
accelerate the process of biodegradation (Zhang and Qiao 2002; Aleer et al. 2011). 

Bioremediation may be classified into three main types; biostimulation and 
bioaugmentation (Tyagi et al. 2011) and intrinsic bioremediation (natural attenu-
ation) (Aleer et al. 2011). Bioremediation technology can be classified into ex situ 
and in situ as well as the techniques involved in bioremediation are also classified into 
in situ and ex situ (Agamuthu et al. 2013). Ex-situ technologies involve the physical 
movement of contaminant materials to another area for treatment while treatment in 
place is called in situ. Examples of ex situ technology include biopiles, landfarming 
and composting and in situ are bioventing, bioaugmentation, biosparging and bios-
timulation (Pal et al. 2010; Aleer et al. 2011). However, many factors such as nutri-
ents, pH, temperature, moisture, oxygen, soil properties, strain selection, microbial 
ecology, type of contaminants and concentration of contaminants can limit biore-
mediation techniques (Tyagi et al. 2011; Ofoegbu et al. 2015). Bioremediation is a 
cost-effective means of remediation of soil contaminated with petroleum (Gupta et al. 
2020). The process involves the stimulation of the catabolic activity of indigenous 
microorganisms by the addition of organic and inorganic biostimulants (Hamoudi-
Belarbi et al.  2018). For instance, Agamuthu et al. (2013) biostimulated indigenous 
microorganisms by the use of organic and inorganic wastes, they achieved a 94 and 
82% degradation of used lubricant oil-contaminated soils after 98 days of exposure 
from cow dung and sewage sludge, respectively. Also, Ebuehi et al. (2005) treated 
a crude oil-contaminated sandy soil during a 10 weeks study using remediation by 
enhanced natural attenuation (RENA) technique. Their study revealed a reduction in 
TPH content in the contaminated soils from 1.1004× 104 mg/kg to 282 mg/kg. RENA 
is a full-scale bioremediation technology in which contaminated soils, sediments and 
sludge are periodically tilled to aerate the waste (Ebuehi et al. 2005). 

Biostimulation agents are cheap, readily available and environmentally friendly 
and they are capable of improving the nutrient or aeration status of the soil. Organic 
manures are used to improve soil fertility (Benson et al. 2016; Obasi et al. 2013), 
aeration, pH, water-holding capacity, ion-exchange capacity and conservation of soil 
texture (Hamoudi-Belarbi et al. 2018). They could come from both animals and plant 
sources including domestic birds and livestock such as chicken, ram, sheep, cow, 
goat, horse, sawdust, rice husk, yam peel, banana skin, carrot peel, and palm kernel 
husk (Ofoegbu et al. 2015; Hamoudi-Belarbi et al. 2018). Hamoudi-Belarbi et al.
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(2018) reported that these biostimulants provide nutrients that enhance the growth 
of hydrocarbon-degrading bacteria and also release biosurfactants that increase the 
bioavailability of poorly soluble hydrocarbons compounds. Thus, making them 
effective amendments for the bioremediation of used lubricant contaminated soils 
(Agamuthu et al. 2013). 

Inorganic fertilizers (NPK) are a good supplement for the growth of petroleum 
utilizing bacteria in oil-contaminated soils. They have been reported to increase 
the carbon to nutrient ratios to stimulate and sustain microbial activity (Isitekhale 
et al. 2013). The application of organic and inorganic manures to oil-contaminated 
soils has been reported by various researchers. For instance, Isitekhale et al. (2013) 
achieved net remediation of 86.97 and 76.42% from poultry manure and NPK fertil-
izer mixture. They concluded that both organic and inorganic fertilizer mixtures are 
effective in the remediation of crude oil-contaminated soils (Gupta, 2020a, b; Basu  
et al. 2020; Yadav and Gupta, 2021, Ali et al. 2021, Mahajan et al. 2021, Kumar 
et al. 2021a, b). Thus, for an efficient bioremediation process to occur a competent 
microbe, water, oxygen and nutrients are vital parameters to be considered (Tyagi 
et al. 2011). 

11.3 Description of the Study Site 

The investigation was undertaken at a mechanic workshop located at western by-pass, 
Mechanic village in Bosso Local Government Area of Minna, Nigeria (Fig. 11.1). 
Minna lies between latitude 9º 40’ N and longitude 6º 33’ E of the Equator at an 
elevation of about 400 m above sea level, it falls within the southern Guinea Savanna 
vegetation zone with a sub-humid climate (Egharevba and Ibrahim 2006). Its climate 
is influenced mainly by the rain-bearing South West winds from the oceans and the 
dry dusty or harmattan North East winds (air masses) from the Sahara Desert (Musa 
et al. 2016). There are two main seasons; the rainy and the dry (harmattan). The 
rainy season starts in April and ends in October while the dry season commences in 
October /November and ends March. It has a mean annual rainfall of between 1038.3 
and 1423.4 mm and a mean annual temperature of between 32° and 29° during the 
dry season (Mustapha 2010). The texture of the soil profile is an Alfisol and varied 
from sandy loam in the upper horizons to sandy clay in the deeper horizons with 
very low cation exchange capacity (Egharevba and Ibrahim 2006).

Horse manure and sawdust were collected from a stable and a carpentry workshop. 
Samples were collected in sacks and transported to the experimental site while NPK 
fertilizer was bought from a commercial dealer, all samples were collected in Minna, 
Nigeria. 

Minna is the capital of Niger State, it is situated in the North Central Nigeria 
with a population of about 447, 959 (Minna’s 2020 population; latest revision of UN 
World Urbanization Prospects) and Niger state with a land mass of 76, 363 km2. It is  
severely faced with different types of environmental pollution problems that requires 
urgent attention.
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a 

b 

c 

Fig. 11.1 Map of Nigeria showing Niger State a and Bosso Local Government Area b in red and 
c Goggle map of Mechanic village (the study area) in Minna, Bosso L.G.A, Niger State. Nigeria. 
Source (Oguh et al. (2019) for  a and b

11.3.1 Experimental Design 

A plot cell measuring 100 cm by 200 cm was used for this study, it was ploughed 
to a depth of 30 cm such that the depth and exposed surface area of the soil, its 
temperature, nutrient concentration, moisture content and oxygen availability, could 
be controlled. The plot cell was demarcated with the aid of pegs and ropes to avoid 
intrusion and interruption (Fig. 11.2). The experiment was conducted during the rainy 
season (June to September 2009) as such the plot cells received excess runoffs. This 
was unavoidable since the remediation study took place in the open air and therefore 
exposed to the rains.

The study consisted of three treatment cells: treatment cell A (engine oil contami-
nated + application of NPK fertilizer + horse manure + sawdust + tilling): received 
combined treatment of 4.2 kg of NPK fertilizer, 48 kg of sawdust and 448 kg of horse
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(a) 

(b) (c) (d) 

Fig. 11.2 a. Engine oil contaminated soil at an auto mechanic workshop in Minna, Nigeria. Bios-
timulants used for the experiment are: b. Horse dung; c. NPK fertilizer and d. Sawdust. They are 
reported to add nutrients to the soil and improve the quality of the soil. Thus, application of the 
stimulants revived the engine oil contaminated soil back to useful value

manure during the remediation period; treatment cell B (engine oil contaminated soil 
+ tilling): received tilling (aeration) and no amendment and treatment cell C (uncon-
taminated soil) which served as the control cell (i.e., did not receive any treatment 
and was also not affected by the activities of automobile repairs and maintenance). 

11.3.2 Soil Characterization 

The composite samples were air-dried, ground to fine particles, homogenized then 
passed through a 2 mm mesh sieve. The physiochemical parameters of the soils were 
measured according to standard methods, particle size analysis was determined by 
hydrometer method, total hydrocarbon content was determined by a photometric 
method using DR/4000 Spectrophotometer at a wavelength of 420 nm, pH and elec-
trical conductivity were recorded using the conductivity meter. Organic carbon and 
organic matter content were determined by wet oxidation method and Walkley– 
Black acid digestion method respectively, chromium, cadmium and lead using the 
bulk atomic absorption spectrometer (AAS). Determination of available phosphorus
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was calorimetric, potassium was by flame photometer, nitrogen content was deter-
mined by Kjeldahl digestion method and dilution plate method was used to determine 
soil microbial content. 

11.3.2.1 Physiochemical Characterization of Contaminated 
and Uncontaminated Soils 

The physiochemical qualities of treatment A, treatment B (engine oil contaminated 
soil + tilling) and treatment C (uncontaminated soil) are presented in Tables 11.3, 
11.4 and 11.5. Treatment A soil was characterized with low moisture content, has a 
C: N of 13 which decreased to 2 during the degradation process. The soil pH was 
slightly acidic, it decreased at the end of the experiment, has low available nutrients 
thus inability to suit plant and animal lives (Table 11.3). 

Over 70 days of treatment, treatment A soil showed an increment in its moisture 
content, organic matter and a decrease in organic carbon content (Table 11.3). The 
organic matter content ranged from 0.53 to 5.27%. The total organic matter increased 
when treatment began (1.78%) compared with the content before treatment and 
subsequently throughout the experiment. The total organic carbon content decreased 
from 5.85 to 1.03%. The nutrient (nitrogen, phosphorus and potassium) contents of 
the soil increased after the treatment and a decrease in the content was observed 
afterward toward the termination of the experiment. 

Table 11.4 present the physicochemical qualities of the soil samples taken as 
untreated contaminated soil at the start-up (day 0) and termination (day 70) of the 
experiment. The pH of the untreated soil was slightly acidic at the start-up and 
alkaline at the termination of the experiment as well. The organic carbon content 
ranged from 5.85 to 3.20%, this decreased the C: N from 13.0 to 8.42%. This is an 
indication of natural attenuation of total petroleum hydrocarbon in the engine oil-
polluted soils, implying slow degradation of the contaminants in the contaminated

Table 11.3 Soil physiochemical characteristics of treatment cell A (engine oil contaminated soil 
+ NPK fertilizer + horse manure + sawdust + tilling) during 70 days of remediation 

Sampling period (days) 

Parameters 0 14 28 42 56 70 

Moisture content (%) 6.50 8.70 11.20 12.40 14.10 16.30 

pH 6.90 6.78 6.70 6.50 6.13 6.06 

Organic carbon (%) 5.85 4.82 3.16 2.70 1.96 1.03 

Organic matter (%) 0.53 1.78 2.32 3.04 4.53 5.27 

Total Nitrogen (%) 0.45 0.66 0.60 0.55 0.53 0.51 

Available Phosphorus (mg/kg) 0.17 2.18 2.06 1.73 1.70 1.55 

Sodium (mg/kg) 0.32 0.67 0.60 0.74 0.42 0.36 

Potassium (mg/kg) 0.12 0.91 0.30 0.44 0.20 0.17
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Table 11.4 Physiochemical 
characteristic of untreated 
contaminated (control) site at 
start-up and endpoint 

Sampling period (days) 

Parameters 0 70 

Moisture content (%) 6.50 8.20 

pH 6.20 6.03 

Organic carbon (%) 5.85 3.20 

Organic matter (%) 0.53 3.74 

Nitrogen (%) 0.45 0.38 

Available phosphorus (mg/kg) 0.17 0.09 

Sodium (mg/kg) 0.32 0.41 

Potassium (mg/kg) 0.12 0.06 

Total petroleum hydrocarbon (mg/kg) 3.23 × 103 2.42 × 103 
Cadmium (mg/kg) 0.0464 0.0364 

Chromium (mg/kg) 0.4215 0.4113 

Lead (mg/kg) 0.6154 0.6030 

Sand (%) 96.36 – 

Silt (%) 3.9 – 

Clay (%) −0.156 – 

Texture Sandy clay – 

Table 11.5 Soil 
physiochemical characteristic 
of uncontaminated soil 
(control site) 

Parameters Soil Horse dung Sawdust 

Moisture content (%) 30.0 45 10.80 

Organic carbon (%) 7.50 40.47 60.00 

Organic matter (%) 1.26 48.5 3.64 

Nitrogen (%) 0.06 0.90 1.10 

pH 5.90 6.68 5.95 

Available phosphorus 
(mgkg−1) 

2.10 18.70 10.22 

Potassium (mgkg−1) 0.37 0.64 0.78 

Lead (mgkg−1) 0.30 – – 

Chromium (mgkg−1) 0.0 – – 

Cadmium (mgkg−1) 0.0 – – 

Sand (%) 94.2 – – 

Silt (%) 5.28 – – 

Clay (%) 0.52 – – 

Texture Sandy silt – –
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soils by utilizing microorganisms. The untreated contaminated soils contained low 
nutrient concentrations (nitrogen, phosphorus and potassium). 

The physicochemical characteristic of the uncontaminated soils is presented in 
Table 11.5 and it is classified as sandy silt with acidic pH, low nutrient (0.06– 
2.10 mg/kg) content, organic carbon and organic matter (1.26–7.50%) (Table 11.5). 
Soil pH can control the availability, mobility and toxicity of heavy metals in the soils. 
In this present study, the uncontaminated soil contained 0.30 mg/kg of lead while 
cadmium and chromium were not detected in the soil samples. 

Horses are generally known to produce a large amount of manure. They have a high 
carbon to nitrogen ratio (Keskinen et al. 2017). For instance, the horse manure used 
for this study had a C: N of 40:1, their bedding may have mixed with their manure to 
contribute to a large amount of carbon. The horse dung had a 55% moisture content, 
this is ideal for microbial metabolism, 0.90% N, 0.64 and 18.70 mg/kg of K and P, 
respectively (Table 11.5). 

Sawdust ash has been proven to be an effective organic fertilizer (Awodun 
2007). The sawdust properties for this study are shown in Table 11.5 as 1.10% N, 
10.22 mg/kg P, and 0.78 mg/kg K. It is also known to contain high content of oxygen 
(>33%) (Phonphuak and Chindaprasirt 2015) and hydrogen (5.32%). Sawdust has a 
liming effect with a pH value of 5.95. The C: N ratio for the sawdust was 55. 

11.3.2.2 Influence of Soil Physicochemical Parameters 
on Biostimulation Process 

The physicochemical characteristics of soil indicate the health of soil (Benson et al. 
2016). The engine oil-contaminated soil was slightly acidic at the inception of 
the experiment, this may be related to petroleum oil contaminants in polluted soil 
(Benson et al. 2016). Consequently, at the termination of the experiment, the pH of 
treated contaminated soils showed a decrease in acidity. This may be due to the effect 
of the addition of horse dung, sawdust, NPK fertilizer and aeration of the soil, indica-
tive of a high rate of fertilization of the added nutrients (Singwane and Malinga 2012). 
In addition, organic manures have a buffering effect on petroleum-contaminated soils 
(Benson et al. 2016). The pH of a soil can also affect the physicochemical proper-
ties of the soil, thus, an increase in pH and a corresponding decrease in TPH was 
observed, which may have favored the microbial degradation of oil as well as aided 
organic matter breakdown and mineralization of carbon in the contaminated soil 
(Obasi et al. 2013). However, this was different for the controlled soil, with higher 
pH, lower organic matter content and lower degradation of TPH in the soil. 

The contaminated soil showed low moisture content (Table 11.3), which is 
in agreement with the findings of Benson et al. (2016), they reported that oil-
contaminated soils have water repellent property thereby making the soils to be 
water deficient. However, with the addition of the biostimulation agents, the mois-
ture content improved. Also, the moisture content was within the range (12–25%) 
favorable for microbial growth, proliferation and metabolism (Tyagi et al. 2011; 
Abdulyekeen et al. 2016). Thus, these agents are capable of improving the soil’s
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physical and chemical conditions as well as aeration of the soils (Benson et al. 
2016). 

Soil organic carbon content was observed to have decreased with an increase 
in microbial growth and a corresponding decrease in the TPH concentrations. 
The degradation of TPH is due to the stimulated microbial growth which led to 
the synthetization of enzymes necessary for the degradation of the contaminants 
(Hamoudi-Belarbi et al. 2018). This decrease may also be attributed to the utiliza-
tion of carbon as an energy source, mineralization of hydrocarbons and organic matter 
breakdown by the microorganisms present in the contaminated soils (Nduka et al. 
2012). This was brought about by the conducive environmental conditions provided 
by biostimulation of the engine oil-contaminated soil; a pH close to neutrality with 
the availability of nutrients (Ebuehi et al. 2005; Obasi et al. 2013; Benson et al. 2016), 
adequate supply of oxygen and increased moisture content (Hamoudi-Belarbi et al. 
2018). 

Soils contaminated with oil are limited in soil nitrogen, phosphorus and oxygen 
(due to the hydrophobic properties of oil) as well as an increase in carbon content 
(Obasi et al. 2013; Abdulyekeen et al. 2016). This is in line with this present study, 
lower nutrient was observed in the contaminated soil and consequently, the nutrient 
content increased with lower TPH towards the end of the experiment (Fig. 11.3) 
with horse dung, sawdust and NPK fertilizer amendment. The soil organic matter 
content of the treated contaminated soil was improved, nutrient and moisture content 
of the soil increased as well as the microbial activities, showing an improvement in 
physical, chemical and biological properties of the treated contaminated soil (Table 
11.1; Figs.  11.1 and 11.2; Singwane and Malinga 2012). 
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Fig. 11.3 Bioremediation of Total petroleum hydrocarbon (TPH) in engine oil-contaminated soil. 
Nutrient-enhancement (biostimulation) of the contaminated soil was more effective compared to 
the naturally attenuated technique during the 70 days of remediation. Biostimulation is aimed 
at enhancing the activities of the indigenous microorganisms that are capable of degrading 
hydrocarbons in oil-contaminated soils
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11.3.3 Bioremediation Procedure 

The engine oil contaminated soil was tilled to a depth of 15 cm and the lumps were 
broken to fine particles to increase the surface area with the aid of digger, shovel 
and rake (on day 0) and allowed for three days in an open-air for proper aeration 
and to activate the soil microorganisms (composite samples were taken for analysis). 
The composite samples consisted of 5 sub-samples taken at equally spaced intervals 
within the collection treatment cells. On day 4, 1 kg of NPK fertilizer was applied to 
the treatment cells at the rate of 1 kg of NPK fertilizer per 2 m2 of soil surface. NPK: 
20.20.10 fertilizer was selected for its relatively high nitrogen content and availability 
in the market. Plots were tilled again to incorporate these materials to the depth of 
15 cm. On day 14, approximately 48 and 448 kg of a mixture of dry sawdust and horse 
manure were applied once to the plot cells, covering the plot cell to a depth of 10 cm 
or deeper and then tilled into the soil (composite samples were taken for analysis). On 
day 28 (4th week of remediation), soils were tilled before the collection of composite 
samples. 5 g of these composite soil samples were collected as described by Abioye 
et al. (2009). Following sample collection, NPK fertilizer was applied at the rate of 
1 kg/m2 to the plot cells and then tilled to mix nutrients and aerate. The soil plot 
was tilled every two days for proper aeration and to avoid compaction to generate 
an aerobic condition that can enhance the activities of aerobic micro-organisms. The 
third composite samples were taken on day 42, after tilling to a depth of 30 cm to 
identify any possible deep leaching of hydrocarbons. NPK fertilizer was applied at the 
rate of 0.6 kg/m2 and tilled into the soil. Subsequently, other composite samples were 
taken on day 56 and finally on day 70 for isolation and enumeration of heterotrophic 
bacteria and determination of total petroleum hydrocarbon. The samples for the total 
hydrocarbon content (THC) measurements were placed in one-litre glass bottle and 
sealed with aluminum foil. This procedure was undertaken three times. The bags and 
glasses were immediately transferred to the laboratory for analysis. 

11.3.3.1 Determination of Total Hydrocarbon Content 

The total petroleum hydrocarbon content in engine oil contaminated soil was deter-
mined as described in Abioye et al. (2009). 10 g of soil samples were weighed into a 
volumetric flask and 20 mL of toluene was added. The mixture was then placed on an 
orbital shaker for 30 min, and the liquid phase measured at 420 nm using DR/4000 
Spectrophotometer. The total petroleum hydrocarbon (TPH) in soil was estimated 
with reference to a standard curve derived from fresh used lubricating oil diluted 
with toluene. 

The degree of degradation (D) was calculated using the equation from Ofoegbu 
et al. (2015):
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% D  = Initial TPH content, mg/kg − Residual TPH content, mg/kg 

Initial TPH concentrations, mg/kg
× 100 
(11.1) 

The biostimulation efficiency (BE) of treatment A and treatment B was calculated 
using the equation from Ofoegbu et al. (2015): 

%BE = %TPH(T ) − TPH(U ) 

TPH(T ) 
(11.2) 

Where % TPH (T) is the percentage removal of TPH in biostimulated soil and % 
TPH (U) is the percentage removal of TPH in unbiostimulated soil. 

The equation for net % loss in TPH was adopted from Agamuthu et al. (2013). 

Net % loss = % loss in TPH of engine oil contaminated soil with combined treatment

- % loss  in  TPH of untreated  soil  
(11.3) 

11.3.3.2 Biodegradation of Engine-Oil Contaminated Soils 

The degradation of total petroleum hydrocarbon (TPH) in engine oil contaminated 
soil was investigated over 70 days. This is illustrated in Fig. 11.3. The figure showed 
high degradation of TPH in the nutrient-enhanced treatment (contaminated soils + 
horse manure + NPK fertilizer + sawdust + tilling) compared to the natural atten-
uated (contaminated soil + tilling) treatment. Furthermore, the nutrient-enhanced 
treatment showed an 87% degradation while the natural-attenuated treatment showed 
a 55% reduction and a net percentage oil loss of 31.95% at the termination of the 
experiment. 

11.3.4 Efficacy of Biostimulation Process 

Bioremediation of engine oil contaminated soil with indigenous microorganisms 
stimulated with a combination of NPK fertilizer, horse manure, sawdust application 
and tillage was more effective compared to the natural attenuation (Table 11.2 and 
Figs. 11.1, 11.2, 11.3 and 11.4). Thus, the addition of NPK fertilizer, horse manure, 
sawdust increased the nutrient contents of the engine oil contaminated soil, hence 
the increase in microbial growth and activities and therefore restoring the engine oil-
contaminated soil. The contaminated soil had a TPH concentration of 3230 mg/kg 
at inception, after 28 days of treatment with organic and inorganic stimulants, there 
was a 52% TPH in the contaminated soil. Subsequently, at days 56 and 70, there 
were 82 and 87% TPH removal while the natural attenuation treatment system had 
total removal of 55% TPH. The biostimulation efficiency (BE) and the net loss of the
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Fig. 11.4 Effects of nutrients on the treatability of TPH in engine oil-contaminated soil 

nutrient-enhanced and natural attenuation treatment systems were 36.78 and 31.95%, 
respectively. 

11.3.4.1 Total Petroleum Hydrocarbon 

The level and toxicity of petroleum oil-contaminated soils can be determined by the 
content of TPH in the soil (Benson et al. 2016). Biostimulation of the contaminated 
engine oil soils was restored by the addition of organic (horse manure and sawdust), 
inorganic (NPK fertilizer) and tilling of the contaminated soil. This observation 
is illustrated in Fig. 11.4. The nutrient-enhanced treated soils (treatment A) had 
higher degradation of TPH than the naturally attenuated treated soil (treatment B). 
This is particularly due to the nutrient contents of the manure and fertilizer. This 
observation is in agreement with the findings of Agamuthu et al. (2013), Benson 
et al. (2016); Ebuehi et al. (2005) and Obasi et al. (2013). Agamuthu et al. (2013) 
reported accelerated biodegradation of petroleum in soil with the addition of N and P 
to an oil-polluted soil. Abdulyekeen et al. (2016) achieved 84 and 79% degradation of 
oil and grease in soil contaminated with used motor oil after 6 weeks of biostimulating 
with elephant and horse dung. Similarly, Onuoha (2013) reported a 79.2, 81.6, 92.6 
and 97.8% for unamended control soil, cow dung amended soil, poultry amended 
soil and goat dung amended soil respectively after six months for soil contaminated 
with 5000 mg/kg (0.5%) spent oil. 

Furthermore, the degradation of TPH in both the nutrient–enhanced treatment and 
the natural—attenuated treatment may be related to the fact that tropical soils have 
a high rate of decomposition (Singwane and Malinga 2012). Also, as reported by 
Tyagi et al. (2011) temperature can influence the growth and degradation potentials 
of microorganisms as well as the physical and chemical composition of the oil.
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There was a decrease in TPH content and a corresponding increase then a decrease 
in the nutrient content. The decrease in the nutrient content may be due to the utiliza-
tion of the nutrient by the microorganisms in the contaminated soil. In addition, 
Isitekhale et al. (2013) also reported a 75% hydrocarbon degradation in crude oil 
contaminated soil 2 weeks after the application of chicken manure. 

Petroleum-contaminated soils are characterized by low nutrients. The contami-
nated soils were stimulated by organic and inorganic stimulants, the figure showed an 
increase in nutrients then a decline in the available nutrients, this is likely to happen 
when a microbial community begins to degrade contaminants. 

11.3.4.2 Total Heterotrophic Bacteria in Engine-Oil Contaminated Soil 

Figure 11.5 present the effects of reduction of contaminants in contaminated soil on 
the growth of total heterotrophic bacteria. At the start-up of the experiment, total 
heterotrophic bacteria (THB) was 0.018× 106 CFU /g in the engine-oil contaminated 
soil and the uncontaminated soil sample had a bacteria count of 1.22× 106 CFU /g. On 
day 28 of the experimentation period, THB had increased to 2.26× 106 CFU /g with a 
corresponding decrease in TPH (1.56 × 103 mg/kg). Similarly, on day 42, lower TPH 
and lower THB were observed, and at the termination of the experiment, lower TPH 
corresponded to increased THB. 

The engine oil-contaminated soils showed a low presence of microorganisms 
(Fig. 11.5). There was an increase in the microbial population of the treated engine oil-
contaminated soils over time. There was more THU count in the nutrient–enhanced 
treatment compared to the natural—attenuated treatment, owing to the presence of
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Fig. 11.5 Effects of biodegradation on reduction of total petroleum hydrocarbon and growth of total 
heterotrophic bacteria in treatment cell. The bioremediation of total petroleum hydrocarbon is shown 
to be effective with continuous reduction of the TPH compounds during the period of remediation. 
Meanwhile, there was a growth of the indigenous microorganisms then a decline and then a gradual 
increment in the microbial biomass. However, this did not affect the remediation process 
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macro and microelements (N, P, K, Cu and Zn) in the combined manure (Agamuthu 
et al. 2013) which could have stimulated microbial growth in the contaminated soil. 
Also, an increase in THU is indicative of increased biodegradation as observed by 
Ebuehi et al. (2005). They achieved a decrease in TPH, nitrogen and phosphorus 
from crude oil-contaminated soil amended with fertilizer and aeration from 1.10 × 
104 mg/kg, 24,6 mg/kg and 22.8 mg/kg to 300, 0,12 and 1.7 mg/kg, respectively for 
TPH, nitrogen and phosphorus after 10 weeks of remediation by natural attenuation 
of crude oil contaminated sandy soil. Similarly, Benson et al. (2016) recorded a 
higher presence of total heterotrophic bacteria (THB) and hydrocarbon utilizing 
bacteria after amendment with cow dung in crude oil-contaminated soil. In addition, 
increasing the amount of nitrogen and phosphorus in soil under aerobic conditions 
increased the activities of the indigenous microorganisms consequently increasing 
the degradation of TPH to carbon and water (Abioye 2011; Ebuehi et al. 2005). Thus, 
N and P are very important nutrients needed by hydrocarbon utilizing bacteria to carry 
out effective and efficient biodegradation of petroleum contaminants (Agamuthu et al. 
2013). 

11.3.4.3 Fate of Heavy Metals in Treatment Cells 

Figure 11.6 presents the reduction in heavy metal concentrations in used engine oil 
contaminated soils amended with horse dung, NPK fertilizer, sawdust and tilling. 
On day 0, Cr, Cd and Pb were relatively low in the engine-oil contaminated soil 
(Fig. 11.6). Gradually, there was a decrease in the concentration of Pb and Cd and an 
increase in Cr concentration in the treated soil towards the termination of the exper-
iment. The treatment cell A showed 71 and 64% Cd and Pb removal, respectively 
while Cr showed adsorption onto the soil particles of the treatment. 
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Fig. 11.6 Change in heavy metal concentration during biostimulation process



11 Management and Remediation of Polluted Soils Using Fertilizer, Sawdust … 225

0.000 

0.200 

0.400 

0.600 

0.800 

1.000 

Cr Cd Pb 

H
ea

vy
 m

et
al

 c
on

ce
nt

ra
tio

ns
 (m

g/
kg

) 

Heavy metals 

Heavy metal conc. @ day 0 Natural attenuation @ day 70 Nutrient-enhanced @ day 70 

Fig. 11.7 Fate of heavy metals in treatment cells. Cd and Pb were reduced in the natural attenuated 
and nutrient enhanced systems. Cr showed an increased concentration, this may be as a result of 
both anthropogenic and natural processes 

Figure 11.7 presents the heavy metal concentrations in the treatment cell soils 
at the start-up and termination of the experiment. The heavy metal concentrations 
in the soils of the treatment cells at the start-up of the treatment were in the order 
of Pb > Cr > Cd and at the termination of the experiment the order was Cr > Pb 
> Cd. The concentrations were relatively low and Pb had the highest concentration 
(0.615 mg/kg). 

Cd and Pb were removed/treated in the engine-oil contaminated soil while Cr was 
shown increasing in concentration. 

The fate of heavy metals and their transport in soils depends on their chemical form 
and speciation (Evanko and Dzombak 1997). Evanko and Dzombak (1997) stated that 
primary processes influencing the fate of Pb in soil include adsorption, ion exchange, 
precipitation and complexation with sorbed organic matter, these processes limit the 
amount of Pb that can be transported into surface water or groundwater and Cr 
mobility depends on sorption characteristics of the soil, including clay content, iron 
oxide content and the amount of organic matter present while Cd removal is by sorp-
tion which is influenced by cation exchange capacity of clays, carbonate minerals, 
and organic present in soils and sediment. Heavy metal removal mechanisms include 
sedimentation, flocculation, absorption and cations and anion exchange, complexa-
tion, precipitation, oxidation/reduction, microbiological activity and uptake (Shafik 
2008; Ojuederie and Babalola 2017). Metals are more soluble in acidic pH, hence 
toxicity problems are more severe in acidic soil than alkaline soil (Damodaran et al. 
2011). The study site was slightly acidic, with low concentrations of Cd, Pb and Cr. 
These were found to be within the threshold limits of 50 mg Cr/kg, 100 mg Pb/kg 
and 2 mg Cd/kg (Fabietti et al. 2010).
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There was a decrease in Cd and Pb concentrations corresponding to a 71 and 64% 
removal respectively during the cause of bioremediation of the engine-oil contam-
inated soil, while the natural attenuation had a removal efficiency of 22 and 4% 
respectively for Cd and Pb this may have been influenced by amendment with organic 
and inorganic biostimulants. In contrast to no Cr removal in the nutrient-enhanced 
bioremediation, natural attenuation had a 5% Cr removal efficiency. 

Meanwhile, the release of Cr in the process of bioremediation of the engine oil-
contaminated soils was observed. This release may be attributed to the application 
of organic and inorganic stimulants. These findings are supported by Wuana and 
Okieimen (2011), who reported that application of numerous biosolids (e.g., livestock 
manures, composts, and municipal sewage sludge) to land can unintentionally lead 
to the accumulation of heavy metals such as Cd, Cr, Cu, Pb, Hg, Ni and Zn in the soil. 
Also, the release of Cr in the treated soil may be related to microbial degradation of 
Cr(IV) to nontoxic immobile Cr(III) in either aerobic or anaerobic conditions in the 
soil (Das and Mishra 2010). 

Phytoremediator plant species have a unique ability to extract and transport metals 
from substrates to plant parts (Kumar et al. 2013). Therefore, the presence of macro-
phytes can play an important role in effectively removing Cr from polluted water and 
soil. Effective treatment of Cr in plant-assisted bioremediation (phytoremediation) of 
secondary treated refinery wastewater was reported by Mustapha et al (2018c). Thus, 
phytoremediation and biostimulation can be used as complementary techniques for 
the remediation of used engine oil-contaminated soils. 

11.4 Conclusions

. Biostimulating agents (horse dung and sawdust) are cheap, environmentally 
friendly, are widely available, and are capable of stimulating indigenous microor-
ganisms in enhancing mineralization of hydrocarbons and bioaccumulation of 
heavy metals in engine oil-contaminated soils, therefore, restoring the contami-
nated soil.

. Horse dung and sawdust were able to improve the engine oil-contaminated soil and 
also added nutrients to the soil. The results showed positive effects of combining 
horse manure, sawdust, NPK fertilizer and tilling in enhancing remediation of 
engine oil contaminated soil compared to the contaminated un-amended soil with 
only tilling (natural attenuation), with the nutrient-enhanced treatment showing a 
higher degradation of TPH (87%) than the natural attenuated treatment (40%).

. Biostimulation of used engine oil contaminated soil improved the physicochem-
ical properties of the soils, hence stimulated the growth and metabolism of 
indigenous soil microbes, thus enhancing the degradability potentials of the 
microbes.

. More researches should be dedicated to environmental management issues such as 
the extent of soil contamination and effects on crop production and productivity, 
particularly in affected communities.
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. The problem of petroleum contamination will continue to linger on as we continue 
to depend on fossil fuel, therefore, more researches in the area of bioenergy/biofuel 
should be sponsored. This is expected to reduce environmental threats and health 
implications. 
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Chapter 12 
Impacts of Blend Diesel on Root Zone 
Microbial Communities: Vigna Radiata 
L. Growth Assessment Study 

Manvi Gandhi, Rakesh Kumar, Hassana Ibrahim Mustapha, Aprajita Jha, 
Pankaj Kumar Gupta, Nadeem Akhtar, and Prabhakar Sharma 

Abstract Petroleum hydrocarbons are a severe environmental problem globally 
due to their persistence and toxicity to soil and human health. This research aims 
to analyze the impact of diesel and its blends on root zone microbial communi-
ties using a small-scale Vigna radiata L. growth assessment experiment. Five plate 
setups were prepared with organic soils and spilled with diesel, neat biodiesel, two 
blends of diesel (B5 and B20), and a control. Straight-chain saturated hydrocar-
bons, n-alkanes persisting in the blended diesel contaminated soil samples were 
analyzed using gas chromatography-mass spectrometry (GC–MS). A 16S rRNA 
gene amplicon sequencing was performed to identify the microbial communities and 
their abundance. Results showed that concentrations of C8, C10, C30, and C32 hydro-
carbons were higher in diesel contaminated tray than biodiesel and its blend spilled 
trays. Proteobacteria benefited bacteria due to the addition of carbon sources and thus 
dominated in contaminated soils. Acidobacteria was prevalent in soil samples prior to 
contamination, decreasing significantly after contamination. No significant change 
was observed for Chlamydiae, Planctomycetes, Verrucomicrobia, and Dependentiae 
in all soil samples, in the relative abundance, before and after contamination. Plant 
growth index was 1.22% in case of neat biofuel containing try, with a more significant
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growth percentage than control tray, i.e., 1%. This indicates the positive impact of neat 
biofuel as a substrate or plant stimulator. We conclude that neat biofuel application 
in soil improves proteobacterial communities to take care of hydrocarbon-polluted 
soils. 

Keywords Diesel · Seed germination ·Microbial communities · Bioremediation ·
Plant growth 

12.1 Introduction 

Diesel is a petroleum-based conventional and non-renewable fuel that fulfills energy 
demand. Diesel and biodiesel are two distinct compounds with similar function-
ality (Junior et al. 2009). However, emerging concerns, such as energy protection, 
political instability, financial and environmental benefits, including reduced green-
house gas emissions compared to traditional fuels, have catalyzed the development 
of biofuels (Hawrot-Paw et al. 2020). Biofuel possesses readily degradable hydro-
carbon contents (Gupta 2020), and thus low particulate matter emissions can be 
expected for multiple uses (Bamgbose and Anderson 2020). Biodiesel consists of 
methyl, ethyl, or propyl esters of fatty acids derived from animal and plant oils (Junior 
et al. 2009). Nevertheless, biodiesel contains methanol, produced as a by-product of 
reverse transesterification reactions (Hawrot-Paw et al. 2019). For example, pure 
biodiesel (B100) or in combination with traditional petrol-diesel oils (B2–B20) can 
be called a blend, depending upon various concentrations of biodiesel (Gupta 2020; 
Hawrot-Paw and Izwikow 2015). Badzinski et al. (2021) reported that biodiesel has 
lesser environmental impacts than traditional mineral diesel oils. However, one can 
not ignore the potential ecotoxicity of biodiesel that may be associated with its blends 
with mineral diesel oils, as highlighted by Gupta (2020). Gupta (2020) also high-
lighted that biodiesel is radially biodegradable, but it may cause profound soil–water 
quality due to its dissolution if spilled high volume, which is yet to receive proper 
attention. 

Microbes preferentially degrade biodiesel first if it is co-existed with mineral 
diesel oils and thus may hinder hydrocarbon compounds like BTEX (Benzene, 
toluene, ethylbenzene, and xylene) degradation, especially in anaerobic conditions 
(Gupta 2020; Corseuil et al. 2011; Ramadass et al. 2018; Ramos et al. 2013; Thomas 
et al. 2017). Different soil microorganisms play an integral role in re/cycling essen-
tial soil nutrients and influence organic matter dynamics that diesel–biodiesel spills 
can impact (Badzinski et al. 2021; Woźniak-Karczewska et al. 2019; Silva et al. 
2012). Consequently, the toxicity of blended fuels can impact microbial populations 
and their diversity in the soil. Hawrot-Paw et al. (2020) evaluated the ecotoxicity of 
blend diesel contaminated soil and observed an inversely proportional relationship 
between the blend diesel contaminants and the population of lipolytic and amylolytic 
organisms in clayey soils obtained from 0–15 cm topsoil in Szczecin. This study 
also observed that blend diesel favors the survival of tolerable species; therefore,
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Pseudomonas was displaced by intolerant microbial Azotobacter species in blend 
fuels contaminated soils. Thus, the performance of microbial communities in soils 
spilled with varying levels of diesel–biodiesel may help to understand hydrocarbon 
biodegradability in the root zone. 

Different remediation approaches, for example, chemical treatments (Nwaogu 
et al. 2008), natural attenuation (Penet et al. 2006), bioremediation, and phytoreme-
diation (Afzal et al. 2012), have been applied to remediate the menace caused by 
blend diesel contamination in soils (Gupta 2020). Pardo et al. (2014) reported the 
use of the Fenton process, which involved the utilization of hydrogen peroxide as an 
oxidizing agent, trisodium citrate as a chelator, and ferric ions as a catalyst to treat 
soils contaminated with B20 blend biodiesel. Bioremediation approaches involve 
utilizing naturally occurring biochemical processes to remediate target pollutants 
persisting in the contaminated soils (Sarkar et al. 2005). This approach is highly 
dependent on the microbial population naturally residing in the contaminated sites 
(Penet et al. 2006). Phyto-rhizoremediation applies indigenous or selected green 
plants and their associated microorganisms in the rhizosphere to degrade, extract, 
and immobilize pollutants in the contaminated sites (Hussain et al. 2018; Mustapha 
and Lens n.d.; Mustapha et al. 2018). This is due to the symbiotic relationship between 
plant roots and soil microorganisms. Plant roots provide carbon and energy for micro-
bial growth, and root growth increases the tolerance stress (Afzal et al. 2012; Hussain 
et al. 2018; Akpan and Usuah 2014). Consequently, microorganisms uptake, metab-
olize and remediate the contaminants persisting in the soil (Vergani et al. 2017). 
Likewise, Nwaogu et al. (2008) reported a significant reduction in plant growth and 
germination in blend diesel spilled contaminated soils on different species Bacillus 
cereus, Bacillus subtilis, Trichoderma harzanium, and Trichothercium roseum. Inter-
estingly, it was observed that amount of diesel oil reduced with respect to time as 
Bacillus subtilis used diesel oil for potential carbon sources in plants. Similarly, 
Hawrot-Paw et al. (2015) also reported inhibition of photosynthetic and respiratory 
processes, deformation of cells, vascular obstruction, accumulation of oil in plant 
tissues, and eventually dehydration of plants. It was observed that 4 plant species, 
Glycine max (L.) Merill, Helianthus annuus L., Lupinus luteus L., and Pisum sativum 
L showed resistance to diesel oil in the soil, regardless of fuel types and dose, out of 
19 plants species. 

Previous studies focused on the impact of blend diesel contaminated soil’s 
microbes; however, limited to single blend levels; thus, implications of varying blend 
levels on soil microbes especially present in the root zoon are yet to be systemati-
cally investigated. The present research aims to determine the influence of varying 
biodiesel blend spills on (a) plant growth and (b) colonization of microbial commu-
nities in the rhizosphere. Alternatively, in this research, we tested the performance of 
neat biodiesel as a plant and microbes biostimulator to improve hydrocarbon degra-
dations. This study provides future approaches to identify favorable microbes and 
neat biodiesel to cut the remediation cost in the field.
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12.2 Materials and Methods 

12.2.1 Experimental Setup 

High-organic content (wetland) soil was collected (10–15 cm depth) from a local 
wetland located in Southern Ontario, Canada, and analyzed for hydro-physical prop-
erties like porosity, bulk density, etc. Porosity and bulk density were estimated using 
the standardized oven-dry method. 500 g of loose soils were taken in a tray (7 cm 
× 7 cm) where 20 seeds of Vigna radiata were added to each tray at t = 0 days. 
Vigna radiata, commonly known as Green gram, was selected as a plant to be studied 
because it has a wide range of adaptability and early maturity. According to nitrogen 
fixation machinery, Vigna radiata is a leguminous crop with high protein (approx-
imately 25–28% digestible protein). Because of its wide range of adaptability, it is 
extensively distributed throughout tropical and subtropical regions. 0.5 mL of pure 
biodiesel/biofuel (B100), 20% blend diesel (B20), neat diesel, and 5% blend diesel 
(B5) were spilled to tray B, tray C, tray D, and tray E, respectively at day 5, i.e., 
after initial germination (Fig. 12.1). One tray was kept as a control, refers as sample 
A. 1 mL of hydrocarbons were spilled uniformly on the surface on 5th day care-
fully to avoid direct toxicity to below surface germinating cells of Vigna radiata. All  
the soil samples were kept under similar conditions, i.e., room temperature, which 
varies from 15–25 °C, ~32% relative humidity, and the outdoor light intensity with 
80% watering throughout the experiment. Water saturation in soils was maintained 
at about 80% of porosity (i.e., 45%) and volume of soils in the tray, as estimated by 
Gupta et al. (2020). The rate of above surface growth of Vigna radiata was monitored 
on the 10th day and 20th day (i.e., the final phase of the experiment). In addition, 
soil samples were collected on the initial and final days of the investigation. Samples 
collected on day 5th before hydrocarbon spills from try A-E tray were referred to as 
A0-E0, respectively. Likewise, samples collected on 20th day of the experiment from 
tray A-E were referred to as A1-E1, respectively. A0-E0 and A1-E1 samples were 
used for microbial analysis, while only A1-E1 samples were used for hydrocarbon 
analysis.

12.2.2 Hydrocarbon Gas Sampling and Analysis 

Hydrocarbons were extracted using Dichloromethane (DCM) and sub-samples in 
2 mL vials for gas chromatography (GC) (GC; Shimadzu GC2014) to facilitate 
sampling through PTFE septa (Canadian Life Science). As soon as the samples were 
taken, they have instantly inserted into the GC auto-injection vials of 2 mL, which were 
impenetrable due to PTFE/silicone septa caps. A capillary column (Rxi-5Sil, Column, 
30 m × 0.25 mm × 0.25 µm) was used in the experiment. A carrier gas (Helium) was 
employed, and its flow rate was sustained at 5 mL/min. The infusion port temperature 
of the GC chromatograph was kept at 250 °C while that of MS was 230 °C. However,
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Fig. 12.1 Performance for seed germination in contaminated soils, control (A), biofuel (B), 20% 
blend (C), neat diesel (D), and 5% blend (E)

after the initiationof theprocedure, the temperaturewas increasedfrom60°Cto280°C 
at the rate of 20 °C/min. Nevertheless, the temperature of the diffusion line between 
GC and MS was kept at 250 °C. Twelve grams of soil were taken underneath each soil 
pot and transferred in a conical tube (M0). All collected soil samples were preserved 
at 4 °C, followed by disposition in their corresponding try. 

12.2.3 Seed Germination and Plant Growth Indices 

Seed germination index (SGI) and plant growth index (PGI) were calculated as: 

Seed Germination Index, SGI(%) = N umber o f normally germinated seeding 

number o f seeds sown
× 100 

(12.1) 

Plant Growth Index, PGI(%) = Gw RLw SLw 

GC RLC SLC 
(12.2)
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where Gw, RLw, SLw represent the seed germination (%), root elongation (cm), and 
shoot elongation (cm), respectively, and Gc, RLc, and SLc are their corresponding 
control values. 

12.2.4 Statistical Analysis 

16S rRNA Amplicon sequencing was performed as per the details given in Gupta 
et al. (2020). QIIME 2 was used to analyze ASV (Amplified Sequence Variant) data 
presented in detail with respect to species to phylum level. n-alkanes analysis in 
blend biodiesel contaminated soils is analyzed in triplicate and presented with their 
mean values. ASV structure was prepared for downstream analysis, as the details 
provided in Gupta et al. (2020). 

12.3 Results 

12.3.1 N-alkanes Analysis in Blend Biodiesel Contaminated 
Soils 

On the 20th day, n-alkanes, i.e., straight-chain saturated hydrocarbons, for example, 
n-C8, n-C12, n-C30, and n-C32 pollutants persisting in the blended diesel contaminated 
soil samples, were analyzed using GC–MS, collected from different tray setups. 
Minimum, maximum, and average values for different alkane degradation have been 
highlighted in Fig. 12.2. n-C12 values were found in the range of 1–3.12 mg/l, 2.5– 
4.8 mg/l, 4.3–6.0 mg/l, 3.5–5.1 mg/l for soil samples biofuel (B), 20% blend (C), 
neat diesel (D), and 5% blend (E), respectively. However, n-C12 concentrations in 
neat diesel and 5% blend soil samples exceeded the n-C8 concentrations with a range 
of 4.3–6 mg/l and 3.5–5.1 mg/l, respectively. High-chain alkanes, n-C32 and n-C30, 

were observed with similar average concentrations in all samples.

12.3.2 Plant Growth Assessment 

Data of SGI and PGI of plant Vigna radiata at different levels of diesel blends and 
in neat diesel are presented in Table 12.1. Maximum SGI (92%) with an improved 
PGI (1.2%) was observed when the seedlings were grown in biofuel (B), whereas 
the lowest SGI (20%) and PGI (0.13%) were seen in neat diesel treatment. With an 
increase (from 5 to 20%) in percent blends, a 42.86% increase was observed in the 
SGI, with an 87.50% increase in PGI.
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Fig. 12.2 Concentrations of n-alkanes hydrocarbons in biofuel (b), 20% blend, neat diesel (d), 
and 5% blend contaminated soils for a C8, b C12, c C30, and d C32 hydrocarbons. [Box plot 
explains the range of respective hydrocarbons, black line denotes mean value, and dot lines are their 
minimum and maximum values; unit: 1 mg/l = 1 ppm]

Table 12.1 Plant growth assessment at the different levels of diesel blends 

Particulars A (Control) B (Biofuel) C (20% Blends) D (Diesel) E (5% Blends) 

SGI (%) 90 92 50 20 35 

PGI (%) 1 1.22 0.45 0.13 0.24
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12.3.3 Microbial Communities 

Considerable fluctuations in abundance were observed for the majority of the bacte-
rial phylum. Proteobacteria persisted in low abundance in most samples before 
contamination, with relative abundances of 30.19%, 28.65%, and 47.51% in samples 
from tray A, B, and C pre-spilled days, refer as A0, B0, and C0, respectively 
(Fig. 12.3). However, the relative abundances surged to 47%, 87%, and 71.23% 
after contamination in samples A1, B1, and C1 (Fig. 12.4). In D0 and E0 samples, 
the relative abundance of Proteobacteria before the contamination was 62.73% and 
63.12%, respectively, which reduced to 20% in sample D1 and remained unchanged 
in sample E1 after contamination. Acidobacteria is prevalent in soil samples before 
contamination with relative abundances of 43.96%, 61.03%, 40.36%, and 21.94% 
in A0, B0, C0, and D0 samples, respectively, which significantly reduced to 20%, 
2%, 5%, and 2% respectively in A1, B1, C1 and D1 samples after contamination. 
Besides this, the relative abundance of Acidobacteria remained the same in samples 
E0 and E1 before and after the contamination. 

The relative abundance of Geobacter in samples A1, B1, and C1 were found to 
be 2.91%, 1.02%, and 2.89% after contamination, which was the same as that of 
the abundances in samples A0, B0, and C0 before contamination. However, relative 
abundance of Geobacter increased rapidly to 80% and 60% after contamination in D1 
and E1 samples, with an initial relative abundance of 0.96% and 0.83% in D0 and E0 
samples, respectively. In addition to this, no significant change in relative abundance 
was observed for Chlamydiae, Planctomycetes, Verrucomicrobia, and Dependentiae 
in all soil samples, before and after contamination. A similar trend was exhibited 
for Actinobacteria, Bacteroidetes, and Cyanobacteria, except for a few soil samples.

Fig. 12.3 Relative abundance of microbial communities on the first day of germination and before 
the addition of pollutants
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Fig. 12.4 Relative abundance of microbial communities on the 20th day of germinations and the 
end of the experiment

The relative abundance of Actinobacteria was 4.16% for soil sample A0 before 
contamination which was reduced to 1% for soil sample A1 after contamination. 

Nevertheless, the relative abundances of Actinobacteria in all soil samples 
remained the same. On the contrary, the relative abundance of Cyanobacteria was 
0.46% for soil sample A0 before contamination, which increased to 8% after the 
contamination, with no change observed in the remaining soil samples. Also, the 
relative abundance of Bacteroidetes was 1.10% and 0.21% in soil samples A0 
and B0 before contamination which surged to 5% and 2.63% after contamination, 
respectively, while the abundance remained the same in other soil samples. 

12.4 Discussion 

Petroleum and its products will continue to affect plant growth negatively. Soil and 
groundwater contaminated with petroleum products contain varying levels of organic 
and inorganic pollutants, including total petroleum hydrocarbons, metals, and their 
derivatives. The soil pollutants may affect the health of living organisms in diverse 
ways, including uptake of soil pollutants by plants and seepage of these pollutants 
through the soil into groundwater and surface water for potable purposes. These 
pollutants also exhibit long-term toxicity in the environment. 

Since the ultimate objective of remediation approaches is to prevent contamination 
from contaminated sites through cost and time-saving approaches, several method-
ologies of soil remediation were applied to petroleum-contaminated soil, including 
chemical and physical methods, viz. thermal treatment, soil washing, solidification, 
and stabilization. These methods are expensive, energy-intensive, and disruptive to
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the environment. The relative costs of these methods range from US$80–340 (Khalid 
et al. 2017; Mahajan et al. 2021). These treatment methods can also lead to incomplete 
pollutant decomposition that may generate by-products that require further treatment 
because they are often toxic to plants and other environmental components. However, 
the relative costs of biological approaches range from US$ 10–35 for phytoremedi-
ation and US$ 50–150 for bioremediation (Khalid et al. 2017; Mahajan et al. 2021). 
The performance evaluation of bioremediation methods is well documented with 
efficient results, extensive application, minimal maintenance, and operating costs 
(Mahajan et al. 2021). These methods rely on microorganisms’ intrinsic activities, 
which vary with initial substrate concentrations of hydrocarbons to remove total 
hydrocarbon and decontaminate the soil, land surface, and groundwater (Gupta and 
Yadav 2020). 

This manuscript is focused on the effects of different biodiesel blends and deteri-
oration capacity on the soil microbes. Alphaproteobacteria, Gammaproteobacteria, 
Actinobacteria, Betaproteobacteria, Cyanobacteria, Geobacter, and Planctomycetes, 
were pronounced, benefiting biodiesel-based bioremediation (Gupta 2020). Our 
results are in-line with the findings of Owsianiak et al. (2009), who observed that 
blends with higher than 30% biodiesel contributed to the stimulation of biodegra-
dation efficiency. Likewise, Chen et al. (2019) demonstrated high biodegradation 
performance with high biodiesel blends and neat biodiesel with the dominating bacte-
rial community, viz. Comamonas testosterone, Gordonia alkanivorans, P. aerugi-
nosa, Alcaligenes sp., Gordonia terrae, Gordonia desulfuricans, and Rhodococcus 
erythoropolis. Woźniak-Karczewska et al. (2019) suggested that higher quantities 
of biodiesel favored the new growth of specialized species during the experimental 
durations. Likewise, Lisiecki et al. (2014) reported that an increase in the quantity of 
biodiesel in which fuel corresponds to an increase in the abundance of Citrobacter, 
indicating that they were responsible for the metabolism of oxidation products of 
alkane biotransformation since fatty acid methyl esters, which have enhanced their 
growth. High abundant sequence types affiliated with the Geobacter were present in 
neat diesel spilled try. Notably, the Alphaproteobacteria, Gammaproteobacteria, and 
Betaproteobacteria were high in neat biodiesel compared to its blends. 

12.5 Conclusions 

The present study illustrates the impacts of diesel and its blends on root zone micro-
bial populations in high organic content wetland soils. Significant increase in PGI was 
witnessed when seedlings of Vigna radiata were grown in blend diesel (5% to 20%) 
polluted soils. In addition to this, maximum SGI (92%) with an improved PGI (1.2%) 
was observed with the use of biofuels. The relative abundances of different micro-
bial populations were enhanced upon contamination of blended diesel in wetland 
soils. This is encouraging findings for simultaneous biodegradation of high blends 
and biodiesel in contaminated soil–water systems. Our results provide small-scale 
laboratory evidence that managed application of neat biodiesel may be suitable
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for the remediation and management of hydrocarbon-polluted soils. We advise that 
increased microbial abundance along with the ratio of Proteobacteria and Acidobac-
teria can be utilized as key indicators to estimate neat diesel contamination, which 
can further aid in assessing the progress of site remediation after diesel spills in 
different soils. Consequently, in order to better understand ecological mechanisms 
that favor microbial populations, it is strongly recommended to perform large-scale 
experiments to determine the distribution of microbiota and its role in the effective 
biodegradation of hydrocarbon contaminants persisting in soils. 
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Chapter 13 
A Coherent Review on Approaches, 
Causes and Sources of River Water 
Pollution: An Indian Perspective 

Gaurav Singh, Tanu Jindal, Neelam Patel, and Swatantra Kumar Dubey 

Abstract Non-contaminated water or sustaining each sector of fresh water is essen-
tial for the survival of all living beings in current and upcoming generations. However, 
the degradation of freshwater qualities is a significant concern in developing coun-
tries (India). The need for clean water is increasing sharply to meet rising human 
demands constantly. River water is rich in ecological community and plays a vital role 
in surviving all living beings. Still, presently it is the most threatened ecosystem due 
to various human-made activities. Hence, meticulous monitoring of river water qual-
ities (RWQs), assessment of numerous variables (physicochemical, bacteriological, 
pathogenic), and heavy metals content are imperative indicators for finding out the 
actual health of river water ecosystems. Upsetting the concentration of multiple RWQ 
variables and metals content leads to deteriorating the RWQ and ultimately affects 
human well-being. Simultaneously, applying a multivariate statistical approach and 
computing water quality index (WQI) and comprehensive pollution index (CPI) is 
also a vital role in understanding the actual status of RWQ. This comprehensive 
study is focused on various processes, causes, and sources of river water pollution 
in India. It provides extensive information and better understanding to enable poli-
cymakers, preservationists, and environmentalists to develop strategies to mitigate 
river pollution and strengthen aquatic ecosystems rejuvenation. 
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13.1 Highlights 

• This review covers various aspects of river water, and possible causes and sources 
of river pollution in developing nation like India. 

• Point sources like industrials and municipal wastewaters, and non-point source 
like agricultural runoff are the primary source of river pollution in India. 

• Multivariate statistical approaches and water quality indexes are promising tools 
for river water quality assessment. 

• Periodic monitoring of river water quality status by analyses inorganic and organic 
contaminants and efficient and continuous treatments of wastewater by adopting 
ETPs and STPs are suggested. 

13.2 Introduction 

Water is a principal constituent and key resource requisite to sustain life on the 
earth. It is recognized as a fundamental individual right worldwide, thus a necessity 
to be handled effectively and efficiently to secure worldwide requirements. Water 
distribution across the globe is uneven, and water scarcity is now a primary global 
concern. The significant water utilizes in agricultural, industrial (comprises industrial 
actions, energy, and mining, etc.), and recreational, domestic/municipal, as well as 
ecological water application which has a significant effect on the availability of 
water via physical water abstraction and deterioration of water (Plessis et al. 2017). 
Human activities are mainly responsible for threatened freshwater ecosystems and 
stand to be further influenced by climate change. Presently, water scarcity is affecting 
one-fifth of the global populace, and a quarter of the global public faces a lack 
of technology to restore freshwater from ponds and rivers (Xiao-jun et al. 2014). 
Therefore, a framework to investigate the significant threats to water safety at a range 
of geographical scales from local to worldwide is urgently required (Vörösmarty et al. 
2010). 

The entire freshwater resources on the planet are evaluated to be 43,750 
km3 year−1. The demand for agricultural freshwater is increasing at an alarming 
rate due to the continuous increase in the human population and urbanization. The 
global assessment shows that freshwater’s requirement is affected by industrial devel-
opment, agricultural production, and population expansion in addition to climate 
change. Globally, freshwater extraction is predicted at 3800 km3, out of which 70% 
is for agricultural irrigation with significant fluctuation among and the nations. As the 
equilibrium between water requirement and availability has arrived at a critical level 
in various parts of the planet and increasing need for water and agricultural produc-
tion is probable in the forthcoming, a sustainable way of water resource management 
is become important (Ayyam et al. 2019). 

India is the second-most populated and the seventh-biggest country on the planet, 
with an entire geographical area of 32,87,590 km2 (Garg 2012). It is located in the 
northern part of the Indo-Australian plate as well as north of the equator at 8°4'
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and 37°6' N and 68°7' and 97°25' E. India is home to nearly 18% of the world’s 
populace and has approximately 4% of the world’s freshwater resources. The rapid 
population growth has drive pressure on water resources in the country. Rivers and 
groundwater are significant sources of freshwater provide to the nation. India received 
approximately 75% of the annual precipitation, 48% mean surface water during 
monsoons. Overall, the country received <4,000,000 MCM (million cubic meters) 
of precipitation every year, which also comprises snowfall (Poddar et al. 2014). 
Besides rapid population growth, climate change also generates extra pressure on 
the hydrological cycle and changes the aquatic resources structures. According to 
Central Water Commission (CWC 2013–2014), the potential of water resources in 
India is predicted to be 1,869,000 MCM given both grounds and surface water (Manju 
and Sagar 2017). 

About 329 million hectares of land in India consists of numerous small and big 
rivers, some of which are among the world’s largest rivers (CWC 2005). Because of 
limitations in water resources, per capita, water availability (PCWA) also decreases 
(5177 to 1140 m3/year) with an increasing populace (361 to 1640 million) from 1951 
to 2050 (Fig. 13.1). The country’s situation may be classified as water-stressed, when 
water availability is <700 m3/capita/year, and water-scarce when water availability 
is <1000 m3/capita/year (MoWR 2008; Manju and Sagar 2017). Among the world’s 
17 ‘extremely water-stressed nations, India has 13th ranked and is under extremely 
high levels of baseline water stress (WRI 2019). 

Rivers are amongst the essential natural resources of water for humans and 
other living beings. Rivers aid human development as they meet water demands 
for irrigation, household use, industrial use, and aquaculture and sustain roles for 
different fauna and flora. They have founded reservoirs of ecological diversity,

Fig. 13.1 Per capita water availability in India 
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provide adequate services to the public, and economic benefits. These rivers played 
a vital role in the development of Indian culture, religious and spiritual life. Most 
ancient civilizations grew along the river’s banks. Even today, millions of people live 
in the cities developed along the bank of rivers and depend on them for their survival. 
India is bestowed with an extensive river network and blessed with high rainfall due 
to the southwestern monsoon, accounting for 75% of the yearly precipitation (Ghosh 
and Mistri 2015). 

India is affluent with 13 major river basins that cover 20,000 km2 (82.4% of 
the total river basin of the country) and contributing 85% of the total surface flow 
and nearly 80% of the country’s populace is dwelling in these basins (Dadhwal 
et al. 2014). Main river basins of the country include the Brahmaputra, Indus 
(including Satluj and Beas Sub Basin), Ganga (including Yamuna Sub Basin), 
Krishna, Godavari, Mahanadi, Cauvery, Narmada, Brahmini (including Baitarni Sub 
Basin), Mahi, Sabarmati, Pennar and Tapi, (CWC 2015). 

Government of India (GoI) is focused to clean Ganga River comprise its tributaries 
for conservation and rejuvenation, which catchment basin covered almost northern 
India, by launching Namami Gange scheme under National Mission for Clean Ganga 
(NMCG), Ministry of Jal Shakti. Along with various government bodies like State 
Project Management Group (SPMG) in Uttarakhand, Uttar Pradesh, Bihar, Jharkhand 
and West Bengal, CPCB, CWC and affiliated agencies also working on rejuvenation 
of river water quality in holistic approaches i.e. cleaning of surface river, ghats, 
biodiversity conservation, afforestation and upgrading or establishment of STPs 
and ETPs. Hence, the objective of this review summarizes the literature of various 
sources and causes of river water pollution in India with respective of monitoring of 
various parameter and pollution status of Indian rivers. This review helps to inten-
sive sympathetic for upcoming researchers, preservationists, and environmentalists 
in developing strategies to mitigate river water pollution and rejuvenation. 

13.3 River Water Pollution 

Degradation of surface water quality due to various human activities such as random 
urbanization and moderately treated or non-treated industrial effluent released, poor 
hygiene, inappropriately managed landfills, and other sources of pollution viz pesti-
cides and fertilizers runoff from the farming sector is an area of serious concern 
(CGWB 2017). In India, just 62% of effluents from industries and 37% sewage from 
municipal sources are treated (MoEFCC 2019). Several districts have contaminated 
water sources, thus influencing human wellbeing on a broad scale (CGWB 2017). 

Rivers are among the most diversified and vulnerable ecosphere on the globe. 
The ever-increasing anthropogenic pressure has severely altered these ecosystems. 
However, various protection and management approaches for rivers have been 
prepared and executed worldwide to counters this problem. Assessment of rivers’ 
actual status or “health” has become imperative to all such strategies (Srivastava 
et al. 2017). Diminished river water quality (RWQ) upsets the balance of the aquatic
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ecosystem and leads to fatal consequences both for humans and animals. It is an 
environmental concern and a socio-economic issue that needs to be immediately 
resolved (Pathak and Mishra 2020). It is recognized that elevated spatial–temporal 
fluctuations describe streams and rivers, and traditional investigative water quality 
evaluation techniques involving physicochemical parameters have been considered 
insufficient (Srivastava et al. 2017). Contamination level in any aquatic body is moni-
tored by comprehensive observation of various physical and chemical variables, 
bacteriological/coliform, heavy metals, and computing water quality indexes. These 
parameters act as an indicator to find out the level of contamination. Excessive levels 
of contaminants through various anthropogenic reasons, which ultimately affect the 
biological system of aquatic flora and fauna and human beings, should be addressed 
first. 

13.3.1 Major Causes and Sources of River Water Pollution 

Numerous sources cause river water pollution on national and international levels. 
The contaminants include a broad spectrum of organic, inorganic, chemicals, and 
pathogens. Mainly, river water pollution is caused by point and non-point sources. 
When pollutants have come into the water body is from a detectable source like 
industrial effluents/effluent treatment plants (ETPs), major drains, as well as munic-
ipal waste/sewage treatment plants (STPs), is called point source (PS) pollution. 
However, the source of water pollution is not well-known, or pollutants that are 
not entered from a single disconnected source are called non-point source (NPS) 
pollution. NPS pollutions are the leading cause of water pollution on national and 
international scales (Jain et al. 1998; Schwarzenbach et al. 2010; Chaudhry and 
Malik 2017). As per the Centre for Science and Environment (CSE), about 75–80% 
of the river water pollution is caused by industrial runoff, municipal sewage, and 
other wastes are discharged into surface water bodies, including rivers, and it totals 
over 3000 million liters of wastes per day (Misra 2010; Gaur 2018). The remaining 
is disposed directly into water bodies, polluting three-fourths of our surface water 
resources. For example, in northern India, rivers such as the Yamuna are polluted due 
to numerous sources like agricultural, industrial, urban stormwater runoff, organic 
contaminants, nutrients, and pathogens (Fig. 13.2).

13.3.1.1 Agricultural Pollutants 

Surface runoff from adjacent agricultural fields is a major NPS of pollution and 
is largely recognized as being more difficult to decrease than point sources. In past 
decades, organic nutrients have been mainly applied in the agriculture field that might 
cause eutrophication. But due to the high yield and modernization of agriculture 
practices after the green revolution (associated with agricultural production through
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Fig. 13.2 Various sources and causes of Yamuna River pollution

the use of chemical fertilizers, pesticides, i.e., insecticides, fungicides and herbi-
cides, and machinery), surface/river water pollution increase many times since last 
few decades (Lal et al. 2016; Chaudhry and Malik 2017; Wato et al.  2020). Chem-
ical fertilizers, pesticides, and herbicides contain metals and metalloids, complex 
compounds that reach natural water bodies through runoff and may be hazardous 
to flora and fauna. Some of them are persistent, which takes time to degrade, are 
more harmful. Therefore, it contaminates water, soil, and irrigated plants and causes 
various health problems to aquatic flora and fauna, which ultimately affect human 
wellbeing through the food web (Anju, et al. 2010; Schwarzenbach et al. 2010; 
Chaudhry and Malik 2017). 

13.3.1.2 Industrial Pollutants 

Industrial units situated along or close by rivers frequently discharge their effluents 
and wastes indirectly or directly into the streams/rivers. Most of these manufacturing 
effluents are toxic to living beings that use contaminated river water. Effluents from 
electroplating, textile, diamond, chemical, and fertilizer industries, etc., are very 
chronic. India has numerous types of industrial sectors viz mining, thermal power 
plant, electroplating, distilleries, sugar, paper, and pulp mills, automobile manufac-
turing, oil refineries, chemical and pesticide production units, hydropower unit, and so
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Table 13.1 Pollution index 
and category of the different 
industrial units 

PI Score Category Approximate industries 

60 and above Red 60 

41–59 Orange 83 

21–40 Green 63 

Upto 20 White* 36 

*Newly introduced White group have industrial segments which 
are non-contaminating 

on adjacent to surface water body (Gaur 2018). Development/establishment of small 
and large industrial units are increasing day by day due to increasing population, 
demand, and upgrading living standards. 

In compliance with GoI acts and rules related to environment protection, Central 
Pollution Control Board (CPCB) has fixed and categorized the industrial sectors in 
2016, based on having pollution index (PI) (Table 13.1). PI of the industrial segment is 
a number between 0–100, and the rising value of PI indicates the increasing amount of 
pollutants load generated from the industries. The CPCB also formulated and applied 
the effluent discharge limit for different categories of industries. But following the 
rules and monitoring of these compliances is very tough at ground levels. 

13.3.1.3 Urban Storm Water Runoff 

Among various anthropogenic activities, urban regions are accounted to impose 
the most consistent and ever-present effects on the RWQ, habitat modification, and 
decline in biodiversity attributed to both the considerable pollutants load from point 
and non-point sources. In peri-urban and urban regions, buildings cover and pave-
ment lots of the land surface; hence, when there is precipitation or melting of snow, 
the water does not absorb/soak into the land. This runoff water brings contami-
nants such as lawn fertilizers, dirt, chemicals, and oil straight to streams and rivers, 
ultimately a source of water pollution (Letchinger 2000). In ordinary land, these 
contaminants are captured into soil’s pores, and water is filtered. However, as water 
cannot absorb/penetrate the ground in metropolitan cities, it washes away all of 
these contaminants into surface water bodies (Chaudhry and Malik 2017). Walsh 
et al. (2005) formulated “urban stream syndrome” after studying the degradation of 
streams draining urban runoff. This term addresses problems like negative changes 
in flow regime, amplification of pollutant loads, riverbed morphology. 

13.3.1.4 Sediment Pollution 

Sedimentation because of runoff affects RWQ. It decreases the capacity of navi-
gation channels, streams, ditches, and rivers and also reduces sunlight penetration 
into the water due to disturbed underwater flora. Therefore, the fishes and other
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aquatic fauna nourishing on that vegetation were also disrupted, and the entire food 
web was disrupted. Contaminants such as phosphorus and pesticides are carried and 
collected because of sedimentation. Sediment particles also affix to fish gills and 
cause respiratory problems; ultimately, the death of fish may also occur. In addi-
tion, sediments bring hazardous chemicals, viz petroleum products, and pesticides, 
to surface reservoirs, consequently polluting them (Letchinger 2000; Chaudhry and 
Malik 2017). 

13.3.1.5 Heavy Metals Pollution 

“Heavy metals (HMs)” is a cluster of metals with an atomic weight >4 g/cm3, or  
5 times or more, higher than water (Hawkes 1997). HMs are of serious concern 
among the contaminants because of their accumulation characteristics through the 
food web and generate ecological troubles (Paul and Sinha 2015). Commonly, the 
majority of the HMs come in the river from different sources, which can be either 
natural by weathering and erosion or human activities (Kashyap et al. 2016; Paul 
2017). HMs concentrations at high levels may form toxic complex compounds, which 
significantly affect the various biotic systems. The occurrence of HMs in industrial 
effluents is a possible threat to the ecological community. The occurrence of toxic 
metals in sediments is because of the precipitation of their hydroxides, sulfides and, 
carbonates, which set down and form the fraction of sediments. The industries which 
characteristic toxic metals in surface water are commonly metal industries, varnishes, 
pigment, paints, rayon, paper and pulp, distillery, rubber, tannery, steel plant, thermal 
power plant, mining industries, cotton textiles as well as random application of toxic 
metal-containing fertilizer and pesticides in farming fields (Suthar et al. 2009; Paul 
2017). A concise summary of metal sources and possible harmful effects on human 
wellbeing has been presented in Table 13.2.

The most vital HMs concerning water contamination is arsenic (As), Cu, Cd, Ni, 
mercury (Hg), Cr, Pb, and Zn. Some metals (e.g. Zn, Mn, Fe and Cu) are essential as 
nutrients in trace quantities for plants and microbes’ biological processes but become 
noxious at elevated concentrations. The Bureau of Indian Standards (BIS) and CPCB 
have fixed permissible limits of essential metals concentration in drinking water and 
discharge for a natural water body. Others like chromium, lead, and cadmium has 
no role in biotic activities but are toxic metal (Ghannam et al. 2015). These HMs 
are not easily degradable and bio-accumulates in the human and animal bodies to an 
excessive noxious quantity leading to abominable effects beyond an acceptable limit 
(Pandey and Madhuri 2014; Paul 2017). Lethal diseases like nephritis, nasal mucous 
membranes, eyelid edema, renal tumor, anuria, and pharynx congestion, headache, 
increment cardiovascular diseases, and blood pressure, cancer, osteoporosis, and 
impairment of various biological systems caused by toxic metals (Jaishankar et al. 
2014; Vaishaly et al. 2015). They are also well-known to inhibit the hormone’s 
metabolism and synthesis (Paul 2017). 

India is a nation of intensive gala/ritual where a significant number of festivals 
are celebrated. Many persons take bathe in the river and discard behind worship
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Table 13.2 Heavy metals sources and probable toxic effects on human wellbeing 

Metals Source of heavy metals Toxic effects 

Cadmium 
(Cd) 

Batteries, fertilizer, electroplating, 
pesticides, nuclear fission plant, welding 

Nausea, vomiting, diarrhea, and death 

Iron 
(Fe) 

Mining Congestion of blood vessels, quick 
increase in respiration, pulse rate, 
hypertension and drowsiness, noxious 
for marine life 

Chromium 
(Cr) 

Cotton Textiles, electroplating, mining, 
tannery industries 

Sensitization/ulceration of the skin, 
lung cancer, 

Copper 
(Cu) 

Electroplating, pesticides, mining Sporadic fever, coma, hypertension, 
noxious for marine life, death 

Lead 
(Pb) 

Automobile emission, burning of coal, 
mining, paint, batteries, pesticides 

Lead poisoning, death, anemia 

Manganese 
(Mn) 

Welding, fuel addition, Ferromanganese 
production 

Fever, sexual impotence, central 
nervous system disorder, growth 
retardation, blindness and muscular 
fatigue 

Nickel 
(Ni) 

Electroplating, batteries industry, zinc 
base casting, 

Lung and nasal cancer 

Zinc 
(Zn) 

Metal plating, brass manufacture, 
refineries, immersion of painted idols 

Liver and kidney damage, headache, 
noxious for marine life 

Sources Sundaray et al. (2012), Paul (2017)

goods, clay idols, plastic bags, account books, human excreta, and flower gifts in the 
river that raise the floating matters and contaminants in the river water. Additionally, 
several small towns and villages are situated all alongside the river, the most of them 
don’t have satisfactory hygiene amenities. Thus, several persons utilize the river 
drainage field for excretion, a source of pathogenic and organic pollution in river 
water. Also, the public has the tradition of discarding the un-burnt dead bodies of 
humans and cattle into the river. As per superstition, the dead body has certain diseases 
(tuberculosis, asthma, snake bite, leprosy, poisoning, etc.), and infants, holy men, and 
unmarried persons are discarded into the river. People having meager incomes also 
abandon dead bodies into the river water to save the expensive wood incineration 
(Gaur 2018). Dumping garbage and solid waste is one more contaminating cause 
and contaminating activities by Indian people, whose appropriate supervision is 
inescapable in rivers. 

13.4 Reviews on River Water Pollution in India 

About 70% of rivers in India are polluted due to rapid industrialization and urban-
ization (Jindal and Sharma 2011). In developing nations, the majority of the rivers
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nearby urban cities are the primary sinks for wastes released from industries (Suthar 
et al. 2009). The release of urban wastewater into river drainage basins is a signifi-
cant problem in sustaining RWQ. These effluents and urban sewage negatively influ-
ence public well-being through various processes/routes of the food chain (Gomez-
Baggethun et al. 2013). Regarding progress plans in India, cleaning up of rivers is 
often not optimally prioritized; hence, continuous evaluation of the status of pollution 
of the rivers by human activities is needed. 

CPCB monitored 445 rivers throughout the country, of which 302 river stretches 
were identified polluted. These polluted river stretches were further classified under 
different priority classes (CPCB 2015). Accordingly, CPCB has assessed present 
sewage generation based on India’s urban population and projecting the population 
for 2020, considering the growth rate for the year 2001 to 2011. The rate of sewage 
generation is taken as 80% of the water supply. Total sewage generation and treatment 
capacity in India is presented in Fig. 13.3. Out of this, Uttar Pradesh (UP) generates 
8263 MLD (million liters per day), with 3374 MLD (41%) installed capacity. Out of 
total sewage generation, 2510 MLD (30%) is treated (CPCB 2021). 

Girija et al. (2007) have evaluated the water quality of Bharalu tributary’s 
(Brahmaputra River, Assam) in different seasons. They reported ‘poor’ water quality, 
with significant spatial and seasonal fluctuation. Urban runoff was found to have the 
leading role in hardness, alkalinity, and BOD, and the catchment region has a notice-
able influence on chloride concentration and conductivity. Sulfate (SO42−) content 
showed noticeable seasonal fluctuation, influenced by dilution and occurrence of

Fig. 13.3 Venn diagram depicting sewage generation, installed treatment capacity, operational 
capacity, actual utilization, and complied treatment capacity (Sources CPCB 2021) 
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bacteria, iron, and phosphorus was high in all the sites promoting extreme growth of 
weeds and inducing more stress on dissolved oxygen (DO) of the water channel. Chat-
terjee et al. (2010) evaluated environmental and bacteriological variables of Damodar 
River (West Bengal) at a point source location following chemometric methods from 
2004 to 2007. The results show that contamination of metals, coliform counts, and 
organic pollutants at beyond the acceptable limits for domestic uses. Besides different 
industrial’s effluents near the sampling location, the random inclusion of domestic 
sewage may be contributed to the increment of the pollutants. 

Mandal et al. (2010) investigated the spatial and seasonal fluctuation of Yamuna 
RWQ in Delhi during 2000–2005. The result reveals that the release of partially 
treated and non-treated wastewater is the leading cause of Yamuna River pollution. 
The seasonal fluctuation and interrelationship of the chosen variables may be helpful 
to in the regular examination of RWQ. Banerjee and Gupta (2013) characterized 
the industrial effluents discharged from different industries and heavy metals distri-
bution in effluent releases channel and their impact on Damodar River. The results 
of enrichment factors (EF) and the pollution load index (PLI) (1.305) confirm that 
effluent channels have deteriorated from important heavy metal pollution following 
urbanization and industrialization. Compared to baseline data, the surface sedi-
ment layers explain high enrichment across the channel and at its release point. 
Factor analysis (FA) also explains three factors i.e., surface runoff inputs, industrial 
sources, and background lithogenic factors, which clarify the observed variance of 
the environmental parameters. 

Further, Haldar et al. (2014) assessed the water quality of the Sabarmati River 
(Gujarat) using physicochemical variables, microbiological (total and chosen bacte-
rial count), and biological (phytoplankton). The results showed that the river stretch 
from Ahmedabad -Vasana barrage to Vataman was extremely contaminated due to 
continuous waste releases primarily from industries and municipal drainage. The 
study also showed moderate to poor Sabarmati RWQ concerning physicochemical 
and biological contaminants. The river has significantly lost self-purification capacity 
among Ahmedabad to Vataman due to a lack of minimum flow. Numerous small and 
medium-scale industries situated along the river water body are causing river water 
pollution. 

Sharma et al. (2014) assessed the Hindon RWQ of various point sources 
contributing to a river in pre-and post-monsoon seasons in 2012. The high amount of 
BOD and COD content noticed in the drains showed a high level of organic contam-
ination represented the water inappropriately even for bathing purposes. Almost 
sampling locations of the u/s and m/s of Hindon River, DO content was found to be 
0 mg/L due to huge organic load. BOD content varied between 3.3–65 mg/L, and 
COD content is varied between 28–338 mg/L in pre-monsoon. However, during post-
monsoon BOD varied between 0–139 mg/L, and COD varied between 24–388 mg/L. 
Further, RWQ has been evaluated using WQI and water quality was found to be ‘bad’ 
at each sampling location. Results showed that point sources have a huge organic 
pollution load that degrades overall Hindon RWQ. Moreover, pollution risk esti-
mation based on QUAL2E-UNCAS simulations of Hindon and its tributary Kali 
flowing through Uttar Pradesh shows the imperceptible concentration of DO with
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higher levels of BOD equal to 56.7 mg/L in Kali and 86.5 mg/L in Hindon eluci-
dated the effect of slightly treated to non-treated waste releases into both rivers. The 
simulations of water quality were conducted and the study indicated that both rivers 
are in pollution stress and, particularly Hindon River is not able to recover even in 
winter seasons when it is generally expected that the high absorptive capability of 
rivers (Babbar 2014). 

Gurjar and Tare (2019) evaluated the RWQ and natural absorptive capacity of 
Ramganga River, which confluence with Ganga River. Despite the huge organic 
load in midstream (m/s) of Ramganga, the recorded values of DO were >4 mg/L at 
approximately every location on the main stem, even in a lean flow time of a year. 
Assessment of Ramganga before and after the confluence with Ganga, RWQ for lean 
flow period declared that Ramganga is not considerably contributed to the deteriora-
tion in Ganga RWQ concerning variables like heavy metals and DO. RWQ at 12 sites 
were classified as good, 9 sites as satisfactory and 2 sites as poor according to irriga-
tion criteria described by CPCB (2011). Pathak and Mishra (2020) also investigated 
Ganga RWQ at 6 urban centers (Anupshahar, Kannauj, Kanpur, Prayagraj, Mirzapur, 
and Varanasi) of UP. Four RWQ [DO, BOD, Fecal Coliform (FC), and Total Coliform 
(TC)] monitoring data of the UP-Pollution Control Board were used for the analysis. 
Anupshahar and Kannauj were less polluted centers with downstream values slightly 
higher than the upstream values that signified a slight accumulation of pollutants. 
The maximum differences in the BOD level and pathogenic concentration between 
the u/s and d/s sides were observed at Kanpur and Varanasi, signifying massive inter-
ference of human activities in the river ecosystem in Kanpur and Varanasi. Prayagraj 
showed a continuous decline in pollution, signifying improving water quality. The 
decreasing trend of pollution levels in the Ganga River water stream showed that the 
efforts from the government sector and participation from the general community 
are in the right direction. 

The current situation of HMs (Cu, Fe, Co, Cd, Cr, Hg, Mn, Zn, Ni, and Pb) 
pollution in the Ganga River was reviewed by Paul (2017). Numerous researches of 
HMs contamination confirm that the concentration of different toxic metals in Ganga 
River water and sediment is beyond the permissible limits. HMs at elevated levels 
in the river ecosystem shows a chronic risk to human wellbeing. HMs exposure is 
associated with various cancers, developmental retardation, kidney damage, and yet 
death is the occurrence of excessive exposure. Therefore, the step must be taken to 
reduce the effluent load in river Ganga. They recorded different sources of HMs in 
sediment and river water that need to be strongly supervised to the enhancement of 
the environment, and domestic sewage discharge and industrial effluent should be 
reduced. 

In this continuation, few studies on physicochemical variables and heavy metals 
concentration in Indian RWQs are presented in Tables 13.3 and 13.4, respectively.
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13.5 Approaches of River Water Quality Evaluation 

13.5.1 Water Quality Index 

Water quality indexes (WQIs) are internationally accepted statistical approaches to 
determine the pollution status by categorizing quality classes (excellent, good, poor, 
inferior, and unfit for human use). WQI is the most reliable measure of surface 
and groundwater pollution and can be used effectively to execute water quality 
updating programmers. The WQI transforms multifaceted water quality informa-
tion into secure data that is intelligible and useable by people. Water quality lists 
facilitate the assessment of the water quality profile of a river over its entire stretch 
and recognize the zones where the difference between the required and current water 
quality is sufficiently large to necessitate critical pollution control measures (Srivas-
tava et al. 2017; Kumar et al. 2021). This index accounts for a general assessment of 
water quality on numerous levels that affect the capacity of a stream to sustain life. 
Numerous studies have been conducted on WQI in India by different researchers 
(Table 13.5). 

Table 13.5 List of different WQIs for monitoring of various rivers in India 

Area Rivers WQI References 

Tamil Nadu Cauvery Tiwari and Mishra Kalavathy et al. (2011) 

Madhya Pradesh Chambal NSFWQI Srivastava et al. (2017) 

South Bengal Damodar CCMEWQI Haldar et al. (2016) 

Entire river Godavari NSFWQI Chavan et al. (2009) 

Uttar Pradesh Hindon CPI Mishra et al. (2016) 

Entire river Hindon Tiwari and Mishra Sharma et al. (2014) 

Ujjain Kshipra NSFWQI Gupta et al. (2012) 

Madhya Pradesh Narmada CCMEWQI, NSFWQI, 
Weighted arithmetic 

Gupta et al. (2017) 

Gujarat Sabarmati Weighted arithmetic mean Shah and Joshi (2017) 

Gujarat Sabarmati NSFWQI Haldar et al. (2014) 

Himachal Pradesh Swan NSFWQI, OIP Sharda et al. (2017) 

Delhi NCT Yamuna OIP Katyal et al. (2012) 

Entire river Yamuna Customized NSFWQI Sharma et al. (2008) 

Uttar Pradesh Kali River Weighted arithmetic mean Singh et al. (2020) 

Uttarakhand Ganga CPI Kumar et al. (2020) 

Uttarakhand Ganga CCMEWQI, NSFWQI Kumar et al. (2021) 

NSFWQI: National Sanitation Foundation Water Quality Index; OIP: Overall Index of Pollu-
tion; CCMEWQI: Canadian Council of Ministers for Environment Water Quality Index; CPI: 
Comprehensive pollution index
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Jindal and Sharma (2011) studied Sutlej RWQ at Ludhiana (Punjab) in different 
seasons during 2006–2007. For the calculation of water quality rating and WQI, 
nine variables were measured. The average values of each variable were compared 
with ICMR, BIS, and WHO norms. The WQI was found 32.84, 51.01, and 132.66 
at sites S1, S2, and S3, respectively. This showed that the river water was unsafe for 
human use at sites S2 and S3 and might be used only for irrigation, aquaculture, and 
industrial application. Sharma and Kansal (2011) studied the river Yamuna using 
WQI to explain the contamination level in the river for 10 years period (2000–2009). 
They also determine the significant contaminants influencing the RWQ during its 
course through the city. The range of water quality is found “good to marginal” class 
at Palla and “poor” class at all other sites. The RWQ at different sites is mainly 
affected by wastewater release produced from the National Capital Territory (NCR, 
Delhi), entering the Yamuna River through numerous drains. 

Prasad et al. (2013) developed a web-based system to express the surface water 
quality in the imprecise condition of observed data. Eight variables were examined 
in surface water, in which four variables i.e. pH, DO, BOD, and FC were applied 
for the WQI computation following Maharashtra Pollution Control Board (MPCB) 
water quality norms of category A-II for the best-designated application. The inves-
tigation explained that river points in a specific year were in a very bad class with 
0–38% certainty level, which is not suitable for drinking uses. Samples in the “bad” 
and “medium to good” classes had certainty levels between 38–50% and 50–100%, 
respectively. The remaining sample was a “good to excellent” class, appropriate for 
drinking uses, with certainty levels between 63–100%. This web system is helpful for 
the concerned authorities and policymakers that allowing them to obtain the expected 
output in a shorter time. 

Mishra et al. (2015) assessed the heavy metal contamination (Cd, Pb, Fe, Cr, and 
Zn) in Kali River apply Nemerow pollution index (NPI), in pre-and post-monsoon 
seasons in 2014. NPI computed for drinking water quality norms and found 5.04 
in pre-monsoon and 7.08 in post-monsoon, whereas regarding inland water quality 
norms established as 4.37 in pre-monsoon and 3.62 in post-monsoon. Heavy metals 
analysis results revealed that Zn and Pb are the major variables accountable for 
river water pollution. Comprehensively NPI showed that river water was extremely 
polluted (i.e. NPI > 3) in pre-and post-monsoon seasons, due to surface runoff, 
dredging, other associated human activities, and the release of urban/industrial efflu-
ents into Kali River. Further, Mishra et al. (2018) also evaluated the effect of heavy 
metal contamination (Zn, Cr, Fe, Cd, and Pb) using the heavy metal pollution index 
(HPI) in the Kali River at seven locations in pre-monsoon and post-monsoon in 2014. 
HPI was established to be 6.79 in pre-monsoon and 4.98 in post-monsoon season, 
which is higher than the crucial value (HPI >> 1). The study explained that the Kali 
river stretch was extremely polluted concerning heavy metals, and recommended 
that the wastewater produces from industrial units must be treated before release into 
the river. 

Bhutiani et al. (2016) assessed the river Ganga environs at Uttarakhand and calcu-
lated WQI by investigating 16 physicochemical variables based on NSFWQI to
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evaluate the appropriateness of water for irrigational, drinking, and other applica-
tions. Application of NSFWQI to evaluate the RWQ over 11 years displays small 
fluctuations in water quality. Results also showed that solid and liquid waste pollu-
tants, sewerage, or organic nature are the major causes of pollution. Mishra et al. 
(2016) estimated Hindon RWQ at 28 sampling locations of western Uttar Pradesh 
(WUP) applying the CPI, considering the eleven environmental variables in 2013– 
14. The results of CPI showed that the Hindon River was extremely polluted (CPI = 
2.68–7.12). 

Jaiswal et al.  (2019) studies characterized the extensive evaluation of physical 
and chemical conditions in RWQ of the entire Yamuna stretch (India). Computed 
WQI was “excellent” to “good” in the upper region, with BOD average values of 
2.1 mg/L in rainy and 2.4 mg/L in the non-rainy season. While, WQI was “poor” to 
“marginal’ in the middle region, with BOD mean values of 13.1 and 32.3 mg/L in 
rainy and non-rainy seasons, respectively. Additionally, WQI values better to “good,” 
and “excellent’ class in lower region and BOD reduced to 1.9 and 1.8 mg/L in rainy 
and non-rainy seasons, respectively. 

The globally accepted coherent approach of WQIs and multivariate statistical 
models (PCA and CA) were utilized in the dataset to assess the spatial–temporal 
fluctuation and contamination source recognition and apportionment river Ganga in 
Uttarakhand (Kumar et al. 2021). Total 22 hydro-chemical variables were analyzed 
by collecting the samples from 20 different vertically elevated monitoring locations 
for different seasons. The seasonal variation in RWQ by the CCMEWQI showed 
the quality class at a marginal level in summer (62.16), monsoon (59.96), and post-
monsoon (60.20) season, whereas in winters (71.18), water quality was in fair condi-
tion. The present observations contribute to the usefulness of these statistical method-
ologies to interpret and understand large datasets and also provide reliable informa-
tion to reduce the tediousness and cost of water quality monitoring and assessment 
programs. 

13.5.2 Multivariate Statistical Approach to Monitoring 
the River Water Quality 

The multivariate statistical analysis involves concurrent evaluation of more than two 
variables of water quality. All statistical systems concerned with the instantaneous 
breakdown of numerous measurements on several diverse variables comprise the 
multivariate analysis (Manoj and Padhy 2014). Some commonly used multivariate 
statistical models (or environmetrics) for environmental data analysis are factor anal-
ysis (FA), cluster analysis (CA), and discriminant analysis (DA). FA, which consists 
of principal component analysis (PCA), is a statistical method utilized to reduce 
the dimensionality of a dataset comprising a considerable number of inter-related 
variables (Singh et al. 2004). This reduction method includes a conversion of the 
dataset into a new dataset of variables, i.e., termed principal components (PCs).
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These PCs are organized in reducing an array of significance and are orthogonal, i.e., 
non-correlated (Panda et al. 2006). Some of the advantages of PCA are: 

1. PCA gives information on the major consequential variables, which explain the 
entire data set providing data reducing with the least loss of original data. 

2. PCA helps the recognition of contamination sources based on shortened vari-
ables, like spatial (contamination originate from human activities) and temporal 
(climatic and seasonal) (Razmkhah et al. 2010; Rizvi et al. 2016). 

CA is a technique for establishing a large quantity of data into convenient very 
important heaps. It is an information-reducing tool that makes sub-clusters which are 
convenient than a single dataset. Like FA, it examines the inter-association among the 
variables. This method also aids in assume the data on the contamination sources and 
inter-relationship among different contamination sources. Hierarchical agglomera-
tive cluster analysis (HACA) is a technique that shows perceptive resemblance asso-
ciations among any individual sample and the total data set and is usually displayed as 
a tree diagram, i.e., dendrogram (Panda et al. 2006; Rizvi et al. 2016). The Euclidean 
metric usually details the uniformity among two samples. A Euclidean metric can be 
expressed by the variation among investigative data from both samples (Zheng et al. 
2015). 

Since RWQ evaluation demands working with large datasets, numerous advanced 
statistical tools were practiced. Environmetrics like PCA and CA have been used to 
identify possible sources that can influence aquatic bodies to improve the perception 
of water quality and the actual status of the study region. These techniques have been 
mainly dependable in providing a new and unique sympathetic of the association 
between a range of different contaminants (Wang et al. 2013; Barakat et al. 2016). 
These techniques are crucial for trustworthy monitoring of river water resources and 
quickly finding solutions to deterioration problems in river water. Numerous studies 
on the application of multivariate techniques/environmetrics to assess the RWQ have 
been carried out nationwide by various researchers (Table 13.6).

Singh et al. (2004) reported various environmetrics to evaluate spatial–temporal 
fluctuations and interpret a substantial complex RWQ dataset collected in exam-
ining the river Gomti River in UP, India. The multifaceted data matrix (17,790 
measured data) was analyzed with various environmetrics like CA, FA/PCA, and 
DA. CA displayed good outcomes rendition 3 dissimilar clusters of resemblance 
among the sampling locations indicating the various RWQ variables. PCA recog-
nized six factors, i.e. liable for the data framework describing 71% of the entire 
variance of a dataset and permitted to cluster the chosen variables as per general 
characteristics and assess each cluster’s frequency on the comprehensive fluctuation 
in RWQ. DA displayed the best outcomes for reducing data and pattern recognition 
in a spatial–temporal investigation. DA presented five variables managing over 88% 
right rendezvous in a temporal investigation, whereas nine variables to manage 91% 
right rendezvous in a geographical investigation of 3 dissimilar areas in the catch-
ment. Hence, DA permitted a decrease in the spatiality of the huge dataset, defining 
few indicator variables accountable for huge fluctuations in RWQ. This research 
shows the need and effectiveness of environmetrics for the monitoring and analyzing
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Table 13.6 Application of multivariate techniques for monitoring of RWQs in India 

Region Rivers Multivariate 
statistics/environmetrics 

References 

Uttarakhand Ganga PCA, CA Kumar et al. (2021) 

Uttarakhand Ganga PCA, HCA Kumar et al. (2020) 

Uttar Pradesh Hindon PCA, HCA Mishra et al. (2016) 

Madhya Pradesh Chambal PCA, DCA, CCA Srivastava et al. (2017) 

Gujarat Sabarmati PCA Haldar et al. (2014) 

Uttar Pradesh Kali PCA, HCA Singh et al. (2020) 

Uttar Pradesh Hindon PCA, HACA Rizvi et al. (2016) 

Uttar Pradesh Ramganga DA, HCA Gurjar and Tare (2019) 

West Bengal Damodar PCA Banerjee and Gupta (2013) 

Delhi Yamuna PCA Bhardwaj et al. (2017) 

Detrended correspondence analysis (DCA); Canonical correspondence analysis (CCA)

huge datasets to obtain the best information regarding the RWQ and plan of observing 
networks for efficient water resources supervision. 

Kumar et al. (2020) attempted to evaluate the long-term (1989–2016) hydro-
chemical parameters of Ganga RWQ at five u/s sites of Uttarakhand i.e. Uttarkashi, 
Tehri, Rudraprayag, Devprayag, and Rishikesh, applying a CPI and multivariate 
statistical method (PCA and CA). These techniques were applied to classify, sum 
up expensive datasets and clustering similar contaminated region along the river 
stretches. PCA established the input source of nutrients in the river from both human 
and natural sources. Additionally, the u/s RWQ evaluated was established to be good 
in comparison to the extremely polluted d/s area. 

13.6 Conclusions 

This comprehensively reviewed the importance of water and various characteristics 
of RWQ on a national scale and concluded that the majority of Indian rivers are 
degrading day by day through different anthropogenic reasons, causes, and sources. 
Hence, in current scenarios, meticulous monitoring of RWQ concerning physico-
chemical, heavy metal, and bacteriological parameters is necessary. Simultaneously, 
the application of multivariate statistical approach and computing WQI, CPI is also 
important to find out the actual status of RWQ. Because, rivers have reservoir of 
ecological diversity and provide important services to communities. River and other 
surface water qualities is mainly affected by various anthropogenic activities such as 
fast industrialization, urbanization, improperly managed landfills, landscape change, 
pollutants (chemical fertilizers and pesticides), runoff from agricultural fields, cities
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runoff, municipal drainage mixing, dumping solid of semi-solid wastes in river catch-
ments, which need to be examined and control by adopting following remediation 
techniques: 

• Efficient working of ETPs for industrial effluents, STPs for municipal wastew-
aters. Upgrading or establishment of advance ETP and STP technologies and 
ensure complete treatments (primary, secondary and tertiary stage) 

• The present ETPs and STPs need to be tested for its efficiency, reliability and 
technological parameters by self-reliant departments (tech-efficiency-reliability 
verification). 

• Based on effluents/wastewater characteristics, following advance remedia-
tion/treatment techniques could be adopted inside the industrial/municipal 
regions, which is addressed by numerous reviewers: 

– Bioremediation/phytoremediation technique (by using microbes, algae, exotic 
and aquatic plants species) 

– Advanced oxidation processes (Fenton’s Reagent, Peroxonation, Sonolysis, 
Ozonation, Ultraviolet Radiation-Based AOP, Photo-Fenton Process, Hetero-
geneous Photocatalysts, using catalytic nanomaterials) 

– Chitosan-based magnetic adsorbents (for toxic metals) 
– Photoelectro-Fenton process as efficient electrochemical advanced oxidation. 
– Treatment with UV light, sunlight, and coupling with conventional and other 

photo-assisted advanced technologies 

• Identify major drain in urban and peri-urban region; treat their water before release 
or confluence with surface water body. 

• Need to strict implication of numerous rules and regulations followed by national 
agencies at ground level for improvement of all surface water qualities 

• Preventive measure viz stops discarding of solid waste/garbage in its catchment 
areas as well as creating awareness among community. 

• Precise application of chemical fertilizers and pesticide in agricultural field. 
• Besides that, monitoring of RWQs at specific intervals is important for find out 

major causative factors. 
• Minimum generation of wastewaters, recycling and reuse is also a significant 

optional method. 
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Chapter 14 
Adapting to Climate Change: Towards 
Societal Water Security in Semi-arid 
Regions 

Manas Ranjan Panda and Yeonjoo Kim 

Abstract As water plays a vital role in the life support system of the planet, the issue 
of water scarcity creates an insecurity which need to be overcome for the enhancement 
of socio-economic balance. Such condition affects more than billion people globally, 
and most of them live in the semi-arid regions where the available water resources 
are under threat. As per Food and Agriculture Organization (FAO), 12.2% of total 
global land is semi-arid zone. Based on the projected climate change, millions more 
people will be living under such conditions in the coming decades. However, various 
attention has been given to the eradication of water scarcity problems over this region, 
only few changes are remarkable in terms of field application. The water governance 
policies made by the local or national authorities must keep an eye to distinguish 
properly between various extreme events such as interannual droughts, continuous 
dry spells and long-term climate aridification. In general, few common contrasting 
situations are observed to cope with different water-scarcity dilemmas. The most 
vulnerable countries or region should adapt their water policy in order to sharpen the 
water shortage condition. The developing countries should take the decisions wisely 
to pursue the win–win approaches by selecting the most advantageous measures. In 
this chapter, various adaptive measures taken in the recent past in arid and semi-arid 
regions of Australia, Brazil, India and other south Asian countries are discussed. The 
basic fundamental approach for adaptive management for climate change will be 
providing social learning to the stakeholders to recognize their inter dependence as 
well as differences. The rethinking will be always required between local governance 
and stakeholders in order to manage the water for the most common uses such 
as irrigation, crop processing, domestic, industrial and other environmental uses. 
However, the large-scale adaption to global change is only possible by integrated 
river basin management (IRBM) plan by defining the medium- and long-term goals. 
Various adapting methods for water stress condition are discussed and also domain 
specific advance technology can play a vital role in such conditions. The aim of this 
chapter is to discuss various measures taken by the society or stakeholders to adapt
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the changing trend of water availability due climate extremes in the semi-arid zones 
of the world. 

Keywords Societal water security ·Water shortage · Dry spells · Climate 
aridification · Semi-arid · Integrated river basin management (IRBM) 

14.1 Introduction 

The importance of water resources for survival and economic development are always 
intricately connected to the prosperity of individuals and well-being of the commu-
nities. Water can execute an important part in the insecurity or deterioration of peace 
due to its potential for conflict, strife and contention. This is very much related to the 
surface water and groundwater, where the transboundary distribution occurs between 
two or more communities, states or nations. As a result, equitable relations between 
neighboring communities, states or countries are closely linked to the effectiveness 
of local laws, national laws, international conventions, that allows equal access to the 
transboundary water resources (Andrade et al. 2021; Azhoni et al. 2016, 2017). Water 
security consists of diverse technical, monetary, environmental, social and judicial 
components. The state of public property of water resources, mentioned by various 
laws, allows public or government officials to achieve public service objectives. As 
a matter of fact, the establishment of water authorities at various levels seen to be 
promoting different policies, which place the water in the service of socio-economic 
development (Azhoni et al. 2016, 2017). Such conditions are more common in water 
scarce countries because the water management programs are planned accordingly 
to control the surface and groundwater resources. However, sometimes the excessive 
withdrawal from the groundwater threatens the water resources sustainability (Nalau 
et al. 2018). 

The arid as well as semi-arid drylands carry an important role in Earth’s bio-
physical environments. The impact of climate variability and change resulting water 
scarcity and low land productivity in those regions triggered the vulnerability to the 
local communities. The unanticipated change is characterized by biophysical limi-
tations such as low annual mean precipitation, rising temperatures, erratic rainfall, 
recurring droughts, and remarkable seasonal and inter-annual variations, triggers the 
vulnerability of these drylands towards climatic variability and change (Ramarao 
et al. 2019; Gaur and Squires 2018). The 40% of the global land area is covered 
by these drylands, and shelter to more than 2.5 billion people (Gaur and Squires 
2018). The persistent water scarcity over this region prompting several ecological 
constraints such as low nutrients and organic content in soil, desertification, soil 
degradation, disappearance of biodiversity which ultimately impact the livelihoods 
of surrounding local communities (Gaur and Squires 2018). 

The high-level declaration happened at the Second World Water Forum, which 
took place in Hague in 2000, focused on providing water security in the twenty-first 
century. The goal was set for ensuring the protection and improvement of different
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sources such as freshwater resources, coastal ecosystem as well as other related 
ecosystems to achieve sustainability are also promoted (GWSP 2011). The basic 
need of an individual to access sufficient safe water at a reasonable price for a healthy 
as well as productive life and at the same time vulnerable should be protected from 
the risks of water-borne hazards were given prime attention (GWSP 2011). There 
are two basic dimensions of safeguarding the societal water security first, to fulfill 
the basic water needs for their socio-economic production; second, to reduce water 
related risk, particularly during the flood and drought situations, to a defensible level 
(Ramarao et al. 2019). 

The impact of the adverse climatic behavior becomes a threat for the low-income 
and vulnerable people inhabiting in the dry land areas; either in terms of life or 
wealth and sometimes in both aspect (Allen 2018; Olsson et al. 2014). For such 
conditions or variability, they are facing unreasonably the most and carrying the 
unavoidable stress for adaptation. Therefore, the concern for suitable adaptation 
actions is more important and which can provide ideal resilience towards climate 
variability and change. The implementation of adaptation measures faces different 
barriers, which includes lack of prevailing and locally applicable information, insti-
tutional constraints, improper management of financial procedure, lack of adequate 
technology and sometimes neglecting the of inclusion of conventional technique for 
adaptation strategies (Nalau et al. 2018; Eisenack et al. 2014; Barnett and O’Neill 
2010). This shows an adaption deficit existing towards changing climate and extreme 
events at various levels in terms of social, financial and technological aspects (Asfaw 
et al. 2018; Milman and Arsano 2012). Such increasing adaptation deficits is not only 
limited to certain regions but seen are globally (IPCC 2014; Pachauri et al. 2014). 

Increasing frequencies and intensities of hydrological extremes like floods and 
droughts are the main/prime consequences of climate change, and its following 
impact is going to be realized more severely in developing countries (Heo et al. 
2015). Studies have been carried out in different parts of the globe to identify the 
severe impact of climate change on available water resources (Andrade et al. 2021; 
Azhoni et al. 2016, 2017; Blakeslee et al. 2020; Bressiani et al. 2015; Gondim et al. 
2018; Heo et al. 2015; Lemos et al. 2020; Moors et al. 2011; Mostafa et al. 2021; 
Ribeiro Neto et al. 2014; Singh et al. 2018; Venkataramanan et al. 2020; Ziervogel 
et al. 2019) and adaptation strategies (Singh and Chudasama 2021). Among all stake-
holders, agriculture is a pragmatic water-intensive sector sensitive to climate change. 
Climate change is one of the critical drivers of uncertainty in river flow which further 
widen the gap between irrigation water availability and demand. Studies in Brazil 
found that if the current practice follows, it is going to be challenging to meet the irri-
gation water demand in the Jaguaribe River basin, Brazil in the near future (Gondim 
et al. 2018). This chapter will be focusing on different adaptation strategies for water 
security at societal levels due to climate change and how to cope with water scarce 
situation in arid regions at a community level.
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14.2 Global Semi-arid Zones and Water Scarcity 

The coastal region of Brazil, Northern India, Western coast of India, Iran, Egypt, the 
USA, Mexico, Spain, Cape Verde, and Australia etc. are the major semi-arid zones 
of the world and the socioecological dynamics of these dry lands are not well known 
as well as very much complex. The increasing population density, water scarcity 
condition pushing the region towards a more vulnerable world (Adame et al. 2021; 
Poulter et al. 2014). In these regions the water insecurity consequences in reduced 
crop yields, hydropower production, and hampering the cooling process of thermal 
power plant, which can subsequently hike the food and energy prices. 

The water scarcity indicators 

Various methods have been developed by different research groups across the globe 
to quantify the water scarcity. However, the common method is relied on annual 
average data and implemented on a large scale (national or regional) on the basis 
of readily available data. The two most common indicators to define or measure 
the water stress are: first, evaluating the per capita water availability; the second, 
determining the withdrawal to availability. Both the indicators include a specific 
scaling with conventional households that defines water stress and water scarce 
situations. The most common method of describing water scarcity is the “Water 
Stress Indicator” (WSI) of Falkenmark et al. (1989). The WSI quantifies the water 
resource abundance or scarcity on the basis of the available freshwater resource to 
the population over a region or in a river basin and, taken as the important factor of 
the water demand. Hence, the Falkenmark indicator, alternatively called as “water 
crowding index” and which is commonly used in many studies on the basis demo-
graphic projections. The “Water Stress Indicator” of Falkenmark categorized into 
four different stress levels based on per capita water availability as: (i) No stress 
(>1700 m3/year/capita), (ii) Stress (1000–1700), (iii) Scarcity (500–1000), and abso-
lute scarcity (<500 m3/year/capita), where the typical criteria of estimating water 
resources are procured from mean annual runoff (Raskin et al. 1997). is also proposed 
a water scarcity indicator to evaluate and interpret the water stress by quantifying the 
ratio of annual withdrawals to available water resources and equally adopted by many 
studies due to its easiness. Thus, the Withdrawal to Water Resources (WWR) can be 
considered one of the widely used water resource vulnerability index that can be used 
to capture more efficiently the concept of water uses instead of demand. In recent 
times, various studies using both the WSI and WWR indices in terms of measuring 
water scarcity due to their relative easiness and also, these indicators applied using 
annual averaged data at different scales (country or state or basin-wise). The scarcity 
level is characterized by both of the indicators using various methods which high-
light the critical aspects of water scarcity by complementing each other, however, 
none of them emphasized the conditions for functional access to water by the users. 
For a certain quantity of resources and population, a country or community may be 
less vulnerable if it has already executed, beyond its exploitation limits. Hence, a
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sufficiently huge quantity of its resources, that guarantee for certain a level of water 
availability compatible for the living standard of its populations. 

14.3 Water Management Approaches; Quality-Quantity 
Perspective 

14.3.1 Water Conservation 

Water conservation is one of the cost-effective ways of securing “new” water supply 
(Arlosoroff 2015). Multiple approaches can be used in this strategy to apply in any 
sector by focusing on fulfilling the water needs at the demand-side management. The 
basic principles of water conservation programs include technological, economical, 
and educational criteria, e.g. promotion of sustainable water use and energy efficient 
technologies for water, awareness to various economic policies, educating people 
regarding speicfic local and national regulations in terms of specific restrictions 
regarding water use (especially during drought conditions), implementing technolo-
gies to overcome water leakages, and street campaigning to enhance public awareness 
(Cominola et al. 2015; Arlosoroff 2007). There is a confusion between water conser-
vation and water-use efficiency, however, both are related, but have distinct concepts, 
i.e., water-use efficiency has the potentiality to trigger the increased water use (Scott 
et al. 2014). The participation of various entities such as governing bodies, house-
holds, farmers, commercial businesses, and industrial plants etc. are required for 
water conservation. Hence, this kind of practice is influenced by complex regulatory 
bodies and sociotechnical interactions. Sometimes, the media coverage of extreme 
events (such as drought), engaging the stakeholders by public officials, and local 
political interferences can make remarkable change to the existing system (Brown 
2017; Hess et al.  2016). Many successful programs have been carried out for water 
conservation at different parts of the globe, for example, in Israel, a national strategy 
which indulges circulation of both, water-efficient technology and regulatory actions 
at various sectors (Tal 2006). In Israel, the water regulation is done by a total water 
metering system which keep on monitoring and determine the rate for water use and 
also decides the block rate system. The national water carrier system also helps the 
water users to trade their surplus water to manage for more efficient use (Arlosoroff 
2007). 

14.3.2 Reuse of Wastewater 

The wastewater releasing from various sectors i.e., municipal, industrial and agri-
cultural can be reused upon proper treatment. The reuse can increase the availability 
of water and reduce reliability on external water sources but at the same time the
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quality become more important factor for the users. For instance, reuse of direct 
potable water needs proper treatment but can reduce the energy requirement needed 
for the transportation of water from the source to the user and also reduces the stress 
on the natural ecosystem (Rice and Westerhoff 2015). Many water treatment plants 
collect the water which originated from wastewater effluent at the upstream sources. 
However, sometimes the direct potable reuse is avoided by the public due to percep-
tion issues and becomes more concerning for the water-supply organizations if any 
safety failure occurs while wastewater treatment (NRC report 2012). The use of 
different-colored pipes is adopted in certain areas across the globe for the reclaimed 
wastewater distribution and commonly known as “dual reticulation”. Generally, it 
helps in distinguishing the reclaimed wastewater from potable water supply pipes. 
However, this type of system is not cost effective for the domestic supply but can be 
more efficient source of supply particularly for the industrial or commercial purpose 
i.e., industries or power plants because it requires new infrastructure (Tang et al. 
2007). 

The indirect way of recycling includes agricultural exchanges and different ways 
of aquifer recharge which can be done at a societal level. The nexus can be possible 
between urban and rural areas in which urban entity can trade its treated water to a 
rural community and in exchange they can access the water from the rural sources. 
The treated urban water is used for agriculture in the rural system but considering 
the water quality some specific agricultural applications can be done. In the city of 
Phoenix, USA, such urban–rural-water nexus can be seen where the city transfers its 
treated wastewater to the Roosevelt Irrigation District especially for the cultivation 
of non-edible crops and in exchange withdraw an equal volume of water elsewhere in 
the aquifer (Silber-Coats and Eden 2017). The perception concerns can be changed 
by enforcing strong policies, public education efforts for wastewater treatment and 
reuse as happened in Singapore (Luan 2013). This case study focuses the best way 
of wastewater reuse as a gift for the alternate source of water and simultaneously 
keeping the priority of societal concerns regarding the safety and cost-effectiveness. 

14.3.3 Source Protection 

The main goal of source protection measure is to maintain the quality of water from 
the extraction points. This practice is not new, centuries back, certain type of source 
protection practice can be found in communities which restricted specific near water 
sources. This ancient practice can be seen in Babylonian Talmud, where slaughter-
house and tanneries operations were restricted within a radial distance of 25 m from 
a well and the Yoruba tribes in Africa forbade activities like bathing and washing 
clothes near wells (Salzman 2017). However, in recent times the regulations are 
extended beyond the domestic uses in order to create the scope of water uses for 
recreation (e.g., water sports, aesthetic use etc.). The land use land cover change 
or intensive agricultural activities can induce the sediment loss and nutrient runoff 
which eventually causes degradation of watersheds can impact and for which the
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downstream users need to pay more in water treatment (McDonald et al. 2016). 
Hence, it is easy to control the point source contamination but difficult to regulate 
the non-point source pollution. For example, the receiving bodies in the semi-arid 
region of Mexico i.e., Chesapeake Bay and the Gulf of Mexico, where the pollu-
tants intruding from the upstream sources have deteriorated the water quality and 
converted into hypoxic areas and dead zones. Hence, the diffuse nature of contami-
nants is a major concern for the local authority and dependent community to mini-
mize these non-point sources. Such innovative water governance practices discussed 
in this section are required both for quantity and quality maintenance under climate 
change-induced weather variability conditions. (Loecke et al. 2017; Gain et al.  2016; 
Lankoski and Ollikainen 2013). 

14.3.4 Managed Aquifer Recharge 

The recharging of aquifers is done by using surface water through various artificial 
methods and which is very much feasible to enhance water security across the dry 
land (specifically in semi-arid zones) areas of the globe. The most common ways are 
reducing the overexploitation of groundwater, storing of water in ponds and lakes 
during the surplus seasons, and maintaining the water availability conditions in the 
period of surface water scarcity (Casanova et al. 2016). The planned utilization water 
for recharging the aquifers is considered as managed aquifer recharge (MAR) (Dillon 
2005). In different environments MAR has been rehearsed using various methods 
for more than a century (Casanova et al. 2016; Weeks 2002). Due to its viability and 
effectiveness, MAR is commonly used with various sources of water, which mostly 
includes harvested rainwater (mostly in the ponds or lakes) and river water (Stefan 
and Ansems 2018). 

In certain cases, the treated wastewater is used for MAR purpose and can be with-
drawn at a later time from the aquifer for water supply (Asano and Cotruvo 2004). 
The direct injection of wastewater into the aquifer may arise different issues in terms 
of water quality such as organic and inorganic chemicals, nutrients, salinity and 
turbidity, etc. and hence, causes the evaluation of MAR (Page et al. 2018). The risk 
of urging a variety of contaminants while aquifer recharge is done by runoff water 
from municipal areas or treated wastewater; however, some of the pollutants can be 
reduced by natural processes inside aquifer while few still retained and cause risk to 
human health (Casanova et al. 2016). Therefore, the emphasis on setting up flawless 
guidelines and regulations are given importance to protect groundwater resources 
while using the MAR and maintaining the water quality level (Dillon 2005). Several 
examples of implementing successful MAR can be seen throughout the world, one 
among which is in the semi-arid regions of southern India, constructing check dams 
across rivers to retain the surface runoff and increase the groundwater recharge 
(Renganayaki and Elango 2013). Various studies show that these dams increasing 
groundwater levels and enhanced the water quality significantly by reducing salinity 
levels, fluoride and arsenic concentrations in the groundwater. It resulted not only
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enhancing the livelihood of local community due to better farm productivity and 
in certain cases the time spent by the women of various rural community of the 
region to fetch water have been reduced significantly also documented (Renganayaki 
and Elango 2013). The public perceptions towards the fairness and faith in decision 
making by the governing bodies, and implementation of suitable protection measures 
towards water quality decides the socio-economic approval of MAR (Mankad and 
Walton 2015). Despite the fact that MAR various benefits, but such complex inter-
actions depict how different local variabilities related to societal stigmas in water 
quality used for aquifer recharge purpose of the region. The management authority 
associated with this, should play an influential role for the adoption of such water 
management practice by the communities around the world. 

14.3.5 Desalination of Water 

The high-water demand and water scarce situations across the arid as well as semi-
arid regions of the world forcing the people as well as concerned authority towards 
an alternative source of water. In such circumstances, the desalination technique for 
water is gaining popularity to support the increasing water demands where fresh-
water sources are limited. There are 18,500 desalination plants operating globally 
and supporting the demand for more than 86.8 million m3/day by mid-2015 (Amy 
et al. 2017). Recent venture in the technology related to desalination have enabled 
the process more efficient and cost-competitive. The thermal-based and membrane-
based are two commonly used desalination processes. Thermal-based technologies 
works on the principle of converting water into vapor state and then condense this 
vapor in order to get potable water by supplying thermal energy to seawater (Loecke 
et al. 2017). Thermal technologies mainly used in the regions of high-water salinity 
and low energy cost, (Caribbean and the Middle East countries). The widely used 
thermal-based processes are multi-stage flash (MSF), multi-effect distillation (MED), 
and vapor compression distillation (McDonald et al. 2016). Furthermore, adoption of 
gradual phasing in renewable energy sources for supplying power to the desalination 
plants, can help in long-term sustainability of desalination. However, certain chal-
lenges are still existing in reducing energy demands and simultaneously managing 
waste products which have adverse environmental effects produced during desali-
nation process (Amy et al. 2017; Harandi et al. 2017). The concentration may vary 
significantly based on the source water quality and volume e.g., ranging from 2.5 g/L 
to 80 g/L of total dissolved solids (TDS) for brackish water and seawater respec-
tively. With higher salt concentration and other contaminants, such as heavy metals, 
nitrate, and radioactive materials (naturally present) can exist with high concentra-
tion in the brine (Xu et al. 2013). Hence, the management of high concentration 
is a promising challenge which impelling the implementation of desalination tech-
nology. The disposal of brine in an ocean outfall cause settling on the floor which 
can be toxic to marine ecosystem and can also cause hypoxic conditions. Therefore,
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seawater desalination facilities are designed with diffusers at the outfalls to main-
tain a mixing condition of discharged brine to the oceans (Amy et al. 2017). For 
instance, the first seawater desalination plant of Australia set up in Perth have an 
outfall which contains 40 diffusion ports along 600-m pipe (Water Use Association 
2011). The projected estimation of desalinated water is 192 × 106 m3/day by 2050 
and currently, Saudi Arabia stands tall in producing desalinated water in the world 
and has the potential to meet 60% of total water demand using desalination plants 
(Frank et al. 2017; DeNicola et al. 2015). Other countries in the middle East such as 
Kuwait and Qatar where100% of the water used is produced through v desalination 
(Blanco-Marigota et al. 2017). Despite the widespread use of desalination process, 
it is still controversial because of the expensiveness of technology used to produce 
water. Furthermore, it has many environmental effects, for example, huge amount of 
waste products and high greenhouse gas can affect the marine ecology as discussed 
in this section (Sepher et al. 2017; Ritcher et al. 2013). Therefore, the continuous 
improvement in the technology is required, and at the same time prime focus must be 
given to minimize the adverse health and environmental effects. Better management 
practice for brine discharges along with highly efficient desalination plants can make 
the desalination as a cost-effective and sustainable option. This can be a better alter-
native adaptation source of freshwater around the arid and semi-arid coastal regions 
of the world in the changing climate. 

14.4 Policy and Responses from International 
Organizations 

The basic approach of adaptive management is social learning, through which people 
can distinguish between their interdependence and differences, help them to execute 
collective action and resolve the conflicts. That will help to overcome barriers and 
create new chances for innovative technologies to implement. After the Copenhagen 
meeting in 2009, many international organizations such as include the Food and Agri-
culture Organization (FAO) of the United Nations, the International Water Manage-
ment Institute (IWMI) and the International Network of Basin Organizations (INBO) 
triggered their participation in analyzing water policies related to climate change 
adaptation. As per the FAO, more focus should be given on the water-oriented activ-
ities such as storages, water use efficiency improvements, water accounting, data 
gathering, farming activities. They emphasized on altering the crop patterns, and 
further development of crop breeding. The large-scale fluctuations happen due to 
droughts however, the water storage at various forms (such as surface water sources, 
soil moisture and groundwater storages) will be needed protects the stakeholders. 
The instant solutions for the water scarcity can be managed from surface storages 
i.e. small reservoirs and natural wetlands. The beneficial practices (soil management, 
rainwater harvesting and conservation tillage) can be used in farming to improve soil 
moisture capacity and so as groundwater by recharge. The farmers mostly depend
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upon rainfed irrigation are the primary victims during droughts and could be encour-
aged to use alternative or supplementary irrigation technique to overcome the risk of 
crop yield reduction and starvation. The efficient water use irrigation systems, should 
be implemented which reduce the often-large water losses. The concern for increasing 
water scarcity and unpredictable variability, stated by IWMI should be required to 
think seriously, for the better management of water in agricultural production and 
at the same time to integrate the solutions in other sectors (domestic, environmental 
and industrial) of water use. The emphasis should be given on three things regarding 
the water use by the users; (i) the source of water, (ii) the benefits (iii) how to manage 
after its use i.e., wastewater management. The adaptation to the changing hydrolog-
ical extremes helps to differentiate between prolonged dry spells, severe droughts 
and long-term aridification of the local climate. 

The INBO suggests to give effort on developing a comprehensive, integrated 
and stable management system for water resources, and that should be based on 
the assessments of water availability and socio-economic, socio-cultural and geo-
political realities. The proper basin management can be done by integrated informa-
tion systems in accordance with water availability, water use, external polluting forces 
and dependent ecosystems, and simultaneously paying enough attention to land use 
changes. The adaptation behaviors to the changing climate would benefit from proper 
basin management plans satisfying medium- and long-term goals. It is very much 
necessary for the planning processes included within basin management to rely on 
integrated information systems on a priority basis and include the dialogues, nego-
tiations, decision making criteria and evaluation guidelines. The coordinated basin 
approach and two-way understanding of the ‘upstream–downstream’ users can build 
a proper protection against the climate extremes (both floods and droughts) at basins 
and sub-basins scales. 

Water security approach in different parts of the globe 

Several studies showed the vital importance of water security across the (Gupta 
and Pahl-Wostl 2013; Bogardi et al. 2012; Pittock and Connell 2010). In recent 
times, the water strategy at different levels for water security are being promoted by 
both the International Water Resources Association (IWRA) and the World Water 
Congress (WWC) which encourages various adaptive measures and Integrated Water 
Resources Management (IWRM). The issues found at community, catchment and 
country scales must be present at the global scale otherwise, consideration of water 
security at global perspective urges new types of issues which needs to be addressed 
as well. The global perspective also features the desirability of establishing policy 
and operational interdependence between water security and sustainable develop-
ment. Global water security is a concept which encourages inclusion of a broad 
social-ecological system which involves the security for water, food, energy, and 
other environmental function. Although the understandings of water security for 
different regions or countries, may differ but the goal for development in regional 
water security strategies can be decided by global water security framework. This 
global framework has the potentiality to focus prominent water security issues (such 
as regional flood control, managing drought disaster, regulating water pollution,
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and bio-diversity or eco-system conservation) in specific region, while carrying the 
objectives of global water security. 

Further, studies in Egypt found that the productivity of wheat will decline, and 
irrigation water demand for the wheat crop is likely to increase by 6.2 and 11.8% 
in 2050 and 2100, respectively. Andrade et al. (2021) advocated decreasing rainfall 
and rising temperature as an effect of climate change in Brazil; there will be less 
precipitation in the wet season and significantly less in the dry season, which will 
reduce the water yield and surface runoff. However, a significant increase in the 
potential evapotranspiration. Further, available water resources may fail to support 
sufficiently for the demand of various sectors like population, economic and environ-
mental. Different adaptation strategies like water-loss reduction, wastewater collec-
tion and reuse, rainwater collection have the potential to meet 23% of future water 
demand (Ribeiro Neto et al. 2014). Further inter-basin water transfer of the São 
Francisco River has a positive impact on water supply and has the potential to meet 
the domestic water demand. However, industries and irrigation need demand-side 
management (Ribeiro Neto et al. 2014). Changes in socio-economic development 
and projected changes in the timing and quantity of runoff become a challenging 
task for water resources managers in developing countries (Moors et al. 2011). Some 
developing countries need decentralization of decision and implementation power 
in the water sector. Vertical integration of strategic link of scientific know-how to 
integrate national and sub-national level institutions id the demand of the time to 
mitigate climate change impact on water sector efficiently (Ziervogel et al. 2019). 
Further inter-institutional network to be strengthened, and participation and flexibil-
ities of the governing bodies must be empowered to make the water sector resilient 
to climate change (Azhoni et al. 2016). 

The urban- rural-water nexux plays an important role in maintaining the water 
demand both in urban and rural areas from a shared stock of finite water resources. 
Against the changing climate, the rising water demands in fast-growing urban areas 
are leading to many water-related conflicts with its surrounding co-dependent rural 
areas (Sukhwani et al. 2022). Such rapid growth in urban areas, enhanced the water 
demands projection to increase by 50 to 80% (Florke eta al. 2018; Garrick et al. 2019). 
While one in four large cities is now facing the water stress condition globally, the 
simultaneous increasing demands for water-intensive sectors like food and energy 
are also raising indirect water-stress concerns (Cosgrove and Loucks 2015; Mancosu 
et al. 2015; Zhang et al. 2019). Addressing the water–energy–food nexus has therefore 
become very much sensitive to maintain the sustainable urban development due to 
the increasing demand for all these three inextricably linked resources (Djehdian 
et al. 2019; Sukhwani et al. 2019). The poor water governance is frequently cited 
as the key reason for such urban–rural conflicts, it is also recognized as a potential 
pathway to resolve them (Sukhwani et al. 2022). 

Nowadays, in Nagpur Region of Central India, water stress has become a subject 
of serious concern. Sukhwani et al. (2022) stated that the water demands in Nagpur 
City are primarily met through the multipurpose Pench Dam, but due to the recent 
declining water availability in the dam has raised serious concerns for irrigation in 
the Pench command areas. To support the limited understanding of present water
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conflicts in the wider Nagpur Metropolitan Area, this study used a specific set of 
secondary data related to the Pench Project and its water utilization trends. There was 
a continuous reduction in irrigated area and more exploitation of groundwater use for 
irrigation noticed. The cross-sectoral and transboundary implications of increasing 
water transfer to Nagpur City was revealed. To address these issues, this study then 
suggested a feasible governance strategy based on mutual benefit sharing and multi-
stakeholder engagement for the water resources. 

The impact of climate change and the reliability of adaptation towards the change 
has been observed at the household level. The household-level coping strategies in 
Africa or South Asia involves (1) Access: storing, purchasing, building infrastruc-
ture, and sharing water, (2) Use: changing pattern of food consumption, adopting 
alternative agricultural practices (3) Quality: maintaining hygiene, water treatment 
was the most common strategy, (4) Reliability: changing routines or relocating or 
shifting their homes altogether (Venkataramanan et al. 2020). Developing strategies 
in the water sector should imbibe the current state of the art technology by considering 
future impact and should be proactive and flexible enough to incorporate the efficient 
scientific know-how for better water resources management. Uncertainty in climate 
change can be copped by focusing on the most vulnerable individuals, engaging the 
society as a whole, taking into confidence the local leadership, building a sustain-
able adaptive society, reducing disaster risk and ‘Zero Victim’ goal to hydrological 
extremes like floods (Heo et al. 2015). 

14.5 Conclusion 

This chapter focused the importance of water security and adaptive approaches of 
society at all scales, and also considered the water security from climate change 
perspective. While considering the arid and semi-arid countries, the initial steps 
of the national water security is to raise awareness depending upon the resource’s 
limits. Since, there are not enough resources to meet all demands, the race for water 
becomes more acute and the dependency for the same watershed or basin become 
interdependent. The understanding of hydraulic installations to deploy surface water 
and groundwater resources available in various forms such as dams, boreholes, reser-
voirs, transfer chains, etc. is very efficient in maintaining water supply and use. It is 
more prominent in water scarce countries, because it helps to cope with scarcity and 
encourage the development of various economic activities. 

However, within these limits, the water resource needs to be managed in a sustain-
able way to guarantee for the conservation of pristine environment and the protec-
tion of the resource. The water security becomes more consequential at the national 
scale only when it benefits all the inhabitants and encourages sustainable economic 
growth, employment and social cohesion. To achieve such goals, policy makers need 
to understand the direct and indirect relationships between the water sector and the 
national economy and simultaneously the water managers should execute different 
sectoral policies in a standard way. While discussing the various policy management
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and challenge across the globe, we focused the numerous ways to adopt the science 
and innovation to overcome the water scarcity conditions in the semi-arid regions. 
The action demonstrates for the establishment of coalition between willing society 
and capable researchers, policy makers working in concert with organizations and 
governing bodies, to address the systemic and mitigating water security challenges. 
The challenging scale is huge and as per our current understanding regarding inter-
linked global water system is inadequate to manage or mitigate thoroughly. However, 
adaptation approaches as a society can strengthen our ability to face. The goal of 
blue planet can be achieved by collective respond a common problem in a determined 
way and lay the foundations for a sustainable ‘Blue Planet’. 
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Chapter 15 
Challenges and Opportunities of Water 
Security in Latin America 

Eduardo Saldanha Vogelmann, Juliana Prevedello, 
Kelen Rodrigues da Veiga, and Gabriel Oladele Awe 

Abstract Latin America is currently home to approximately 700 million people, a 
population that is expected to grow even more. In addition, we can see the growth of 
cities, industries and agriculture, facts that have raised concerns about water security, 
an agenda that is highlighted in all countries, considering the available quantity and 
quality. Despite concentrating a significant portion of the world’s freshwater reserve, 
due to the expansion of agriculture and especially the pollution of many rivers and 
lakes, today practically all countries face some kind of difficulty regarding the supply 
of drinking water or sanitation to the population. In addition, some countries have 
become a world reference in the extraction of ores such as gold, copper and iron. 
Currently, mining and deforestation for illegal logging and possible expansion of 
agricultural areas have contributed to the degradation of surface water and aquifers. 
In this worrying scenario, it is also worth mentioning the lack of enforcement of 
environmental legislation and the existence of few agreements and policies between 
nations aimed at strengthening integrated river basin management plans. Actually, 
studies evaluating the issue of water security in Latin America in an integrated way, 
with basin-scale planning, with the interaction of different nations, in addition to 
the exchange of experiences and establishment of cooperation agreements are topic 
that still lacks clarification and intense scientific debate, comparing realities, iden-
tifying the biggest challenges and proposing solutions. Thus, the present text seeks 
to contribute to the analyze of water security in Latin America in a comprehensive 
way, basing the main current aspects most relevant in relation to the conservation and 
preservation of this important natural resource that is the water. For this, the main 
challenges to be faced in this century in Latin America were listed and discussed,
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which are the impacts of megacities, climate change, lack of policies and implemen-
tation of laws, expansion of agriculture and deforestation, increased industrializa-
tion, expansion of activities mining, sewage treatment and the lack of transboundary 
watershed management programs. 

Keywords Natural resources · Rivers ·Water quality ·Water pollution 

15.1 Introduction 

World demand for water has been increasing at a rate of about 1% per year since 
the 1980s, due to population growth, socioeconomic development and changes in 
consumption patterns (WWAP 2019). In addition, climate change and its effects on 
extreme hydrological events predict large spatial and temporal variations in water 
cycle dynamics. This can further aggravate discrepancies between water supply and 
demand in the various regions of the world. In this context, water security has become 
one of the main challenges today, as more than two thirds of the global popula-
tion already live in water-scarce areas, a population expected to grow to 9.1 billion 
by 2050, reflecting an exponential increase in water consumption for various uses 
(UNESCO 2012). 

Considering the definition of water security presented by the United Nations and 
several other environmental, academic and political bodies, which has been promoted 
because of its contribution to the maintenance of life and this should be the main 
focus of those who manage water resources and the society in general (United Nations 
2013). However, for this, it is essential to increase investments in water infrastructure 
and sanitation, improvement of water resources management (planning, control of 
water use, monitoring, operation and maintenance of water systems, among others), 
as well as measures for risk management. Thus, the improvement of water manage-
ment becomes essential towards ensuring the sustainable fulfillment of these demands 
(Mahlknecht et al. 2020). 

Latin America is a region with an immense continental area, variations in geology, 
relief, water and mineral resources. Each country has its own particularities and often 
show striking differences even within their own territory. However, what is observed 
in relation to water resources is that many have similar problems and, therefore, 
despite these differences pointed out in other aspects, the countries are similar, such 
as the population’s income inequality, low level of education, intensive exploitation 
of environmental resources, fragility of mechanisms and institutions for environ-
mental protection, among others. Another important aspect is that many of these 
Latin American countries have always had access to water in quantity and quality, 
especially in the case of populations located in the Amazon and Central America 
regions, where large volumes of rainfall are observed during most of the year, fact 
that contributed to the neglect with the preservation of water resources, which until a 
few years ago were still abundant, mainly in these regions (Mahlknecht et al. 2020; 
Tzanakakis et al. 2020). However, this situation has been changing and every year
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the population feels more strongly the direct impacts of the lack of management and 
care on this important resource. This demonstrates the need for studies evaluating 
the issue of water security in Latin America, also in an integrated way, with basin-
scale planning, with the interaction of different nations, in addition to the exchange 
of experiences and establishment of cooperation agreements, a topic that still lacks 
clarification and intense scientific debate, comparing realities, identifying the biggest 
challenges and proposing solutions (Melo and Johnson 2017). 

Thus, the present text seeks to contribute to the analyze of water security in Latin 
America in a comprehensive way, basing the main current aspects most relevant in 
relation to the conservation and preservation of this important natural resource that is 
the water. For this, the main challenges to be faced in this century in Latin America 
were listed and discussed, which are the impacts of megacities, climate change, lack 
of policies and implementation of laws, expansion of agriculture and deforestation, 
increased industrialization, expansion of activities mining, sewage treatment and the 
lack of transboundary watershed management programs. 

15.2 Definitions and Concepts About Water Security 

The term “water security”, especially in the last two decades, has been discussed 
by different government agencies and researchers in different ways. The concept 
presented and used in the Global Water Partnership in 2012 (Rio + 20) is in line 
with the definitions of (Gray and Sadoff 2007) that conceptualize water security as 
“acceptable quantity and quality for health, livelihood, ecosystem and production 
plus the risks related to water for people, the environment and economies”. At this 
time, water security was mainly related to water availability, with partial mention of 
other related issues, such as vulnerability to flood events or environmental disasters. 
A few years later, the United Nations (2013) introduced a new global definition for 
water security that was now defined as “ensuring sustainable access to quality water, 
adequate to maintain livelihoods, human well-being and socio-economic develop-
ment; ensure protection against water pollution and water-related disasters; preserve 
ecosystems in a climate of peace and political stability”. 

Recently, Cook and Bakker (2012) conducted extensive research on the definitions 
of this term in international literature and found this term was associated with different 
approaches including industrial use, energy, transportation and natural disasters. In 
this regard, it can be inferred that mainly over the last decade, the term has been used 
more widely and associated, around the world, not only with water availability, but 
also with other aspects that are directly linked to the quality or quantity of available 
water resources. 

Thus, over time, broader and more generic definitions have emerged, broadening 
the scenarios involving water security, which for many is still closely linked to
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water scarcity in quality and/or quantity. In this context, we highlight the defini-
tion proposed by Organization for Economic Co-operation and Development (2013) 
which includes in its conceptual definition of water security and its association with 
risk management. Thus, Organization for Economic Co-operation and Development 
(2013) mentions that water security is the management of four types of risks: risk of 
water scarcity to meet demand; water quality risk from deterioration due to contami-
nation of water systems; risk of flood overflow; and risks to the sustainability of water 
and environmental systems. Thus, the new concepts seek to cover beyond the risks of 
physical scarcity and lack of potability, the lack of integrated resource management 
and resilience to environmental disasters and climate change, problems that currently 
plague different nations and is currently being disseminated even among the Latin 
Americans (Tzanakakis et al. 2020). 

15.3 Challenges of Water Security in Latin America 

15.3.1 Megacities 

Lack of water security is, in addition to a problem related to nature, a problem 
linked to the development of the society. At the beginning of this decade, half of the 
population of Latin American and Caribbean countries still lived in cities with less 
than 500,000 inhabitants. However, 14% of the world population are already in the 
so-called megacities and about 80% lived in urban areas. Cities with a population 
of over 5 million are considered megacities. In 2012, the eight megacities in Latin 
America—Mexico City, Sao Paulo, Buenos Aires, Rio de Janeiro, Lima, Bogota, 
Santiago and Belo Horizonte—had a concentration of over 65 million people (França 
et al. 2012). 

In 2019, the United Nations noted in its report “World Population Prospects 2019”: 
forecast a growth of up to 18% in the population of Latin America by 2050 (United 
Nations 2019), demonstrating a population growth rate superior to North America, 
Europe and Asia. This reality has brought new challenges for the sustainable devel-
opment of cities, given that the environmental impacts caused by urban centers, 
associated with their dependence on natural resources is exponential (Banhe and 
Lopes 2016). 

According to the data from the UN-Habitat Report: “The State of Latin American 
and Caribbean Cities”, in which it was found that water supply in Latin America 
and the Caribbean in 2012 reached 92% of the urban population. In the same period, 
Brazil had over 90% of the population with access to piped water, just less than that 
of the urban populations of Chile and Uruguay. Still, it is estimated that 40% of 
treated water is lost due to infrastructure problems in the supply network (França 
et al. 2012). 

Other problems with water in large cities are: over-exploitation of groundwater, 
industrial pollution, agricultural pollution, and contamination from the discharge
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of fresh sewage into waterways. São Paulo and Mexico City, two of the largest 
metropolises in Latin America, have experienced quite similar demographic growth 
and urbanization processes, leading to problems related to water management, where 
there has been over-exploitation of neighboring aquifers and watersheds. In São 
Paulo, the problem is related to the high population which is concentrated in the upper 
part of the water supply basin, making the amount of available water insufficient to 
meet the demands of the inhabitants. In Mexico City, currently, only 2% of the water 
used by the population is superficial, while 68% comes from aquifers and 30% from 
neighboring basins. The main problem is the fact that the volume exploited in this 
region is much larger than the recharge capacity, an unsustainable practice over time 
(Izazola and Carmo 2004). 

15.3.2 Climatic Changes 

Climate change can be quite evident in changing water regimes, often resulting from 
variations in rainfall patterns and, consequently, in river runoff. In many areas of the 
globe, such processes, accelerated by the phenomenon of global warming, strongly 
impact the availability of water to the populace (Castro 2012). 

Among the main aspects observed in Latin America in relation to climate change is 
the heavy reliance on Andean thawing for urban and agricultural sectors. According 
to the Intergovernmental Panel on Climate Change, mountain glaciers are sensitive 
indicators of climate change, and the threat to their existence reflects direct problems 
for some countries on the continent, such as Bolivia. La Paz, as well as other major 
Latin American cities, will have water scarcity problems, as glaciers account for up 
to 15% of supply throughout the year (Sempris 2009). Similarly, in Peru, there are 
communities that depend on glacial waters for agricultural use, domestic consump-
tion and hydropower, who will be strongly affected if glaciers disappear (Franco 
2016). 

Sea-level rise due to melting glaciers could also affect coastal cities, where more 
than 70% of the Latin American population lives. Countries such as Mexico, Brazil, 
Cuba, Bahamas and Argentina are considered more likely to be impacted as a result 
of this phenomenon (Franco 2016). 

Another impact emphatically associated with climate change is the change in 
rainfall. Increasing rainfall could lead to increased flooding (Banhe and Lopes 2016). 
The southern El Niño oscillation causes extreme drought conditions in the central 
Pacific region of the Pacific Ocean, while in northern Mexico, the phenomenon 
could lead to greater rainfall (Sempris 2009). However, periods of low rainfall could 
cause water scarcity in parts of the continent, such as along the Amazon River or the 
reduction of water flow in the La Plata basin at some periods of the year (Castro 2012). 
Lack of rainfall could also trigger drinking water scarcity, as well as cause threats 
to the security of energy supply due to reduced power generation by hydroelectric 
plants (Sempris 2009; Franco 2016).
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Brazil could suffer from the effects on her water resources depending on the region. 
Changes include increased arid conditions in the center of the northeast region of 
the country and southern Amazonia, and precipitation and runoff in the southern 
Brazilian region (ANA 2016). Climate change tends to affect, in addition to surface 
water, renewable groundwater recharge rates and the level of aquifers. In northeastern 
Brazil, it is estimated that there will be a 70% reduction in groundwater recharge by 
2050 (ANA 2016). 

On the other hand, in an attempt to mitigate these impacts, some countries are 
signing global agreements to reduce pollution and greenhouse gas emissions, such 
as the Kyoto Protocol, signed in 1997 with the participation of all Latin American 
countries. These alignment actions of the Latin American countries for sustainability 
have contributed significantly to mitigating the possible impacts caused by climate 
change (Banhe and Lopes 2016). 

15.3.3 Politics and Legislations 

World discussions on water resources began at the 1977 United Nations Water 
Conference in Argentina, marking the first intergovernmental meeting to discuss 
actions to avert water crisis at the end of the century. This meeting produced a set 
of ten resolutions addressed to United Nations agencies, governments and the inter-
national community at large. Subsequently, the International Decade of Drinking 
Water Supply and Sanitation (1981–1990), the International Conference on Water 
and Environment (1992) and the Earth Summit (1992) were all events aimed at the 
conservation of water resources and the right access to portable water for everyone. 

All of these meetings were pioneers to guide water policies in countries, espe-
cially the International Conference on Water and Environment with its principles 
of guiding and making recommendations at local, national and international levels. 
These principles formed the basis of the management model called Integrated Water 
Resources Management (IWRM), with the general aim of bringing together state 
and non-state actors such as higher bodies, regulatory and supervisory bodies, river 
basin bodies, service providers, local authorities and non-governmental organizations 
(civil society and users), as well as international agreements between countries for 
shared water resources (Villar 2019). Integrated management would be the main tool 
for achieving water security, ensuring basic needs of the population, food security, 
ecosystem protection, good management and equitable sharing of water resources. 

In most Latin American countries, water management, with the definition of 
competencies and responsibilities, has been established by law, where each country 
establishing her own national water resources policy and created National Water 
Regulatory Agencies. From these laws and their instruments, the State becomes 
the central body and has the decision-making power over water resources, besides 
carrying out the inspection. Major laws specify ways of allocating water rights; 
environmental management related to water use, water quality parameters, land use 
planning and the conduct of financial management (Villar 2019).
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Water management is generally a shared responsibility between levels of govern-
ment, but in a bid to improve the management process, some countries have incorpo-
rated watersheds as a territorial management unit by forming watershed institutions 
and organizing their policies, specific and appropriate to the local reality. These insti-
tutions work together with the actions of the states or provinces and municipalities, as 
well as social participation through associations of water users and civil society. For 
example, Argentina, Brazil, Dominican Republic, Guatemala and Mexico have func-
tioning basin organizations and have sought to organize their water policies based 
on this territorial unit (Villar 2019). 

Brazil has been trying to establish water security indices or degrees through 
studies and relationships with various areas such as sanitation, agriculture and irri-
gation, urban and industrial water demand with water availability and future demand 
scenario. The results of these studies serve as a database for the diagnosis of the 
water resources situation and have guided government actions in the implementa-
tion of plans and projects for critical drought and flood situations. Other environ-
mental policies for the preservation and maintenance of ecosystems directly affect 
the conservation of water resources. One of such is the Brazilian Forest Code (Law 
12.651/2012), which establishes the obligation to maintain a minimum range of 
vegetation area around water bodies. Most countries in Latin America have tried to 
develop their water policies in this same trend, as is the case with Argentina, Uruguay, 
Paraguay, and Peru. 

However, it is also worth noting that for all Latin American countries the chal-
lenges of water resources management in the next years strongly needs govern-
ment support, regulating, inspecting, financing and promoting public programs and 
policies in a more integrated manner for that the agriculture, industry, tourism, 
energy, transportation and sanitation/health, among others, can have access the water 
resources in a sustainable way. 

15.3.4 Agriculture 

Processes such as carbon dioxide fixation and temperature control require plants to 
transpire huge amounts of water. Several crops use water at rates between 300 and 
2000 L per kilogram (kg) of dry matter from the crops produced. It is estimated 
that in the USA, 1 ha of maize, with crop yield of about 9000 kg/ha, transpires 
approximately 6 million L of water during the growing cycle, while 1 to 2.5 million 
L/ha evaporates from the soil to the atmosphere (Pimentel 2004). This means that to 
complete the cycle, the crop requires about 800 mm of rain (8 million L/ha). These 
values underscore the dependence and need of the resource to guarantee production. 
In abundant rainfall, the need for supplemental irrigation is not abundant (Fraiture 
and Wichelns 2010). However, when analyzing the reality of northeastern Brazil, 
northern Chile and most of the Mexican territory, there is a great dependence on water 
resources to guarantee crop production. In these places, there is a strong relationship 
between water availability and food security for the region or nation.
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However, it is noteworthy that in addition to the production of vegetables and 
grains, a large amount of water is used for animal protein production which requires 
significantly more water than vegetable production (Fraiture and Wichelns 2010). 
This high demand does not refer to water consumption by the animal itself, but to 
the volume involved in the production of pastures and grains. 

As South America was notoriously formed by economies based on production 
and food, such as Brazil, Paraguay, Argentina, Chile and Uruguay, it is estimated 
that there will be an increase in cultivated area and indirectly increased water to meet 
crops demand. In addition, many producers have invested in the purchase of irrigation 
equipment as a way to avoid losses due to lack or erratic distribution of rainfall. In 
most cases, water for irrigation comes from surface water (rivers and lakes) which is 
reflected in the reduction of water availability in rivers, conflicting with other uses 
such as industrial and urban water supply (Fraiture and Wichelns 2010). 

However, it is not only the growing demand for the resource that makes agricul-
ture a conflicting point regarding water resource conservation. Especially in the last 
two decades, the use of pesticides in crops has been intensified, associated with the 
application of highly soluble mineral fertilizers (Yong and Jiabao 1999). This combi-
nation has negatively affected the environment, contributing to the contamination of 
surface water as well as groundwater (Loannis et al. 2006). Despite the mobilization 
of Latin American society and Europeans (destination of most food exported) in the 
face of the rampant use of pesticides, there is currently no policy discouraging this 
model of agriculture and, therefore, it is estimated that in the future, the problems 
of water contamination by pesticide residues, veterinary medicines and eutrophica-
tion problems from nitrogen and phosphorus loads continue unabated, negatively 
impacting the environment and especially the population (Yong and Jiabao 1999; 
Loannis et al. 2006). 

15.3.5 Deforestation 

Deforestation and anthropogenic transformations in land use have important impli-
cations for climate, ecosystems, sustainability and species survival. Forests currently 
cover only about one third of the planet’s surface. Between 2000 and 2012, urban 
sprawl, farmland conversion, logging and forest fires resulted in the loss of 1.5 to 
1.7 million km2 of tree cover, or approximately 3.2% of global forest cover (FAO 
2016a). 

Recent research shows that tropical and subtropical forests play a fundamental role 
in the global hydrological cycle, being responsible for the transport of atmospheric 
humidity, cloud formation and rainfall on a regional scale (Ellison et al. 2017). 
On average, at least 40% of rainfall on earth originates from evapotranspiration, 
with major contributions in some regions, such as the Prata River basin, where 
evapotranspiration from the amazon rainforest contributes over 70% of rainfall (Van 
der Ent et al. 2010). Also, riparian forests protect water resources, thus contributing
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to stabilization of slopes and slopes, sediment and nutrient retention, flood protection 
and regulation of water temperature (MMA 2017). 

The Food and Agriculture Organization of the United Nations (FAO) divided the 
world into 230 major river basins, with historically 67.8% of forest cover. About 
40% of river basins lost more than half of their forest cover in 2014, causing negative 
effects on water conservation and water quality. According to the Global Forest 
Resources Assessment (FAO 2016b), currently 25% of the world’s forested areas are 
being managed to protect soil and water, especially in North and Central America 
(71%) and Asia (33%). In other regions, there is a trend of forest reduction, such as 
in Europe, Africa and South America. According to FAO studies, the annual loss of 
forests in South America and the Caribbean during 2000–2005 was about 4.7 million 
ha, accounting for 65% of global losses. However, the deforestation rate fell in South 
America between 2005 and 2010. Only in Brazil did the reduction of deforestation 
rate in 70% between 2004 and 2016 after the implementation of the Action Plan for 
the Prevention and Control of Legal Deforestation (PPCDAM). Recent data from the 
Deforestation Monitoring Project in the Legal Amazonian Satellite (PROCEDES) 
recorded an increase in deforestation by 13.7% between August 2017 and July 2018 
compared to previous 12 months—the worst result in 10 years (MMA 2018). 

There is a need to drastically reduce deforestation worldwide, especially in South 
America and the Caribbean, which account for about 57% of the world’s primary 
forests, and which are home to the most important biodiversity and conservation 
standpoint. In Latin America, Costa Rica is one of the countries that has stand out in 
relation to the maintenance and sustainable exploitation of forests, mainly because 
it attracts a large number of tourists seeking to enjoy preserved natural environ-
ments. This policy adopted by the country aims to adding greater economic value to 
forests and encouraging the conservation of ecosystems through sustainable forest 
management. 

15.3.6 Industrialization 

Historically, Latin America has sustained its growth almost exclusively on the 
exploitation of natural resources and as a result, many countries in the region have 
economies that are less diversified and excessively dependent on their raw materials 
(Pamplona and Caccimali 2017). This has become even more pronounced in recent 
decades, especially in light of the migration and current expansion of industries in 
Asian countries, which have become the main consumers of commodities extracted 
or produced in Latin countries (Etzkowtz and Brisolla 1999). However, efforts are 
currently being intensified by building a local industry capable of promoting import 
substitution, driven mainly for job creation, ensure economic growth and improve 
the balance of trade among countries such as USA, China, and European Union. With
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the projected population increase and, consequently, an upward trend in domestic 
consumption, Latin America presents a favorable scenario for industrialization and 
should see an increase in the number of new consumers and industries for durable 
goods in the coming decades (Pamplona and Caccimali 2017). 

However, there are some substantial differences in the industrialization process 
between Latin America and South Asia, which has notoriously attracted investors for 
labor exploitation and the absence of restrictive environmental legislation, which has 
ensured a rapid expansion based on consumption of non-renewable energy (coal), 
factors that have culminated in the intensification of environmental problems such 
as air and water pollution (Etzkowtz and Brisolla 1999). On the other hand, there is 
a differentiated possibility of development in Latin America, since most countries 
have environmental policies that value the conservation of the environment and more 
restrictive laws, which lead to a process of industrialization with stricter rules which 
are the case in South Asia, for example. Another important factor is the predominance 
of hydropower use, which, despite the inherent damage to the river dam, is considered 
a much less harmful renewable energy source when compared to coal and natural 
gas, which are non-renewable sources and currently promoted in Asian industry. 

Nevertheless, currently in several Latin American countries, there is increasing 
concentration of the population in the coastal region, associated with increase of 
populations in megacities, with the formation of industrial complexes which are 
concentrated mainly in three countries namely Brazil ( São Paulo—which has the 
largest industrial park in Latin America, Manaus Free Zone, and Zona da Mata in 
the Northeast); Argentina (Buenos Aires, Cordoba, Tucumán, Rosario, Mendoza); 
and Mexico (Guadalajara, Mexico City, Vera Cruz, Tampico). This conception of 
the growth of industrial zones linked to large urban centers, despite being engaged 
with many of the principles of sustainable development, has serious environmental 
consequences, as these centers become major “drains of environmental resources,” 
mainly water and energy. In addition, there is large production of liquid, solid and 
gaseous effluents, with potential effects given the magnitude of concentrated emission 
in a small spatial area, hindering its dissipation in the environment. In Latin America, 
one of the most obvious examples is the case of Mendoza, Argentina, located in an 
arid region with very low annual rainfall, where industrial activity competes with 
agriculture on the scarcest resource in the region, water (Lavie et al. 2015). Currently, 
the lack of this resource already impacts on the development of new ventures in the 
region, making it impossible to expand industrial activity and agriculture (Lavie 
et al. 2015). Similar cases are also reported in Mexico (Aguilar et al. 2003). Even 
in Brazil, which owns approximately 12% of the world’s freshwater reserves, the 
water issue may prove to be a hindrance in the industrialization process, since the 
rivers that cross the city of São Paulo are among the most polluted in the world and 
the years of carelessness associated with high consumption have recently caused 
an unprecedented crisis in the city’s water supply system between 2014 and 2015 
(Marengo et al. 2015). In addition, Brazil has most of its industrial complexes near 
major centers and in the coastal region, while the largest abundance of water and 
hydroelectric power production potential is in the Amazon region and the Paraná 
River basin, which is little inhabited and industrialized.
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Thus, it is evident the need to rethink the industrialization process in Latin 
America, which has been following the usual model of urban planning, with the 
concentration of industries near the major centers, seeking the potentialization of 
mutual expansion by the association of consumer market, supply of labor and forma-
tion of industrial complexes/poles. Because, despite the possible economic benefits, 
this model implies the increasing supply of natural resources to the regions where 
urbanization intensifies, resources that, in a contradictory way, are not concentrated, 
but distributed in the territory, being many times more abundant in regions very away 
from the industrialized region. 

15.3.7 Mining Extraction 

The extraction of non-renewable natural resources has been intensified in recent 
years in Latin America. The World Bank and other international financial institutions 
have encouraged countries to commit to the growth of the extractive industry as 
a growth strategy for developing countries (Arellano 2011). According to Walter 
(2014), the extraction of raw material in Latin American countries jumped from 
2,400 million tons in the 1970s to 8,300 million tons in 2009. Since the nineteenth 
century, mining activity has been of great economic importance. Latin American 
countries (Bebbington 2011) and Canada are one of the largest investing countries 
in this continent (Arellano 2011). According to Bebbington (2011), Latin America 
is mainly responsible for the extraction of copper, bauxite, iron, silver, gold, lead, 
molybdenum, nickel, tin, zinc, niobium, selenium, antimony, lithium, iodine, coal, 
tantalite. and manganese. However, gold is the main target of exploitation in these 
countries, accounting for 42% of the metals extracted, followed by lithium, used as 
a raw material for the manufacture of batteries (Hilson 2002). In 2015, the continent 
attracted a significant part of global spending on exploration activities, with Chile, 
Peru, Mexico, Brazil, Colombia and Argentina with high quotes (Hilson 2002). 

According to the liberal economic discourse, revenues from mining activities can 
increase the Gross domestic product (GDP), boost economic growth, and reduce a 
country’s poverty and unemployment rates (Arellano 2011). Besides the develop-
mental discourse, except for Brazil, the environmental theme in the mining segment 
was not a priority during the 1980s in developing countries. This phenomenon is 
added to the economic and political problems faced by several Latin American coun-
tries, making it impossible to follow international environmental trends (Bebbington 
2011). 

Although mining-related regulations exist in many Latin American countries, for 
the most part, there are no specific laws or regulations setting standards for monitoring 
and remedying possible damage (Cordy et al. 2011). However, there is a consensus in 
the sector on the need to develop policies that guarantee the existence of opportunities,
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but linked to sustainable development, integrating environmental concerns, human 
development—considering social goals and economic development (Hilson 2002). 
According to the Environmental Justice Atlas (EJ Atlas) database, there are potential 
human threats to water security in virtually every country in Latin America (EJ Atlas 
2019). Figure 15.1 presents human threats to water security and conflicts related to 
mineral extraction in Latin American countries. 

According to Hilson (2002), the region is the target of investments in part because 
the Latin American continent is still subject to this comprehensive exploration in 
supplying the global market. In Bolivia and Colombia, for example, there is no legal

Conflict against mining 
activity 
Water scarcity for human 
consumption 

Fig. 15.1 Map outlining area with restriction of quantity or quality of water for human consumption 
and points where there are conflicts related to mining in Latin America. (Source adapted from (EJ 
Atlas 2019) 
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definition of mining environmental responsibility or compensation for environmental 
damage. In Chile, there are large-scale deteriorated parts of abandoned mines. In 
Colombia, the existence of illegal and/or small-scale mines causes mercury to spill 
into rivers (Cordy et al. 2011). 

Among the possible negative impacts, it is possible to highlight the deterioration 
of the water quality downstream of the mined areas. This is due to the fact that 
the potential for water contamination increases when it comes into contact with the 
extracted mineral (Soni 2019; Kunz 2020). Nearby waters suffer from acidification 
and pollution processes caused by oils, chemicals and heavy metals (Mechi and 
Sanches 2010). These can also reach groundwater, aggravating the impacts caused. 
Other possible impacts are the lowering of the water table and the alteration of the 
hydrological regime of watercourses and aquifers, through the use for mining and 
beautification processes (Mechi and Sanches 2010; Kunz 2020). An example of 
this is the expansion of desalinated water infrastructure due to new mining projects 
in the Atacama region of Chile that has disrupted water supply arrangements for 
communities and compromised access to groundwater (Kunz 2020). According to 
Hilson (2002), one of the challenges of the mining industry is to find an appropriate 
water source for mining projects. The author also states that companies are focused 
on reducing water consumption in their processes or using other non-potable sources 
such as seawater. 

15.3.8 Sanitation 

Access to clean, quality water is fundamental to the existence and survival of society. 
Risks to water quality increase as the world’s population grows and as the demand for 
water increases. Thus, accessing areas with adequate sanitation helps to prevent the 
existence of diseases and possible vectors for human health. For example, in Central 
America, floodwater has been increasing the number of vector-borne diseases, such 
as dengue and malaria, as well as the transmission of rodent-borne pathogens to 
humans (Sempris 2009). 

Although water supply is close to total for the urban population of Latin America, 
however this appears not be the case for sanitation services for the same countries. 
According to França et al. (2012), there are still 74 million people in the Latin 
American continent without adequate access to sanitation and less than 20% of 
wastewater is treated before it is disposed off. 

In 2015, WHO (2017) data showed that only 23% of the Latin American popula-
tion had access to safe sanitation. While most of the population had access to sewage 
collection (63%), 11% of the Latin American and Caribbean population had access 
to limited services or the service was non-existent (Fig. 15.2).
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Fig. 15.2 Proportion of Latin American population using at least the basic sanitation service in 
2015 (WHO 2017) 

In the same period, 91 to 100% of the population has sewage collection services 
in Argentina, Chile, Uruguay, Paraguay, Venezuela, French Guiana, Cuba, Puerto 
Rico, Costa Rica and El Salvador. Brazil, Peru, Ecuador, Colombia, Suriname, 
Guyana, Panama, Nicaragua, Honduras, Belize, Mexico, Jamaica, and the Dominican 
Republic had 76 to 90% of its population served with sewage collection services, 
while Bolivia and Guatemala had between 50 and 75% of its population served with 
these services. In Haiti, less than 50% of the population has access to sanitation 
services (WHO 2017). Thus, the urgent need for investments regarding the treatment 
of sewage in Latin American countries is evident, because despite the great evolution 
experienced in relation to the supply of treated water to the population experienced 
in the last decades in the Latin countries confirmed the same evolution in relation to 
the effluent treatment and it is still common to find cities where it is not the effluent 
produced.
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15.3.9 Integrated Management of National 
and Transboundary Basins 

When a river flows across different countries, government of each country pays less 
attention to improve the water quality of their river basin portion, as the benefits of 
their efforts are especially received by countries downstream (Giri 2021). Although it 
has not yet achieved its due priority in the analysis of international relations, the issue 
of sharing transboundary surface waters is of great importance to most countries, as 
most countries have their territories in international watersheds (Wolf et al. 1999). 
As an aggravation, many of these nations already suffer, or will suffer in the medium 
term, from water deprivation scenarios. Based on this, it can be concluded that the 
development of an institutional and legal apparatus to regulate the use of water 
resources on an international scale is one of the biggest challenges facing water-
sharing countries, as it clashes with the sovereignty of countries and the prevalence 
of national legislation on water use (Giri 2021; Ribeiro et al. 2015). 

There are currently 263 international basins and 145 nations that have their terri-
tories in these basins, and out of this, 21 nations are fully embedded in shared river 
basins, while another 12 have more than 95% of their area within one or more basins 
with geographical particularity (UNESCO 2003). In Latin America, one can cite 
the example of Brazil, which has about 60% of its territory coinciding with trans-
boundary watersheds, as it is drained by two of the five largest in the globe (Amazon 
and Platinum) (UNESCO 2003). 

In order to minimize these deleterious effects of competition between nations, 
efforts have been made in Latin America, especially in recent decades, to build 
cooperation agreements and shared management of transboundary water resources 
(Giri 2021). Among the main ones listed in Table 15.1 is the Amazon Coopera-
tion Treaty (TCA), signed on July 3, 1978 by Brazil, Colombia, Bolivia, Ecuador, 
Guyana, Peru, Suriname and Venezuela. This agreement deserves mention among 
the others already established in Latin America due to two factors, (i) robust legal 
and administrative instrument established between eight different nations that aims 
to maintain the balance between economic growth and environmental preservation; 
and (ii) coverage of the entire territory of the amazon basin which is invaluable to 
the planet and currently suffers from degradation. However, in relation to the agree-
ments, it is noteworthy that many of them still lack effective implementation, since 
many of the policies provided for in the agreements are not effectively implemented 
by both or only the countries participating in the agreement (Wolf et al. 1999).
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Table 15.1 List of main transboundary treaties on shared management of water resources in Latin 
America 

Year Treaty Participating Countries 

1906 Rio Grande o Bravo water distribution treaty Mexico and USA 

1969 Silver basin treaty Argentina, Brazil, Bolivia, Paraguay and 
Uruguay 

1973 Treaty of hydroelectric use of the waters of 
the Paraná River of shared sovereignty 
between Brazil and Paraguay 

Brazil and Paraguay 

1975 Uruguay River statute Argentina and Uruguay 

1977 Cooperation agreement for the use of natural 
resources and the development of the Lagoa 
Mirim basin 

Brazil and Uruguay 

1978 Amazon cooperation treaty Brazil, Bolivia, Colombia, Ecuador, 
Guiana, Peru, Suriname and Venezuela 

1979 Tripartite agreement on technical and 
operational cooperation between Itaipú and 
corpus 

Argentina, Brazil and Paraguay 

1980 Treaty to harness the shared water resources 
of the Uruguayan border 

Brazil and Argentina 

1986 Trifinio Plan El Salvador, Guatemala and Honduras 

1987 Agreement on the institutionalization of lake 
Titicaca’s water system 

Peru and Bolivia 

1991 Cooperation agreement for the use of natural 
resources and development of the Quaraí 
River basin 

Brazil and Uruguay 

1992 Cooperation for border development of the 
sixaola river binational basin 

Costa Rica and Panama 

References 

Aguilar AG, Ward PM, Smith CB (2003) Globalization, regional development, and mega-city 
expansion in Latin America: analyzing Mexico City’s peri-urban hinterland. Cities 20:3–21 

ANA (Agência Nacional das Águas) (2016) Mudanças Climáticas e Recursos Hídricos: avaliações 
e diretrizes para adaptação. Brasília: ANA, GGES, p 93 

Arellano JM (2011) Mining in Latin America: the interplay between natural resources, development, 
and Freendom. Inquiries J Stud Pulse, 3 p 

Banhe A, Lopes J (2016) Gestão de riscos das mudanças climáticas: uma análise sobre oportunidades 
de colaboração entre governos locais e empresas na América Latina. In: Mudanças climáticas: o 
desafio do século. Rio de Janeiro: Fundação Konrad Adenauer, Cadernos Adenauer xvii, 169 p 

Bebbington A (Ed) (2011) Social conflict, economic development and the extractive industry: 
evidence from South America. Routledge, 256 p 

Castro JE (2012) A gestão da água na América Latina. Desafios do Desenvolvimento, Ano 9, nº 7. 
Cook C, Bakker K (2012) Water security: debating an emerging paradigm. Glob Environ Chang 
22:94–102



15 Challenges and Opportunities of Water Security in Latin America 307

Cordy P, Veiga MM, Salih I et al (2011) Mercury contamination from artisanal gold mining 
in Antioquia, Colombia: the world’s highest per capita mercury pollution. Sci Total Environ 
410:154–160 

EJ Atlas (2019) Mining conflicts in Latin America. Environmental Justice Atlas. Disponível em: 
https://ejatlas.org/featured/mining-latam. Accessed 8 Aug 2019 

Ellison D, Morris CE, Locatelli B et al (2017) Trees, forests and water: cool insights for a hot world. 
Glob Environ Chang 43:51–61 

Etzkowitz H, Brisolla SN (1999) Failure and success: the fate of industrial policy in Latin America 
and South East Asia. Res Policy 28:337–350 

FAO (Food and Agriculture Organization of the United Nations) (2016a) Global forest resources 
assessment: how are the world’s forests changing? Roma, 137 p 

FAO (Food and Agriculture Organization of the United Nations) (2016b) El Estado de los bosques 
del mundo 2016b. Los bosques y la agricultura: desafíos y oportunidades en relación con el uso 
de la tierra. Roma, 137 p 

Fraiture C, Wichelns D (2010) Satisfying future water demands for agriculture. Agric Water Manag 
97:502–511 

França BC, Cunha JVQ, Custódio MB et al (2012) Síntese dos pontos abordados pelo Relatório 
“O Estado das Cidades da América Latina e Caribe 2012: rumo a uma nova transição urbana”. 
Estudo Técnico SAGI, nº 15. Brasília—DF, 14 p 

Franco KM (2016) Enfrentamento das mudanças climáticas na América Latina e Caribe, pp 123– 
144. In: Mudanças climáticas: o desafio do século. Rio de Janeiro: Fundação Konrad Adenauer, 
Cadernos Adenauer xvii, 169 p 

Giri S (2021) Water quality prospective in Twenty First Century: Status of water quality in major 
river basins, contemporary strategies and impediments: a review. Environ Pollut 271:116332 

Gray D, Sadoff CW (2007) Sink or Swim: water security for Growth and development. Water Policy 
9:545–571 

Hilson G (2002) An overview of land use conflicts in mining communities. Land Use Policy 19:65– 
73 

Izazola H, Carmo RL (2004) México e São Paulo: expansão metropolitana, desigualdade social 
e a questão da água. In: I Congresso da Associação Latino Americana de População, ALAP, 
Caxambu—MG—Brasil 

Kunz NC (2020) Towards a broadened view of water security in mining regions. Water Security 
11:100079 

Lavie E, Hévin J, Le Drezen Y (2015) Accès à l’eau potable, problèmes de gouvernance et vulnéra-
bilités: le cas de la municipalité de Las Heras (agglomération de Mendoza, Argentine). L’Ordinaire 
des Amériques, 218 p 

Loannis KK, Dimitra GH, Triantafyllos AA (2006) The status of pesticide pollution in surface 
waters (rivers and lakes) of Greece. Part I. Rev Occur Levels Environ Pollut 141:555–570 

Mahlknecht J, González-Bravo R, Loge FJ (2020) Water-energy-food security: a Nexus perspective 
of the current situation in Latin America and the Caribbean. Energy 194:116824 

Marengo J, Nobre CA, Seluchi M et al (2015) (2015) A seca e a crise hídrica de 2014–2015 em 
São Paulo. Revista USP 10:31–44 

Mechi A, Sanches DL (2010) Impactos ambientais da mineração no Estado de São Paulo. Estudos 
Avançados 24:209–220 

Melo MC, Johnsson RMF (2017) O Conceito emergente de Segurança Hídrica. Sustentare 1:72–92 
MMA (Ministério do Meio Ambiente) (2017) Índice de Prioridade de restauração florestal para 
segurança hídrica: uma aplicação para as regiões metropolitanas da Mata Atlântica. Brasília, DF, 
48 p 

MMA (Ministério do Meio Ambiente) (2018) Taxa de desmatamento na Amazônia Legal. 
Available in: https://www.mma.gov.br/informma/item/15259-governo-federal-divulga-taxa-ded 
esmatamento-na-amaz%C3%B4nia.html. Accessed 15 Aug 2019 

Organisation for Economic Co-operation and Development (OCDE) (2013) Water Security for 
Better Lives. OECD Publishing, OECD Studies on Water, p 173p

https://ejatlas.org/featured/mining-latam
https://www.mma.gov.br/informma/item/15259-governo-federal-divulga-taxa-dedesmatamento-na-amaz%C3%B4nia.html
https://www.mma.gov.br/informma/item/15259-governo-federal-divulga-taxa-dedesmatamento-na-amaz%C3%B4nia.html


308 E. S. Vogelmann et al.

Pamplona JB, Cacciamali MC (2017) O paradoxo da abundância: recursos naturais e desenvolvi-
mento na América Latina. Estudos Avançados 31:251–270 

Pimentel D (2004) Livestock production and energy use. In: (Matsumura R (ed) Encyclopedia of 
energy. San Diego, CA: Elsevier, pp 671–676 

Ribeiro CR, Bermudez OB, Leal AC (2015) A Gestão Compartilhada de Águas Transfronteiriças, 
Brasil e Colômbia. Mercator 14:99–118 

Sempris E (2009) Climate change and freshwater in Latin America and the Caribbean. UN Chronicle, 
156 p 

Soni AK (2019) Mining of minerals and groundwater in India. Groundwater—resource character-
ization and management aspects. IntechOpen: London, UK, pp 249–283 

Tzanakakis VA, Paranychianakis NV, Angelakis AN (2020) Water supply and water scarcity. Water 
12:2347 

UNESCO (2003) Water for People, Water for Life: The First UN World Water Development Report. 
Scientific and Cultural Organization (UNESCO) and Berghahn Books, Paris, United Nations 
Educational, p 36p 

UNESCO (United Nations Education, Scientific and Cultural Organization) (2012) The united 
nations world water development report 4: managing water under uncertainty and risk. UNESCO, 
68 p 

United Nations (2013) Water security & the global water agenda: a un-water analytical brief. UN 
University, Hamilton, Canada 

United Nations (Department of Economic and Social Affairs, Population Division) (2019) World 
population prospects 2019: highlights. United Nations, 39 p 

Van der Ent RJ, Savenije HH, Schaefli B et al (2010) Origin and fate of atmospheric moisture over 
continents. Water Resour Res 46:1–12 

Villar PC (2019) Governança Hídrica Na América Latina. ANA: Capacitação para a gestão das 
águas. Available https://capacitacao.ana.gov.br/conhecerh/handle/ana/78. Accessed 13 Aug 2019 

Walter M (2014) Political ecology of mining conflicts in Latin America: an analysis of environmental 
justice movements and struggles over scales. PhD Thesis programme in Environmental Sciences. 
Universitat Autònomma de Barcelona. Institut de Ciència i Tecnologia Ambientals, 194 p 

WHO (World Health Organization), UNICEF (United Nations Children’s Fund) (2017) Progress 
on drinking water, sanitation and hygiene: 2017 update and SDG baselines. WHO Library 
Cataloguin-in-Publication Data, World Health Organization and United Nations Children’s Fund, 
p 114p 

Wolf AT, Natharius JA, Danielson JJ et al (1999) International River Basins of the World. Int J 
Water Resour Dev 15:387–427 

WWAP (World Water Assessment Programme) (2019) The United Nations world water develop-
ment report 2019: leaving no one behind. UNESCO Publishing, 186 p 

Yong L, Jiabao Z (1999) Agricultural diffuse pollution from fertilizers and pesticides in China. 
Water Sci Technol 39:25–32

https://capacitacao.ana.gov.br/conhecerh/handle/ana/78


Chapter 16 
Contribution of GIS to the Mapping 
of the Sensitivity of the Flood’s Hybrid 
Multi-criteria Decision Approach: 
Example of the Wadi Tamlest Watershed 
(Agadir, Morocco) 

Abderrahmane Wanaim, Mustapha Ikirri, Mohamed Abioui , 
and Farid Faik 

Abstract Since the end of the last century, climate change has generated qualified 
pluviometric events favoring the triggering of flash floods characterized by very 
high speeds and fairly short rise times. These floods caused extensive damage and 
paralyzed all activities in the flooded regions, as was the case during the last event in 
November 2014 which left behind a significant body of human and material damage 
in the different regions of Morocco. The Wadi Tamlest watershed located north of the 
Agadir city is a good example of areas affected by floods. The FHI (Flood Hazard 
Index) method was applied to study these extreme phenomena and to determine 
their lateral extensions using six factors influencing the floods (accumulation of flow, 
distance from the main wadis, drainage density, land use, slope, and permeability). 
This method made it possible to map with great precision the areas vulnerable to 
flooding throughout the Wadi Tamlest watershed. Finally, the application of the FHI 
method is more advantageous in basins not equipped with hydrometric stations but 
seems less precise in terms of defining the water heights downstream of the basin. 
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16.1 Introduction 

The climate changes that the globe is currently experiencing, generate qualified rain-
fall events favoring the triggering of flash floods characterized by very high current 
speeds and rises in the water level in a very short time (e.g. Jenkinson 1955; Herschy 
2002; Kundzewicz and Menzel 2003; Kundzewicz 2003; Hanson et al.2007; Campion 
and Venzke 2013; Kabenge et al. 2017; Wang et al. 2021; Yoo et al.2021; Ikirri et al.  
2021, 2022; Echogdali et al. 2022a, b, c, d, e; Aswathi et al. 2022).These phenomena 
are considered the most harmful disaster that threatens the Earth in recent years, 
causing environmental and socio-economic consequences in the affected floodplains. 
The exceptional floods cause enormous problems with very negative socio-economic 
and environmental consequences (e.g. Francou and Rodier 1967; Crippen and Bue 
1977; Hallegatte et al.2007; Jonkman et al. 2008; Merz and Thieken 2009; Saidi 
et al. 2010; Pulvirenti et al. 2011; Jongman et al. 2012; Aich et al. 2015; Cobbinah 
and Anane 2015; Sun et al. 2016; Mendez and Calvo-Valverde 2016; Lu et al.  2018). 
Several theories, numerical models, and statistics have been developed to describe 
the behavior of flood phenomena. Climatically, Morocco is classified as a semi-arid 
to the arid region. Rainfall is generally low and irregular with strong spatial and 
temporal variations. Due to the impact of climate change, the country has experi-
enced, in recent years, numerous floods in several regions (e.g. Hulme et al. 2001; 
Saidi et al. 2010; Feng et al. 2013; Wongsa 2014; El Alaoui El Fels and Saidi 2014; 
El Alaoui El Fels et al. 2018; El Morjani et al. 2016; Echogdali et al. 2018a, b, 2022a, 
b, c, d, e; Saad et al. 2019; Bennani et al. 2019; Ikirri et al.  2021, 2022; Aswathi et al. 
2022; Benjmel et al.  2022; Ait Haddou et al. 2022). Among the most frequent and 
deadly disasters that Morocco has experienced: 

• The floods of the wadi Ourika in 1995, 
• The floods of wadi Maleh in 2002, 
• The floods of Tangier, Nador, Fnideq, Boulmane (October 2008), 
• Agadir 1956, 1977, 1996, 2010 and 2014, 
• The floods of Guelmim and Sidi Ifni (November 2014). 

The Agadir region is a perfect example since it has suffered numerous damages 
following the floods of the wadi Tamlest that occurred in the years 2010 and 2014. 
These exceptional events are due to heavy rainfall during the winter cycles. The 
study of lateral extensions seems essential in this region. It will allow decision-
makers in the hydraulic field to delimit the areas at risk of flooding and security 
with these events. This is the reason why a multi-criteria analysis method (AHP) 
was used for the mapping of flood risk areas in the Tamlest catchment area. This 
analysis consists of introducing a Flood Risk Index (FHI) to assess these areas at 
the watershed scale. Six parameters are involved (flow accumulation, distance from 
the drainage network, density of the drainage network, slope, permeability, and land 
use)(Kazakis et al. 2015; Elkhrachy 2015; Echogdali et al. 2018a, b, 2022a, b, c, 
d, e; Talha et al. 2019; Ikirri et al.  2021, 2022; Aswathi et al. 2022). The relative
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importance of each parameter and the severity of flooding were related to the weight 
values. The final risk map is developed after overlaying the selected factors. 

16.2 Study Area 

The watershed of the Wadi Tamlest, the subject of this study, is located in 
southern Morocco, between longitude 9°29'50'' and 9°36'50'' latitude 30°23'20''
and 30°30'16'', northeast of the city of Agadir. It covers an area of 11.66 Km2 with a 
perimeter of about 18.57 km; the elevation of the surface varies between 84 and 419 m 
(Fig. 16.1). The length and width of the basin are respectively 7.78 and 1.49 km. The 
coefficient of Gravilus is about 1.53; the basin is, therefore, longer than wide. This 
basin is located in a semi-arid climatic context; it is characterized by the interference 
of the cold currents of the Atlantic Ocean and the hot currents coming from the South. 
The average temperature is 25 °C, with a maximum of 40 °C and a minimum of 10 °C. 
The average annual rainfall is around 200 mm. The concentration–time is calculated 
by the formulas of Kirpich (1940) and Spanish that give underestimated values, while 
the Tc calculated by the formula Giandotti (1934) gives an overestimated value, but 
the Tc calculated by the formula of Turraza is comparable to those calculated by the 
formula of Ventura. It is concluded that the average time of concentration that the 
waters take to arrive at the outlet is 15 h this is related to the shape of the catchment 
Tamlest, in the case of a circular catchment waters gather quickly towards the outlet 
(Table 16.1). 

Fig. 16.1 Geographical context of the Wadi Tamlest watershed
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Table 16.1 Time of concentration retained for Wadi Tamlest 

Methods Kirpich Espagnole Turraza Ventura Giandotti Tc Average 

TC (h) 0.031 12.516 22.647 21.484 9.52 15 

The geomorphology of this basin is characterized by a dominance of mountains; 
the southern edge of the Western High Atlas, its plant cover is dominated by plants 
of Argan and euphorbia. The morphometric parameters of this basin are represented 
in Table 16.1 and are calculated using SIG software (Roche 1963, 1986). These 
parameters are of great importance, on the one hand, for understanding the direct 
influence of the shape of the basin on the generation of floods, and on the other hand, 
for the calculation of hydrological parameters such as the time of concentration. The 
slope of the Wadi Tamlest watershed is significant, it varies from 0° and 27° on the 
beds of the tributaries and downstream of the basin to 64° on the slopes upstream 
of the basin (Fig. 16.2a). The hydrographic network of the Wadi Tamlest watershed 
is dense and well-branched. It is characterized by its specific shape in “Y”. The 
ramification of the network is more pronounced upstream than downstream, given 
the geological accidents very abundant in the medium and high altitudes. Strahler’s 
classification (Strahler 1957) has four classes of which the watercourse identified as 
order 4 is apparent only downstream of the basin, specifically from the confluence 
of the two wadis Tamlest and Ahalka which will meet downstream, after crossing 
two-thirds of the basin, to form the Wadi Tamlest (Fig. 16.2b). Floods are more 
devastating downstream than upstream, both as a result of the gathering of surface 
water from the entire watershed of Wadi Tamlest. As for the density of drainage, 
the total length extracted from all the watercourses of the catchment area of Wadi 
Tamlest is about 8239.34 m; these watercourses are distributed over an area of 11,662 
Km2, which gives a density of drainage (Dd) of about 0.70 km−1 (Dubreuil 1974). 

Dd =
{

Li(Km) 
A

(
Km2

) (16.1)

16.2.1 Geology of the Wadi Tamlest Watershed 

The Wadi Tamlest watershed extends on the southern flank of the anticline of Ait 
Lamine located on the southern edge of the Western High Atlas. The basin is repre-
sented by marine formations which are generally dolomitic limestones and clays 
of Coniacian age followed by dolomitic sandstones, dolomites, and yellow clays 
of Santonian and Campanian. The Maestrichtian is constituted by dolomitic lime-
stones and clays. These formations are surmounted by the sandstone and lumachellic 
limestones of Oligocene and ancient Pliocene followed by the detrital formations of 
Villafranchian. The Quaternary is represented by conglomeratic shell sandstones,
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a b  

Fig. 16.2 Wadi Tamlest watershed: a slopes, and b Strahler classification

conglomerate marls, and soft lumachelles and these formations form most of the 
terraces of the basin (Fig. 16.3a). From a permeability point of view, the Wadi Tamlest 
watershed is formed by formations generally impermeable (90%), which amplifies 
the magnitude of flooding in the basin, hence an intense runoff. These formations 
constitute a major risk by amplifying the destructive power of floods. The permeable 
formations in the basin come mainly from soil erosion (10%) (Fig. 16.3b).

16.2.2 Hydrological Behavior and Consequences of Flooding 

The hydrometric regime of the watershed of Wadi Tamlest is exclusively related to 
rainfall and is characterized by high water in the fall (first rain) and winter. Maximum 
rainfall is generally recorded in November and December. The basin does not flow 
until after the first rains in October or November. The flows of the tributaries of the 
basin consist of one component, a series of short but fairly strong floods that can 
occur several times a year depending on the intensity and duration of the rainfall 
sequences. All the morphological and lithological characteristics analyzed above 
have an obvious influence on the power of floods. The Wadi Tamlest watershed has no 
meteorological and hydrometeorological station, which forces us to confine ourselves 
to the realities on the ground and the damage caused by flooding to understand at 
what level the basin of Wadi Tamlest has been affected by flooding. In 2010 and 
2014, like all regions of Morocco, the Wadi Tamlest watershed was subjected to
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Fig. 16.3 Wadi Tamlest watershed: a geological map, and b permeability map

extreme rainfall that occurred within hours. These torrential rains caused catastrophic 
floods. The event of November 2014 is characterized by an infamous flood, by its 
material, and socio-economic damage (Fig. 16.4a, b). The 2010 flood is characterized 
by the enormous volume of water mobilized (Fig. 16.4c, d), which washed away 
many materials, vehicles, and infrastructure. Some new houses in the Al-Houda 
and Tikiouine neighborhoods, the sports complex in Tilila, and the green areas of 
Tassila were submerged by water and mud. The sectors of energy and trade were 
also damaged by these floods, indeed, nearly twenty commercial stores and two cafes 
were affected, at the level of the district Al-Houda and Tilila, so the supply of goods 
was also affected by the cutting of roads. In addition to this is the leaching of waste 
at the landfill Tamlest and the flow of leachate. These destructions have induced 
the stagnation of this liquid, in places, and its infiltration into the soil, causing their 
eutrophication and environmental pollution.

16.3 Spatialization of Flood Extent 

16.3.1 Methodology 

The study of flood risks in the watershed of Wadi Tamlest is based on the application 
of an approach of the flood risk index (FHI). This approach consists in delimiting the
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Fig. 16.4 Photos showing infrastructure damage to urban areas during the 2010 and November 
2014 floods

most vulnerable areas to flooding phenomena in this small basin by the multi-criteria 
analysis AHP (Saaty 1977, 1990a, b, 2012; Patrikaki et al. 2018). This analysis was 
used based on the combination of the selected factors in the basin, taking into account 
the relative weights according to the methodology shown in Fig. 16.5 (see Saaty 
1990a, b; Kazakis et al. 2015; Rahmati et al. 2016; Patrikaki et al. 2018; Echogdali 
et al. 2018a, b, 2022a, b, c, d, e; Ali et al. 2020; Ikirri et al.  2021, 2022; Aswathi et al. 
2022). The AHP multi-criteria analysis is a complex computational approach using 
matrix algebra. The matrix was used to extract the weight of each factor to take into 
account its relative importance in the calculation of the FHI (Elkhrachy 2015; Franci 
et al. 2016).

16.3.2 Factors Used in FHI 

The flood risk index method was developed and implemented in a GIS (Geographic 
Information System) environment, taking into account six flood factors namely: flow 
accumulation (F), distance to the river system (D), drainage density (Dd), watershed 
land use (U), slope (S) and watershed geology (G). The selection of these factors 
in this study was theoretically based on their relevance, their rates of contribution 
to flood risk as well as the local conditions of the watershed, as indicated in the 
literature (Saaty 1990a, b; Haan et al.1994; Patrikaki et al. 2018; Echogdali et al. 
2018a, b, 2022a, b, c, d, e; Ikirri et al. 2021, 2022; Aswathi et al. 2022).
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Fig. 16.5 Diagram of the methodology of the model applied to the flooding of the Wadi Tamlest 
watershed

The data for each factor was reclassified to correlate with flood risk. The values 
of the different classes used for this basin were between 2 and 10, where 2 indicate 
a lower risk and 10 is defined for a higher risk. Table 16.2 represents the weights of 
each factor.

• Flow accumulation: flow accumulation is a more important factor in delineating 
the area’s most vulnerable to flood risk. However, flow accumulation is the sum of 
water flowing downslope in the watershed. High values (13,258) of flows indicate 
areas of concentrated flow and therefore higher flood risk (Avagyan et al. 2018; 
Patrikaki et al. 2018; Ikirri et al.  2021, 2022) (Fig. 16.6a).

• Distance from the hydrographic network: the distance from the main channels was 
proposed and defined in Kazakis et al. (2015), Echogdali et al. (2018a, b, 2022a, 
b, c, d, e), Gao et al. (2020), Ikirri et al. (2021, 2022),  and  Aswathi et al.  (2022). 
This distance indicates a level of flood risk in each area progressively further from 
the drainage system. Areas less than 100 m from the wadi are heavily flooded,
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Table 16.2 Morphometric 
parameters of the Wadi 
Tamlest 

Area (Km2) 11.662 

Perimeter (Km) 18.57 

Gravelius index 1.5 

High elevation (m) 419 

Low elevation (m) 84 

Wadi length (m) 8239.34 

Slope index 0.021 

Specific height difference (m) 0,072 

Slope (%) 4.07 

Equivalent Lenght (Km) 7.783 

Equivalent Width (Km) 1.498

Fig. 16.6 Spatial distribution of factors in the Wadi Tamlest watershed: a Flow accumulation, 
b Distance from hydrographic network, c Drainage network density, d Land use, e Slope, f 
Permeability
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while the risk effect decreases for distances greater than 100 m. On the other hand, 
the effect of this criterion is diminished for distances greater than 300 m. This 
explains why the distance from the drainage network has been given significant 
weight in the methodology (Fig. 16.6b).

• Drainage network density: Drainage density is an indicator that is proportional to 
the paths of concentration, flow accumulation, and flood probability. This factor 
influences the time of concentration of the basin. In the Tamlest catchment, the 
drainage density is varied between 0 and 5.12 m/km2, in this case, the risk of 
flooding is proportional to the density of the drainage network. The classes of the 
density of the drainage network have been defined according to Jenks (1967) and 
Ikirri et al. (2021, 2022) (Fig. 16.6c). 

• Land use: the soil cover determines the infiltration of rainwater into the soil, 
roads, and urban constructions in general, decreasing the infiltration of water 
which increases the water flow. While the vegetation favors the infiltration by 
their root system (Weng 2001; Franci et al. 2016; Ikirri et al.  2021, 2022). The 
urban area of the Wadi Tamlest is located downstream of the basin which allows 
more water to flow in the form of floods to this area. A large part of the basin 
area has bare soil and less dense vegetation, which were assigned rates of 6 and 4 
respectively (Franci et al.2016; Echogdali et al. 2018a, b, 2022a, b, c, d, e; Ikirri 
et al. 2021, 2022; Aswathi et al. 2022) (Fig. 16.6d). 

• Slope: is a factor that influences the amount of surface runoff and infiltration. It 
allows the identification of areas that have shown high susceptibility to flooding 
(Aaron and Venkatesh 2009; Fernandez and Lutz 2010; Kazakis et al.2015; Echog-
dali et al. 2018a, b, 2022a, b, c, d, e; Ikirri et al.  2021; Aswathi et al. 2022). In this 
study, the slope factor was classified according to the model applied by Demek 
(1972). For the Wadi Tamlest watershed, the low slope areas are located in the 
downstream part, while the high slope areas were located in the mountainous parts 
in the north of the watershed (Fig. 16.6e). 

• Permeability: the geology of the basin is an important factor in the study of 
flood phenomena because it can amplify the magnitude of floods (Echogdali 
et al. 2018a, b, 2022a, b, c, d, e; Ikirri et al. 2021, 2022; Aswathi et al. 2022). 
It includes soil type, soil texture, and parent rock. The Quaternary of the Wadi 
Tamlest watershed is characterized by formations that are generally permeable. 
Whereas the carbonate and clay formations are generally not very permeable to 
impermeable. The permeable formations favor the infiltration of water, therefore 
they have been classified by 2, because of their greater capacity of infiltration, 
on the contrary, the impermeable rocks have been evaluated at 10 (Kazakis et al. 
2015) (Fig. 16.6f). 

The thematic maps in Fig. 16.6 illustrate the spatial distribution of factor values used 
for floodplain mapping in the Wadi Tamlest watershed.
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16.3.3 Relative Weight of Factors 

The weight of each factor A was defined according to the Analytical Hierarchy 
Process (AHP) (Saaty 1990a, b; Ikirri et al.  2021, 2022). It is calculated after it has 
been ranked according to the relative importance of each factor determined from the 
bibliography (Saaty 1990a, b; Kazakis et al. 2015; Ikirri et al. 2021, 2022). Then, 
once all factors are sorted hierarchically, a pairwise comparison matrix is created. 
By taking the principal eigenvector of the pairwise comparison matrix between the 
AHP factors, this matrix is of dimension 6 × 6 and the diagonal elements are equal 
to 1 (Table 16.3). The pairwise comparison matrix data were taken as input for the 
determination of the weights of different factors. A good approximation to this result 
was obtained by summing the values in each column of the comparison matrix, then 
dividing each element of the matrix by its column total, and finally calculating the 
average of the elements in each column of the normalized matrix (Drobne and Lisec 
2009; Razandi et al. 2015). The degree of coherence of the matrix was calculated by 
the coherence ratio (CR) which allows the comparison between the coherence index 
(CI) of the matrix against the coherence index of a random type matrix (RI). The 
CR defines the probability of comparison between the coherence index and the ratio 
index. 

CR = 
CI 

RI 
(16.2)

Table 16.3 Classes of the factors and weights 

Factor Class Rating Weight factor Class Rating Weight 

Flow 
accumulation 
(pixels) 

8637–13,258 10 3.31 Density of 
the drainage 
network 
(m/km2) 

3.53–5.12 10 1.34 

4404–8637 8 2.73–3.53 8 

2179–4404 6 1.96–2.73 6 

677–2179 4 1.12–1.96 4 

0–677 2 0–1.12 2 

Distance 
from the 
drainage 
network (m) 

0–100 10 3.08 Slope (%) 0–11.46 10 0.71 

100–200 8 11.46–21.58 8 

200–300 6 21.58–34.06 6 

300–400 4 34.06–50.58 4 

400–475 2 50.58–85.99 2 

Land use Bare ground 6 1.08 Permeability High 
permeability 

10 0.49 

Vegetation 4 Medium 
permeability 

8 

Dwelling/controlled 
landfill 

2 Low 
permeability 

6 
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Hence the CI represents the consistency index calculated using Eq. (16.2): 

• If the value of CR ≤ 0.10 the matrix is acceptable. 
• If the value of CR ≥ 0.10 it is necessary to revise the judgments. 

CI = 
λmax − n 
n − 1 

(16.3) 

CI represents the consistency index calculated according to Eq. (16.3), which is the 
random index calculated from the average consistency index of a randomly generated 
sample of 500 pairwise comparison matrices. Where, λmax represents the maximum 
eigenvalue of the comparison matrix and (n) the number of criteria. RI is the random 
index whose value depends on the number (n). The values of RI are given in Table 
16.4 (Saaty 1977). 

Subsequently, after normalizing the matrix (Table 16.5), the eigenvector λmax of 
the matrix is calculated and the consistency of the set of judgments is also checked, 
ensuring that the AHP method suggests that the consistency ratio (CR) is less than 
or equal to the value of (10%) (Saaty 2012). With CI is calculated for λmax = 6.54, 
n = 6 and RI = 1.24. So the consistency ratio is calculated as CR = 0.08. The value 
of CR is lower than the threshold (0.1), therefore the consistency of the weights is 
confirmed.

Table 16.4 Pair-wise comparison matrix of different factors 

Factor Flow 
accumulation 
(pixels) 

Distance 
from the 
drainage 
network 
(m) 

Density of 
the drainage 
network 
(m/km2) 

Land 
use 

Slope 
(%) 

Permeability 

Flow 
accumulation 
(pixels) 

1 2 3 3 5 4 

Distance from 
the drainage 
network (m) 

1/2 1 6 3 4 6 

Density of the 
drainage 
network 
(m/km2) 

1/3 1/6 1 2 3 3 

Land use 1/3 1/3 1/2 1 3 2 

Slope (%) 1/5 1/4 1/3 1/3 1 3 

Permeability 1/4 1/6 1/3 1/2 1/3 1 
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Table 16.5 Random indices were used to calculate the consistency ratio 

n 1 2 3 4 5 6 7 8 9 10 

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 

16.4 Results and Discussions 

Equation 16.4 linearly combines the selected factors, taking into account the rela-
tive weights. This indicates the overlay of the thematic maps in Fig. 16.6 in a GIS 
environment to determine the flood risk index in the Tamlest watershed. 

FH  I  = 
n{

i=6 

(wi ∗ Xi) (16.4) 

FHI = 3.31 ∗ (Flow accumulation) + 3.08 ∗ (Distance from hydrographic network) 
+ 1.34 ∗ (Drainage network density) + 1.08 ∗ (Land use ) 
+ 0.71 ∗ (Slope) + 0.49 ∗ (Permeability) 

With, Wi is the weight of factor i, X is the factor i, and n is the number of factors. 
The weights used in the index calculation assess the impact of each flood-causing 

factor on the FHI; flow accumulation was considered the most influential factor in 
the FHI, followed by drainage distance, drainage network density, land use, and 
slope, while permeability was the least influential factor. These factors were ranked 
in the order of 2 to 10, where 10 indicates higher risk and 2 indicates a low risk 
based on the class values of the factors. The overlay of factors was performed by 
linearly combining the thematic maps with different weights in a GIS environment. 
The flood risk map is created in the end. The result of the FHI model is shown in 
Fig. 16.7 defining five classes of flood vulnerability. The areas with very high, high, 
and medium risk represent respectively 14.25%, 25.15%, and 30.44% of the total 
surface of the basin. While, the low and very low-risk areas constitute 15.06% and 
17.10% of the basin area respectively (Tables 16.6 and 16.7).

The majority of the flooding occurred in large flood plains around the main channel 
of the wadi. The flood areas closest to the Tamlest River were occupied by vegetation, 
residential buildings, and the new landfill with massive damage to infrastructure 
including the road. More than 68.84% of the basin area has a very high to medium 
sensitivity while the 31.16% of the basin area corresponds to low to very low flood 
risk. The floods recorded in the years 2010 and 2014 confirmed the results of FHI, 
with a proportional distribution of areas affected by flooding, according to the level of 
risk indicated on the flood risk map. The areas located in the west of the basin, mainly 
composed of narrow and more or less deep river beds, proved to be more susceptible 
to flooding due to the accumulation of high flows, proximity to the drainage system, 
slope, and geology. The low susceptibility to flooding in the central and northern parts 
of the basin was generally attributed to the steep slope and presence of permeable
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Fig. 16.7 Flood risk map obtained from the FHI 

Table 16.6 Standardized flood hazard factors and factor weights 

Factor Flow 
accumulation 
(pixels) 

Distance 
from the 
drainage 
network 
(m) 

Density 
of the 
drainage 
network 
(m/km2) 

Land 
use 

Slope 
(%) 

Permeability Weight 

Flow 
accumulation 
(pixels) 

0.38 0.51 0.27 0.27 0.31 0.31 3.31 

Distance from 
the drainage 
network (m) 

0.19 0.26 0.54 0.54 0.31 0.24 3.08 

Density of the 
drainage 
network 
(m/km2) 

0.13 0.04 0.09 0.09 0.20 0.18 1.34 

Land use 0.13 0.09 0.04 0.04 0.10 0.18 1.08 

Slope (%) 0.08 0.06 0.03 0.03 0.03 0.06 0.71 

Permeability 0.10 0.04 0.03 0.05 0.05 0.02 0.49
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Table 16.7 Fraction of areas 
at risk of flooding in the 
watershed of Wadi Tamlest 

Flood risk Area (Km2) Percentage (%) 

Very high 1.66 14.25 

High 2.93 25.15 

Medium 3.54 30.44 

Low 1.75 15.06 

Very low 1.99 17.10

formations. Flow accumulation and distance to the drainage network are the most 
influential factors for the IHF, which is consistent with a similar study by Ikirri et al. 
(2021, 2022). Slope and permeability are the least influential factors in the Wadi 
Tamlest watershed. Indeed, other factors such as the density of the hydrographic 
network and land use influence the concentration–time of runoff and infiltration 
water, which further increases the probability of flooding. 

Flood control is following the planning of the fight against cures at the water-
shed level, including flood maintenance and flood retention, lowering the flood peak 
upstream of the basin; construction of dams, and reinforcement of banks. In the Wadi 
Tamlest watershed, gabions are structures applied upstream of the basin (Fig. 16.8a). 
A gabion or gabion structure is a modular retaining structure consisting of paral-
lelepiped elements made of double-twisted steel mesh with variable galvanization, 
filled with a material having a specific granulometry and weight. They are perme-
able, resistant, and flexible structures, recently introduced in several fields. In the 
hydraulic field, gabions have a great capacity to adapt to ground settlements and to 
resist unexpected loads. They are mainly used for: the protection of banks against 
erosion, control of river bed movement, delimitation of the minor bed, and defense 
against floods. The dam is the artificial structure cut and built across the watercourse 
of Wadi Tamlest, to protect the urban area of Tilila and El-Houda located downstream 
of the basin.

The realization of this work allowed regulating the very random flow of the water-
courses of the catchment area of the Tamlest wadi. It also allowed mitigating the 
damage caused by floods by storing the volumes of water of exceptional and sudden 
floods. The dyke is a raised earthen structure that delimits the two sides of a river to 
allow the water to rise without overflowing the bed. It is set up to divert the waters 
of the chaâbas and wadis; Imounsis, Oualhouri, and Tamlest towards Wadi Ighzer 
Laarba located at Drarga. The use of the FHI (Flood Hazard Index) method and 
the satellite image allowed us to delimit with priority, the agglomerations such as 
dwellings (e.g. Tamlest and Tighoula villages) and the dump of Tamlest located in 
the zones with a strong risk of flooding. It is suggested that protective walls be built. 
Similar to the detour flood protection embankments except that they do not modify 
the banks and are made of aluminum (Fig. 16.8b). Floodwalls have been used to 
control floods that protect cities and industrial facilities around the world. And this 
is without causing major alterations to the landscape, combining optimal protection 
against the risk of flooding with maximum preservation of the physical and hydraulic 
characteristics of the watershed.
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Fig. 16.8 Examples of developments applied in the Wadi Tamlest watershed; a, b gabion walls, 
and c, d protective walls

16.5 Conclusion 

The relief of the High Atlas, the Atlantic Ocean, and the Sahara are generally the three 
factors that influence the semi-arid climate of the Agadir city, which is characterized 
by the scarcity of rainfall and sometimes extreme rainy periods, which causes floods 
that negatively affect the environment, the economy, and the population. The study 
of floods in the catchment area of Wadi Tamlest located in the northeast of the city 
from the mapping of flood risks by the FHI (Flood Hazard Index) method has allowed 
us to locate the flood-prone areas. This consists in introducing a multi-criteria index 
taking into account six factors (flow accumulation, distance to the drainage network, 
density of the drainage network, slope, permeability, and land use). The classification 
of these factors according to the importance of each one with the others is linked to 
the weight values that are calculated according to the Analytical Hierarchy Process 
(AHP). Overlaying, the information from these factors results in a flood risk map 
showing that the majority of the flooded areas are occupied generally by residential 
buildings, the Tamlest landfill, and agricultural fields, which pose a threat to human 
life and vegetation cover. To mitigate the risk of flooding, the Agadir Municipality 
has built a dam on Wadi Tamlest and flood protection embankments to divert the 
river, which is currently under construction. Despite these developments, the Wadi 
Tamlest still leads to flooding in the Agadir city, which is why it is necessary to 
consider other more effective protection systems. 
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Chapter 17 
Flood Assessment Along Lower Niger 
River Using Google Earth Engine 

Adeyemi O. Olusola, Oluwatola Adedeji, Lawrence Akpoterai, 
Samuel T. Ogunjo, Christiana F. Olusegun, and Samuel Adelabu 

Abstract The Niger basin plays a critical role in the achievement of Nigeria’s agri-
cultural targets through irrigation, dry season farming, and fish habitats. The season-
ality of the river discharge along the lower Niger River creates the possibility of two 
extremes—drought and flood. The risk of flood has not been adequately monitored 
on the continent. In this study, the possibility of remotely sensing flood incidences 
along the lower Niger River was considered. Sentinel-1 imagery was incorporated 
within the Google Earth Engine infrastructure to map the region before and after 
the flood event of 20th September 2020 using a change detection approach. This is 
done by dividing the after-flood mosaic by the before-flood mosaic, resulting in a 
raster layer showing the degree of change per pixel. The impact of the flood event 
on the human and socio-economic livelihoods within the region was also evaluated. 
The flood event was found to affect about 108,587 people, 9,123 ha of cropland, and 
2,056 ha of the urban area. The possibility of assessing flood extent, risk, and impact 
using remotely sensed data will help in humanitarian services, disaster planning and 
mitigation, and environmental evaluation for policy formulation.
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17.1 Introduction 

Natural disasters are catastrophic events, with atmospheric, geological, and hydro-
logical origins, that can cause fatalities, property damage and social environmental 
disruption (Sivakumar 2005; Israel and Briones 2012; Adedeji et al. 2021; Orimoloye  
et al. 2021a, b). Examples of these disasters include droughts, floods, earthquakes, 
hurricanes, landslides. These disasters continue to occur with increasing impacts and 
oftentimes lead to loss and damages of properties and livelihoods at a local or global 
scale (Loayza et al. 2009). These disasters often affect agriculture; production cycles 
are disturbed, plants and livestock are lost, agricultural facilities and infrastructures 
are damaged, and workers lose their means of livelihood (Sivakumar 2005; Adedeji 
et al. 2021). This, therefore, affects food security (FAO 2002) and may impede overall 
economic growth, especially where agriculture accounts for a large share of gross 
domestic product and employment. There are several types of these disasters that 
affect agriculture; however, this study examines floods, since agriculture depends 
largely on water availability. 

A flood, an overflow of water that submerges land, can be defined as any relatively 
high water flow that overtops the natural or artificial banks in any portion of a river 
or stream (Adedeji et al. 2021). Floods have a serious impact on agriculture and 
food production. Floods are water-related natural disasters that affect a wide range 
of environmental factors and activities related to agriculture, vegetation, human and 
wildlife, local and regional economies (Jeyaseelan 2003). Agriculture is the largest 
consumer of water and, therefore, the most sensitive to flooding hence the impact 
of flood most often than not results in extensive loss not only in terms of loss and 
damages in currency but emotional well-being of the farmer. Boyle et al. (1998) clas-
sified flood damages into tangible and intangible. Tangible damages are associated 
with direct contact with the floodwater, whereas the latter does not involve contact 
but results as an effect of flood occurrence. For instance, the occurrence of a flood 
disaster could lead to an epidemic that destroys crops and livestock. In this case, the 
impact is intangible/indirect, unlike when floodwater erodes soils, damages crops, 
and displaces or kills livestock. All these however impacts the agricultural economy. 

Climate change is closely associated with the increase in magnitude and frequency 
of floods (IPCC 2014; Adedeji et al. 2021). There is a direct influence of global 
warming on changes in precipitation and heavy rains (Min et al. 2011). With increased 
rainfall amount, intensity, and frequency, flooding occurs (Adeola et al. 2021). Since 
more precipitation occurs as rain there is increased runoff and risk of flooding in early 
spring, especially over continental areas (Adeola et al. 2021). This is common in all 
parts of the world, as well as in Africa. Africa which is located in the tropics receives 
intense temperature and consequently rainfall effects, and this is further intensified 
by climate change, making the region very prone to flood events. However, one of
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the limiting factors to adequate monitoring of precipitation in Africa is the large 
inequality in the density of weather stations across space. As a result, there are areas 
where climate information from ground data is still not available. In essence, there 
is the need to use available sources with better coverage though compromising for 
in-situ observations. One of such available sources is the use of remote sensing 
technology. 

Remote sensing techniques make it possible to obtain and distribute information 
rapidly over large areas using sensors operating in several spectral bands, mounted on 
aircraft or satellites (Jeyaseelan 2003; Adedeji et al. 2021) or flown as aerial vehicles. 
The digital image acquired by these platforms overcomes several of the challenges 
related to traditional in-situ observations. Advancements in remote sensing tech-
nology helps in real-time monitoring, early warning, and quick damage assessment 
of flood disasters (Dhakal et al. 2002; Jeyaseelan 2003; Adedeji et al. 2021). With 
remote sensing techniques, landscape descriptive information proves to be useful 
before, during and after disasters, for prevention, detection and mapping, and impact 
assessments, respectively. Development in remote sensing techniques has evolved 
from optical to radar remote sensing, this transition has provided all-weather capa-
bility, a unique breakthrough for tropical countries with cloud constraints on optical 
sensors (Adedeji et al. 2021). 

At the early stages of satellite remote sensing, optical sensors were used as 
the primary tool for obtaining remotely sensed data. Data available were obtained 
from Landsat Multispectral Scanner (MSS), Thematic Mapper (TM), Enhanced 
Thematic Mapper (ETM), SPOT, AVHRR, among others, with improvement in satel-
lite imagery resolution. Flood impact assessment, using remote sensing, dates back 
to the 1970s, with the use of MSS data. MSS data were used for flood impact assess-
ment and mitigation in the United States–Iowa, Arizona, Mississippi basin, among 
others (Hallberg et al. 1973; Morrison et al. 1973; Deutsch and Ruggles 1974; Rango 
et al. 1974). 

In flood studies, MSS band 7 (0.8–1.1 μm) has been found particularly suitable 
for distinguishing water or moist soil from a dry surface due to strong absorption 
of water in the near-infrared range of the spectrum (Smith 1997). This is the same 
for Landsat TM band 4, but the Landsat TM NIR band cannot be used optimally in 
developed land use areas such as downtown commercial or industrial areas. The main 
reason is that the NIR band reflects very little energy from asphalt areas, appearing 
black in the imageries. Therefore makes it easy to confuse developed areas with 
water. Wang et al. (2002) successfully solved this problem by adding Landsat TM 
band 7 to the NIR (band 4) band to delineate the inundated areas. In TM band 7 (2.08– 
2.35 μm) images the reflectance from water, paved road surfaces, and rooftops differ 
significantly and therefore in the Band4 + Band7 image, it becomes easier to choose 
the density slice for extracting the floodwater. But in some cases, a simple density slice 
or supervised classification is not enough to identify the inundated area accurately. 
It involves the use of further indices. In addition, high and medium spatial resolution 
satellite images like NOAA-AVHRR, and SPOT-HRV are used to produce different 
kinds of flood-related thematic information, depending on the data acquisition time 
(Tholey et al. 1997). The application of remote sensing and GIS has proven to be
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very efficient and cost-effective in flood impact assessment and management. The 
use of very high-resolution imageries like IKONOS or SPOT 5 has not been very 
popular yet in the field of flood management due to its high price, but it is likely that 
these imageries would be available at a reasonable price and would be widely used 
for flood mapping (Sanyal and Lu 2004). However, AVHRR, which is available at 
both low prices and less technical requirements, is effective and good for developing 
countries (Sheng et al. 2001). The six-hour revisit capability of NOAA satellites has 
been of utmost advantage for flood assessment, and potential use for monitoring. 

The single most important constraint to flood monitoring is the obstruction caused 
by cloud covers (Melack et al. 1994; Adedeji et al. 2021) and this is observed with the 
use of optical sensors. This problem was solved with the development of microwave 
remote sensing which can penetrate cloud covers. One of these microwave remote 
sensing approaches used in flood assessment is the Synthetic Aperture Radar (SAR) 
imagery (Chen et al. 1999; Adedeji et al. 2021). SAR imagery can show a sharp 
distinction between water and land, making it easy to identify flooding activities. 
Although there is a clear distinction between land and water using SAR imagery, 
rough water surface appears in a brighter tone in the SAR imageries than the calm 
water (Yang et al. 1999), hence making it difficult to accurately determine areas 
of turbulent flooding. Also, forest covers create obstructions to accurately identify 
inundated areas from a SAR image (Hess et al. 1990). The use of Radar in flood 
monitoring and forecast has been growing in the literature (Giustarini et al. 2015; 
Landuyt et al. 2018; Huang and Jin 2020; Amitrano et al. 2020). This stems from the 
peculiarity of Radar images and the properties of water (see Adedeji et al. 2021). As 
pointed out by Adedeji et al. (2021), smooth surfaces are specular reflectors, hence 
they appear dark on a Radar image. With the advent of cloud computing platforms 
such as Amazon Web Services and Google Earth Engine, accelerated computations 
over large coverage are becoming a possibility. Google Earth Engine (GEE) combines 
a multi-petabyte catalog of satellite imagery and geospatial datasets with planetary-
scale analysis capabilities. Even though GEE is open source and archives several 
hundreds of datasets such as but not limited to Landsat, Sentinel and MODIS, very 
few studies have been able to leverage this platform in the assessment and monitoring 
of flood events (Fig. 17.1). Hence, this study aims to assess the September 2020 flood 
events along the Lower Niger in Nigeria using Google Earth Engine and Sentinel-1 
imagery.

The choice of use regarding available Radar images (Sentinel-1 especially) on 
GEE for flood monitoring has been few and far in-between (Fig. 17.2) and collabo-
rations across countries, institutions and academics have been very poor even though 
microwave remote sensing has widely demonstrated its potential in the continuous 
monitoring of our rapidly changing planet (Amitrano et al. 2021).
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Fig. 17.1 Overview of flood studies indexed in Scopus (www.scopus.com) from 2017–2021 across 
countries using Google Earth Engine and Radar

Fig. 17.2 Three-field plot showing available studies on flood using SAR on GEE 

17.2 Study Area 

The Niger River is the main river draining West Africa. It is the third-longest river in 
Africa. Along several sections, the river is dammed for various reasons such as but 
not limited to irrigation, hydroelectricity and water supply. As a result of these, the 
regime of the river is greatly impaired and its hydrology is very unique. The entire 
stretch of the river has been divided into several sections for easy identification and 
political reasons. The Niger River extends about 4,180 km with a drainage area of 
2,117,700 km2. Its source is in the Guinea Highlands in southeastern Guinea near 
the Sierra Leone border. It runs in a crescent through Mali, Niger, on the border 
with Benin and then through Nigeria, discharging through a massive delta, known

http://www.scopus.com
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Fig. 17.3 Study area map showing the river stretch in blue between Idah and Onitsha. Source 
Google Earth Engine 

as the Niger Delta, into the Gulf of Guinea in the Atlantic Ocean. For this study, the 
lower stretch of the river between Idah and Onitsha, shortly before it forms a delta, 
forms the study area (Fig. 17.3). This stretch is very dynamic, contains so much flow 
within its channel and is influenced by the regime of River Benue, Kainji Dam and 
the release of water from the Lagdo Dam. Lagdo Dam is a reservoir located in the 
Northern Province of Cameroon and covers an area of 586 km2. The influence of 
water release from Lagdo Dam has been documented as one of the reasons for flood 
events along this stretch in Nigeria. 

17.3 Methodology 

The flood extent for the study area (Fig. 17.3) was created using a change 
detection approach on Sentinel-1 (SAR) data. To assess the number of poten-
tially exposed people, affected cropland and urban areas, additional datasets 
were employed. Flood extent mapping and its socioeconomic impact was 
carried out in Google Earth Engine by adapting the process provided by 
UN Spider (https://un-spider.org/advisory-support/recommended-practices/recomm 
ended-practice-google-earth-engine-flood-mapping/step-by-step).

https://un-spider.org/advisory-support/recommended-practices/recommended-practice-google-earth-engine-flood-mapping/step-by-step
https://un-spider.org/advisory-support/recommended-practices/recommended-practice-google-earth-engine-flood-mapping/step-by-step
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17.3.1 Data Sources 

For this study, secondary datasets were used. These include Sentinel-1, Level-1, 
Ground Range Detected (GRD). The imagery is preprocessed and has undergone the 
apply-orbit-file (updates orbit metadata); Analysis-Ready-Data (ARD) border noise 
removal; Thermal noise removal; radiometric calibration (computes backscatter 
intensity using sensor calibration parameters); terrain-correction (orthorectification) 
and conversion of the backscatter coefficient (σ°) into decibels (dB). In addition, the 
European Commission’s Joint Research Centre (JRC) Global Surface Water Dataset, 
the JRC Global Human Settlement Population Layer and the MODIS Land Cover 
Type Product were all combined to estimate the impact of the flood event from the 
Sentinel-1 on human and socio-economic livelihoods (Fig. 17.4).

17.3.2 Data Analysis 

The Sentinel-1 GRD archive, called ImageCollection in Google Earth Engine, is 
filtered-clipped to the boundaries of Lower Niger (Fig. 17.2). The filtered ImageCol-
lection is then reduced to the selected periods (before and after the flood event). This 
script in GEE uses a simple, straight-forward change detection approach, where the 
after-flood mosaic is divided by the before-flood mosaic, resulting in a raster layer 
showing the degree of change per pixel. High values (bright pixels) indicate high 
change, low values (dark pixels) point toward little change. To compute the area of 
the flood extent, a new raster layer is created calculating the area in m2 for each pixel, 
taking the projection into account. By summing up all pixels, the area information 
is derived and converted into hectares. To estimate the number of exposed people, 
the code uses the JRC Global Human Settlement Population Layer. It contains infor-
mation on the number of people living in each cell. To intersect the flood layer with 
the population layer, the flood extent raster first needs to be reprojected to the reso-
lution and projection of the population dataset (Fig. 17.4). To estimate the amount 
of affected cropland, the MODIS Land Cover Type product was chosen. The dataset 
has a spatial resolution of 500 m and is updated yearly. It is the only global dataset 
on Land Cover currently available in Google Earth Engine. The Land Cover Type 
1 band consists of 17 classes with two cropland classes (Fig. 17.3). Affected urban 
areas are calculated the same way as the previous two steps, using the MODIS Land 
Cover Type dataset (Fig. 17.4). The link to the code is provided here: https://code. 
earthengine.google.com/f5c2f984c053c8ea574bfcd4040d084e.

https://code.earthengine.google.com/f5c2f984c053c8ea574bfcd4040d084e
https://code.earthengine.google.com/f5c2f984c053c8ea574bfcd4040d084e
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Fig. 17.4 Workflow of GEE performing flood monitoring before and after a flood event

17.4 Results 

Flood events, as presented in this study, leverages the use of remote sensing for rapid 
and efficient means to capture their extent and impact (e.g. Amitano et al. 2020; 
Orimoloye et al. 2021a, b; Avand et al. 2021; Adedeji et al. 2021; De et al.  2022; 
Zhang et al. 2022). Sentinel-1, SAR, has the potential for the continuous monitoring 
of hazards, especially in the light of the changing climate (Amitrano et al. 2020). In 
addition, the use of synthetic aperture radar (SAR) sensors is a crucial value-added in 
the mapping of flooding due to their all-weather and all-time imaging characteristics,
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ensuring the availability of the acquisition independently of illumination and weather 
conditions (Amitrano et al. 2018). Figure 17.5 shows before and after the flood event. 
The backscatter effect is seen as the difference between the two images. A flat water 
surface acts as a specular reflector which scatters the radar energy away from the 
sensor. This causes relatively dark pixels in radar data which contrast with non-water 
areas (Figure 17.5). The flood extent is seen in the image with the yellow circle. The 
entire flood extent is about 35,987 ha (Fig. 17.6). 

Based on the JRC Global Human Settlement Population Layers and the MODIS 
Land Cover Type, about a hundred and eight thousand five hundred and eighty-
seven (108,587) people were exposed, nine thousand one hundred and twenty-three 
(9123) ha of cropland wasted and two thousand and sixty-five hectares of the urban

Fig. 17.5 Sentinel-1 showing before and after flood event along Lower Niger in Nigeria
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Fig. 17.6 Flood extent showing inundated buildings on Sentinel-1

area inundated as a result of this singular flood event (Fig. 17.6). The impact of 
this isolated event on the socio-economic livelihood and mental health of the people 
lasts longer. Hence, the direct and indirect cost of flood disasters becomes priceless. 
Despite the computing skill required, the availability of Sentinel-1, open-source data, 
and the unrestricted use of GEE has paved the way for effective and efficient assess-
ment of flood events. Synthetic Aperture Radar (SAR) data are currently the most 
reliable resource for flood assessments, though still subject to various uncertainties,
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which can be objectively represented with probabilistic flood maps. Moreover, the 
growing number of SAR satellites, especially Sentinel-1 has increased the likelihood 
of observing a flood event from space through at least a single SAR image. This is set 
to help middle and low-income countries in establishing flood monitoring networks 
using open-source data and free-to-use cloud computing platforms such as GEE. 

17.5 Discussion 

The occurrence of floods across different parts of the world has severe implica-
tions on agricultural production and some other sectors of the economy. With the 
changing climate and occurrence of weather extremes, leading to recurrent flood 
cases, it is of utmost importance to understand how to effectively monitor and assess 
these natural disasters. Flood monitoring and assessment would help address food 
security, implement climate-adaptive agriculture, and avoid agricultural revenue loss 
(Adedeji et al. 2020, 2021). As shown in this study and some others, the use of 
Radar has proven to be effective in assessing flood impact (Ekeu-wei et al. 2018; 
Ganji et al. 2019; Ekeu-wei et al. 2020; Adedeji et al. 2021; Uddin and Matin 
2021). Ekeu-wei et al. (2018) in their study on the applications of open-access 
remotely sensed data for flood modelling and mapping in developing regions high-
lighted the importance of open access remotely sensed data and the effectiveness of 
Radar data in flood modelling and mapping to support flood management strategies 
along Lower Niger section in Nigeria. Furthermore, in another study, Uddin and 
Matin (2021) using bi-temporal Sentinel-1 Synthetic Aperture Radar (SAR) images 
acquired before and on the day of the flood event indicated that 95.16% of the actual 
flooded areas were classified as very high and high flood hazard classes, demon-
strating the high potential SAR for flood hazard mapping. The usage of Synthetic 
Aperture Radar (SAR) satellite imagery for flood extent mapping constitutes a viable 
solution with fast image processing, providing near real-time flood information to 
relief agencies for supporting humanitarian action. The high data reliability as well 
as the absence of geographical constraints, such as site accessibility, emphasize the 
technology’s potential in the field (https://un-spider.org/advisory-support/recomm 
ended-practices/recommended-practice-flood-mapping). To support this claim by 
UN-SPIDER, Adedeji et al. (2021) affirmed that Synthetic Aperture Radar (SAR) 
images had high potentiality for flood analysis. These studies and many more have 
shown the possibilities in the use of Synthetic Aperture Radar in flood monitoring. 
This use of SAR has increased in recent years with the availability of Sentinel-1 due 
to its free-to-use and revisit time. As pointed out by Uddin and Matin (2021) the  last  
few decades have seen an increase in the frequency, intensity, and duration of floods 
mapping and monitoring. This is partly due to SAR availability and cloud computing 
platforms such as GEE (Olusola and Adelabu 2021). GEE allows for replicability 
and easy sharing of codes for manipulation and rapid monitoring. 

GRD as used in this study is raising more and more interest among users due to its 
reduced computational demand for information extraction and availability on cloud

https://un-spider.org/advisory-support/recommended-practices/recommended-practice-flood-mapping
https://un-spider.org/advisory-support/recommended-practices/recommended-practice-flood-mapping
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exploitation platforms, like the Google Earth Engine (Amitrano et al. 2019). Tiwari 
et al (2020) in their study on flood inundation mapping concluded that observations 
from Sentinel-1 SAR data using the Otsu algorithm in GEE can act as a powerful 
tool for mapping flood inundation areas at the time of the disaster, and enhance 
existing efforts towards saving lives and livelihoods of communities and safeguarding 
infrastructure and businesses. Mudi and Das (2022) in their study on flood hazard 
mapping in Assam posited that the GEE platform requires lesser data processing 
capabilities and less time than other traditional approaches. The authors concluded 
that the choice of using GEE and Sentinel-1 SAR data ensures rapid flood assessment 
and enables real-time mapping, which is particularly important for the decision-
makers to develop flood controlling measures, mitigation, relief, and rescue planning. 
In essence, rapid mapping of flood and risk assessment especially across scales 
is a possibility due to the emergence of cloud computing platforms such as GEE 
accessibility of short-revisit Sentinel-1A radar data (Devrani et al. 2021). A similar 
position by Ruiz-Ramos et al. (2020) where the authors concluded that using Sentinel-
1 time series data and the Google Earth Engine (GEE) platform, we were able to 
map temporal open water and temporal flooded vegetation areas were mapped in a 
continuous and near-real-time basis. They posited that the outcomes derived from 
their study significantly contribute to identifying the hydrological mechanisms of the 
region of study while providing essential and valuable information for rapid response 
and environmental impact assessment. 

As against optical sensors such as Landsat TM, ETM, AVHRR, MODIS, and 
their challenges such as but are not limited to their coarse nature, long revisit interval, 
weather bias, and spatial coverage, the use of SAR especially Sentinel-1 offers greater 
possibilities and better opportunities. The advantages of optical data include its wide 
availability, long historical data, ease of access, and low-cost rate. Hence, hybrid 
studies using a fusion of both optical and microwave sensing could provide better 
accuracy, especially when combined with deep learning techniques. 

17.6 Conclusion 

More complex studies on flood impact assessments have employed integrated models 
which combine optical and radar sensors, with volunteered geographical data, ground 
data, machine learning functions, and/or artificial intelligence to eliminate the indi-
vidual challenge posed by each method. The results obtained from such studies have 
been more accurate and precise. An improved remote sensing flood assessment tech-
nique in the generation of flood hazard maps, fusing remote sensing and volunteered 
geographical data, using machine learning carried out cloud computing platforms 
are research frontiers, especially in data scare regions. 

With improvement in remotely sensed data and advancements in techniques of 
analysis, the occurrence of these disasters, through detailed empirical studies, can 
be planned for, and its effects on the agricultural economy mitigated. This will aid 
the development of well-informed policy decisions concerning agricultural land use
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and production. Developing countries, which often bear the brunt of these impacts, 
can as well adopt low-cost technology and simple data requirement models to also 
contribute efforts to the effective management of these disasters. 
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Chapter 18 
Contribution of Geomatics 
to the Hydrological Study 
of an Ungauged Basin (Taguenit Wadi 
Watershed, Lakhssas, Morocco) 

Mustapha Ikirri, Farid Faik, Said Boutaleb, Mohamed Abioui , 
Abderrahmane Wanaim, Amine Touab, Mouna Id-Belqas, 
and Fatima Zahra Echogdali 

Abstract Since the end of the last century, climate change has generated extreme 
pluviometric events favoring the triggering of flash floods, characterized by very high 
velocity and short rise times. These floods cause a lot of damage and thus, modified 
the activities in the flooded regions. Watershed of the Taguenit Wadi in the Western 
Anti-Atlas is a better example to study the effects of these extreme phenomena such 
as the last event in November 2014. The latter have indeed caused a lot of human 
and material damage, as well as the destruction of infrastructure and loss of soil. In
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this paper, a Flood Hazard Index (FHI) method was applied to study these extreme 
phenomena and determine their lateral extensions. Moreover, this method made it 
possible to map with great precision the areas vulnerable to flooding throughout the 
Taguenit Wadi basin. The FHI method is more advantageous in the basins, which 
are poorly gauged but seem to be less precise in terms of defining the water levels 
downstream of the basin. 

Keywords Climate change · Flooding · Flood Hazard Index (FHI) · Watershed ·
Anti-Atlas · Morocco 

18.1 Introduction 

Nowadays, water scarcity is an omnipresent reality, and with soaring demand in the 
future, it continues to be a precious resource. But, manifestations of water resources 
as the main cause of contrasting catastrophes such as water-excessive (floods), and 
water-deficient events like droughts, and desertification, owing to the effects of 
climate change (Bouramtane et al. 2020); interrogate the mismanagement by the 
stakeholders. Albeit these, the scenario of arid regions is difficult due to scarcity of 
flows, absence of morphogenic floods, and difficulty in performing a natural tracing 
or continuous monitoring of the flow (Bouramtane et al. 2020). However, the occur-
rence and violence of rain events, floods represent a real risk in arid regions on water 
resources management. 

Floods have the greatest potential for destruction and increasingly affect a large 
number of people. In recent decades, the world has been affected by severe flooding, 
causing thousands of deaths, disruption of economic activities, and infrastructures 
destructions (e.g. Tang et al. 1992; Lekuthai and Vongvisessomjai 2001; Kundzewicz 
2003; Campion and Venzke 2013; Cobbinah and Anane 2016; Lu et al.  2018). The 
flooded phenomena have been studied by several researchers, particularly on the 
development of theories, numerical models, and statistical methodologies to describe 
flood behavior and space–time evolution (e.g. Hallegatte et al. 2007; Benkirane et al. 
2020; Gao et al. 2020, Ikirri et al. 2021, 2022; Wang et al. 2021). 

Morocco, located in North-West Africa, is characterized by some arid and semi-
arid river watersheds. It is facing unpredictable rainfall patterns and is subject to 
various hydrological constraints (Benkirane et al. 2020). In this country, climate vari-
ations are highly unpredictable, and the decreasing precipitation amounts resulted in 
the scarcity of surface water resources (Heiß et al. 2020). However, several Morocco 
regions have been subject to a considerable history of flooding phenomena (e.g. Saidi 
et al. 2010; El Morjani et al. 2016; El Alaoui El Fels et al. 2017, 2018; Echogdali et al. 
2018a, b, 2022a, b, c, d; Bennani et al. 2019; Saidi et al. 2020). Historical information 
during 1980–2014 shows different disastrous human and economic consequences of 
the floods in Morocco (Table 18.1).

The regions of the western Anti-Atlas, particularly on the south-west, have been 
affected by numerous flooding events; with special relevance to the famous flood
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Table 18.1 Disastrous consequences of the main floods in Morocco (1980–2014) 

Disaster Killed people Economic damages 

Date Killed Disaster Date Cost (US$ X 1000 000) 

Flood 1995 730 Flood 1995 15 

Earthquake 2004 628 Flood 1996 55 

Flood 2002 80 Drought 1999 900 

Flood 1997 60 Extreme temperature 2000 809 

Flood 1995 43 Flood 2001 2200 

Flood 2003 35 Flood 2002 2,00 

Flood 2010 32 Earthquake 2004 400 

Mass movements dry 1988 31 Storm 2005 50 

Flood 2008 30 Flood 2009 200 

Flood 1996 25 Flood 2010 100 

Flood 2010 100 Flood 2014 5.200 

Flood 2014 50 Flood 2018 1.500 

Flood 2018 150 Flood 2020 1210

that occurred on the 28th November 2014, which affected the city of Guelmim and 
the town of Sidi Ifni (Ikirri et al. 2021, 2022). 

Flood hazard still looms large over the years due to population growth and socio-
economic development, as well as climate change as a result of global warming. The 
Taguenit Wadi watershed, located in the Lakhssas region (west coast), has recorded 
numerous bigger floods, with the prominent during 2006, 2010, and 2014, and causing 
a great deal of damage to infrastructure, loss of soil, and untold suffering to the 
population (Fig. 18.1). This calls for regular characterization and river monitoring 
to protect the various infrastructures and human activities of the area. 

As a measure, flood risks on a basin-scale were quantified, especially using flood 
hazard indexes methodologies (e.g. Tehrany et al. 2013, 2014; Elkhrachy 2015;

Fig. 18.1 Damage to the infrastructure of the village of Lakhssas during the floods of November 
2014. a degradation of the National Road No.1; b deterioration in the inter-provincial roads 
connecting Lakhssas village and Ifni city 
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Kazakis et al. 2015; Rahmati et al. 2016; Kabenge et al. 2017; Echogdali et al. 
2018a, b, 2022a, b, c, d; Ikirri et al.  2021, 2022; Ait Haddou et al. 2022). The study 
of simulated floods on the Taguenit Wadi watershed and their spatial extension is 
essential to enable hydraulic operators to delimit the higher risk of flooding areas. 
Attending to the crucial relevance of this topic, the main aim of the present study is the 
application of the Flood Hazard Index (FHI) method to delimit the most vulnerable 
flood areas. This index is based on the modeling of annual rainfall and its comparison 
with the geomorphological data of the basin deduced from the processing of satellite 
images and the Digital Terrain Model (DTM). 

The identification of more vulnerable flood areas with a higher risk of flooding on 
the Taguenit Wadi watershed is defined, and adequate management of water resources 
and urbanized occupation areas is provided. 

18.2 Study Area: Geomorphology and Hydro-Climatology 
of the Taguenit Wadi Watershed 

The catchment area of the Taguenit Wadi, between latitudes 29°10'30'' to 29°28'30'', 
and longitudes 9°52'30'' to 10°43'30'', covers an area of 131.52 km2. The altitude 
varies between 577 and 1204 m (Fig. 18.2a), decreasing overall from east to west. 
The slopes, which are generally steep, vary from a few degrees (0° and 15°) on the 
terraces of the tributary river beds and downstream of the river basin to 64° on the 
upstream slopes (Fig. 18.2b). 

Fig. 18.2 Watershed of Taguenit Wadi River: Geographical setting, hypsometry, and Slopes 
variation
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The average annual rainfall, recorded at the Adoudou station located 15 km north 
of the basin, is 133 mm. Aridity relatively increases from west to east, due to the 
increasing distance from oceanic influences. The average temperature is 26 °C, with 
a maximum of 45 °C and a minimum of 12 °C (Ikirri et al. 2021, 2022). 

Morocco has an excellent and diverse coverage due to its geology and structural 
elements with a consequent highly diverse geomorphology and a variety of landform 
types (e.g. Dill et al. 2019). The geomorphology of the basin area is characterized by 
the dominance of the mountains of the western Anti-Atlas range, with cover vegeta-
tion dominated by Argan and euphorbia plants. The trunk river and tributaries flow 
only after the first rains in October or November. The dominant surface water flow 
is from SE-NW (Fig. 18.2a). The hydrographic network is dense and well-branched, 
with a specific “Y” shape. The branching of the network is more pronounced upstream 
than downstream. The time of concentration of the water calculated using the Gian-
dotti equation is 14 h. In this region, flash floods cause much human and material 
damage, produced by intense rains resulting in short periods of flooding, usually 
several hours. Some arid and semi-arid basins in Morocco are facing unpredictable 
rainfall patterns and are subject to various hydrological constraints. 

The Taguenit Wadi basin is part of the Lakhssas plateau, located in the Western 
Anti-Atlas chain, on the west coast of Morocco. The Anti-Atlas forms a vast anti-
cline, extending from the Atlantic Ocean South-Westward to Hamada of Guir North-
Eastward (Bouramtane et al. 2020). The study area is located between the two 
Precambrian massifs of Kerdous and Ifni and is characterized by a continuous tran-
sition between the facies of the Upper Neoproterozoic and those of the Lower to 
Middle Cambrian. These geological formations are composed, from bottom to top, 
by carbonate facies (Tamjout dolomites and lower limestones), dolomitic limestones, 
marly limestones with intercalations of dolomitic-sandstone, and finally upper lime-
stones (e.g. Sdzuy and Geyer 1988; Benssaou and Hamoumi 2003; Soulaimani and 
Bouabdelli 2005). 

From a structural characterization, the area is in a synclinal structural position, 
affected by Hercynian movements, and characterized by a heterogeneous deforma-
tion that is intensified in the center region of the basin. All the area is generally faulted, 
with the main directions of NNE-SSW, NE-SW, E-W, and ENE-WSE (Fig. 18.3a). 
The lithology of the Taguenit Wadi basin is dominated by impermeable and low 
permeability formations that represent 80% of the basin area (Fig. 18.3b). There-
fore, these formations constitute a major risk by amplifying the destructive power of 
floods in the basin. The medium to high permeability formations is mainly concen-
trated on the north and correspond to the very coarse detrital limestone intercalations 
(Fig. 18.3).
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Fig. 18.3 Taguenit Wadi watershed: a Geological map; b Spatial distribution of rocks permeability 

18.3 Materials and Methods 

18.3.1 Flood Mapping Methodology 

The Flood Hazard Index (FHI) model has been developed to define flood risk areas 
from a regional perspective (e.g. Elkhrachy 2015; Kazakis et al. 2015; Franci et al. 
2016; Echogdali et al. 2018a, b, 2022a, b, c, d; Patrikaki et al. 2018; Ali et al. 2020; 
Benjmeletal.2020,2022; Ikirrietal.2021,2022).TheFHIindexis intendedtoidentify 
vulnerable areas of flooding risk. 

The FHI is based on the Analytical Hierarchy Process (AHP) multi-criteria deci-
sion analysis, considering the contribution of weights of seven hydro-geo-morpho-
climatic factors, namely: Rainfall intensity (I), Slope (S), Flow accumulation (Fa), 
Drainage Network Density (DND), Distance from Drainage (DFD), relative Perme-
ability of the catchment (P) and catchment Land Use/Cover (LUC). The choice of 
these factors is theoretically based on their relevance to flood risk (Fig. 18.4).

18.4 FHI Factors 

The factors considered in the spatial flood map are extracted from the DEM, with 
30mx30m, for slope and flow accumulation, while permeability was extracted from 
the Lakhssas geological map on a scale of 1:100,000. The drainage network of 
the area was obtained using DEM data and used to produce the drainage network
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Fig. 18.4 Schematic diagram of integration of hydrological and AHP models in a Geographical 
Information System (GIS)

density and distance from drainage. As regards rainfall, the spatial distribution map 
was deduced from a regional extrapolation, including four meteorological stations 
bordering the basin, namely: Adoudou, Talaint, Sidi Ifni, Assaka 1, Assaka 2, and 
Bouizakarne. Land Use was obtained using satellite images from the region. All the 
information was organized in a database using ArcGIS software. 

Each of the seven factors was reclassified, with a rating, according to the impact 
degree on the flood risk. Then, depending on local conditions, each factor was 
assigned with a value between 2 and 10, with an increase of vulnerability risk (Table 
18.2).

• Flow accumulation (Fa): Flow accumulation corresponds to the accumulated 
water flow to a specific cell drained from the cells located upstream. High values
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Table 18.2 Defined factor classes and corresponding ratings adopted for this study (Source Collated 
from various references cited within this chapter) 

Factor (Units) Class Rating 

Fa: Flow accumulation (Pixels) 97,503,24–147,996 10 

45,849,74–97,503,24 8 

23,795,43–45,849,74 6 

6,384,14–23,795,43 4 

0–6,384,14 2 

DFD: Distance from drainage (m) 0–200 10 

200–400 8 

400–700 6 

700–1000 4 

1000–2000 2 

DND: Drainage Network Density (km/km2) 4,53–5,67 10 

3,40–4,53 8 

2,26–3,40 6 

1,13–2,26 4 

0–1,13 2 

I: Rainfall Intensity (mm) 134,60–137,71 10 

131,50–134,60 8 

128,40,197–131,5,050,049 6 

125,29–128,40 4 

122,19–125,29 2 

LU: Land use/Cover (Pixels) Dwelling 10 

Wadi 8 

Bare ground 6 

Vegetation 2 

S: Slope (degree) 0–7 10 

7–15 8 

15–25 6 

25–38 4 

38–64 2 

P: Permeability (Pixels) Impermeable 10 

Low permeability 8 

Average permeability 6 

High permeability 4
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of F factor indicate areas of higher concentrated water flow and therefore a higher 
risk of flooding (Kazakis et al. 2015; Patrikaki et al. 2018; Ikirri et al.  2021, 2022). 
In the study area, this factor varies in a range between 0 and 147,996, with the 
highest values coinciding with the water flow of the main tributaries of Taguenit 
Wadi (Table 18.2; Fig.  18.5a).

• Distance From Drainage (DFD): The spatial distance of a region to the river 
system is a crucial factor in the delimitation of flood vulnerability zones. As the 
distance to the river system decreases, the degree of flood risks will increase 
(Kazakis et al. 2015; Echogdali et al. 2018a, b; Ikirri et al. 2021, 2022). Distances 
located below 200 m to the river system will correspond to areas of higher flood 
vulnerability. Otherwise, the areas located away from 400 m to the river system 
seem to present a lower or absence of flood risk. Almost the area presents a

Fig. 18.5 Spatial distribution of flood assessment factors in the Taguenit Wadi watershed: a Flow 
accumulation; b Distance from drainage; c Drainage network density; d Rainfall Intensity
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high flood vulnerability particularly associated with the drainage network system 
(Table 18.2; Fig.  18.5b).

• Drainage Network Density (DND): Drainage network density is proportional 
to the cumulative water volume from upstream to downstream the river basin 
(Echogdali et al. 2018a, b; Ikirri, et al. 2021, 2022). In the Taguenit Wadi water-
shed region, DND values range from 0 to 5.67 km/km2, with the lower class 
concentrated on the basin region (Table 18.2; Fig.  18.5c). 

• Rainfall Intensity (I): This factor was interpolated using the inverse weighted 
method from selected points (Yoo et al. 2005, 2021; Patrikaki et al. 2018). In 
the Taguenit Wadi watershed region, rainfall intensity varies between 122, 19 
to 137,71 mm, with the decrease values from the north to the south, and the 
highest rainfall values are recorded in the southern part of the basin (Table 18.2; 
Fig. 18.5d). The spatial distribution of rainfall intensity in the study area is 
presented in Fig. 18.5d. 

• Slope (S): The slope of the area influences surface runoff and water infiltration 
(Aaron and Venkatesh 2009; Patrikaki et al. 2018; Ikirri et al. 2021, 2022). The 
slope classes vary between 0 and 64° (Table 18.2) and were defined according 
to the model applied by Demek (1972). The lower slope areas are concentrated 
downstream, while the higher slope areas are concentrated in the mountainous 
regions, located in the north of the basin (Fig. 18.6a).

• Land use (LU): The type of land use determines the infiltration of rainwater into 
the soil and the resulting runoff (e.g. Weng 2001; Aich et al. 2015; Kazakis et al. 
2015; Franci et al. 2016; Patrikaki et al. 2018; Ikirri et al. 2021, 2022). Forests 
generally favor infiltration through the root system of trees and plants, whereas 
roads and buildings reduce infiltration of this water and increase surface runoff. 
In the Taguenit catchment area, the land use data has been reclassified into four 
classes displayed in Table 18.2. The village of Lakhssas, located in the center 
of the basin area and equipped with several infrastructures (e.g. roads, tracks, 
shops, and dwellings), which amplify the occurrence of floods downstream as it 
generally contains impermeable materials (Fig. 18.6b). 

• Permeability (P): In the Taguenit Wadi watershed, the impermeable or poorly 
permeable rocks, such as crystalline rocks, promote surface runoff. This factor 
was reclassified in four classes, varying between 4 to 10, according to models 
established by Ouma and Tateishi (2014), Kazakis et al. (2015), Echogdali et al. 
(2018a, b), Franci et al. (2016), and Ikirri et al. (2021, 2022). About, 80% of 
the basin’s formations are impermeable or with a low permeability, which offers 
an environment conducive to the higher probability of strong floods develop-
ment. Carbonate formations, with lower permeability, strongly favoring runoff, 
were assigned a weight of 10 (Table 18.2), while the lowest weight (class 2) 
is attributed to those with high permeability corresponding to the Quaternary 
formations, which extend over 20% of the Taguenit Wadi watershed (Fig. 18.6c).
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Fig. 18.6 Spatial distribution of flood assessment factors in the watershed of the Taguenit Wadi 
watershed (continuation): a Slope; b Land use; c Permeability

18.4.1 Relative Weight of Factors 

The weights of the factors applied in Taguenit Wadi watershed were determined 
using AHP (Fig. 18.4) (e.g. Saaty 1990a, b; Kazakis et al. 2015; Echogdali et al. 
2018a, b, 2022a, b, c, d; Ikirri et al.  2021, 2022).The AHP methodology is a mathe-
matical approach used to characterize complex problems, with a varying number of 
factors. Once all the factors are hierarchically sorted, a pairwise comparison matrix is 
constructed to allow meaningful comparison between the assessments of the factors. 
The relative importance of each factor was determined by five numerical scales, as 
shown in Table 18.3.

The applied matrix is of a dimension 7 × 7 and the diagonal elements are equal 
to 1. The factors are structured hierarchically in Table 18.4.
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Table 18.3 Numerical expression of the relative importance of factors 

Importance Scale 

Very important 1 

Moderate 1/2 

Less important 1/3 

Moderately less important 1/4 

Much less important 1/5

Table 18.4 Pair-wise comparison matrix of flood influencing factors for AHP 

Factors Flow 
accumulation 

Distance 
from 
drainage 

Drainage 
network 
density 

Rainfall 
intensity 

Land 
use 

Slope Geology (or 
permeability) 

Flow 
accumulation 

1 2 3 5 3 5 4 

Distance 
from 
drainage 

1/2 1 6 4 3 4 6 

Drainage 
network 
density 

1/3 1/6 1 3 2 3 3 

Rainfall 
Intensity 

1/5 ¼ 1/3 1 2 2 2 

Land use 1/3 1/3 1/2 1/2 1 3 2 

Slope 1/5 ¼ 1/3 1/2 1/3 1 3 

Permeability 1/4 1/6 1/3 1/2 1/2 1/3 1 

n = 7 λmax = 7,65 RI = 1,32 CR = 0,08 

The values presented in each row determine the correlation between two consid-
ered factors. The addition of each column value to the comparison matrix and dividing 
each element of the matrix by its column total could be calculated the average of the 
elements in each column of the matrix (Saaty 1990a, b; Razandi et al. 2015). The 
normalized weights for individual flood factors are presented in Table 18.5.

The average of the rows of the normalized matrix represents the corresponding 
weight (w) to each factor. In the Taguenit Wadi watershed area, flow accumulation is 
considered as the most relevant factor in the FHI index, followed by drainage distance, 
drainage network density, rainfall intensity, land use, slope, and permeability. 

Otherwise, it will be necessary to assess the consistency of the determined AHP 
eigenvector matrix. The consistency of the matrix could be assessed using the consis-
tency ratio (CR) (Eq. 18.1). This ratio defines the probability of comparison between 
the consistency index (CI) of the matrix with respect to the index ratio (RI) of a 
random type of matrix (Saaty 1990a, b; Echogdali et al. 2018a, b; Ikirri al.  2021, 
2022).
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Table 18.5 Normalized weights determined for each flood factor 

Factors Flow 
accumulation 

Distance 
from 
drainage 

Drainage 
network 
density 

Rainfall 
Intensity 

Land 
use 

Slope Geology Weight 

Flow 
accumulation 

0,36 0,48 0,26 0,34 0,25 0,27 0,19 2,73 

Distance 
from 
drainage 

0,18 0,24 0,52 0,28 0,25 0,22 0,29 2,54 

Drainage 
network 
density 

0,12 0,04 0,09 0,21 0,17 0,16 0,14 1,43 

Rainfall 
Intensity 

0,07 0,06 0,03 0,07 0,17 0,11 0,10 0,71 

Land use 0,12 0,08 0,04 0,03 0,08 0,16 0,10 0,85 

Slope 0,07 0,06 0,03 0,03 0,03 0,05 0,14 0,55 

Permeability 0,09 0,04 0,03 0,03 0,04 0,02 0,05 0,40

Table 18.6 Random indices (RI) used to calculate the consistency ratio (CR) 

n 1 2 3 4 5 6 7 8 9 

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 

n: number of factors selected 

CR = 
CI 
RI 

(18.1) 

With CR as the consistency ratio, CI represents the consistency index, calculated 
using Eq. (18.2), and RI corresponds to the random index dependent on the number 
of selected factors (n) (Table 18.6). 

This index is calculated from the average consistency index of a randomly gener-
ated sample of 500 pairwise comparison matrices. If the CR value is ≤0.10, the matrix 
is acceptable; and if the CR value is ≥0.10, it is necessary to revise the judgments 
due to the inconsistency. 

CI = 
λmax − n 

n − 1 
(18.2) 

The consistency index (CI), will depend on the λmax that corresponds to the 
maximum value of the comparison matrix, and (n) is the number of factors. The CI 
is calculated for λmax = 7.54, n = 7 and RI = 1.32. The eigenvector λmax of the 
matrix is calculated and the consistency of all the judgments is also checked, making 
sure that the AHP method suggests that the obtained CR value is less than or equal 
to 0.1(Saaty 1977; Saaty and Vargas 2012). Since the value of CR = 0.08 is less 
than the threshold (0.1), the consistency of the weights and weights is confirmed.
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The seven selected factors were superimposed linearly with their weights calculated 
previously. The flood risk index is calculated using Eq. (18.3): 

FH  I  = 
n{

i=6 

(wi ∗ Xi  ) (18.3) 

With Xi: classification of the factor at each point, Wi: weight of each factor, and 
(n) number of factors. 

In Taguenit Wadi watershed area, FHI was applied using the Eq. (18.4): 

FHI =[2, 73 ∗ (Flow accumulatoin)] + [
2, 54 ∗ (Distance From Drainage)

]

+ [
1, 43 ∗ (Drainage Network Density)

] + [
0, 71 ∗ (Rainfall Intensity)

]

+ [0, 85 ∗ (Land Use)] + [
0, 55 ∗ (Slope)

] + [
0, 4 ∗ (Permeability)

]

(18.4) 

Flood sensitivity is an analysis to test and evaluate the extent of flooding and to 
determine the predictive accuracy of the selected model (Koks et al.2015a, b). Some 
models use the ratio of affected features to total vulnerable features to determine the 
flood vulnerability of an area (Hall et al. 2005; Pappenberger et al. 2008; Moel et al. 
2012). The variable ‘flood depth’ could be added to determine flood sensitivity as the 
degree of affected features is directly related to the flood depth. The flood sensitivity 
is calculated according to Eq. (18.5). 

S = 
Ra f f ected 

Rtotal  
∗ 100% (18.5) 

With S is the flood sensitivity score; Raffected is the number of affected entities; 
Rtotal is the amount of total vulnerable entities. 

18.5 Results and Discussion 

Analysis of the results obtained from the linear combination of the selected factors 
shows that the three most relevant factors for the determination of flood vulnerability 
are flow accumulation, distance to the drainage system, and density of the river 
system. Five flood risk classes, varying from very low to very high, were defined 
according to the flood risk map of the Taguenit Wadi watershed area (Fig. 18.7). The 
respective areas corresponding to the different degrees of flood risk vary from 8.29% 
(very high risk), 20.38% (high risk), 31.47% (moderate risk), 15.36% (low risk), and 
24.50% (very low risk)(Table 18.7). Most flood areas are located on the large flood 
plains extending westwards from the main Taguenit Wadi. Outside the alluvial zones, 
with general high flood risk, it should be noted that the zones located downstream of 
the catchment area, on the way to the Id-Mbark village, are the most vulnerable to
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high flood occurrences. These areas correspond to the road networks (National Road 
N°1, provincial roads N°1911, 1918 and tracks), village sites (Lakhssas village, Tlat 
Oufla, and Idchaoud), and the areas located close to the alluvial banks of the Taguenit 
Wadi (Fig. 18.7). 

In addition to the three factors mentioned above, it seems that the difference in the 
lateral extension of flood risks in the Taguenit Wadi catchment area is also due to the 
effect of the topography of the alluvial plains on either side of the main wadi. Several 
topographic profiles transverse to the main river course reflect a variable morphology 
from one sector to another. The steepness of the wadi valley varies from 6 m, at the 
level of profile, 1 to 10 m at the level of profile 2and could reach 35 m at the level 
of profile 6 (Fig. 18.8). The areas of low valley incision automatically induce an 
overflow of water beyond the minor bed. The strong reliefs in the upstream region 
favor a significant encasement of the valleys that limits the lateral extension of water 
in these areas. The village of Lakhssas, the largest and most populous commercial 
center in the region with 5,000 inhabitants, suffers greatly from these extreme and 
repetitive flood events (Ikirri et al. 2021, 2022). Of the 50 villages in the study area, 
only 11 villages are located in a low to medium-risk flood zone. The remaining 80%

Fig. 18.7 Map of areas vulnerable to flooding in the Taguenit Wadi watershed 

Table 18.7 Percentage of 
degree flood risk areas in the 
Taguenit Wadi watershed 

Degree of flood risk Area (km2) Percentage (%) 

Very high 10,89 8,29 

High 26,77 20,38 

Medium 41,34 31,47 

Low 20,36 15,36 

Very Low 32,16 24,50 
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Fig. 18.8 Topographic profiles at six cross-sections in the watershed of Taguenit Wadi area 

of agrarian villages face the danger of flooding risk and occupy the alluvial plains of 
various tributaries. 

The flood sensitivity test relates the potential damage to the corresponding flood 
extent for each land use type. In the study area, the flood sensitivity scores for each 
land use type tend to increase with increasing proximity to the main wadi (Fig. 18.9). 
The extent of land use damage is therefore significant. The flood sensitivity of three 
land use types could be individualized into two different categories: high sensitivity 
(residential) and medium to low sensitivity (roads and agriculture). Residential areas 
should be avoided in high flood risk areas, while land use with medium to low flood 
sensitivity (roads and agriculture) are suitable in these flood risk areas. These results 
will allow for better planning of stream restoration to reduce losses and damages 
during floods in the Taguenit Wadi watershed.

The spatial validation of the lateral extension of floods areas at the level of the 
Taguenit Wadi watershed was also carried out by the fieldwork observations of the 
water level during a few floods, especially the one of the year 2018, and by a survey 
of the local population. The obtained results from these surveys corroborate with 
FHI model results. Considering a few differences, the obtained results could be 
used in future land use plans on the Taguenit Wadi basin region. In the absence of 
hydrometric data, the FHI model allowed us, despite the limited number of integrated 
data, to establish a map of the lateral spread of floods. Nevertheless, it does not provide 
any indication of the height of the water in these zones, which does not allow us to 
approach the danger of these flood zones in a more precise manner.
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Fig. 18.9 Flood Hazard Index (FHI) versus Flood sensitivity scores

The Taguenit Wadi watershed with a high risk of flooding deserves special atten-
tion, especially in the inhabitable, agricultural, and infrastructure areas, to avoid 
disasters caused by extreme flood events. This basin must be equipped with hydro-
logical and hydraulic infrastructures that allow for regular monitoring of water flows 
in, at least, three different zones of the main course (e.g. upstream, middle, and 
downstream). The measured hydrological data should be considered by an intergov-
ernmental regional committee that could announce warnings in case of high floods to 
evacuate people, livestock, and property, and minimize the associated consequences. 

On the developmental plans for the Taguenit Wadi watershed, it would be judicious 
to limit the effect of floods whose origin is at the level of the upstream basin by the 
construction of a flood control dam. This infrastructure will allow for the reduction 
of the velocity of floodwater, which will increase the time of contact between the 
alluvium and the water, and the consequent gradual water infiltration and a strong 
supply of the alluvial layers largely used by the local farmers. On the margin of both 
the tributaries and trunk river, it is recommended to develop the slopes with benches, 
protective sills, and dikes. The purpose of the benches is two-fold: to control water 
erosion and to reduce surface runoff by promoting infiltration. 

The proposed measures and solutions to the Taguenit Wadi watershed, considering 
the geomorphological characteristics, are represented in Fig. 18.10. In addition, it 
is important to set up Flood Risk Management Strategies (FRMSs), established by 
the local authorities, which define prohibition zones and prescription zones, which 
are constructible under reserve. The implementation of Flood Risk Management 
Strategies (FRMSs) will impose to act on the existing to reduce the vulnerability of 
elements. The challenges to be faced are mainly financial since funding is currently 
directed towards large basins and agricultural plains of the northern and central 
regions of Morocco.
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Fig. 18.10 Proposed measures to be applied to the Taguenit Wadi watershed 

The study of flood risks in non-equipped basins is of paramount importance, 
especially in agricultural mountainous regions. Water operators, as well as decision-
makers, should encourage the enhancement of infrastructures of these basins (e.g. 
hydrological stations, dams, dikes) to avoid the dangers related to the impacts of 
floods, mainly associated with extreme events. In these regions, it is also recom-
mended to ban new construction in flood-prone areas, in addition to the establishment 
of a flood warning system involving government sectors (e.g. firefighters, River Basin 
Agencies, municipalities, and Ministry of the Interior). Furthermore, a reforestation 
program will be crucial on the alluvial plains to improve the water infiltration asso-
ciated with floodwaters. The construction of bridges on the main roads exposed to 
flood risks is also mandatory to avoid the disruption of road traffic, which sometimes 
lasts several days during flood periods. 

18.6 Conclusion 

The scarcity of water in most drought-affected regions is not only caused by a low or 
unpredictable rainfall pattern, but also by a lack of capacity to conserve and manage 
rainwater resources in a sustainable manner (Bathis and Ahmed 2016). The high 
probability of flooding and climate change, leading to the multiplication of extreme 
events, highlights the importance of good water resources planning (Bouramtane
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et al. 2020). Therefore, the determination of characteristics describing the magni-
tude, frequency, and response of the watershed to extreme hydrological events is 
particularly important. 

Modeling of the hydrological behavior of watersheds has become unavoidable and 
hence, it is better to understand issues related to the management of water resources 
or one of the different facets of hydrological risk. The uncontrollable behavior of 
floods led to the establishment of preventive models to tackle the consequences. 
Therefore, it is necessary to define a methodology for predicting flash floods to take 
preventive measures and reduce damage and losses from the occurrence (Benkirane 
et al. 2020). 

The identification of flood risks in the Taguenit Wadi watershed using the FHI 
multi-criteria analysis method allowed for a better delineation of exposed areas to 
flood risks that must be considered in future land use plans and territorial planning. 
More than half of the Taguenit Wadi watershed area is considered as a very high 
to medium flood sensitivity region, especially in the downstream section. The main 
factors impacting most of the floods occurrences are the flow accumulation, distance 
to the drainage system, and density of the river system. However, the impact of the 
alluvial topography, which determines the spread of the floods, according to the state 
of the embankment of the main watercourse valley, should also be considered. 

Despite the absence of hydrometric data from the Taguenit Wadi watershed region, 
the FHI model could be considered as a relevant modeling tool on a first approach 
to the mapping of flood-prone areas. 

The obtained results with the application of the FHI model will allow the proposal 
of solutions and/or recommendations to avoid larger flood impacts. As an example, 
Taguenit Wadi watershed could be suggested for the implementation of specific 
equipment on hydrological stations, for instance in three zones of the basin area, 
construction of an upstream dam that will promote a decrease of water flow speed and, 
consequently, a downstream gradual water infiltration, the construction of benches 
and dikes along with the valley’s limits and finally the installation of a vigilance 
system to allow the previous announcement of strong floods. 
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Introduction 

One of the significant effects of climate change is changing the quality and availability 
of water resources, which has a direct impact on crop output. Agriculture is today, 
as it has always been, vulnerable to losses caused by unfavorable weather events and 
climatic conditions (Rosenberg 1992; Altieri et al 2015). The agricultural sector is 
the most vulnerable because it directly affects people’s lives. An integration of efforts 
is urgently required to improve research on how climate change affects forests, agri-
culture, animal husbandry, aquatic life, and other natural organisms. Climate change, 
the outcome of “global warming,” has now started showing its impacts worldwide 
(Bhattacharya 2019). Climate is the primary determinant of agricultural productivity 
which directly impacts on food production across the globe. The agriculture sector is 
the most sensitive sector to climate change because the climate of a county determines 
the nature and characteristics of vegetation and crops. Studies on climate impacts 
and adaptation strategies are increasingly becoming major areas of scientific concern, 
e.g. impacts on the production of crops such as maize, wheat and rice and other crops 
(Dhungana et al. 2006; Dubey and Sharma 2018; Mauget et al. 2021; Himanshu et al. 
2021; Gunawat et al.  2022) water resources in the river basin catchments (Wilby et al. 
2006; Digna et al. 2017) forests (Lexer et al. 2002), industry (Harleet al. 2007) and 
the landscape (Dockerty et al. 2006). 

Climate change, including variations in temperature and precipitation, has a signif-
icant impact on food production systems because it can cause pest and disease 
outbreaks that reduce harvests and eventually jeopardize the nation’s food security 
(Anwar et al. 2013; Bhattacharya 2019). It will be important to manage resources
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like soil, water, and biodiversity carefully in order to deal with the effects of climate 
change on agriculture. The majority of current research has focused on the effects of 
single climatic factors and paid little attention to how developed agronomic methods 
affect crop water usage efficiency (Choudhary et al. 2016; Bhattacharya 2019). By 
utilizing a multi-disciplinary approach, remote sensing and satellite imaging can 
also aid in future projections for the most vulnerable agro-ecosystems and providing 
corrective strategies. Additionally, this can aid in developing responses, preparations, 
and plans for managing agro-ecosystems in the event of extreme occurrences like 
water scarcity, heat waves, floods, and others. Climate smart agriculture is also an 
imperative prerequisite for enhancing the yields and quality of production. Agricul-
ture and climate change are closely intertwined. The fast pace of climate change will 
affect agro-ecosystems and their output in a significant way. Therefore, it is impera-
tive that we get ready for the challenges ahead to battle the effects of climate change 
and preserve food security for both humans and other living things. 

This summary’s goals are to present an overall evaluation of how well soil, water, 
and agriculture are adapting to climate change and to examine the most significant 
methodological approaches that have recently been established to carry out such an 
evaluation. In order to provide a baseline against which to compare the effects of 
climate change, current patterns are utilized to forecast a plausible scenario of future 
agricultural production, climate change excluded. This overview is broken down into 
four main sections to help readers understand how agriculture, water, and soil use 
relate to climate change. 

A.1 Soil–Water Hydrological Consideration 

Mountains are important for human existence as they are the center of biodiversity 
and various ecosystem services. Mountains around the world are significant sources 
of freshwater and provide room for a large amount of water storage. At the same 
time, mountains are most vulnerable to changing climate, which is also true for 
the Himalayan Region. Topographically and geographically diverse Himalaya, also 
known as the water tower of Asia, has the third-largest deposit of ice and snow 
and is the source of 10 major rivers. However, our understanding of the different 
components of Himalayan hydrologic cycles is still in the developing phase (Qazi 
et al. 2017; Nanda et al. 2019). Further, the Himalayas are also very prone to natural 
hazards like flash floods, landslides, and erosion in the changing climate condi-
tions. But, the unavailability of high-resolution long-term datasets, financial and 
logistic constraints, and unavailability of detailed field studies, keep our hydrological 
understanding of the Himalayan region in the nascent phase. 

Thus, this book provides a detailed review of Himalayan Hydrology (Chap. 1), 
which discusses the data scarcity issue and problems related to maintaining long-
term hydro-meteorological sites in Himalayan terrain and hydrological differences 
between ‘Himalayan catchments’ and ‘Alpine catchments due to variation in rain-
snow pattern. This chapter discusses different approaches and models to estimate
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and predict the discharge of the Himalayan River in gauged and ungauged basins 
during high and low flow conditions. Further, a brief review of suitable climate 
models to study the impact of climate change on the Himalayan region is presented 
in this chapter. The hydrological processes, i.e., runoff generation mechanisms, 
vary temporally and spatially in the Himalayan region and are also understudied 
in these topographically diverse regions (Sarkar et al. 2015; Nanda and Sen 2021). 
Where many large-scale hydrological models ignore hydrological processes caused 
by macropores, i.e., preferential flow and subsurface flow, at the same time, a new 
semi-distributed rainfall-runoff model called Hilly Watershed Hydrologic Model 
(HWHM) for studying water balance in macropores-dominated hilly river basins has 
been presented in Chap. 2. The case study of the HWHM model has been presented 
for one of the river basins of the eastern Himalayas, i.e., the Subhansiri river basin, 
at a spatial resolution of 1 km2. Overall, Chap. 2 discusses issues related to rainfall-
runoff partitioning, water storage, and variation in subsurface flow in a preferential 
flow-dominated system. 

Chapter 3 describes the coupled ANN-SCS model for simulating rainfall-runoff 
in one of the sub-catchments of the Brahmaputra River basin, i.e., the Pagladiya 
watershed. This catchment has severe issues of downstream erosion and flood due to 
deforestation. Authors used LULC maps for 2000 and 2010 using Landsat satellite-
based data of 30 m resolution by supervised classification technique used for runoff 
simulation for the period 2004–09 and 2010–17. The presented hydrological model 
will be helpful in planning land use and carefully managing soil, water, and vege-
tation resources, employing suitable management practices and structural works. 
Connecting to the first theme of our book, i.e., soil–water hydrological considera-
tion, Chap. 4 discusses soil erosion mapping using the RUSLE model. This study 
focused on the erosion-prone Mohamed Ben Abdelkrim El Khattabi Dam water-
shed of Morocco, and it will be helpful for planning soil conservation activities 
and reducing dam siltation. Overall, we tried to cover the different hydrological 
perspectives of the mountainous watersheds in the first four chapters. 

A.2 Water-Agriculture-Climate Linkage 

Drought is a definite after effect of climate change and has a severe impact on agri-
culture productivity and cascading impact on global food security (Burke and Lobell 
2010). As a mitigation measure, greater dependence on irrigation would be required. 
Over two-thirds of global renewable water resources are annually being used for irri-
gation, and the demand is projected to increase by 20–30% due to increased drought 
conditions (Kadiresan and Khanal 2018). This might lead to a reduction in water 
quantity and quality, increasing competition for freshwater resources from other 
sectors of the economy, and changes in water policy (Hamdy et al. 2003). Therefore, 
saving water along with maximizing agriculture productivity in a water-scarce era 
will have to be carried out by using the available resources very efficiently.
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Chapter 5 describes Recent years have seen a significant increase in the investi-
gation of soil moisture retrieval using remote sensing using electromagnetic spectra 
from the optical/thermal to the microwave regions. This has resulted in the devel-
opment of several algorithms, models, and products that can be used in practical 
applications. Due to a lack of resources, low-income economies find it difficult to 
apply remote sensing technologies to estimate soil moisture. The methods used to 
estimate soil moisture in Zimbabwe via remote sensing are critically examined in the 
current study, Chap. 6 discusses Gamma, Beta, Gaussian, Student T, and Uniform 
were all taken into consideration in this study as the marginal probability distribu-
tion functions for rainfall and river discharge that best fit the data. Three copula 
functions—Gumbel, Clayton, and Frank—were also used to study the relationship 
between rainfall and river discharge. According to the results, Lokoja’s rainfall and 
river discharge were most suited to Student T’s dispersion. Additionally, it was 
discovered that the Frank copula offers the best model for the relationship between 
rainfall and river discharge using the Akaike Information Criteria. 

Thus, Chap. 7 highlights the phenotyping of drought tolerant and resilient cultivars 
of different crops using drone. An alternative to higher rates of irrigation is to develop 
newer crop varieties resilient to drought stress. Though there are extensive breeding 
programs for numerous crops, the traditional breeding process is slow. Phenotyping 
crops for physiological and morphological traits could be used as proxies for drought 
tolerance traits. However, extensive in-situ field data collection is constrained by time 
and resources. Remote data collection and machine learning techniques for analysis 
offer a high-throughput phenotyping (HTP) alternative to manual measurements that 
could help faster breeding for stress tolerance. Using HTP methods such as remote 
sensing, statistics, and machine learning can be faster options to phenotype plants for 
better water use efficiency and drought tolerance. Along with direct measurements, 
using aerially derived vegetation indices can be used as predictors for phenotype 
estimation. Machine learning can also be used to convert the derived indices and 
crop models into a field map. Machine learning and aerial imagery can, therefore, 
help in creating high-resolution spatiotemporal field maps for individual phenotypes 
or vegetation indices which are easier to visualize. This field map can not only be used 
for breeding but for agronomic purposes to pinpoint requirements of amelioration 
and corrective measures instead of the blanket application of farm inputs. These 
techniques could be further extended to aid in variable rate input application, such 
as irrigation, and be a step towards precision agriculture. 

The Chap. 8 highlights sustainable water management practices for intensified 
agriculture and explained the different aspects of agriculture. The study covered 
sustainable water use, perspectives for agricultural land and water use towards 2050, 
water-saving practices for intensified agriculture, enhancing water productivity under 
intensified agriculture, real-time crop and water management options for intensi-
fied agriculture, breeding for enhancing water productivity and role of institutions 
and policymakers. The Chap. 9 highlights about water management strategies at 
the field based on crop growth stages, root-zone water requirements and subsur-
face water requirements. Deficit irrigation (DI) is an optimizing strategy that can 
reduce the demand for irrigation and improve water productivity. DI is used as
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a water-saving irrigation strategy around the world where water supply is limited 
under erratic climate situations with minimal to minor yield loss. An efficient appli-
cation of DI requires careful assessment of crop water requirements, knowledge 
of the water-sensitive growth stages and proper irrigation scheduling based on the 
DI approach adopted. In addition, an understanding of the role of factors such as 
crop (and cultivar), soil, climate and different management practices under limited 
water scenarios is required. DI helps in improving water use efficiency by regulating 
stomatal guard cell for minimizing transpiration loss, improves photosynthesis to 
transpiration ratio, and reduces soil evaporation. 

A.3 Soil–Water Quality Consideration 

Subsurface water resources have dynamic interactions with ground surface and its 
prevailing environmental conditions (Sophocleous 2002). Climate variability affects 
subsurface water resources both directly by altering surface water flux and indirectly 
via changes in groundwater extraction patterns (Gupta et al. 2022). Any such alter-
ation in the (sub)-surface water flux may affect the bio-geochemical makeups of 
the subsurface environment, which directly results in modification of the fate, and 
transport of existing pollutants at the site (Earman and Dettinger (2011). Thus, the 
knowledge on the role of varying climatic conditions on geochemical characteris-
tics and pollutant transport in the subsurface is required for the management of the 
subsurface hydrological resources, especially soil–water quality (Gupta and Yadav 
2019). To bridge the knowledge gap regarding fate, transport, and remedial of pollu-
tants under climate change conditions, we have included three chapters (Chaps. 10 
and 11) in this book. Further, these chapters provide a better understanding of the 
linkage among subsurface hydrology-pollutants mobility and its implications. 

Chapter 10 entitled “Recent Aadvances in the Occurrence, Transport, Fate, and 
Distribution Modeling of Emerging Contaminants-A Review”, authored by Ashraf 
et al., has provided excellent background on the fundamental of fate and transport 
mechanisms of emerging pollutants in the subsurface. First, the chapter has high-
lighted the occurrence, sources and types of pollutants and the processes involved 
in their fate and transport in vadose and saturated zones. Thereafter, the chapter has 
presented different techniques to estimate pollutant loads in the subsurface under 
climate change conditions. This study has pointed that the requirement of an appro-
priate model is of utmost important for risk assessment under changing climate 
conditions. We are sure that the results of this study can be utilized in policy making 
and hence controlling emerging contaminants in nature. 

Likewise, Chap. 11 entitled “Management and Remediation of Polluted Soils 
Using Fertilizer, Sawdust and Horse Manure Under Changing Tropical Conditions”, 
authored by Mustapha and Okeke, has presented a case study of treatment of poten-
tial toxic substance using fertilizer, sawdust, and horse manure under changing 
tropical conditions. They have studied a combination of treatments to cadmium, 
chromium, lead, and total petroleum hydrocarbon contaminated soils by applying
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NPK (nitrogen, phosphorous, and potassium) fertilizer, sawdust, horse manure and 
exposure to oxygen. Very importantly, this study is an excellent example of nature-
based low-cost climatic solutions to polluted sites suffering from multiple contami-
nations. Thus, we are confident that the results of this study can be useful for many 
polluted sites around the globe. Based on this study, our especial recommendation 
to the field manager is to utilize nutrient enhanced bioremediation to achieve the 
degradation of petroleum hydrocarbon and heavy metals in oil-contaminated soils 
under the prevailing tropical conditions. 

Further Chap. 12 entitled “Impacts of Blend Diesel on Root Zone Microbial 
Communities: Vigna radiata L. growth assessment study”, authored by Gandhi et al., 
has demonstrated the toxicity of target pollutants i.e., diesels on soil microbial 
communities and on vegetation (Vigna radiata L.) growth. This study has high-
lighted that the use of Proteobacteria may improve the biodegradation of organic 
contaminants in soils. In this study, another nature-based low-cost climatic solution 
i.e., use of neat biofuel as a substrate or plant stimulator has been suggested. We 
also recommend the use of neat biofuel in soil improves proteobacterial communi-
ties to take care of hydrocarbon-polluted soils. Chapter 13 explained the on various 
processes, causes, and sources of river water pollution in India. To fulfill escalating 
human demands, there is an urgent need for clean water. River water is abundant 
in ecological life and is essential to the survival of all living things. Still, because 
of several human-made activities, it is currently the most endangered ecosystem. 
In order to determine the true health of river water ecosystems, careful monitoring 
of river water quality (RWQs), evaluation of multiple variables (physicochemical, 
bacteriological, pathogenic), and heavy metals content are essential indicators. 

Most of the countries are researching in the area of hydrogeology and trying to see 
the implications under climate change conditions. This is due to linkage of pollution 
and climate change is one of the major challenges before concern authorities, scien-
tists, policy makers, politicians and other who has interest. This is a timely book to 
provide very accurate information, data, methods, model, and policy statements on 
linkage of hydrogeology and climate science to the global audience. 

A.4 Techniques for Landscape Management under Large 
Uncertainty 

Climate change is altering hydrological behavior of most of the regions around the 
world. Studies report that the hydrological extremes such as droughts and floods 
may increase in frequency and magnitude. Therefore, to adapt to climate change, we 
would require better tools and techniques for better management, planning and poli-
cymaking. In Sect. 4, the recent advancements in the techniques to assess the impacts, 
identify the risk and to adapt to climate change for water management to increase 
the water security has been discussed. Two chapter (Chaps. 14 and 15) provides 
reviews of the current condition, challenges and potential solution reled to the water
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security in developing regions of Africa and Latin America. Next three chapters in 
this section provides great insights in identifying the flood hazard, vulnerability, risk, 
and sensitivity. 

Chapter 14 discusses water scarcity and security in the semi-arid regions of the 
world, related policies, and approaches for climate adaptation. Water is a critical 
resource for life support on the planet. This chapter deepens our understanding of the 
issues in semiarid regions related to water scarcity in different countries of the world. 
Further, this chapter also helps us in understanding various indicators used for water 
scarcity quantification. Moreover, the approaches used in water management world-
wide, such as water conservation, reuse of wastewater, source protection, managed 
aquifer recharge, and desalination of water have also been discussed. Furthermore, a 
detailed discussion on policies and approaches being adopted by different countries 
for building water security is also discussed. 

Chapter 15 discusses different aspects of water security-related challenges in 
Latin America. The chapter first introduces us to the current water scenario in Latin 
American counties and dives deeper into how we can define water security in the 
region. Further, this chapter provides us with the details of the current challenges of 
water security in the region. The challenges that have been discussed in detail are: 
megacities, climate change, lack of policies and implementation of laws, expansion 
of agriculture and deforestation, increased industrialization, expansion of activities 
in mining, sewage treatment, and the lack of transboundary watershed management 
programs. Overall, this chapter provides great insights into current issues related to 
water security in Latin America. 

Chapter 16 analyses the flood risk in the Wadi Tamlest watershed of Morocco. In 
this chapter, an analytical hierarchical processing-based method has been developed 
to map the flood risk in the flood-prone Wadi Tamlest watershed north of Agadir in 
Morocco. Authors have utilized the Flood Hazard Index method, which considers six 
different factors: flow accumulation, distance to the river system, drainage density, 
watershed land use, slope, and watershed geology. The adopted methodology proves 
to be an excellent tool for the ungauged watersheds where it is challenging to find 
the exact flood history. 

Chapter 17 presents a Google Earth Engine (GEE) based approach for flood 
inundation mapping utilizing Sentinel-1 imagery for Niger River basin in Nigeria. 
The chapter starts with introducing us with the problems of flood management and 
issues of proper monitoring technique. Further, authors iterate the importance of 
remote sensing in flood monitoring and explains various remote sensing techniques 
used flood monitoring and mapping. Furthermore, authors highlight how Synthetic 
Aperture Radar (SAR) imagery can be an important tool for flood monitoring. This 
study utilizes the simple change detection approach in GEE to identify the flooded 
area. Authors concludes that the Sentinl imagery-based flood assessment technique 
is reliable and robust and can be utilized in the region with data scarcity. 

Chapter 18 discusses the contributions of the geomatics techniques for studying 
the flood hazard in Taguenit Wadi watershed, Lakhssas, Morocco. The chapter starts 
with highlighting the importance of management of the hydrological extremes espe-
cially in developing countries like Morocco. Further, authors focus on flood hazard
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and reviews the major historical flooding events occurred in Morocco. Flood Hazard 
Index (FHI) has been developed for Taguenit Wadi watershed using analytical hierar-
chical processing. Distribution of the rainfall, digital elevation model (DEM) of 30 m 
resolution, geological maps were used to identify the flood hazard by computing 
slope, flow accumulation, drainage network, drainage density, distance from the 
stream, permeability etc. Flood sensitivity has also been quantified in this study. 
After identifying the flood risk authors propose the intervention measures to reduce 
the flooding risk in the basin.
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