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Abstract. Purpose: Lung cancer is a life-threatening disease that
affects both men and women . Accurate identification of lung cancer
has been a challenging task for decades. The aim of this work is to
perform a bi-level classification of lung cancer nodules. In Level-1, can-
didates are classified into nodules and non-nodules, and in Level-2, the
detected nodules are further classified into benign and malignant.

Methods: A new preprocessing method, named, Boosted Bilateral
Histogram Equalization (BBHE) is applied to the input scans prior to
feeding the input to the neural networks. A novel Cauchy Black Widow
Optimization-based Convolutional Neural Network (CBWO-CNN) is
introduced for Level-1 classification. The weight updation in the CBWO-
CNN is performed using Cauchy mutation, and the error rate is mini-
mized, which in turn improved the accuracy with less computation time.
A novel hybrid Convolutional Neural Network (CNN) model with shared
parameters is introduced for performing Level-2 classification. The sec-
ond model proposed in this work is a fusion of Squeeze-and-Excitation
Network (SE-Net) and Xception, abbreviated as “SE-Xception”. The
weight parameters are shared for the SE-Xception model trained from
CBWO-CNN, i.e., a knowledge transfer approach is adapted.

Results: The recognition accuracy obtained from CBWO-CNN for
Level-1 classification is 96.37% with a reduced False Positive Rate (FPR)
of 0.033. SE-Xception model achieved a sensitivity of 96.14%, an accu-
racy of 94.75%, and a specificity of 92.83%, respectively, for Level-2 clas-
sification.

Conclusion: The proposed method’s performance is better than
existing deep learning architectures and outperformed individual SE-Net
and Xception with fewer parameters.
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1 Introduction

Cancer is one of the world’s deadliest illnesses, with a high death rate in men
and women. Cancer is formed by abnormal cell growth in any tissue, which
leads to the formation of tissue lumps, masses, or nodules. Lung cancer is one of
the most life-threatening cancers, accounting for the majority of cancer-related
deaths. There has been increasing interest in research in the early identification
of lung cancer by investigating lung nodules. Some Computer-Aided Diagnosis
(CAD) systems have been previously developed, but there is still no accurate
CAD system designed to identify and classify lung nodules. As most patients get
lung cancer diagnosed in the middle or advanced stages, CAD systems will help
in providing a second opinion for radiologists to proceed with further invasive
tests [19]. Nodules in lung cancer may be characterized into two categories,
namely, cancerous and non-cancerous. Malignant nodules are cancerous, while
benign nodules are not.

The vital information is captured using images. These images can be acquired
in different forms, such as Magnetic Resonance Imaging (MRI), Computed
Tomography (CT) scans, radiographs (X-rays), Positron Emission Tomography
(PET) scans, etc. CT scans proved to be more effective than other techniques and
is preferable to the image mentioned above acquisition techniques. CT scanning
can be used to identify lung mass tissue as it can detect minor irregularities
that suggest lung cancer [1]. A bi-level lung cancer classification with shared
network parameters is performed in this work. A novel Cauchy Black Widow
based Convolutional Neural Network (CBWO-CNN) is used to classify nodules
and non-nodules. A second model, which is a hybrid of SE-Net and Xception, is
developed in this work. These two architectures have not been proposed as far as
our knowledge is concerned. A knowledge transfer approach is used to train the
SE-Xception model. The proposed method outperformed most state-of-the-art
deep learning architectures in terms of performance.

1.1 Contribution of the Work

– A novel preprocessing technique named Boosted Bilateral Histogram Equal-
ization (BBHE) is adapted in this work to improve the quality of CT scans.

– Level-1 classification is performed using the novel CBWO-CNN, in which
Cauchy mutation is used to choose the best weights.

– A novel SE-Xception CNN model with shared network parameters is proposed
for performing Level-2 classification of lung cancer in CT scans.

– The results obtained from the models are verified and recommended for
deploying in real-time analysis from an expert pulmonologist.

The rest of the paper is organized as follows: The details of existing CAD
systems are presented in Sect. 2. The dataset used in the proposed work is dis-
cussed in detail in Sect. 3. Section 4 provides detailed information on the pro-
posed methodology. Section 5 presents a discussion of current architectures as
well as the findings of the proposed approach. Section 6 provides the conclusion
of the work done in this paper.
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1.2 Related Work

In recent research, deep learning has captured many researchers’ attention in
developing CAD systems for detecting and classifying nodules in lung cancer.
An enhanced CNN was used to classify nodule and non-nodule on CT scans [9].
Deep Neural Networks (DNNs) usually are computationally expensive as they
consist of many layers. In contrast to this, there are light-weight CNNs that
provide comparatively accurate results close to the results of a DNN. A multi-
section light-weight CNN for classification of nodules was proposed in [14]. Two
such architectures, namely AlexNet and LeNet, were used in [21]. An optimal
DNN was trained using a modified gravitational search algorithm used in [10],
where these features were provided to Linear Discriminant Analysis (LDA) clas-
sifier. A deep convolutional network for lung nodule detection and classification
was proposed in [12]. A combination of dense convolution network and a binary
tree network, DenseBTNet, was proposed in [11]. A CNN architecture was pro-
posed in [20] to perform lung cancer classification. Three different deep learning
architectures were used in their work, namely CNN, DNN, and Stacked AutoEn-
coder. To classify lung cancer nodules, authors from [17] suggested a multi-scale
CNN model. Hence, DNN usage can improve the CAD system’s performance.

2 Dataset

The dataset utilized for performing lung cancer nodules classification is LUng
Nodule Analysis (LUNA), released in the year 2016. The LUNA16 challenge is an
open challenge, where the reference standards and the images are made publicly
available. LUNA16 dataset is a curated version of the LIDC-IDRI dataset [2],
which is also a public-access dataset. Four expert radiologists have provided the
annotations [15]. The main aim of the challenge was to develop large-scale auto-
mated nodule detection algorithms for the LIDC-IDRI dataset. Details related
to the LUNA dataset are provided in Table 1.

Table 1. Details of LUNA16 dataset

Parameters Details Parameters Details

Dataset LUNA16 [15] Image modality CT

Date of release 2016 Image dimension 512× 512

Dataset size (GB) 116 Image format DICOM

Number of samples 888 Ground truth available Yes

3 Proposed Methodology

3.1 Overview

The proposed method is divided into four main stages: data preparation, Level-1
classification, transfer-learned knowledge, and Level-2 classification. The block
diagram of the proposed methodology is shown in Fig. 1.
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Fig. 1. Block diagram of the proposed approach

In the first stage, data preparation involves the preprocessing of input CT
scans. The input CT needs to be preprocessed before providing the image data
for the Level-1 classification task. BBHE filtering technique is used to prepro-
cess input CT scans. The second stage is to differentiate between nodules and
non-nodules. The dataset consists of very few positive nodules as compared to
non-nodules. To mitigate this issue, positive lung nodule data is augmented only
for training and validation dataset splits. This process is described in the data
augmentation section. The level-1 classification task is performed using the pro-
posed CBWO-CNN. The third stage is the transferring of learned knowledge
from the CBWO-CNN model to the proposed SE-Xception model. The reason
for adapting the transfer learning approach is that the size of the data used
for classifying benign and malignant nodules is significantly less. Deep learning
models perform well on large datasets. Therefore, to address this issue, a weight-
sharing scheme is adapted in this work. The best pre-trained weights obtained
from the trained CBWO-CNN model for nodule and non-nodule images are
used as initialization weights for training the SE-Xception model for benign and
malignant nodules. The classification of lung nodules into benign and malig-
nant nodules is the fourth stage of the proposed method. A novel architecture
named “SE-Xception” is proposed in this work. A detailed description of all the
methods is provided in the below sections.
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3.2 Image Preprocessing

Preprocessing provides the quality enhanced image to locate small particles in
the scanned image. CT scans are stored in the image format of the ‘raw’ and
‘mhd’ extension. These CT scans are loaded using the python tool SimpleITK.
The location of candidates is provided in X, Y, and Z coordinates. The candidate
location is chosen based on the center of the nodule or non-nodule. A 32× 32
region is cropped out from each candidate location and saved into two classes,
positive and negative, i.e., nodules and non-nodules. These classes are decided
based on the annotations provided by the radiologists.

Various preprocessing methodologies have been developed, but still, quality
remains to be a challenge. A Boosted Bilateral Histogram Equalization algorithm
has been developed to improve the image quality so that small parts can be seen
clearly. The detailed illustration of the BBHE is as follows:

Initially, the histogram is generated for the image � (χj) = np
j . Then the

histogram is smoothed by bilateral filtering to preserve the edges in an image
given by Eq. 1.

�χ (χj) = � (χj) ∗ ψ (1)

where, χj represents the jth intensity level, np
j denotes the numbers of pixels hav-

ing intensity level χj and ψ denotes the bilateral filtering. Thereafter, boosting
is applied on the edge preserved histogram given by Eq. 2.

�B (χj) =

{
�χ(χj)−Pmin

(Pmax−Pmin) (m (K) − Pmin) α + Pmin, if�B (χj) > Pmin

�ψ (χj) , otherwise
(2)

where, m(k) denotes the peak histogram’s smoothed value, Pmin and Pmax

denotes the local minimum and maximum pixel values, α boosts the minor
regions which is given by α = log(Pmax−Pmin)/log(m(k)−Pmin). Now, mapping
is done using HE and the contrast enhance image is obtained (χ′). δ is multiplied
by the gain (Γg) and noise reduction (Γn) functions to improve detail. The detail
gain function is given as Eq. 3.

Γdetail(i,j) = �Γg (i, j) .Γn (i, j)� ∗ B (i, j) (3)

where, Γg (i, j) = 1/ {R. [χs(i, j) + 1.0]p} and where Γn (i, j) = Noffset +{
Nband/

[
1 + e−δ(i,j)−E

]}
.

Finally, by multiplying the details with the detail function (Γdetail) using
Eq. 4, the improved detail image δ′ is obtained.

δ′ (i, j) =
∑

Γdetail.δ (i, j) (4)

Equation 5 is used to integrate the χ′ and δ′ in the final step.

χ′′ (i, j) = w × χs (i, j) + (1 − w) × δ′ (i, j) (5)

where, the final enhanced image is χ′′ (i, j), and w is a weighted function. The
value of w can be anywhere between 0.0 and 1.0.
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An illustration of nodules, non-nodules, benign and malignant nodules is
shown in Fig. 2. There is a considerable difference in number of nodules and non-
nodules in this dataset. To avoid the above-mentioned skewness in the data, the
non-nodule data images are sub-sampled, i.e., the images are randomly selected
from all the subsets of the dataset. Nodules must be further classified into benign
and malignant nodules after the nodule, and non-nodule categories have been
established.

Fig. 2. Illustration of nodule, non-nodule, benign, and malignant images after prepro-
cessing of CT scans

3.3 Data Augmentation

In the above step, there is a clear data imbalance in the data of the two classes.
To overcome this problem, the augmentation of positive nodules is performed.
The images are augmented by performing some image operations such as mod-
ifying brightness, contrast, random rotation of the image to 90 ◦, transposing,
scaling the images, and flipping the images horizontally and vertically. Figure 3
illustrates some of the augmented images of a nodules’ CT scan. The augmen-
tation images shown in the figure are taken only from one CT scan.

Fig. 3. Illustration of augmented images of a nodule CT scan
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3.4 Level-1 Classification: CBWO-CNN

Classifying candidates in a lung CT scan into nodules and non-nodules is critical
because some nodules resemble tissues or organs in that area, making it difficult
to classify the nodule properly. The training should be done properly to avoid
high bias and low variance as well as low bias and high variance.

Algorithm 1 : Proposed Algorithm: CBWO-CNN
1: Input: Extracted features F ′

EXT =
⌊
ξ+
1 , ξ+

2 , ξ+
3 , ξ+

4 , ..., ξ+
N

⌋

2: Output: Lung cancer nodule detection
3: Initialize the kernel (K(x,y)), bias ϕb, pooling layers (lP L

layers), weights

4: for i pixels in image ξ+
x,y do

5: Evaluate the convolution operation using

6: ℘conv
2 = Lrelu

(
ϕB + Σ2

x=0 + Σ2
y=0 wi,jξ+

x,y

)

7: Evaluate the pooling layer using

8: ℘pooling
3 = lP L

layers

(∣∣∣ξ+
x,y

∣∣∣
)

9: Generate flattened feature vectors

10: ℘pooling
3 (ζflatten) =

⌊
ξ+
1 , ξ+

2 , ξ+
3 , ξ+

4 , ..., ξ+
n

⌋
.

11: Evaluate the fully connected layer using
12: ℘F C

4 = γ
(∑n

i=1 wiςflatten + ϕb

)

13: if
∑ (

ξ+
x,y − ξ

+
x,y

)
=0 then

14: Lung cancer nodule is detected
15: elseUpdate weights using

16: ∂fitness = f
(

W+
k

)
= f

{
w+

1 , w+
2 , w+

3 , w+
4 , ...w+

n

}

17: w1 = α × w+
1 + (1 − α) × w+

2
w2 = α × w+

2 + (1 − α) × w+
1

18: Based on cannibalism the strong solution is preserved and then
19: Cauchy mutation is performed for better accuracy rate

20: vk+1
w = (1 − α)w+

k vk
w + α (ηi.N (0, σ)) + μ1μ2

(
pk − w+

k

)

21: end if
22: end for
23: for ξ

+
x,y − > Malignant nodule do

24: if malignancy rate> 3 and malignancy rate <= 5 then
25: Nodule is malignant
26: elseNodule is benign
27: end if
28: end for

The first step in the algorithm is feature extraction F ′
EXT from the input

images. These features are fed convolutional layers ℘conv
2 . The input image is

filtered, and the convolution operation learns the same feature across the image.
The pooling layer is responsible for reducing the Convolved Feature’s spatial
size ℘pooling

3 . This is to reduce the computing power needed by dimensionality
reduction to process the data. The convolutional layer and the pooling layer form
the ith layer of a convolutional neural network together. The number of such
layers can be increased to capture low-level information much more depending
on the complexity of the images. Thus, the output from the convolutional layer
is flattened ℘pooling

3 (ζflatten). The output of the convolutional layer is distorted
and fed to the fully connected layer as the input to the fully connected layer
℘FC
4 . In order to minimize the loss Back Propagation is done which minimize
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the loss between the observed output and actual output. CBWO provides with
selecting the best weights that is W+

K =
{
w+

1 , w+
2 , w+

3 , w+
4 , ...w+

n

}
and improving

the accuracy within less computation time. The outline of the proposed technique
that is CBWO-CNN, is elaborated in the form of pseudo-code in Algorithm 1.

3.5 Level-2 Classification: SE-Xception

Lung cancer nodule classification is a challenging task. A novel CNN, SE-
Xception, a combination of two best performing and popular deep learning archi-
tectures, SE-Net, and Xception is introduced in this work. SE-Net architecture
consists of a block named as Squeeze-and-Excitation (SE) block. In this block,
the channel-wise feature responses are adaptively recalibrated using modeling
channel inter-dependency explicitly. The SE block illustration can be shown in
Fig. 4(a).

Fig. 4. Diagrammatic representation of: (a) Xception network, (b) Squeeze-and-
Excitation block, and (c) Proposed SE-Xception model

In the SE block diagram, Ftr represents a convolution operation where the
input X is transformed to U . The Ftr in the proposed work is an Xception
block. In previous works, inception and residual blocks are used as convolution
operations. Ftr is represented in Eq. 6.

Ftr : X → U,XεRH′xW ′xC′
, UεRHxWxC (6)

The notation V = [v1, v2, ..., vC ] is used to illustrate a set of learned filter
kernels, where vC denotes the parameters of filter kernel. The outputs can be
written as U = [u1, u2, ..., uC ], where uC is given in Eq. 7.
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uc = vc ∗ X =
C′∑

s=1

vs
cXxs (7)

The features that are obtained after performing Ftr are U . The first operation
that is carried out in the network is the passing of features through the squeeze
operation (Fsq). A channel descriptor is produced from the feature maps when
passed through the squeeze operation. The feature maps are aggregated across
the spatial dimensions (H x W). An embedding of the global distribution of
feature responses is generated channel-wise from this descriptor. It makes the
information from the network’s global receptive area that all its layers are to
use. The squeeze operation can be shown in Eq. 8. By shrinking U by its spatial
dimensions H x W, a statistic zεR is generated such that cth is calculated.

zc = Fsq(uc) =
1

HxW

H∑
i=1

W∑
j=1

uc(i, j) (8)

Followed by the squeeze operation, to capture the aggregated information
of the channel descriptors, an excitation operation is performed. This opera-
tion fully captures the channel-wise dependencies, where it learns the non-linear
and non-mutually-exclusive relationship of the channels. This operation is rep-
resented in Eq. 9, where Rectified Linear Unit (ReLU) activation function is
denoted using δ notation, W1 = R

C
r XC , and W2 = R

C
r XC .

s = Fex(z,W ) = σ(g(z,W )) = σ(W2δ(W1z)) (9)

Using a reduction ratio r, a bottleneck with two completely connected (FC)
layers is created with dimensionality reduction. This block’s final output is given
by rescaling U with s activations, which can be expressed in Eq. 10.

x̃c = Fscale(uc, sc) = scuc (10)

where Xc = x1, x2, ..., xc, Fscale(uc, sc) represents channel-wise multiplication of
scalar sc and the feature map ucεR

(HxW ).
Xception network architecture is completely based on depth-wise separable

convolution blocks. The working of the Xception model is illustrated in Fig. 4(b).
The hypothesis includes calculating spatial correlations, so it is possible to decou-
ple cross-channel correlations in the CNN feature maps fully. The name Xception
means “Extreme Inception”. It is named Xception because it has a more robust
hypothesis than the underlying architecture of InceptionV3 [3]. Xception archi-
tecture consists of 36 convolution layers. These convolution layers are organized
into 14 different modules. Every module consists of linear residual connections
except for the first and last layers. In brief, the Xception network can be said as
the stacking of depth-wise separable convolution layers in a linear fashion, which
consists of residual connections. The input is data is mapped to spatial correla-
tions for each output channel separately, and then 1× 1 depthwise convolution
operation is performed. This operation captures the cross-channel correlation.
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These correlations can be pictured as a 2D+1D mapping instead of a 3D map-
ping. Here, the 2D space correlations are performed first, and then 1D space
correlation is performed. Xception proved to provide slightly better results as
compared to InceptionV3 on the LUNA16 dataset.

The proposed SE-Xception model is a combination of SE-Net and Xception.
SE-Net consists of a squeeze-and-excitation block, which performs operations
mentioned in the above sections. The addition of these modules in the Xcep-
tion reduces the parameters of the model. Figure 4(c) shows the graphical rep-
resentation of the proposed methodology. The figure represents the operations
performed in the SE-Xception model. Only one module operation is illustrated.
Input X is first passed to an Xception module. The input is given to a convo-
lution filter with a filter size of 1, and then it is passed to a convolution filter
with a filter size of 3. These two operations are concatenated, which is known
as depth-wise separable convolution. This operation is followed by a SE-block
where the squeeze and excitation operation is performed. Initially, to generate
a channel descriptor, a global pooling operation is performed on the Xception
module’s output. The pooling operation is followed by a Fully Connected (FC)
layer with the ReLU as the activation function. The sigmoid activation function
acts as a simple gating mechanism. This operation is known as the excitation
operation. Once this step is completed, the output is scaled, represented as X̃.

4 Results and Discussion

4.1 Level-1 Classification

This section describes the performance of the proposed models. As the data is
skewed, the non-nodules are selected by performing sub-sampling, where a set
of non-nodule images are chosen from each subset to balance the data. The data
imbalance may be the reason for overfitting the model, which affects the model’s
performance. The model is validated on 10% of the total data and tested on
20% of the data. Adam optimizer used in both the networks. The loss function
used is binary cross-entropy. The total number of epochs are set to 200. An
early-stopping criterion is used while training, in which if no improvement is
found in the validation loss after 20 epochs, the training is terminated. CBWO-
CNN model is initially evaluated on four different activation functions namely,
Exponential Linear Unit (ELU) [4], Tanh [13], LeakyReLU [5], and Rectified
Linear Unit (ReLU) [8]. The model performance of various activation functions
on the CBWO-CNN model is demonstrated in Fig. 5.

Considering ELU as an activation function in the networks, its convergence is
faster than other activation functions. The difference between tanh and sigmoid
lies in the range of the output value it returns. Tanh output value ranges from
−1 to 1, whereas the sigmoid output value ranges from 0 to 1. However, the tanh
function’s performance in the models’ hidden layers is relatively poor compared
to other activation functions. LeakyReLU activation function is an extension of
ReLU. The alpha value is added to the function to solve the issue of “dying
ReLU” in this activation function. The results obtained from the LeakyReLU
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Fig. 5. CBWO-CNN model evaluated on various activation functions on testing data

activation function in the hidden layer are second-best among the other acti-
vation functions used to evaluate the model. ReLU provide faster and more
accurate results as it removes the negative values to pass to the next layer. The
model performed best with the ReLU activation function in the hidden layer.

The performance metrics used to evaluate the CBWO-CNN model are accu-
racy, specificity, sensitivity, precision, recall, F1-score, and FPR. The correspond-
ing results achieved from these confusion matrices are illustrated in Table 2.
Average results obtained from the 5-fold validation of the model are depicted
in the table. The table represents the performance measures stated above with
their corresponding results.

Table 2. Performance evaluation of the proposed CBWO-CNN model for Level-1 clas-
sification assessed using 5-fold cross-validation

Performance measures Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average

Accuracy 95.21% 94.04% 96.18% 95.77% 97.63% 96.37%

Sensitivity 96.16% 96.81% 95.23% 94.57% 97.73% 96.10%

Specificity 94.29% 97.26% 97.110% 96.94% 97.54% 96.63%

Precision 94.26% 97.18% 96.98% 96.79% 97.48% 96.53%

F1-score 95.21% 97.00% 96.10% 95.67% 97.61% 96.32%

FPR 0.057 0.027 0.028 0.030 0.024 0.033

Several popular deep learning architectures are used to evaluate the lung
cancer classification system. The architectures chosen for the evaluation of the
Level-1 classification system are CNN, VGG-19, Inception-V3, Deep Belief Net-
work, ResNet, Recurrent Neural Network, and proposed CBWO-CNN. Accu-
racy, sensitivity, and specificity are the performance metrics that are evaluated.
The results obtained are presented in Table 3. Hence, it can be noted that the
proposed CBWO-CNN model performed better for Level-1 classification.



A Novel Bi-level Lung Cancer Classification System on CT Scans 589

Table 3. Evaluation of proposed CBWO-CNN in comparison with existing deep models

Models Accuracy Sensitivity Specificity

CNN 84.65% 82.88% 83.47%

VGG-19 87.89% 86.77% 86.56%

Inception-V3 86.51% 85.98% 87.40%

Deep Belief Network 89.95% 87.21% 88.68%

ResNet 94.65% 92.80% 93.91%

Recurrent Neural Network 95.83% 94.41% 95.03%

Proposed CBWO-CNN 96.37% 96.10% 96.63%

4.2 Level-2 Classification

The task of classifying positive lung nodules into benign and malignant nodules
is known as lung nodule classification. In this work, the lung cancer nodule classi-
fication is performed using the proposed SE-Xception model with shared param-
eters from the CBWO-CNN model trained in Level-1 classification. To get the
best performing model, the proposed model is evaluated on four activation func-
tions in the model’s hidden layer. The activation functions used are ELU, Tanh,
LeakyReLU, and ReLU. The network proved to provide better performance for
the ReLU activation function. The four activation functions’ performance has
been assessed for three models, SE-Net, Xception, and proposed SE-Xception is
demonstrated in Fig. 6.

Fig. 6. (a) SE-Net, (b) Xception and (c) Proposed SE-Xception evaluated on various
activation functions on testing data for Level-2 classification

The proposed SE-Xception is evaluated with performance metrics such
as accuracy, sensitivity, specificity, precision, F1-score, and FPR. The results
achieved are presented in Table 4. The results are presented without shared
network parameters and with shared network parameters for the SE-Xception
model. The model trained without shared parameters resulted in overfitting of
the model due to fewer training images. The accuracy achieved for the proposed
SE-Xception is 82.29%. The improvement in the result is performed using pre-
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trained weights from Level-1 classification. This improved accuracy by almost
12%. The accuracy achieved for the proposed SE-Xception was 94.76%.

The proposed SE-Xception model is compared with the previous works per-
forming lung cancer nodule classification. The results achieved from the proposed
model outperformed the previous works. Performance comparison of the previous
works is illustrated in Table 5.

Table 4. Performance evaluation of the proposed model assessed without shared net-
work parameters and with shared network parameters

Performance measures Without shared parameters With shared parameters

Accuracy 82.29% 94.75%

Sensitivity 85.85% 96.14%

Specificity 78.49% 92.83%

Precision 80.95% 94.89%

F1 score 83.33% 95.52%

False positive rate 0.21 0.07

Table 5. Comparison of previous works with proposed model for nodule classification

Reference Methods used Accuracy Sensitivity Specificity

[7] Super-Resolution CNN, SVM 85.70% – –

[17] Multi-scale CNN, Random forest 86.84% – –

[18] Taxonomic indexes and
phylogenetic trees, SVM

88% 82% 94%

[20] CNN, DNN, SAE 84.15% – –

[16] Intensity, shape, texture features
and Artificial Neural Network

93.70% 95.50% 94.28%

[6] 3D tensor filtering, 3D level set
segmentation, correlation feature
selection, and random forest

– 84.62% –

Proposed work SE-Xception 94.75% 96.14% 92.83%

The effect of the proposed SE-Xception method is visually demonstrated
in Fig. 7. The images given in the green box are malignant nodules correctly
classified as malignant nodules, and the images presented in the red box are
benign nodules misclassified as malignant nodules. The reason for some of this
misclassification is the indistinguishable similarity in the anatomical structure
of the nodules. Even though the FPR of the proposed method is significantly
less, the method still has the scope of improvement, as minimal misclassification
is also not acceptable in medical applications.
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Fig. 7. Visual depiction of correctly and misclassified nodules for Level-2 classification
(Color figure online)

5 Conclusion

Lung cancer classification has been in the interest of researchers for three
decades. Several traditional and deep learning methods have been proposed for
classifying and detecting lung cancer nodules. In this work, a bi-level classifi-
cation model is proposed for the classification of the lung cancer nodules. To
enhance the CT scan images, a novel BBHE technique is used. Level-1 classifi-
cation performs bifurcation among nodules and non-nodules found in the candi-
dates based on the locations provided by the radiologists. Level-2 classification
performs classification of benign and malignant lung cancer nodules from the
nodules identified in the Level-1 classification.

A novel deep learning architecture, CBWO-CNN, is introduced to perform
Level-1 classification and a novel SE-Xception network is introduced to perform
Level-2 classification. The proposed SE-Xception model uses the shared network
parameters from the CBWO-CNN model used for training nodules and non-
nodules. This hybrid network is designed and developed using recently proposed
and best performing models, namely, SE-Net and Xception. SE-Net is made use
to obtain a lesser number of parameters. The Xception network is an extreme
version of the InceptionV3 network. CBWO-CNN and SE-Xception models are
the contributions of this paper. The proposed network’s performance outper-
formed recently introduced deep learning models. In the future, a 3D model can
be built and trained using 3D image input, where the model can learn volumetric
information.
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