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Abstract. Myocardial strain is an important measure of cardiac performance,
which can be altered when ejection fraction (EF) and other ventricular volumetric
indices remain normal, providing an additional indicator for early detection of
cardiac dysfunction. Cardiac tagging MRI is the gold standard for myocardial
strain quantification but requires additional sequence acquisition and relatively
complex post-processing procedures, which limit its clinical application. In this
paper, we propose a framework for learning a joint latent representation of cine
MRI and taggingMRI, such that taggingMRI can be synthesised and used to derive
myocardial strain, given just cine MRI as inputs. Specifically, we use a multi-
channel variational autoencoder to simultaneously learn features from tagging
MRI and cine MRI, and project the information from these distinct channels into
a common latent space to jointly analyse the multi-sequence data information.
The inference process generates tagging MRI using only cine MRI as input, by
conditionally sampling from the learned latent representation. Finally, automated
tag tracking was performed using a cardiac motion tag tracking network on the
generated tagging MRI, and myocardial strain was estimated. Experiments on
the UK Biobank dataset show that our proposed framework can generate tagging
images from cine images alone, and in turn, can be used to estimate myocardial
strain effectively.

Keywords: Cardiac tagging MRI · Cardiac cine MRI · Myocardial strain
estimation · Convolutional neural network · Machine learning

1 Introduction

Myocardial strain is used to quantitatively assess local myocardial deformation and is
an important indicator regional cardiac function. Cardiac magnetic resonance tagging
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(CMR-tagging) is a non-invasive imaging technique, and the current gold standard for
quantification of local measures of myocardial motion/deformation such as strain and
strain rate [1]. Strain reflects the rate of change in the length of themyocardium (typically
along the circumferential or radial directions) across the cardiac cycle. Strain rate refers
to the strain per unit time [2]. CMR-tagging sequences use selective radiofrequency
pulses (e.g. SPAMM, DANTE) to superimpose the myocardium with tags or grids of
tags that are subsequently tracked as the heart deforms across the cardiac cycle. The clin-
ical application of tagging MRI, however, has been hindered by the need for acquiring
additional sequences which increases scan time, cumbersome manual/semi-automatic
post-processing steps required to derive regional strain measurements, and limited val-
idation. Consequently, CMR-tagging has not been widely adopted in clinical settings
due to the lack of rapid analysis techniques. Although several methods for tag-tracking
have been proposed previously [3–6], most approaches rely on manual/semi-automatic
landmark localisation and/or segmentation to derive strain measures by tracking super-
imposed tags across the cardiac cycle. We propose to synthesise tagged-CMR from
cine-CMR images and use the synthesised images to quantify strain. This will help
reduce scan time and facilitate myocardial strain quantification directly from routinely
acquired cine-CMR images.

Recently, machine learning methods, especially convolutional neural networks
(CNN) in deep learning [7], have shown promise in the field of medical image anal-
ysis and understanding, including automated cine-CMR image analysis, enabling detec-
tion and diagnosis of cardiovascular diseases, extraction of quantitative clinical indices
and biomarkers, among others. Deep learning-based generative models such as gener-
ative adversarial networks (GANs) and variational autoencoders (VAEs) [8] have been
explored extensively for image synthesis applications. We propose to tackle the limita-
tions inhibitingwider clinical adoption ofCMR-tagging imaging for strain quantification
by learning to synthesise tagged-CMR images from cine-CMR images, in a patient-
specific manner. We formulate this image synthesis problem in a probabilistic manner,
as one of learning a joint latent representation across both types of images for subjects
within a population. To this end, we utilise a Bayesian approach, namely, amulti-channel
sparse variational autoencoder (mcVAE) [9] to learn a joint latent space given both chan-
nels of information for each subject in a population, i.e. their respective tagged-CMR
and cine-CMR images. The latent representation learned using mcVAE subsequently
enables generation of a tagged-CMR image for new/unseen subjects during inference,
given just their cine-CMR image as input.

To the best of our knowledge this is the first study to investigate synthesis of tagged-
CMR images from cine-CMR images. Only one other study has investigated tagged-MR
image to cine-MR synthesis [10], for images of the throat. In Liu, et al. the authors
proposed a dual-cycle constrained bijective VAE-GAN to synthesise cine-MR images
from their paired tagged-MR images for each subject. Additionally, we go beyond just
image synthesis to demonstrate that the tagged-CMR images synthesised from cine-
CMR images can be used to quantify myocardial strain. The synthesised tagged-CMR
images are used to quantify circumferential and radial strain across the cardiac cycle
using a cardiac motion tracking network proposed in [11]. The proposed approach was
trained and validated on data from the UK Biobank population imaging database.
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2 Dataset and Pre-processing

2.1 Dataset

We utilised data from the UK Biobank [12] throughout this study, including two cardiac
MR sequences for each subject, namely, cine-CMR and tagged-CMR. Participants were
recruited to the initial assessment visit from 2006 to 2010, the first repeat assessment
visit from 2012 to 2013, and the first imaging visit in 2014. The rationale and protocol
for cardiac MRI examinations are described in [13], and this study was reviewed and
approved by the Northwestern Research Ethics Committee (REC reference number:
06/MRE08/65). Scans were acquired using a 1.5 T scanner to obtain steady-state short-
axis free precession cine-CMRand tagged-CMRsequences.All participants gavewritten
informed consent.

2.2 Data Preprocessing

For cine-CMR images, we used aCNNmodel [14] to identify and crop regions of interest
(ROI) around the heart. The purpose of cropping is to reduce the computational time and
resources required to train our model. As the number of short-axis slices in the CMR
data from the UKBiobank generally varies between 7 and 14 slices, the short-axis image
stack was resampled to volume of 15 slices using cubic B-spline interpolation, with an
isotropic resolution of 1 mm3, then adjusted each slice of data at a common resolution
of 128 × 128 pixels. Finally, we normalise the intensities in each image to a range of 0
to 1.

For the tagged-CMR images, we transformed the ROI coordinates obtained in the
cine-CMR image space and cropped them.Coordinate transformation converts 2D image
coordinates and 3D patient space coordinates, i.e. converts ROI coordinates to 3D world
coordinates using the cine image, and then converts back to 2D coordinates using
the tagging image. Following cropping, the tagged-CMR images were pre-processed
in the same way as the cine-CMR images, including spatial resampling and intensity
normalisation.

The coordinate transformation process is shown in Fig. 1. The key to determining the
ROI in the tagging image is that the 3D spatial coordinates of the two sequence images
are the same, and the process performs coordinate transformation on all samples in the
experiment.

Fig. 1. Left: 2D cine image ROI; Intermediate: 3D cine image ROI; Right: 2D tagging image
ROI. The CMR images were reproduced with permission from UK Biobank.
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3 Methodology

3.1 System Overview

The deep learning framework in this paper consists of the following steps: (a)Aftermulti-
sequence image pre-processing, themcVAE is trained using cine-CMRand tagged-CMR
images to learn a joined latent space and to reconstruct each channel of information
(i.e. each CMR sequence); (b) during inference, the trained mcVAE model is used to
synthesise tagged-CMR images from unseen (test) cine-CMR images; (c) using the
synthesised tagged-CMR images from (b), cardiac motion is tracked using a ResNet
CNNmodel pre-trained on synthetic data [15]. Finally strain analysis is performed using
the predicted motion trajectories, and radial and circumferential strains are estimated
(Fig. 2.).

The neural network is trained using a large amount of synthetic data generated
from natural images and verified by a cardiac phantom model with known strain. The
procedure pre-trains it with the landmarks defined at the first time point (ED), then
predicts the landmark at subsequent time points and uses it to compute the motion
trajectory and the resulting deformation field. The network outputs the predicted motion
path and finally calculates the strain from the deformation field.

3.2 Multi-channel Variational Autoencoder

Our method is based on a multi-channel sparse variational autoencoder [9], where two
encoder/decoder network pairs are trained simultaneously, using on one of the two
sequences (i.e. cine-CMR and tagged-CMR) as input channels to each pair. The two
encoder-decoder network pairs share a latent space enabling a joint latent representation
to be learned for the input channels/sequences. The network architecture is shown in
Table 1.

In ourmcVAEnetwork, each subject’s data x includes two information channels from
the two CMR sequences, and the latent space s is represented by an l -dimensional vector
shared between each data point x. The generative process for the observed channels of
information can be described by,

s ∼ p(s),

x∼
c p(xc|s, θc), c in 1, . . . , C, (1)

where, p(s) is the prior distribution, and xc ∼ p(xc|s, θc) represents the likelihood
distribution of the observation. Each likelihood function belongs to distribution family
P , which is parameterised by parameter set θ = {θ1, . . . , θc}.

The inference process can determine the common latent space, and each channel
generate the observation data from this latent space. p(s|xc, φc) represents the poste-
rior distribution of the problem, and variational inference is often used to calculate the
approximate posterior. Each channel contributes information about the distribution of
latent variables, and the posterior distribution q(s|xc, φc) is approximated by a single
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Fig. 2. Overview ofmachine learning framework that joint cineMRI and taggingMRI to estimate
tagging MRI and myocardial strain using cine MRI alone.

channel and parameter c. Since each channel provides different approximations, con-
straints are imposed to force each q (s|xc, φc) to be as close as possible to the target poste-
rior distribution. The distribution is measured using Kullback-Leibler (KL) divergence,
specified as follows:

arg min
q∈Q Ec[DKL(q(s|xc, φc||p(s|x1, x2, . . . , xc, θ))], (2)

where the q(s|xc, φc) belong to a distribution family Q parametrized by the parameters
φ = {φ1, φ2, . . . , φc}. The quantity Ec is the average over all channels. Minimising
Eq. (3.2) is equivalent to the optimization of the following formula:

L(θ, φ, x) = Ec[Lc − DKL(q(s|xc, φc)||p(s))], (3)

where, Lc = Eq(s|xc,φc)
∑C

i=1ln p(xi|s, θi) is the expected log-likelihood of decoding
each channel from the latent representation. After learning the joint latent space, Lc can
reconstruct multi-channel information only from one single channel, that is, only use the
coding information of a single channel to reconstruct other channels, or both channels.

In our study, once trained, the mcVAE network was used to reconstruct tagged-CMR
images given only cine-CMR images as inputs. The synthesised tagged-CMR images
were subsequently used to calculate myocardial strain.
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Table 1. Network architecture for each channel of a multi-channel variational autoencoder.

Channel Encoder Decoder

Tagging Input 128 * 128 * 25 Latent variables, FC, Reshape

Five times: 3 * 3 conv, ReLU, Dropout
0.15

Five times: 3 * 3 ConvTranspose2d,
LeakyReLU (alpha 0.2), Dropout 0.15

FC output layer, Latent variables Tanh activation, Reconstructed tagging
images

Cine Input 128 * 128 * 10 Latent variables, FC, Reshape

Five times: 3 * 3 conv, ReLU, Dropout
0.15

Five times: 3 * 3 ConvTranspose2d,
LeakyReLU (alpha 0.2), Dropout 0.15

FC output layer, Latent variables Tanh activation, Reconstructed Cine
images

3.3 Cardiac Motion Tag Tracking

We use a CNN-based approach [15] to track cardiac motion in synthesised tagged-CMR
images. First, we created a synthetic training set comprising 1million patches and trained
a ResNet (ResNet-18) model on the same to learn to predict spatial position vectors of
the estimated motion path, enabling tag tracking automatically.

Synthetic images for the training process were randomly sampled from ImageNet
[16], and the process for creating the synthetic training set is the same as that proposed
in [15]. The tag tracking network uses a modified version of ResNet (ResNet-18), with
spatiotemporal (2 + 1)D convolutional layers [17] and CoordConv channels [18] for
each convolutional block. The last layer of the network is a fully connected layer with
linear activations, which outputs the spatial position vector of the estimated motion path.
The optimization process uses stochastic gradient descent, the learning rate is adjusted
using cosine annealing methods [19], 90% of the data is used for model training and
10% is used for model inference, and 10 patches are randomly selected per image in
the synthetic image, so the training contains 1 million patches. The error between the
predicted motion path and the real motion path is measured using the mean squared error
(MSE) loss function.

Strain analysis needs to manually mark the intersection points in the end diastole
(ED) time point. The model predicts and obtains the motion paths of other time points
in all time ranges, essentially predicting the landmark displacement at subsequent time
points, and calculates the strain through these paths of all points. Calculate strain by first
fitting the deformation map using a Gaussian radial basis function (RBF) [19] with the
shape parameter is twice of the tracking points spacing, then solving for the analytical
derivative of the RBF in order to calculate the Green-Lagrange strain tensor, the formula
for the Green-Lagrange strain is as follows:

ε(t) = 1

2
(
L2t − L20

L20
) (4)
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where Lt represents the segment length at any frame t, and L0 represents the initial
length.

4 Experiments and Results

In this study, we trained a mcVAE for jointly learning cineMRI and taggingMRI, which
can generate taggingMRI from cineMRI, and realize the estimation ofmyocardial strain
in the inference stage.

4.1 Experimental Setup

Weuse total of 535 subjects’ (13375 slice pairs) images in our experiments, 60%ofwhich
were selected for training, 20% for validation, and 20% for evaluation. Cardiac cine and
tagging MRI images from the UK Biobank database were used in our experiments, and
we resized these images to 128 × 128 for a fair comparison. Our learning framework is
implemented using the PyTorch deep learning toolbox [20], and the training takes about
9 h onNVIDIAV100GPUs. After obtaining the generated tagging images, the tag points
are obtained using a pretrained tag tracking network, and the radial and circumferential
strains are calculated based on the displacement of the tag points, which takes about
0.1 s. Specifically, we use the Adam optimizer for training. The learning rate is set to
5e−4 and the weight decay is set to 1e−5.

4.2 Qualitative Evaluations

Figure 3 shows the generated results of the multi-channel VAE, which shows that the
proposed framework successfully generates tagging MRI images from only cine MRI
images, which is consistent with the target original tagging MR images. The generated
images achieve visually pleasing results with good structural consistency with respect to
the original images. For quantitative evaluation, we employed evaluation metrics widely
used in images: root mean square error (RMSE) [21], structural similarity indexmeasure
(SSIM) [22], and peak signal-to-noise ratio (PSNR) [23]. Table 2 lists the numerical
comparisons of the test dataset results of simultaneously inputting cine and tagging
images to generate cine and tagging images, as well as reconstructing tagging images
using only cine images, and reconstructing cine images using only tagging images. We
note that the generation results with a single channel are inferior to the two channels
generation results, which is to be expected.

Table 2. Quantitative numerical comparisons of generated results.

RMSE SSIM PSNR

Tagging 0.14 ± 0.01 0.84 ± 0.21 28.13 ± 4.85

Cine 0.21 ± 0.04 0.69 ± 0.27 23.91 ± 6.68

Only cine to tagging 0.17 ± 0.02 0.72 ± 0.24 24.57 ± 5.84

Only tagging to cine 0.31 ± 0.10 0.65 ± 0.29 20.44 ± 7.51
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Fig. 3. Examples comparing generated and original tagged-CMR images from different subjects.
The CMR images were reproduced with permission from UK Biobank.

4.3 Tag Tracking

Our tag tracking method uses a Resnet-18 neural network trained on a synthetic dataset
of tagged images. This approach has been shown to accurately track tag intersections
when applied to in vivo data. The points to be tracked are first selected in the ED time
frame of the tagging images and fed into the neural network. The network outputs the
Lagrangian displacement vector of the tracking point at each time point, and the network
can track any point in the image, not just along the tagged line or the intersection of
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End diastole End systole

Fig. 4. Examples of tag tracking estimated during end-diastole (ED) and end-systole (ES) (top
row) and strain calculations for the entire cine; circumferential strain (bottom left) and radial strain
(bottom right).

the tagged lines. Figure 4 shows an example of tag detection and tracking produced at
ED and ES from the generated images, along with strain estimates (circumferential and
radial) at all time frames.

4.4 Strain Analysis

To validate the generative model, we performed strain analysis on the original tagging
images and those generated from cine images, calculating circumferential and radial
strains. Bland-Altman analysis [24] was used to quantify the agreement of two measure-
ments, the result is shown in Fig. 5. These results show that the mean difference between
circumferential strain and radial strain is close to zero, and most cases are within 95%
agreement. Some outliers indicate cases of large error, which require further investiga-
tion that we will undertake in future work. The results obtained for radial strain were
worse than circumferential strain, which is consistent with previous studies showing
reduced accuracy in calculating radial strain using tagging MRI [25].
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Fig. 5. Bland-Altman plot of end-systolic strain. The strain values obtained from the generated
tagging images are compared with the strain values of the original images. Left plot shows mean
circumferential strain, right plot shows mean radial strain, solid line indicates mean difference;
dashed line indicates 95% concordance limit (mean ± 1.96 * Standard Deviation [SD]).

In addition to this, we randomly select the original and generated images of ten test
results, and using the semi-automatic approach described previously for tag tracking on
the original and generated images, calculated the strain, and plotted the errorbars for
the estimated strains across the cardiac cycle. The results are shown in Fig. 6, and the
circumferential and radial strains of the original and generated images are consistent.

Fig. 6. Circumferential and radial strain errorbar for the original and generated images of the ten
test results, top left: original images circumferential strain; top right: synthetic images circum-
ferential strain; bottom left: original images radial strain; bottom right: synthetic images radial
strain.
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5 Conclusion

We propose a novel deep learning framework to jointly learn tagging MRI and cine
MRI to generate taggingMRI and estimate myocardial strain using cineMRI alone. The
generative process uses a multi-channel variational autoencoder to project data from
different sequences into a common latent space data, which enables the reconstruc-
tion of one channel’s information using only the encoded information from the other
channel, i.e. of tagging-MRI from cine-MRI. After obtaining the resulting tagging MR
images, automatic tag tracking was performed using a cardiac motion tag tracking neu-
ral network, and radial and circumferential strain was estimated across the full cardiac
cycle, achieving comparable results to strains quantified using the original tagging MR
images. Estimating myocardial strain from tagging images is a challenging problem,
and our designed framework facilitates strain quantification using just cine-MR images
as input. To the best of our knowledge, this proof-of-concept study is the first of its kind
and opens up new avenues for research in myocardial strain quantification.
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