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 Nuclear Receptors: The Past, the Present and the Future

Nuclear Receptors (NRs) are involved in a multitude of biological pathways 
and numerous disorders and diseases; it would be difficult to find another 
family of proteins in the human genome that has such a broad and critical role 
in both healthy and diseased contexts. Further, they constitute the archetypal 
proteins for studying some of the most fundamental processes of gene regula-
tion and genomic organization. The first NR was cloned in the 1980s, and we 
now know that this family is comprised of 48 distinct proteins that share com-
mon structural properties. They play essential roles in the development of 
organs, as evidenced by phenotypic consequences following gene deletion. 
They are also frequently co-opted or altered in disease states, including can-
cer and metabolic disorders. One of the special features of the NR superfam-
ily is the fact that they constitute the only class of readily druggable 
transcription factors. This makes them critical downstream effectors of 
numerous biological and cellular processes and also the targets of many treat-
ments and therapies. Their vital role in both healthy and pathological contexts 
likely results from a relatively unique feature of this class of transcription 
factors: their ligand activated switchable states.

NRs share common molecular features, including the ability to interact 
with DNA directly, making them potent mediators of gene activation or gene 
repression. Another unusual feature of NRs is their ability to be activated, 
either by ligand interaction with the ligand binding domain, or via specific 
co-factor associations that can also modulate activity. This feature makes 
them activatable, meaning that their activity can be switched on or off by the 
presence or absence of a specific ligand or specific co-factors. This combina-
tion of ligand/co-factor modulation and direct DNA transcriptional activity 
provides NRs with a highly unusual, but powerful combination of features 
that makes them ideal proteins for context-dependent, regulatable activity, 
since they can be switched on by their cognate ligand when needed (i.e. dur-
ing development processes) and switched off when their job is done (i.e. 
when the organ is fully developed). Their ligand-inducible transcriptional 
activity also makes them ideal proteins for recurring biological changes that 
need to occur in a time-specific, rapidly-responsive manner, as exemplified 
by the rapid and substantial changes that occur in relevant organs during the 
menstrual cycle and pregnancy.

Introduction
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Our understanding of NR function has been largely motivated by their role 
in specific diseases and disorders. Examples include the key role for Estrogen 
Receptor alpha (ERα) and Androgen Receptor (AR) in breast and prostate 
cancer, respectively, or the crucial role of Peroxisome Proliferator Activated 
Receptors (PPARs) and LXRs in diabetes and other metabolic diseases. New 
mechanistic insight into how these specific NRs function in these specific 
contexts have formed the basis for understanding all transcription factors and 
gene regulatory processes. Fundamental concepts around transcription factor 
biology, protein complex organization, signalling pathways and gene regula-
tion have been discovered by using NRs as the model system and as such, the 
impact from studying NRs on our basic understanding of genome regulation 
and fundamental cellular processes cannot be overstated.

Given their substantial roles in some of the most common and deadly dis-
eases and disorders and their critical role in the development of major organs 
and physiological processes, it is surprising that so many questions about 
NRs remain unanswered or are not fully understood. As an example, we 
know that ligands for one NR can commonly activate related but distinct NRs 
and that different NRs can vie for similar docking regions on the genome, but 
this level of cross-activity is poorly characterized. Some of the first co-factors 
discovered (co-factors being proteins that can influence gene regulation by 
indirect association with the chromatin) were identified from screens that 
sought to identify NR-associated proteins and our repertoire of NR-associated 
co-factors has increased enormously over the years, yet our understanding of 
the full complement of co-factors, the dynamics between co-factors and their 
mechanistic roles are not fully defined.

An interesting paradigm in NR-biology is the well-established observation 
that many NRs have known endogenous ligands, but many other family mem-
bers lack endogenous ligands or, if endogenous ligands exist, they haven’t 
been discovered yet. These so-called Orphan NRs represent a large class of 
transcription factors, some of which have been implicated in critical biologi-
cal processes, although other Orphan NRs are yet to be associated with a 
function or a biological context. When endogenous NR ligands are known 
and pharmacological ligands have subsequently been created to alter the 
structure-function of that NR, they have the potential to change medicine. 
Some of the most commonly prescribed drugs in the Western world are phar-
macological agents that target NRs and they have had profound clinical 
impact (e.g. as anti-inflammatory agents, cancer treatments or regulators of 
pregnancy) attesting to the success of understanding and exploiting NR biol-
ogy. However, the fundamental process of how these drugs work and how 
they elicit the NR-mediated downstream events are sometimes not fully 
understood, again highlighting how much we know about NRs and how much 
we still need to learn.

This book explores the role of NRs in biology, with a focus on these highly 
unusual, functionally distinct, yet fascinating proteins in human health and 
disease. The breadth of the topics in this book highlights the diverse and com-
plex nature of NR function, as well as the many contexts wherein they have 
been implicated. Their roles in fundamental developmental processes are dis-
cussed, as are the roles in metabolic systems. Recent advances in our 
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 understanding of NR biology in diseases (particularly cancer) are explored 
and both established and novel therapeutic opportunities in targeting NRs are 
presented. This book provides a thorough and contemporary discussion of 
this field and highlights the many physiological and clinical roles for NRs, as 
described by leaders in the field. The findings and insight will be of relevance 
to both experts and those with a general interest in this fascinating class of 
transcriptional regulators.

Cancer Research UK Cambridge Research Institute Jason S. Carroll
Cambridge, UK
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This book, entitled, Nuclear Receptors in Human Health and Disease, is 
designed as an update to an earlier book entitled Nuclear Receptors, Current 
Concepts and Future Challenges, which was published in 2010. As before, 
the chapters are written by leaders in the field, and are broadly intended to 
serve as an introduction to the field, to discuss the state-of-the-art, and also to 
speculate where the field is going to meet the challenges on the horizon.

The first nuclear receptor was cloned over two decades before the first edi-
tion in 2010 and provided a rich paradigm for that book. Surprisingly, per-
haps, progress from 2010 to the time of writing has in many ways been 
equally remarkable. This is most evident in the chapter titles and their sec-
tional organization. In the 2010 book, the chapters were largely written 
around a single nuclear receptor, whereas in the current book chapters are 
very much more focused on roles of multiple nuclear receptors in shared 
phenotypes, such as metabolism or reproduction, or how multiple receptors 
interplay in a single biological function such as in circadian rhythm.

What is also clear is how much general biological insight has been estab-
lished and underpinned by nuclear receptor research, especially in the fields 
of epigenetics, genome organization, and transcriptional regulation. Similarly, 
it is also clear how biological concepts revealed elsewhere are rapidly trans-
lated into the nuclear receptor field to profound effect. For example, emerg-
ing concepts of the 3D genome, phase separation, and the impact of spatially 
divergent enhancers are already significantly shaping how nuclear receptor 
function is understood.

Finally, what is also clear is the explosion of different experimental and 
analytical approaches being applied to capture nuclear receptor function. A 
striking illustration of this is that the phrase “ChIP-Seq” did not appear in the 
2010 book but is now ubiquitous across chapters. This nuclear receptor field 
is an early adopter of technologies: variations of next-generation sequencing 
approaches have been applied to define the nuclear receptor cistrome, epig-
enome and chromatin accessibility, transcriptome, metabolome, and now, 
with approaches such as RIME, the proteome. Inevitably, this has required 
the development and application of integrative analytical approaches to ana-
lyze, interpret, and visualize these high-dimensional data sets.

Perhaps chastened by this amazing progress since 2010, the editors quietly 
dropped the “Future Challenges” from the title of this book.

Overview



xi

Part I  Reproduction and Development

 1   Nuclear Receptors in Pregnancy and Outcomes: Clinical 
Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   3
Luiza Borges Manna and Catherine Williamson

 2   Female Reproductive Systems: Hormone Dependence  
and Receptor Expression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21
Kevin K. W. Kuan and Philippa T. K. Saunders

 3   Nuclear Receptors in Ovarian Function . . . . . . . . . . . . . . . . . . . .  41
Doan Thao Dinh and Darryl Lyndon Russell

Part II  Metabolism

 4   Nuclear Receptors in Energy Metabolism  . . . . . . . . . . . . . . . . . .  61
Alina A. Walth-Hummel, Stephan Herzig, and Maria Rohm

 5   Nuclear Receptors and Lipid Sensing . . . . . . . . . . . . . . . . . . . . . .  83
James L. Thorne and Giorgia Cioccoloni

Part III  Central Systems

 6   Corticosteroid Receptors in Cardiac Health and Disease . . . . . . 109
Jessica R. Ivy, Gillian A. Gray, Megan C. Holmes, Martin A. 
Denvir, and Karen E. Chapman

 7   Physiological Convergence and Antagonism Between GR  
and PPARγ in Inflammation and Metabolism . . . . . . . . . . . . . . . 123
Marija Dacic, Gayathri Shibu, and Inez Rogatsky

 8   Circadian Rhythm and Nuclear Receptors  . . . . . . . . . . . . . . . . . 143
David W. Ray

 9   Vitamin D and Gut Health . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
James C. Fleet

Contents



xii

Part IV  Cancer

 10   Estrogen Receptor Alpha and ESR1 Mutations  
in Breast Cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Jaymin M. Patel and Rinath M. Jeselsohn

 11   AR Structural Variants and Prostate Cancer . . . . . . . . . . . . . . . . 195
Laura Cato and Maysoun Shomali

 12   ERβ and Inflammation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
Linnea Hases, Amena Archer, and Cecilia Williams

 13   Genomic Insights into Non- steroidal Nuclear Receptors  
in Prostate and Breast Cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
Sajad A. Wani and Moray J. Campbell

Part V  New Developments in Transcriptional Control  
by Nuclear Receptors

 14   Protein Condensation in the Nuclear Receptor Family; 
Implications for Transcriptional Output  . . . . . . . . . . . . . . . . . . . 243
Monique D. Appelman, Elle E. Hollaar, Jurian Schuijers,  
and Saskia W. C. van Mil

 15   Prostate Cancer Epigenetic Plasticity and Enhancer 
Heterogeneity: Molecular Causes, Consequences  
and Clinical Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
Jeroen Kneppers, Andries M. Bergman, and Wilbert Zwart

 16   Epigenetic Coregulation of Androgen Receptor Signaling . . . . . 277
Rayzel C. Fernandes, Damien A. Leach,  
and Charlotte L. Bevan

Part VI  Clinical Translation

 17   Clinical Translation: Targeting the Estrogen Receptor . . . . . . . . 297
Ciara Metcalfe and Jennifer O. Lauchle

 18   Drugging the Undruggable: Targeting the N-Terminal  
Domain of Nuclear Hormone Receptors . . . . . . . . . . . . . . . . . . . . 311
Marianne D. Sadar

 19   Genetic Variation and Mendelian Randomization  
Approaches  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
Mojgan Yazdanpanah, Nahid Yazdanpanah,  
and Despoina Manousaki

 Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  343

Contents



Part I

Reproduction and Development



3

1Nuclear Receptors in Pregnancy 
and Outcomes: Clinical 
Perspective

Luiza Borges Manna and Catherine Williamson

Abstract

Pregnancy is characterised by profound 
hormonal and metabolic changes in the 
mother. Both oestrogen and progesterone, 
along with their respective nuclear recep-
tors, have an important role in maintaining 
a healthy pregnancy. Equally, other nuclear 
receptors such as LXR, FXR and the 
PPARs play important roles in the gradual 
alterations in metabolism that ensure sur-
vival of mother and fetus. Disruptions in 
nuclear receptor signalling can result in 
pregnancy disorders such as gestational 
diabetes mellitus, intrahepatic cholestasis 
of pregnancy, hypertensive disorders of 
pregnancy and preterm labour, all of which 
have both immediate and long-term impli-
cations for maternal and fetal health. By 
reviewing data from human studies and 
animal models, this chapter will describe 
the contribution of nuclear receptors to 
normal pregnancy, their role in gestational 
disorders and their potential as therapeutic 
targets.

Keywords

Pregnancy · Oestrogen · Progesterone · LXR · 
FXR · PPAR · Gestational diabetes · 
Hypertension · Cholestasis

1.1  Introduction

Pregnancy is a unique state in which the maternal 
organism must undergo a multitude of physiolog-
ical adaptations to support the growth of a fetus, 
whilst also maintaining its own health. Numerous 
cardiovascular, renal, immune and metabolic 
changes occur in response to rising concentra-
tions of reproductive hormones and the growing 
conceptus [1]. Not surprisingly, disruptions in the 
complex regulation of these maternal modifica-
tions can result in pregnancy disorders.

In humans, maternal preparations for pregnancy 
occur in every menstrual cycle regardless of the 
presence of a conceptus. The uterus and endome-
trium undergo changes that render them receptive to 
embryo implantation and placental development [2, 
3]. The reproductive hormones oestrogen and pro-
gesterone play a key role in this process, along with 
their respective nuclear receptors (the ERs and 
PRs). Other nuclear receptors such as peroxisome 
proliferator- activated receptors (PPARs) and liver X 
receptors (LXRs) also influence trophoblast devel-
opment and placental formation. Comprehending 

L. Borges Manna · C. Williamson (*) 
Department of Women and Children’s Health, King’s 
College London, London, UK
e-mail: catherine.williamson@kcl.ac.uk
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the mechanisms underlying these early events is not 
only important for the understanding of early preg-
nancy pathologies such as recurrent miscarriage 
and implantation failure, but also later gestational 
complications. It is known that disruptions in decid-
ualisation, implantation and trophoblast invasion 
can have a lasting effect on pregnancy, as they can 
constitute the pathophysiological basis for pre-
eclampsia, intrauterine growth restriction and pla-
cental abruption [4].

After implantation, maternal metabolism 
adapts to cater for the increasing energetic 
demands of the fetus (Fig. 1.1). There are marked 
alterations in maternal metabolic pathways of 
uptake, storage and distribution of nutritional 

fuels to match different stages of fetal develop-
ment [1]. Early pregnancy is characteristically an 
anabolic state that guarantees the storage of 
nutrients in preparation for later stages of gesta-
tion. This period is marked by increased insulin 
sensitivity, lipogenesis and lipid storage [5]. As 
pregnancy advances, insulin resistance progres-
sively rises towards the third trimester, causing a 
shift to a catabolic state [5, 6]. Lipolysis is thus 
stimulated, leading to a state of physiological 
hyperlipidaemia in the mother [7]. Serum glu-
cose concentrations rise, and glucose is priori-
tised to the fetus, whilst the mother relies on 
serum lipids for nutrition [5]. Although the mech-
anisms behind these changes are not fully under-

Non-pregnant First and Second Trimesters Third Trimester

Glucose 
metabolism

Lipid 
metabolism

↑Insulin secre�on

↑serum glucose

↓ Total cholesterol ↑ Total cholesterol

↓ LDL cholesterol ↑ LDL cholesterol

↑ HDL cholesterol

↑ Triglycerides

↑ VLDL

• ↑ lipogenesis
• ↑ LPL ac�vity

• ↑ lipolysis
• ↓ LPL ac�vity
• ↑ ketogenesis

Addi�onal 
considera�ons

Insulin sensi�vity*

Fig. 1.1 Summary of changes in maternal metabolism 
during pregnancy. Arrows show direction of change. *: 
insulin sensitivity increases in the first trimester then pro-

gressively declines as the mother enters a catabolic state. 
LDL low-density lipoprotein, HDL high-density lipoprotein, 
VLDL very low-density lipoprotein, LPL lipoprotein lipase

L. Borges Manna and C. Williamson
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stood, nuclear receptors have been identified as 
plausible candidates for their regulation [8].

Close to term, changes in the uterine environ-
ment occur to facilitate parturition. The myome-
trium, previously quiescent, becomes responsive 
to labour stimuli and undergoes changes that 
facilitate its contractions. This is a process 
highly regulated by progesterone and its nuclear 
receptors.

In this chapter we will explore the contribu-
tion of nuclear receptors to the development of a 
normal pregnancy, focusing on early pregnancy 
events, maternal metabolic changes and mecha-
nisms behind parturition. We will then describe 
how nuclear receptors are implicated in disorders 
such as gestational diabetes, hypertensive disor-
ders of pregnancy, intrahepatic cholestasis of 
pregnancy and preterm labour.

1.2  The Role of Nuclear 
Receptors in Maintaining 
a Healthy Pregnancy

1.2.1  Progesterone Receptors 
and PPARS in Early Pregnancy

The development of a healthy materno-fetal 
interface is essential for pregnancy success. A 
key organ at this interface is the placenta. While 
maternal uterine receptivity is achieved through 
the process of endometrial decidualisation, the 
conceptus is responsible for the development of 
different trophoblastic lineages that will execute 
the placental functions of hormonal synthesis, 
materno-fetal exchange of nutrients and adequate 
supply to fetal tissues.

The process of decidualisation occurs in the 
second phase of the endometrial cycle, when pro-
gesterone concentrations rise following  ovulation. 
It transforms the oestrogen-primed endometrial 
stromal cells into specialised secretory cells that 
facilitate implantation and trophoblast develop-
ment [3]. Progesterone is a master regulator of 
this process via stimulation of its nuclear proges-
terone receptor (PR). Three forms of PRs have 
been identified in mice and humans: PR-A, PR-B 
and PR-C, with the first two recognised as the 

main isoforms present in the uterus [9]. PR can be 
activated by direct binding of progesterone, as 
well as through ligand-independent activation 
[10], illustrating the complexity of its function. 
Whilst the presence of both PR-A and PR-B is 
critical for the development of adequate decidual 
responses in mice, PR-B seems to have a less cru-
cial role. Knockout studies in mice have shown 
that the absence of PR-B does not induce a mark-
edly abnormal uterine phenotype [11, 12]. A tem-
poral change in the expression of each isoform, as 
well as their relative expression, is also essential 
for adequate endometrial proliferation [13].

After fertilisation, the conceptus implants into 
the decidualised endometrium. Its extraembry-
onic tissues undergo differentiation into distinct 
lineages, followed by migration and invasion of 
maternal tissues to form the placenta. The lineage 
termed villous trophoblast (VT) forms the chori-
onic villi, the main materno-fetal exchange sur-
face of the placenta. The extravillous trophoblast 
(EVT) is the lineage responsible for anchoring 
the placenta into maternal tissues and remodel-
ling uterine spiral arteries to optimise placental 
perfusion (Fig. 1.2) [14, 15].

The nuclear peroxisome proliferator- 
activated receptor (PPAR) has been impli-
cated in this early process of trophoblast 
differentiation and invasion. All three known 
PPAR isoforms, PPARα, PPARβ and PPARγ, 
are expressed in human and rodent placentas 
[16]. PPARγ and its heterodimer partner 
RXRα have the most widely reported role in 
this process. They are expressed in both VT 
and EVT [17]. Their essential role is illus-
trated by the fact that PPARγ-null mutations 
in mice result in early embryo demise second-
ary to inappropriate placental vascular forma-
tion and trophoblast differentiation [18]. In 
vitro experiments with PPARγ agonists 
showed that PPARγ activation abrogates 
maternal tissue invasion by the EVT, whilst 
PPARγ antagonists have the opposite effect 
[19–22]. There also seems to be an effect of 
PPARγ agonists on trophoblast differentia-
tion. In vitro studies of PPARγ-null tropho-
blast stem cells showed defects in 
differentiation of all trophoblast layers [23], 

1 Nuclear Receptors in Pregnancy and Outcomes: Clinical Perspective
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Myometrium

Decidua

Mesenchyma

Fetal vessels

Maternal spiral artery Maternal vein

Intervillous space

CTB

STB

Fetal capillaries CTB shell

iEVT

enEVT

CTB column

Primitive CTB

Villous trophoblast Extravillous trophoblast

CTB layer STB Proliferative Invasive

Interstitial EndovascularChorionic villi CTB column/shell

Anchorage Arterial invasion

A

B

Fig. 1.2 Simplified representation of placental 
structure (a) and lineages (b). After implantation, the 
extraembryonic tissues of the blastocyst differentiate 
into distinct lineages to form the placenta. It first dif-
ferentiates into the cytotrophoblast (CTB), a single 
layer of epithelial cells that gives origin to the chorionic 
villi, the functional units that facilitate feto-maternal 
exchange. The cytotrophoblast acts as a stem cell layer 
that generates all other lineages. The fusion of cells cre-
ates the multinucleated layer of the syncytiotrophoblast 
(STB), which is responsible for placental hormone syn-
thesis. Each chorionic villus is made of a mesenchymal 
chore, fetal capillaries, a layer of cytotrophoblast and a 

layer of syncytiotrophoblast. The CTB proliferates into 
columns above the chorionic villi, giving rise to the 
(EVT), which is responsible for anchoring the placenta 
into maternal tissues. These columns merge to form a 
CTB shell, which is a continuous structure only 
breached by maternal vessels that provide blood to the 
intervillous space. The EVT then differentiates into the 
interstitial EVT (iEVT), which invades the maternal 
decidua, and the endovascular EVT (enEVT), which 
invades the spiral arteries and replace their smooth mus-
cle to increase placental perfusion. Both LXRs and 
PPARs are involved in trophoblast differentiation and 
invasion

L. Borges Manna and C. Williamson
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although one study showed that this effect 
might be ligand- dependent [24].

Similarly, liver X receptors (LXR) have been 
shown to affect trophoblast function. Two sub-
types of LXR, LXRα and LXRβ, have been rec-
ognised to date. LXRα is highly expressed in 
tissues with high metabolic activity such as 
liver and adipose tissue, whereas LXRβ is ubiq-
uitously expressed [25, 26]. Both are expressed 
in the placenta [27]. LXR is a master regulator 
of cholesterol metabolism and is activated by 
endogenous oxysterols [28]. A study in an in 
vitro model of invasive human trophoblast 
showed that activation of LXRβ by synthetic or 
endogenous ligands can inhibit trophoblast 
invasion [29]. LXR activation, by both oxyster-
ols and a synthetic LXR agonist, can also 
impair trophoblast differentiation [30, 31].

1.2.2  Liver-X-Receptors, Clock 
Genes and Maternal 
Metabolic Adaptations in Mid- 
to- Late Pregnancy

Two groups of nuclear receptors, LXRs and the 
clock-regulating REV-ERBs, have been shown to 
influence maternal metabolic adaptations to preg-
nancy. LXR acts as a cholesterol sensor that pre-
vents cholesterol accumulation in tissues. It is a 
strong promoter of reverse cholesterol transport, 
stimulating the transport of cholesterol from the 
periphery to the liver, whereby it is excreted 
through the biliary system [25]. In the event of 
high serum concentrations of cholesterol, LXR 
induces the expression of transporters ABCA1 
and ABCG1, both of which facilitate the transfer 
of intracellular cholesterol onto apolipoproteins 
and HDL, and subsequent return of cholesterol to 
the liver [32, 33]. Despite preventing cholesterol 
accumulation, LXR has also a seemingly para-
doxical role in de novo lipogenesis. It upregulates 
SREBP-1c, ACC, SCD1 and FAS, all of which 
participate in fatty acid (FA) and triglyceride 
(TG) synthesis pathways [34]. Thus, LXR stimu-
lation can increase serum concentrations of TG 
and FAs. By promoting this effect, LXR facili-
tates cholesterol esterification by FAs, a process 

that decreases its toxic potential to cells [25]. A 
summary of the metabolic effects of LXR and its 
target genes can be found in Fig. 1.3a.

The role of LXR in promoting the marked 
lipogenic state of early pregnancy has been con-
firmed in a mouse model [35]. However, LXR did 
not seem to influence accompanying changes in 
cholesterol concentrations. The study showed 
that mouse pregnancy presents the expected find-
ings of increased hepatic concentrations of TG in 
early stages. A simultaneous upregulation of the 
LXR targets Fas, Scd-1 and Srebp-1c was also 
observed. These changes then resolved later in 
pregnancy, when increased serum concentrations 
of TG were observed. The same alterations in 
lipid metabolism were reproduced in non- 
pregnant females fed LXR agonists, and were 
disrupted in LXR knockout mice, confirming the 
role of LXRs in the process.

Data on the contribution of LXR to adapta-
tions in later pregnancy are scarce. LXR expres-
sion, along with the expression of other nuclear 
receptors, was shown to be reduced in the liver of 
mice in late pregnancy [36]. In a different study, 
changes in lipid metabolism in late pregnancy 
occurred in the presence of normal protein levels 
of both LXRα and LXRβ [35]. However, admin-
istration of LXR agonists had little effect on the 
downstream LXR gene expression profile. It is 
therefore possible that although LXR expression 
and protein availability remains constant through-
out pregnancy, gestational signals in later stages 
interfere with its function.

Changes in lipid metabolism in early pregnancy 
also seem to be associated with disruptions in the 
body’s clock function. Circadian signals are 
known to influence metabolic pathways [37]. The 
nuclear receptors REV-ERB-α and REV- ERB- β 
have been shown to regulate a feedback loop 
between the body’s master clock at the suprachias-
matic nucleus and peripheral organs [38, 39]. A 
study in mice showed that the expression of the 
lipogenic genes Fas, Scd2 and Hmgcr are increased 
in early pregnancy in comparison to late preg-
nancy. This increase seems to be uncoupled from 
the normal circadian oscillations in Rev-erb-α and 
Rev-erb-β expression. In late pregnancy, this syn-
chronicity is restored and becomes similar to that 
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LXRs

↑ SREBP-1C
↑ FAS
↑ ACC
↑ SCD-1 ↑ in FA and TG synthesis

↑ ABCA1
↑ ABCG1

↑ cholesterol efflux to HDL

↓ LDLR ↓ cellular cholesterol uptake

FXR

↑ SHP ↓ CYP7A1 and BA synthesis

↑ BSEP

↓ BA uptake in hepatocyte↓ NTCP

↑ LPL expression

↑ BA efflux from hepatocyte

↑ APOC II
↓APOC III

↓ SREBP-1c ↓ FA and TG synthesis

↑ PPARα ↑ FA oxi

A

B

Fig. 1.3 Simplified representation of the metabolic 

effects of nuclear receptors LXR and FXR. Arrows show 

the direction of effect on gene targets and physiological 

processes of (a) LXR and (b) FXR. LXR Liver-X- receptor, 

SREBP-1C Sterol regulatory element-binding protein 1, 

FAS Fatty acid synthase, ACC Acetyl-CoA carboxylase, 

SCD-1 Stearoyl-CoA desaturase 1, ABCA1 ATP-binding 

cassette transporter A1, ABCG1 ATP- binding cassette 

transporter G1, LDLR Low-density lipoprotein receptor, FA 

fatty acid, TG triglyceride, HDL high-density lipoprotein, 

FXR farnesoid-Xreceptor, SHP small heterodimer partner, 

BSEP bile salt export pump, NTCP Sodium-taurocholate 

co-transporting polypeptide, APOCII Apolipoprotein C-II, 

APOCIII apolipoprotein C-III, PPARα Peroxisome prolif-

erator-activated receptor alpha, CYP7A1 7α-hydroxylase, 

BA bile acid, LPL lipoprotein lipase

of non-pregnant females. This shows that, for the 
anabolic state of early pregnancy to occur, hepatic 
gene expression becomes independent of the usual 
hepatic clock system [40].

1.2.3  Parturition

Human labour is a complex event resulting from 
cervical ripening and myometrial contractions 

that culminate in the expulsion of the fetus and 
the placenta. In order to prevent early delivery of 
the fetus, the uterus remains quiescent through-
out gestation until endocrine, pro-inflammatory 
and mechanical changes occur to trigger myome-
trial activation [41]. Inflammation is a central 
feature of human labour (Fig. 1.4), and develop-
ment of a pro-inflammatory state within the 
uterus is one of the initial triggers for 
parturition.
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PLACENTA

↑ CRH secretion

Activation of NF-κβ

↓ligand binding to PR

FETUS

Activation of HPA axis

↑ placental synthesis of oestrogen

OESTROGEN↑ oxytocin receptor
↑ connexin 43

FETAL
MEMBRANES

↑ prostaglandins

↑ IL-1β, IL-6, TNFα,COX-2

UTERUS
- ↓ligand availability to PR
- ↑PR-A/PR-B ratio
- ↑ 20α -HSD

INFLAMMATION
CERVICAL RIPENING

CONTRACTIONS

Fig. 1.4 Simplified representation of the mechanisms underlying labour. Dashed arrows represent a positive effect. 
PR progesterone receptor, HPA axis hypothalamic-pituitary-adrenal axis, CRH corticotropin-releasing hormone

Progesterone is a major regulator of uterine 
quiescence. It provides anti-inflammatory and 
anti-contractile signals to the myometrium. PR 
blocks the activation of nuclear factor κβ (NF- 
κβ), an important initiator of the labour cascade 
of events, and its downstream inflammatory tar-
gets [42, 43]. At the same time, PR upregulates 
the expression of NF-κβ inhibitor [44]. In the 
myometrium, activation of PR inhibits the syn-
thesis of connexin 43 (cx43), thus blocking the 
formation of gap junctions that are responsible 
for uterine contractions [45]. In addition, by 
upregulating zinc finger E-box binding homeo-
box proteins ZEB1 and ZEB2, the PR inhibits the 
expression of contractile genes, including the 
oxytocin receptor [46].

In most mammals, the onset of labour is marked 
by increased inflammatory stimuli in uterine tis-
sues accompanied by a progressive decrease in 
circulating progesterone concentrations. In human 
pregnancy, however, serum concentrations of pro-
gesterone remain stable throughout gestation. It is 
thought that labour onset is secondary to a “func-
tional withdrawal” of progesterone, triggered by a 
change in the relative expression and function of 
progesterone receptor isoforms [47]. There is sub-
stantive evidence to suggest that PR-B is the prin-
cipal driver of uterine quiescence, whereas PR-A, 
when not bound to progesterone, has the ability to 
act as an endogenous repressor of PR-B [48]. A 
recent study in genetically modified mice has con-
firmed the distinct roles of PR-A and PR-B in 
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myometrial contractility. Mice that overexpressed 
the PR-B isoform had an increased length of gesta-
tion and poor uterine contractions. Mice overex-
pressing the PR-A isoform, on the other hand, 
showed increased uterine contractility. 
Downstream target genes of both isoforms were 
also analysed, confirming a stronger anti- 
contractile role of PR-B [49].

Studies in human myometrium have shown a 
marked increase in PR-A expression close to 
term, increasing the PR-A to PR-B ratio [50, 51]. 
In addition, in the period leading up to labour 
onset, a change in progesterone metabolism 
within the myometrium takes place. The expres-
sion of the enzyme 20α-hydroxysteroid dehydro-
genase (20α-HSD), that converts progesterone 
into an inactive metabolite, markedly increases, 
decreasing the ability of progesterone to bind to 
PR-A [52, 53]. The unliganded PR-A, in addition 
to repressing PR-B, acts as a transcriptional acti-
vator of cx43 [48, 54]. The anti-inflammatory 
properties of PR-B are then overcome, and unre-
strained tissue inflammation perpetuates labour 
signals [55]. In particular, an increase in IL-1β 
within the uterus increases NF-κβ activity, whilst 
at the same time repressing PR-B activity and 
further perpetuating the cycle of myometrial acti-
vation [56].

1.3  Nuclear Receptors 
and Gestational Disorders

1.3.1  Gestational Diabetes Mellitus

Gestational diabetes mellitus (GDM) is defined 
by the presence of glucose intolerance that devel-
ops, or is first recognised, in pregnancy [57]. The 
global prevalence of GDM is on the rise, with an 
estimated 16% of pregnancies affected by some 
form of hyperglycaemia [58]. This increase is 
thought to be linked to the equally rising preva-
lence of obesity amongst reproductive age 
women, and increase in maternal age [58, 59]. 
Pregnancies affected by GDM have an increased 
risk of poor outcomes, with the most prevalent 
complication being fetal macrosomia and its 
related birth injuries [57]. Fetal death, preterm 

birth and neonatal unit admission are also recog-
nised outcomes [60]. Mothers affected by GDM 
are also more likely to develop pre-eclampsia, 
adding to the existing maternal and fetal morbid-
ity [60]. The implications of GDM for future 
health are a much wider public health issue; 
affected women have an approximately 26% 
increased risk of developing type 2 diabetes mel-
litus 15 years after their GDM diagnosis, and are 
at higher risk of developing cardiovascular dis-
ease in later life [61, 62]. Meanwhile, children 
exposed to GDM in the intrauterine environment 
can have suboptimal neurodevelopmental out-
comes and also increased risk of developing met-
abolic disease later in life [59, 63, 64].

Oestrogen can influence glucose homeostasis 
[65], and oestrogen receptors have been investi-
gated in the pathophysiology of diabetes melli-
tus. An association between the rs1256031 
polymorphism in the oestrogen receptor β (Erβ) 
gene and the development of type 2 diabetes mel-
litus has been found in a Mexican study [66]. A 
similar study in a Chinese population did not 
confirm this association in GDM-affected women 
[67]. GDM development has, however, been 
associated with the PVuII single nucleotide poly-
morphisms in oestrogen receptor α (Erα) [68].

Outside of pregnancy, the development of 
insulin resistance and diabetes is closely related 
to disorders in lipid metabolism. Abnormal serum 
and tissue concentrations of lipids can be both 
cause and consequence of impaired glucose 
homeostasis [69–71]. Nuclear receptors involved 
in lipid regulation have thus been investigated in 
the context of type 2 diabetes mellitus. LXR ago-
nists have been shown to influence glucose 
metabolism both in vitro and in mice, and are 
thought to be potent serum glucose-lowering 
agents [72–74]. However, a concomitant rise in 
serum triglyceride concentrations with the use of 
these agents has so far hindered their develop-
ment as anti-diabetic drugs [74]. The contribu-
tion of LXR to GDM pathogenesis and its role in 
treatment of GDM have not been explored to the 
same extent. An analysis of gene expression in 
the adipose tissue of women affected by GDM 
showed an overall reduced expression of LXR 
and evidence of abnormal adipose tissue metabo-
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lism [75]. Although it is plausible that these 
changes might contribute to the development of 
GDM, substantive data are lacking.

Farnesoid X receptors (FXR) are also seen as 
promising targets for the treatment of glucose 
disorders [74]. Whilst LXR acts primarily as a 
cholesterol sensor, FXR is a sensor of the end 
products of cholesterol metabolism – bile acids 
(BA). When serum BA concentrations are raised, 
FXR inhibits further BA synthesis, whilst at the 
same time promoting BA excretion from the 
hepatocyte to the biliary system (Fig. 1.5). This is 
an important step in cholesterol metabolism, as it 
is excreted in the bile in the form of BAs. 
Therefore, FXR is also implicated in the control 
of lipid metabolism (Fig.  1.3b). In addition to 
modulating cholesterol concentrations, it induces 
the expression of LPL and downregulates 

SREBP-1c, generating an overall effect of lower-
ing serum triglyceride concentrations. There also 
seems to be an impact of FXR on glucose metab-
olism both directly, via repression of gluconeo-
genic genes, and indirectly by controlling serum 
concentrations of TG and free fatty acids (FFAs). 
Indeed, FXR-null mice show a dyslipidaemic and 
hyperglycaemic profile with hypertriglyceride-
mia, high concentrations of circulating FFAs, 
impaired glucose tolerance and decreased insulin 
sensitivity [76]. A study in pregnant FXR-null 
mice also demonstrated new onset of impaired 
glucose tolerance and insulin resistance in com-
parison to controls [77]. A randomised controlled 
trial investigating the effects of the natural FXR 
agonist obeticholic acid (OCA) showed that it 
increases insulin sensitivity and improves liver 
inflammation in adults affected by type 2 diabe-

ENTEROHEPATIC
CIRCULATION

SINUSOID HEPATOCYTE HEPATOCYTEBILE CANALICULUS

NTCP

OATPs MRP 2

BSEP

FXR
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MRP 4

MRP 2

BSEP

Cyp7a1 Cyp8b1

ENTEROCYTE
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MRP 3
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FGF
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Fig. 1.5 Summary of the main BA transporters in 
the enterohepatic circulation and FXR effects in the 
hepatocyte and enterocyte. The hepatocyte on the left 
represents the effects of FXR activation by bile acids 
(circles). Dashed green arrows represent transcriptional 
activation and solid red arrows transcriptional repres-
sion. The hepatocyte on the right represents additional 

bile acid transporters upregulated in the event of cho-
lestasis. Once bile acids reach the intestinal lumen they 
activate FXR in the enterocyte. FXR then induces the 
synthesis of FGF19, which reaches the hepatocyte to fur-
ther repress Cyp7a1 and Cyp8b1 after binding to its 
receptor, FGFR4. FXR Farnesoid X Receptor, SHP small 
heterodimer partner
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tes mellitus and non-alcoholic liver disease [78]. 
Based on these findings, the effects of OCA were 
also studied in a mouse model of diet-induced 
GDM [79]. Although a reduction in serum cho-
lesterol concentrations was observed, no changes 
in glucose tolerance occurred.

1.3.2  Intrahepatic Cholestasis 
of Pregnancy

Intrahepatic cholestasis of pregnancy (ICP) is a 
gestational liver disorder that presents with 
maternal pruritus and increased serum BAs. Its 
prevalence varies in different ethnicities and 
around the globe, ranging between 0.2% and 
5.6% of pregnancies [80, 81]. Although maternal 
symptoms tend to resolve soon after delivery, 
ICP is associated with adverse pregnancy out-
comes, which are directly related to serum BA 
concentrations. Preterm birth and neonatal unit 
admissions are more likely to occur when serum 
BAs are above 40 μmolL, whilst the stillbirth rate 
increases with BAs above 100 μmol/L [82, 83].

ICP has a multifactorial aetiology, with envi-
ronmental and genetic components [84–87], but 
FXR and its target genes are a central aspect of the 
pathophysiology of the disease. FXR is a master 
controller of the enterohepatic circulation, a pro-
cess that regulates synthesis and excretion of BAs 
in the hepatocyte, and their subsequent recycling 
through the bowel [88] (Fig.  1.5). Its natural 
ligands consist of both conjugated and unconju-
gated BAs [89, 90]. When high serum concentra-
tions of BAs are detected, FXR suppresses the 
enzyme CYP7A1, the rate-limiting step in the 
synthesis of BAs from cholesterol, whilst at the 
same time inducing the expression of the trans-
porter BSEP thus downregulating NTCP [89, 
91–94]. The overall effect is a reduction in BA 
synthesis, increase in BA excretion into bile and 
reduction in BA uptake in the hepatocyte.

There is evidence to suggest that FXR func-
tion is blunted in normal murine pregnancy. In 
fact, both mouse and human pregnancy show 
increased serum BA concentrations when com-
pared with non-pregnant controls [95]. 
Microarray followed by Ingenuity Pathway 

Analysis (IPA) have been performed in FXR- 
knockout and pregnant mice, showing that the 
attenuated response to rising BAs is similar in 
both groups i.e. reduced induction of FXR 
downstream targets Shp, Bsep, Mrp3 and Mdr1a 
[95]. This effect is thought to be mediated by 
rising concentrations of maternal hormones, as 
a direct interaction between ERα, sulfated pro-
gesterone metabolites and FXR has been 
reported [86, 95–98]. The exact purpose of this 
physiological change in FXR function during 
pregnancy is unknown, but it might play a role 
in regulating some of the maternal metabolic 
changes.

In ICP, it is thought that the altered hormonal 
environment as a consequence of pregnancy 
unmasks the disease in genetically predisposed 
women. Sulfated progesterone metabolites are 
markedly increased in the serum of women 
affected by ICP when compared to controls [98], 
and this is thought to interfere with FXR func-
tion. Women with ICP also present with dyslipi-
daemia and are at increased risk of developing 
GDM [99–101]. Both changes are consistent 
with findings in FXR knockout mice, confirming 
the finding of an attenuated FXR response in the 
condition [76].

The goals of ICP treatment are maternal 
symptom control and reduction of fetal risks. 
Ursodeoxycholic acid (UDCA) is commonly pre-
scribed to treat the disease. UDCA is a naturally 
occurring, relatively hydrophilic BA that makes 
up approximately 3% of the human BA pool 
[102]. Its effects occur by transformation of the 
BA pool into a less hydrophobic, hence less cyto-
toxic one, and by regulation of hepatic BA trans-
porters both at a transcriptional and protein level 
[103]. A large 2019 randomised placebo- 
controlled trial showed that UDCA has some 
effect on maternal pruritus but in this study it was 
not effective in reducing adverse perinatal out-
comes [104]. However, a more recent individual 
participant data meta-analysis that included data 
from a considerably higher number of ICP cases 
with serum BA concentrations ≥40 μmol/L than 
in the randomised placebo-controlled trial, 
showed that UDCA treatment reduces rates of 
stillbirth and preterm birth when maternal serum 
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BA concentrations are elevated above this thresh-
old [105].

Similar to GDM, ICP is associated with long- 
term metabolic consequences for the fetus. A 
cohort study in affected babies showed that they 
were likely to develop features of the metabolic 
syndrome in adolescence. These findings were 
replicated in a mouse model of gestational cho-
lestasis, and the mechanisms behind these 
changes are thought to be a disruption of lipid 
homeostasis in the fetoplacental unit [106]. In 
mice, UDCA treatment during pregnancy was 
able to reverse some of these features in the off-
spring [107].

1.3.3  Pre-eclampsia

Pre-eclampsia is a multisystem disorder of preg-
nancy characterised by raised maternal blood 
pressure after 20 weeks of gestation and endothe-
lial dysfunction, and it can result in multiorgan 
dysfunction [108]. It is one of the leading causes 
of maternal and fetal morbidity and mortality in 
low- and middle-income countries [109], causing 
approximately 14% of maternal deaths world-
wide [110].

The placenta seems to be central in the patho-
physiology of the disease. Placental dysfunction 
results in recurrent ischemia-reperfusion injury 
in the placental bed, triggering an angiogenic 
imbalance in the mother [111]. The origin of this 
placental dysfunction is a subject of debate: 
although conventionally it is thought to be the 
result of insufficient invasion of spiral arteries by 
the EVT, new lines of evidence propose that 
abnormal placental perfusion is secondary to 
underlying abnormalities in maternal cardiac 
function that preclude an adequate maternal car-
diovascular adaptation to pregnancy [112]. 
Definitive treatment of pre-eclampsia consists of 
delivery of the fetus and the placenta; however, 
this causes a dilemma for clinicians and women 
when a fetus is preterm. The recommended prac-
tice is strict control of maternal blood pressure 
and planned delivery from 37 weeks of gestation, 
with the decision to deliver severe cases prior to 
this taken on a case by case basis [113–115].

Given the influence of PPARγ on trophoblast 
differentiation and development, there is an 
increasing interest in its role in the pathogenesis 
and treatment of pre-eclampsia. The expression 
of PPARγ in placentas of women affected by pre- 
eclampsia has been investigated, but no differ-
ences have been found in comparison to controls 
[116, 117]. No associations between polymor-
phisms of the PPARγ receptor gene and the 
development or severity of pre-eclampsia have 
been found either [118]. Administration of 
PPARγ antagonists in mice induces a phenotype 
of raised blood pressure, reduced pup weight and 
endothelial dysfunction, similar to a pre- 
eclamptic phenotype [119]. In addition, the bal-
ance between pro- and anti-angiogenic factors in 
maternal serum is disrupted in a way similar to 
the disease in humans, and the studied mice show 
evidence of impaired trophoblast differentiation. 
Administration of the PPARγ agonist rosigli-
tazone reverses the majority of these changes 
[120, 121]. One study has shown that women 
who develop pre-eclampsia have decreased 
serum concentrations of PPARγ activators, which 
are normally increased in unaffected pregnan-
cies. These findings are present before the onset 
of disease [122].

LXRs have also been investigated in the con-
text of pre-eclampsia. Their roles in trophoblast 
development and regulation of placental choles-
terol metabolism have been postulated as contrib-
uting factors to its pathogenesis [123]. LXRα 
mRNA expression and LXRβ protein levels have 
been investigated in placentas from women 
affected by pre-eclampsia, with variable results 
[124, 125]. One study showed that expression of 
both LXRα and its target endoglin, a regulator of 
trophoblast invasiveness and endothelial function 
previously implicated in the pathogenesis of pre- 
eclampsia, were both increased in placentas from 
affected women [125].

1.3.4  Spontaneous Preterm Labour

Preterm labour (PTL) is defined as the onset of 
regular uterine contractions and cervical dilata-
tion prior to 37 weeks of pregnancy. An estimated 
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15 million babies are born premature every year, 
and the complications of an early birth are the 
leading cause of mortality in children under 
5 years of age [126, 127]. Considering that inflam-
mation is central to the onset of labour, conditions 
that cause an increase in the inflammatory load of 
uterine tissues are potential triggers of early 
labour. Recognised causes are maternal or fetal 
infection, early activation of the fetal hypotha-
lamic-pituitary-adrenal axis, chorion- decidual 
haemorrhage, over-distention of the myometrium 
(e.g. multifetal gestation), changes in the vaginal 
microbiome and maternal stress [128–130]. 
However, a significant number of cases of preterm 
labour do not have an identifiable cause.

So far, no effective treatment for PTL has been 
found. Pharmacological strategies consist of a 
reactive approach that aims to delay the onset of 
parturition for a few days, with the aim of allow-
ing time for fetal lung maturation with exogenous 
corticosteroids. Progesterone supplementation 
has been extensively studied as a preventative 
strategy. The rationale for this approach remains 
questionable, as it is an established fact that the 
onset of human labour is not secondary to decreas-
ing progesterone concentrations. Nevertheless, 
positive results have been found in women at high 
risk of PTL, such as those with a previous history 
of PTL, evidence of a short cervix or multifetal 
pregnancies. The most recent individual partici-
pant meta-analysis evaluating randomised clinical 
trials in this subject has shown that the adminis-
tration of vaginal progesterone and intramuscular 
17- hydroxyprogesterone caproate (17-OHPC) are 
successful in preventing birth before 34 weeks in 
high risk singleton pregnancies [131]. This effect 
seems to be stronger in women with a reduced 
cervical length.

The challenges in developing strategies for the 
prevention of preterm birth stem from the fact that 
it has multiple causative factors, with likely dis-
tinct molecular mechanisms. In addition, the 
background risk of different populations varies, 
hindering the assessment of interventions. The 
mechanisms through which progesterone supple-
mentation can prevent PTL are still not fully 
understood. A study of progesterone supplemen-

tation in mice showed no changes in the expres-
sion of molecules related to uterine contractility, 
cervical remodelling or local inflammation [132]. 
A different study showed that vaginal progester-
one, in contrast to intramuscular 17-OHPC, has 
an influence on the myometrial immune profile 
and molecules related to cervical ripening [133]. 
It is also possible that different preparations of 
progestogens exert distinct effects on PRs and 
labour mechanisms, or can evade the myometrial 
changes in progesterone metabolism in different 
ways [134]. Understanding these mechanisms 
would allow us to optimise the use of progester-
one for prevention of PTL.

1.4  Conclusions

Nuclear receptors are remarkable integrators of 
hormonal, nutritional and transcriptional path-
ways that are increasingly recognised as impor-
tant orchestrators of pregnancy adaptations. They 
are an essential part of early events of pregnancy, 
maternal metabolic adaptations and parturition. 
So far, the prospect of treating gestational disor-
ders with modulators of nuclear receptors has 
been mainly considered with reference to treat-
ment strategies applied to non-gestational pathol-
ogies. A better understanding of the role of 
nuclear receptors in normal gestation and its spe-
cific disorders is necessary to enable consider-
ation of potential new therapeutic strategies.
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2Female Reproductive Systems: 
Hormone Dependence 
and Receptor Expression

Kevin K. W. Kuan and Philippa T. K. Saunders

Abstract

The female reproductive system which con-
sists of the ovaries, uterus (myometrium, 
endometrium), Fallopian tubes, cervix and 
vagina is exquisitely sensitive to the actions of 
steroid hormones. The ovaries play a key role 
in the synthesis of bioactive steroids (oestro-
gens, androgens, progestins) that act both 
within the tissue (intracrine/paracrine) as well 
as on other reproductive organs following 
release into the blood stream (endocrine 
action). Sex steroid receptors encoded by the 
oestrogen (ESR1, ESR2), progesterone (PR) 
and androgen (AR) receptor genes, which are 
members of the superfamily of ligand acti-
vated transcription factors are widely 
expressed within these tissues. These recep-
tors play critical role(s) in regulation of cell 
proliferation, ovulation, endometrial receptiv-
ity, myometrial cell function and inflamma-
tory cell infiltration. Our understanding of 
their importance has been informed by studies 
on human tissues and cells, which have 
employed immunohistochemistry as well as a 
wide range of molecular and genetic methods 
to identify which processes are dependent ste-
roid ligand activation. The development of 

mice with targeted deletions of each of these 
receptors has provided complementary data 
that has extended our appreciation of cell-cell 
interactions in the fine tuning of reproductive 
tissue function. This large body of work has 
formed the basis of new and improved thera-
peutics to treat conditions such as infertility.

Keywords

Ovary · Uterus · Fallopian tube · Cervix · 
Oestrogen receptors · Androgen receptor · 
Progesterone receptor

2.1  Introduction

Steroid hormones, acting via their cognate recep-
tors, play a key role in regulation of all organs 
within the female reproductive system. The ova-
ries are a major source of endocrine steroid hor-
mones that have body-wide impacts on both 
reproductive and other tissue systems. In this 
chapter we will introduce the organs of the female 
reproductive system, review data on each of the 
main steroid receptors that bind oestrogens, 
 progestins and androgens, their patterns of 
expression and impact on the reproductive tis-
sues/cells. The primary focus will be on human 
tissue function but with some information on 
model species where this provides complemen-
tary information.
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2.2  Anatomy of the Female 
Reproductive System

The anatomy of the reproductive system in 
women is illustrated in Fig. 2.1.

2.2.1  Ovaries

Ovaries are oval-shaped organs located on either 
side of the uterus composed of both germ cells 
(developing into oocytes) and somatic cells 
(granulosa, thecal, stromal). Externally, the ovary 
is surrounded by simple cuboidal epithelium 
overlying the cortex where ovarian follicles of 
various maturities reside. Ovarian follicles typi-
cally contain a single oocyte surrounded by gran-
ulosa and thecal cells [126]. The innermost layer 
of the ovary is known as the ‘medulla’ or ‘hilus’ 
mainly comprised of neurovascular structures 
[52]. Follicular maturation is a complex process 
that is temporally controlled by interrelated intra- 
and extra ovarian factors that lead to ovulation of 
a mature oocyte and transformation of the rup-
tured follicle into a corpus luteum (Fig. 2.1) [24]. 
In primates, multiple follicles initiate develop-
ment during each menstrual cycle but the major-

ity fail to complete the process to become the 
dominant ovulatory follicle. After ovulation, 
development of the corpus luteum is associated 
with extensive angiogenesis and transformation 
of the follicular cells (granulosa/theca) into luteal 
cells which are characterised by secretion of pro-
gestins [42, 47].

2.2.2  Fallopian Tubes

The Fallopian tubes (oviduct) act as the con-
nection between the ovaries and the uterus 
facilitating transport of the oocyte following 
ovulation (Fig. 2.1). They are surrounded by a 
muscular layer composed of circular and longi-
tudinal smooth muscle fibres and are lined by 
ciliated cells in the inner mucosal layer [14]. 
The Fallopian tubes can be divided into four 
main segments: fimbrae, infundibulum, 
ampulla, and isthmus. The infundibulum is the 
widest and most distal section with small, fin-
ger-like projections (known as fimbrae) that 
capture the released ovum in the peritoneal cav-
ity. Once sequestered, the coordinated muscu-
lar contractions and beating of cilia on the 
epithelial cells direct the ovum towards the 

Fig. 2.1 Architecture of the human reproductive organs 
in women. Note the relationship between the two ovaries 
found in close association with the fimbrae leading to the 
Fallopian tubes down which shed oocytes travel en route 

to the lumen of the uterus. The uterus (womb) has a robust 
outer layer consisting of muscle cells (myometrium) and 
an inner luminal layer of endometrium. (Figure prepared 
by KK using BioRender software)
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uterus [148]. Lastly, the isthmus is a short, nar-
rowed segment connecting the ampulla to the 
uterus.

2.2.3  Uterus

The uterus (womb) is a multi-layered, hollow 
reproductive organ that plays a key role in nurtur-
ing the developing embryo. Like the ovaries, it is 
suspended by several ligaments with attachments 
to pelvic structures. The Fallopian tubes join on 
either side of the superior uterus segment (fun-
dus) and the cervix opens inferiorly from the isth-
mus [4]. From the outermost to innermost layer, 
the uterus consists of the perimetrium, myome-
trium, and endometrium (Fig. 2.1). The perime-
trium is a serous layer of epithelial cells 
lubricating the surface of the organ within the 
peritoneal cavity. The myometrium is made up of 
longitudinal and circular smooth muscle layers 
that enlarge during pregnancy to accommodate 
the foetus [76].

The endometrium undergoes structural 
changes throughout the endometrial cycle 
(Fig.  2.2) as well as contributing to the pla-
centa during pregnancy. The luminal aspect of 
the endometrium is lined by a simple columnar 
epithelium that overlies the multicellular 
stroma containing endometrial stromal fibro-
blasts/decidual cells, connective tissue, spiral 
arteries, and glands [35]. The stromal compart-
ment also hosts a complex, dynamic and fluc-
tuating population of immune cells which 
includes a unique population of CD56 positive 
natural killer (CD56+ NK) cells, members of 
the monocyte/macrophage  lineage and neutro-
phils [6, 33, 68]. In women, the inner portion 
of the endometrium is referred to as the func-
tional layer with the area closest to the myome-
trium considered as the basal layer: the 
functional layer is shed at the time of menstru-
ation (Fig. 2.2). One of the most striking alter-
ations in endometrial function occurs following 
ovulation, when the rapidly rising concentra-
tions of progesterone (P) in the blood bathing 
the tissue stimulate terminal differentiation 
(decidualization) of the stromal fibroblasts to 

create a favourable microenvironment for 
embryo implantation [115]. Details of the pro-
cess of decidualization of the endometrium are 
reviewed in [50]; stromal cell decidualization 
can be successfully modelled in  vitro using 
cells isolated from endometrium during the 
proliferative phase [49, 56]. In the absence of 
pregnancy a rapid fall in the concentration of 
ovarian-derived progesterone triggers a cas-
cade of events leading to menstruation includ-
ing an influx of immune cells; increased 
expression of inflammatory mediators such as 
prostaglandins increased vessel permeability 
and increased expression of enzymes that break 
down extracellular matrix culminating in endo-
metrial tissue breakdown [35]. One of the most 
remarkable features of menstruation is the 
piecemeal shedding of the tissue which occurs 
in parallel with rapid repair and restoration of 
tissue integrity without forming a scar [48].

2.2.4  Cervix and Vagina

The lower segment of the uterus is known as 
the cervix and has three distinct functions: 
maintaining a sterile environment in the upper 
female reproductive tract, facilitating sperm 
transport, and retaining the foetus during preg-
nancy until delivery. These functions are regu-
lated by local and circulating hormones. For 
example, when oestrogen levels rise, cervical 
secretion of watery mucous increases, raising 
the pH, and optimizing the environment for 
sperm survival. However, when progesterone 
increases, mucous secretions decrease and 
become more viscous blocking sperm migra-
tion [102]. The cervix opens into the vagina 
which extends to the vulva forming the vaginal 
canal. It is a muscular tube covered by strati-
fied squamous epithelial cells. The vagina does 
not have glands and lubrication is generated 
from fluid transudate passing through epithe-
lial cells which can be upregulated by sexual 
stimulation or oestrogen [60]. The fall in circu-
lating concentrations of steroids after meno-
pause can contribute to vaginal dryness and 
tissue atrophy [87].
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Fig. 2.2 Summary of the different phases of the human 
menstrual cycle. The upper section of the figure highlights 
the changes in the ovary illustrating a single follicle as it 
grows and develops prior to ovulation and thereafter 
transforms into a corpus luteum which regresses if preg-
nancy does not occur. The phases of the endometrial cycle 
that mirror these changes in ovarian function are given 
below the diagram of the endometrium. During the fol-
licular/proliferative phase, rising concentrations of follic-

ular oestrogen promote cell proliferation and active 
angiogenesis. After ovulation, the production of proges-
terone by the corpus luteum promotes functional differen-
tiation (decidualization) of the stromal cells. If pregnancy 
does not occur, the corpus luteum involutes, circulating 
levels of progesterone fall rapidly and the inner aspect of 
the tissue breaks down (menstruation). (Figure prepared 
by KK adapted from “Uterine Cycle” from BioRender.
com 2021)

2.3  Hormone Biosynthesis 
and Metabolism Within 
the Female Reproductive 
System

In women, steroids are synthesised from cho-
lesterol in the ovaries and adrenals via a series 
of enzymatic conversions which has been 
extensively reviewed elsewhere [110, 119]. 
The key enzymes fall into two major classes of 
proteins: the heme-containing cytochrome 
P450 (CYP) and the short chain dehydroge-
nase/reductase (HSD). The review by Hu et al. 
contains a useful summary of the key locations 
of these enzymes [72]. For a detailed analysis 

of the differences between steroid pathways in 
the ovaries and adrenals, readers are referred 
to Miller and Auchus [110]. Studies in rodent 
models have been useful in identifying the 
role of ovarian steroids but have some limita-
tions because human adrenal glands produce 
large quantities of the androgens dehydroepi-
androsterone (DHEA) and androstenedione 
but mouse adrenals do not [143].

2.3.1  Endocrine – Ovary

The ovaries are part of the hypothalamus- pituitary- 
ovarian (HPO) axis, which is a hormone driven 
regulator of the female reproductive system [38]. 

K. K. W. Kuan and P. T. K. Saunders

http://biorender.com
http://biorender.com


25

In brief, at the hypothalamus, pulsatile secretion of 
gonadotrophin-releasing hormone (GnRH) acts on 
the anterior pituitary to stimulate synthesis and 
secretion of the gonadotrophin hormones luteinis-
ing hormone (LH) and follicle- stimulating hor-
mone (FSH). These hormones bind to G-protein 
coupled receptors expressed in ovarian cells to 
regulate cell growth and the expression of enzymes 
that regulate biosynthesis of steroid hormones. 
Mature ovarian follicles have 4 main cell types: 
the oocyte which is surrounded by cumulus granu-
losa cells, the outer mural granulosa cells and the 
surrounding thecal cells. In the early stages of fol-
licular development the primary effects of LH are 
on the thecal cells whereas FSH receptors are 
abundant on granulosa cells [126].

Within the ovary, steroidogenesis is parti-
tioned between the granulosa and theca cells 
which express different enzymatic components 
in humans (and mice) summarised as conforming 
to a ‘two cell/two gonadotropin model’ [74]. In 
brief, androgens are synthesized from cholesterol 
in LH-stimulated theca cells, then converted into 
oestrogens in FSH-stimulated granulosa cells. 
The enzyme CYP17, which converts pregneno-
lone and progesterone to dehydroepiandrosterone 
(DHEA) and androstenedione, respectively, is 
expressed primarily in theca cells. Aromatase 
(CYP19), the protein which plays a critical role 
in conversion of testosterone to oestradiol, is 
expressed in mural granulosa cells with levels 
rising rapidly as the follicles mature [141]. 
Notably, LH receptors are not exclusively found 
in theca cells, with expression levels in mural 
granulosa cells rising in response to FSH just 
prior to the LH surge [74]. In female mice with 
targeted deletion of Cyp19 (Arko) the ovaries 
contain cells with characteristics of testicular 
cells including seminiferous tubule-like struc-
tures lined with Sertoli cells [16] a phenotype 
that has clear parallels with that of the ovaries of 
mice with double knockouts of Esr1/Esr2 high-
lighting a role for locally synthesised oestrogens 
in granulosa cell differentiation/phenotype [45].

Ovulation is a tightly regulated multistep pro-
cess; following ovulation a rapid reorganization 
and remodelling of the follicle occurs as the gran-
ulosa cells and theca cells luteinize (reviewed in 
[128]). The capacity to transform cholesterol to 

progesterone is a universal characteristic of cor-
pora lutea (CL) and involves the mitochondrial 
P450scc and 3βHSD type 2 located in the endo-
plasmic reticulum: both enzymes are dramati-
cally upregulated in the CL enabling the organ to 
produce large quantities of progesterone [138], 
The CL also produces androgens and oestrogens 
with the major androgen produced by the ovary 
being the weak androgen, androstenedione [138].

2.3.2  Intracrine

Studies in mice were the first to highlight an 
essential role for local expression of aromatase 
within the decidualized endometrium in regula-
tion of angiogenesis [37]. Subsequent studies 
using primary endometrial stromal cells decidu-
alized in vitro mirrored these findings [53]. More 
recently Gibson and colleagues have shown bio-
synthesis and intracrine metabolism of androgens 
occurs during decidualization and can influence 
expression of genes implicated in endometrial 
receptivity [56]; reductions in the precursor pool 
of DHEA with age which may contribute to 
reduced fertility in older women [58]. Taken 
together all these studies point towards an impor-
tant role for oestrogen and androgen metabolism 
in supporting the development of a receptive 
endometrial tissue microenvironment and estab-
lishment of a viable pregnancy. Targets for the 
actions of the locally generated oestrogens 
include immune cells [59] and endothelial cells 
[62]. Intracrine metabolism of steroids has also 
been investigated in postmenopausal tissues with 
landmark studies from the Labrie group high-
lighting the potential use of topical DHEA as a 
treatment for vaginal atrophy [86].

2.4  Expression and Action 
of Steroid Receptors Within 
the Female Reproductive 
System

2.4.1  Oestrogen Receptors

In the female reproductive system, oestrogen’s 
effects are classically mediated by two nuclear 
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hormone receptors: ERα (encoded by ESR1) and 
ERβ (encoded by ESR2). All steroid receptors are 
believed to have arisen from a common ER-like 
ancestor with divergence of ESR1 and ESR2 
sequences occurring following the evolution of 
jawed vertebrates [139]. Notably, whilst ERα and 
ERβ exhibit a high degree of homology in their 
DNA binding domains suggesting they can bind 
to similar promoter sequences, differences in the 
amino acids within their ligand binding domains 
alter their affinity for some ligands (such as phy-
toestrogens) [36, 100]. These receptors may act 
via both classical and non-classical pathways 
with the latter involving rapid signalling [67, 90]. 
Oestrogens may also bind GPER1 a G-protein 
coupled receptor that is expressed in human 
endometrium [82]; much less is known about this 
receptor than the nuclear receptors and its role is 
outside the scope of this chapter.

The expression of ERα and ERβ mRNAs and 
protein vary between different cells and tissues in 
the reproductive system; the complexity of the 
system is further complicated by the expression 
of a number of splice variant isoforms [124, 132, 
136]. When ERα and ERβ (or their splice vari-
ants) are expressed in the same cell they may 
form either homo- or heterodimers with varying 
impacts at regulatory domains acting either by 
direct binding to EREs (oestrogen response ele-
ments) or via tethered binding mechanisms 
involving additional transcription factors such as 
AP1, Sp1 and FOXO [62, 117]. Together with the 
potential for varying ligand affinities, the avail-
ability of two different oestrogen receptors may 
explain why such a variety of oestrogen- 
dependent responses have been reported in repro-
ductive tissues and reproductive pathologies. We 
and others have used specific antibodies to reveal 
cell-specific patterns of expression in human 
reproductive tissues [28, 34, 131]. Animal mod-
els with global or cell specific ablation of Esr1 
and/or Esr2 have been developed and can be a 
useful complement to studies on human tissues 
and cells [45, 84].

Ovary

Analysis of primate ovaries was undertaken using 
three different antibodies directed against different 
regions of recombinant ERß protein: protein of 
appropriate size was detected on Westerns and 
localized to cellular nuclei in multiple cell types in 
both marmoset and human ovaries [131]. In this 
study there was consistent detection of ERβ protein 
as the predominate ER subtype in the nucleus of 
granulosa cells (all follicle sizes), thecal cells, cor-
pus lutea, stroma, and epithelium. In the same study 
(in parallel tissue sections) ERα expression was 
lower in the stromal/thecal cells and was only 
expressed in granulosa cells of antral follicles [131]. 
Splice variant isoforms of the ESR2 gene have also 
been identified in the human ovary but their func-
tion is unknown [124].

In mice engineered with knockout of Esr1 
(ERαKO), Esr2 (ERβKO) or both, studies have 
revealed that the single knockout mice display 
distinct phenotypes [30, 45]. For example, 
Dupont et al. reported that the ERαKO females 
are sterile, whereas ERβKO females are either 
infertile or exhibit variable degrees of subfertility 
[45]. Folliculogenesis proceeds normally up to 
the large antral stage in both ERαKO and ERßKO 
adults, whereas large antral follicles of ERαβKO 
adults are markedly deficient in granulosa cells 
[45]. Couse et al. also reported that steroidogen-
esis in the ERαKO ovaries was disturbed. For 
example, Hsd17b3 expression was upregulated 
with formation of Leydig-like cells in the intersti-
tium [30]. Strikingly, in the ERαβKO, granulosa 
cells transform into cells displaying junctions 
that are unique to testicular Sertoli cells and with 
up regulation of Sox9, a transcription factor 
involved in differentiation of Sertoli cells in the 
foetal testis [46]. Notably SOX9 has also been 
identified as a marker of ER negative luminal cell 
progenitors in breast cancer [25] and its upregu-
lation has been implicated in resistance to endo-
crine therapies including administration of the 
SERM tamoxifen [75].
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In adults, ERβKO ovaries exhibit an attenu-
ated response to FSH and reduced expression of 
Lhcgr and Cyp19a1 both of which are critical 
for ovarian steroidogenesis [41, 66]. These stud-
ies have been complemented and extended by 
genomic profiling of granulosa cells recovered 
using laser capture microdissection which con-
firmed altered expression of genes known to be 
regulated by FSH (Akap12 and Runx2) as well 
as a extending this relationship to include 
approximately 300 other genes not previously 
reported as associated with ERβ regulation of 
these cells [10]. These studies have been com-
plemented by a large body of literature explor-
ing the function of human granulosa cells 
in vitro with recent papers highlighting aberrant 
gene expression and steroid metabolism in cells 
recovered from the ovaries of women with poly-
cystic ovarian disease [88, 116].

Fallopian tube

Expression of ERα and ERβ is reported to remain 
relatively constant in the Fallopian tubes although 
expression of ERα protein was reduced in biop-
sies from women with ectopic pregnancy [71]. 
The limited number of studies on human tissues 
have been complemented by those focused on the 
oviduct of mice that have reported embryo trans-
port was unaffected in the ERβKO.  In contrast 
when embryos were retrieved from Wnt7acre/+; 
Esrf/f (ERαKO) females 3.5  days post coital 
(dpc), 100% of the embryos were retained in the 
oviduct whereas they had transited to the uterus 
in wild types [91]. In another study of conditional 
knockout mice (cKO) lacking ERα, fertilized 
eggs failed to survive beyond the 2-cell stage. 
When antimicrobial activity was measured in 
vitro, significantly higher protease activity was 
observed in the cKO mice compared to the wild 
type resulting in disruption of the zona pellucida 
and altered plasma membrane activity, both detri-
mental to the survival of embryos [154].

Endometrium

During the menstrual cycle, the fluctuating levels 
of ovarian-derived oestrogenic hormones results 
in physiological endometrial changes that are 
mediated by both ERα and ERβ. The patterns of 
expression vary between the cell types within the 
tissue with the prediction that a variety of both 
homo- and hetero-dimers may be formed. In the 
functional layer, ERα protein expression is high 
in glandular epithelial and stromal cells during 
the proliferative phase but reduced during the 
mid-late secretory phase [32, 104]. In contrast, 
ERβ was expressed in the luminal epithelium,  
endothelial cells and stromal fibroblasts. Whilst 
protein expression declined in the epithelial cells 
during the secretory phase, it remained unchanged 
in the stromal cells [32]. Notably the expression 
of ERα and ERβ in the cells of the basal compart-
ment did not show such dynamic changes as 
those in the functional layer.

Expression of ERα is important for both endo-
metrial cell proliferation and expression of 
PR. Studies in mice have been useful in showing 
that the impact of E2 on epithelial cell prolifera-
tion during the follicular phase is mediated via 
stromal ERα. Specifically the E2 stimulated 
ERα-dependent gene expression increases the 
secretion of insulin growth factor 1 (Igf1) and 
other proteins (Mad211, Cdkn1a, Cebpb) that 
stimulate endometrial epithelial cell proliferation 
[155]. Elevated caspases (pro-apoptotic) were 
found in uterine epithelial-specific αERKO mod-
els, suggesting ERα may directly regulate apop-
tosis in this cell type [153].

On the contrary, in vitro studies suggest 
that ERβ inhibits endometrial epithelial cell 
proliferation. When βERKO uteri underwent 
E2 stimulation, increased stromal Igf1 mRNA 
and decreased epithelial growth factor recep-
tor (Egfr) expression was observed [144, 149]. 
In mice with selective ERα ablation in luminal 
and glandular epithelial cells, decidualization 
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was impaired which may be explained by the 
reduced expression of leukemia inhibitory fac-
tor (Lif) as Lif activates the ERK1/2 pathway 
which induces Indian hedgehog (Ihh) expres-
sion in the epithelium and controls stromal 
decidualization [118]. Apart from regulating 
cellular proliferation and decidualization, ERs 
also modulate endometrial vascularisation and 
expression of angiogeneic factors such as vas-
cular endothelial growth factor (Vegf) [113]. 
Cell based studies using endothelial cells from 
different vascular beds including endometrium 
and myometrium reported that these cells con-
tained ERβ mRNA and protein but no ERα 
(consistent with their phenotype in intact tis-
sue and that the impact of oestrogens on these 
cells was via a tethered receptor binding 
mechanism involving Sp1 [62].

Oestrogens play a key role in regulating the 
function of endometrial immune cells including 
uterine natural killer (uNK) cells [55, 69, 135] 
and mast cells [39]. When CD56+ uNK cells 
were retrieved from human endometrial tissue, 
mRNA for ERβ could be detected and cells were 
immunopositive for ERβ throughout all stages of 
the menstrual cycle, suggesting that ERβ homodi-
mers form in these cells [69]. Gibson et al. found 
that oestrogen stimulation increased uNK cell 
migration and chemokine ligand 2 secretion 
which promotes endothelial angiogenesis and 
modulates vascular functioning [55] and that the 
cells expressed a variant of ERα (ERα46) on their 
cell membranes which might mediate rapid E2 
dependent signalling and cell mobility [59]. 
Expression of this variant in other immune cells 
is yet to be explored. Aberrant expression of 
endometrial ERs has been implicated in a range 
of uterine disorders including endometriosis, 
adenomyosis, and endometrial cancer the discus-
sion of which is beyond the scope of this chapter 
[129, 156].

Myometrium

Within the myometrium, ER plays a crucial role 
in pregnancy. Quantitative RT-PCR of human 
myometrial tissue collected at term mainly iden-
tified ERα mRNA expression while ERβ mRNA 

was negligible [150]. During labour, the spike in 
E2 levels increases uterine contractility by  several 
mechanisms including an accentuated oxytocin 
response [150], increased connexin-43 gap junc-
tion protein, increased prostaglandin-E2 and F2a 
[85], and inhibition of myometrial K+ channels 
[81]. As oestrogen levels continuously rise 
throughout pregnancy, it has been suggested that 
the ratio of spliced ERα variants, ERΔ7 and 
ERα46, may play a role in preventing premature 
uterine contractions [5]. In a recent study tran-
scriptomic analysis was used to unravel the com-
plex co-regulation of genes that is involved in the 
transformation of myometrial cells into a con-
tractile phenotype revealing an important role for 
long non coding RNAs and microRNAs with 
ESR1 identified as one of 3 master regulators 
opening up new avenues for research into the role 
of this receptor subtype in regulation of the myo-
metrium [142]

Vagina

Oestrogen receptors are important to normal 
functioning of the vagina: only the basal layer 
undergoes mitogenic activity whereas supra- 
basal cells are keratinized with a squamous 
appearance. In post-menopausal women, there is 
a reduction in both ERα and ERβ in the vaginal 
mucosa [22] and treatments with selective 
ER-modulators such as Ospemifine are currently 
being explored to increase receptor expression 
and alleviate the symptoms of vaginal atrophy 
[89]. Ayehunie and colleagues developed a 
Hormone-Responsive Organotypic Human 
Vaginal Tissue Model and used this to explore the 
expression of receptors as well as the impact of 
E2 and progesterone (P) on gene expression dem-
onstrating a significant upregulation in immune 
regulating genes in response to E2 [8].

In ERαKO mice, the absence of ERα led to a 
reduction of keratin receptors Krt6a and Krt10 
and failure of epithelial cells to undergo keratin-
ized differentiation [92, 112]. Studies in mice 
suggest ERα is also responsible for preventing 
vaginal epithelial atrophy and maintaining cellu-
lar integrity [92]. Oestrogen receptors may also 
play a role in regulation of leukocyte activity in 
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the vagina. The ERαKO mice showed excessive 
neutrophil infiltration throughout the estrous 
cycle which can damage tissue integrity by 
heightening neutrophil elastase and matrix metal-
loproteinase activity [92].

2.4.2  Progesterone Receptors

There is a single PR gene in human and rodent 
but this encodes two isoforms of the protein 
(PRA, PRB) [29, 40]. The human PR isoforms 
(hPRA, 94 kDa; hPRB, 114 kDa) are transcribed 
from distinct, oestrogen-inducible promoters 
and the only difference between them is that the 
first 164 amino acids of hPRB are absent in 
hPRA [51]. The classical actions of hPR involve 
binding to DNA at progesterone response ele-
ments within the promoter or distant enhancer 
of a target gene [9]. In common with the ERs 
discussed above, PR can also modulate gene 
expression through a pathway involving PR 
tethering to transcription factors such as AP1, 
SP1, NFkB, and signal transducer activator of 
transcription 3 (Stat3) [64]. Following ligand 
binding, redistribution of PR into discrete sub-
nuclear foci occurs in endometrial cells that is 
dependent upon binding to the nuclear matrix 
and is associated with transcriptional activity: 
mutants lacking the ability to interact with the 
matrix have been identified [61]. In addition to 
transcription factors involved in the tethered 
response, several other co-factors important for 
PR dependent responses have been identified in 
endometrial tissues. One example is FOXO1A 
which plays an important role in regulation of 
genes involved in decidualization such as 
IGFBP1 [79]. An alternative signalling pathway 
is mediated via membrane-bound GPCR and 
membrane spanning receptors that are beyond 
the scope of this chapter but were recently com-
prehensively reviewed by Medina-Laver et  al. 
[108].

Since the discovery of the two isoforms of PR, 
there has been an effort to determine their relative 
contributions to progesterone dependent impacts 
on cell function. In vitro studies have demon-
strated PRA inhibits PRB action via the inhibi-

tory domain (ID) present in its extra amino acid 
domain and this decreases the effects of proges-
terone on target cells [122]. In addition, our 
understanding of the key role(s) played by PR in 
reproductive function took a major step forward 
with studies on female mice with targeted dele-
tion of the entire Pr gene [PrKO] which revealed 
an inability to ovulate, uterine hyperplasia and 
inflammation as well as major impacts on mam-
mary gland development [96]. The selective abla-
tion of the PRA (PRAKO) and PRB (PRBKO) 
isoforms confirmed PRA is the isoform most 
important for ovarian and uterine function as its 
ablation leads to female infertility [29].

Ovary

The development of antibodies to the PR protein 
in the 1980’s led to a number of landmark immu-
nohistochemical studies reporting its localisation 
to the different cell types in the human and pri-
mate ovary. For example, Press and Greene 
detected expression in ovarian surface epithe-
lium, stroma and luteal cells [125]. Detailed stud-
ies in primates, where access to ovarian tissue at 
different stages of the cycle is easier than in 
humans, has reported PR positive staining of 
theca cells of both healthy and atretic follicles at 
all stages of the cycle with some granulosa cells 
of primordial and primary follicles being immu-
nopositive but only the granulosa layer of large 
preovulatory follicles associated with of lutein-
ization after the LH surge having staining equiva-
lent the theca [70]. Duffy et al. showed that the 
ratios of PRA to PRB changes in the monkey cor-
pus luteum (CL) during the luteal phase with 
PRA levels decreasing while PRB levels were 
unchanged [44]. In humans, PR expression is 
maintained in the active corpus luteum, but it 
ceases in the late corpus luteum. In their immu-
nohistochemical study on human CL, Maybin 
et al. detected PR in all steroidogenic cells and 
stromal fibroblasts but endothelial cells, peri-
cytes, macrophages and fibroblasts within the 
central CL clot were immunonegative [105].

Notably, studies in mice suggest PR plays a 
key role in ovulation with the PRKO females 
forming corpora lutea with retained oocytes. The 
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failure to release the oocyte in the PRKO is asso-
ciated with reduced biosynthesis of proteases 
including cathepsin L [127].

Fallopian tube

In a study using human FT explants Horne et al. 
[71] reported PRAB and PRB mRNAs were 
decreased in midluteal phase compared to follic-
ular phase and down-regulated in human FT 
treated in  vitro with progestogen. Progesterone 
also controls gamete transport in the oviduct by 
regulating muscular contraction (by upregulating 
endothelin 1) and ciliary beat frequency (mem-
brane isoforms mPRγ and mPRβ have been found 
on the apical cell membrane and cilia respec-
tively) [21, 114]. Although the exact localization 
of PR in the oviduct is inconclusive, focal slow-
ing at the ampullary region may facilitate fertil-
ization [20].

Endometrium

In an early study, Wang et al. used antibodies spe-
cific to the PRB isoform to examine its distribu-
tion in human endometrium across the menstrual 
cycle and to compare this to the pattern of protein 
expression detected using an antibody that recog-
nised PRA  +  B [147]. They reported that that 
both PR subtypes were present in glands and 
stroma in the proliferative phase and by compar-
ing the A + B pattern with that of B alone they 
inferred that PRA was most strongly expressed in 
stroma during the secretory phase. Subsequent 
analysis of full thickness sections highlighted the 
parallels between ERα and PRA staining in the 
proliferative phase and persistence of PRA in 
stromal cells during the secretory phase [145]. 
Studies in knockout mice have also showed spe-
cific ablation of PRA alone was sufficient to 
induce infertility associated with failure of decid-
ualization and implantation [29].

The most well studied genomic impact of 
progesterone, acting via PR, on endometrial 
cells is the transformation (decidualization) of 
stromal fibroblasts, the process of which can be 
reliably and reproducibly induced in vitro using 
primary human cells [49, 50]. Wide ranging 

studies have identified progesterone-dependent 
patterns of gene expression including impacts 
on cell survival and senescence [18] and induc-
tion of  factors that play a key role in uterine 
receptivity to the blastocyst [1, 40, 93] and there 
are extensive genomic datasets available to 
those interested in this aspect of steroid hor-
mone action. Factors induced in response to 
P-induced decidualization include the transcrip-
tion factors HAND2 and FOXO1 as well as 
interleukin 15 (IL15) [15, 18]. The importance 
of progesterone in induction of IL15 has been 
confirmed following analysis of endometrium 
from women treated with a progesterone recep-
tor modulator [152]. The production of IL15 
plays a key role in recruitment and differentia-
tion of uNK cells that are involved in regulation 
of angiogenesis which is important for success-
ful implantation [83]. Notably, a critical role for 
uNK cells downstream of progesterone- induced 
changes in tissue function has been supported 
by evidence that disfunction in, or aberrant 
recruitment of, uNKs has been implicated as a 
cause of recurrent miscarriage [123]. A subopti-
mal response to progesterone, so called ‘proges-
terone resistance’, has also been proposed as a 
contributing factor in the aetiology of endome-
triosis, a condition associated with sub/infertil-
ity [2].

The endometrium of mice with ablation of Pr 
exhibit an exaggerated response to exogenous E2 
[96]. Studies in women and primates have also 
highlighted the impact of progesterone receptor 
antagonists on endometrial cell proliferation [12] 
with this property exploited as a therapy for a 
range of endometrial disorders [35]. Further stud-
ies exploring the impact of new classes of selec-
tive progesterone receptor modulators (SPRMs) 
has revealed specific impacts on PR mediated 
gene expression including upregulation of AR 
[151].

Myometrium

Two aspects of the impact of progesterone on 
the myometrium have attracted particular atten-
tion: the role of progesterone/PR activity in 
maintaining myometrial quiescence during 
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pregnancy and on the proliferative activity of 
cells found in fibroids with a considerable litera-
ture attached to both. Lye and colleagues 
recently reviewed the mechanisms that can 
stimulate myometrial contractions at the end of 
pregnancy with ‘functional progesterone with-
drawal’ being considered as the prime factor for 
myometrial activation and labour induction 
[133]. Notably, prior to labour in the human 
myometrium there is an increase in local activ-
ity of the enzyme 20α-HSD which metabolizes 
bioactive progesterone to an inactive metabo-
lite, 20α-dihydroprogesterone, providing 
another example of the importance of intracrine 
regulation in reproductive tissue function [120]. 
Progesterone induces the growth of fibroids 
(benign myometrial growths) by regulating key 
genes that control proliferation and apoptosis 
with recent studies focused on the impact of the 
steroid on stem/progenitor cells [19, 80].

Vagina

Immunoreactivity of PRB in the vagina is high-
est during the luteal phase which correlates with 
the rise in blood levels of progesterone produced 
by the CL. There has been limited studies on the 
expression of PR in the human vaginal with 
clinical trials in postmenopausal women report-
ing poor induction of PR in response to topical 
oestrogens [111]. Studies in mice have been 
helpful in revealing a role for epithelial PR in 
regulating apoptosis and differentiation of the 
vagina [109].

2.4.3  Androgen Receptor

Androgens are synthesised and secreted by both 
ovary and adrenals in women. The actions of bio-
active androgens (testosterone and dihydrotestos-
terone) are mediated by AR which is expressed 
on the X chromosome [94]. In contrast to ER and 
PR proteins, the AR has a very large N terminal 
domain which contains important sites for post 
translational modifications including phosphory-
lation which can have a significant impact on the 
activity of the receptor [27]. The large size of the 

receptor also enables interactions between the N 
and C terminal domains which can modulate 
binding to DNA domains on androgen responsive 
genes (AREs) [17].

Ovary

Our understanding of the role(s) played by andro-
gens and its receptor in ovarian function has been 
informed both by detailed immunohistochemical 
studies using human tissues and those of animal 
models including primates and rodents [107, 131, 
146]. A particular focus of many of the investiga-
tions has been on the role played by androgens, 
such as testosterone, in the development and clin-
ical consequences of polycystic ovarian syn-
drome (PCOS) which have been recently 
reviewed [137]. In the human ovary, AR can been 
detected by immunohistochemistry in granulosa 
cells of all follicle sizes as well as in thecal cells, 
the stromal fibroblasts and surface epithelium 
[131]. Mcewan et al. conducted studies in a pri-
mate model, the Common marmoset, to explore 
the phosphorylation status of ovarian AR [107]. 
Using phosphorylation-specific antibodies com-
bined with ovarian tissue sections they were able 
to detect AR+phosphoserines 81, 308, and 650 in 
the granulosa cells of developing follicles, the 
surface epithelium, and vessel endothelial cells 
suggesting AR was active in these cells [107].

Mouse models with targeted deletion of Ar 
from different ovarian cell types as well as mod-
els in which excess androgens are administered 
have done much to refine our understanding of 
the importance of androgens in normal follicle 
development and ovulation and these have been 
extensively reviewed in recent papers [7, 137, 
146].

Fallopian tube

The Fallopian tube epithelium exists as a contin-
uum of the endometrium but studies by Mclean 
et  al. using explants recovered from fertile 
women showed lower proliferation and higher 
expression of epithelial AR than endometrial 
samples [97]. In other studies designed to evalu-
ate whether the high levels of androgens in 
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women with PCOS might have an impact on 
Fallopian tube function, the authors isolated epi-
thelial cells from 12 women then treated them for 
14 days in low testosterone (0.8 nM) or a PCOS- 
like, testosterone concentration (2  nM) using 
both static and dynamic conditions in microflu-
idic devices [73]. Whilst this was a small study 
the novel findings included evidence that treat-
ment with high testosterone slowed ciliary beat 
and reduced response to oestrogen which may 
have some implications for understanding the 
reduced fertility experienced by some PCOS 
patients [73].

Endometrium

The most prominent expression of AR in the 
human endometrium is in the nuclei of stromal 
fibroblasts. Saunders and colleagues published 
data from full thickness sections of endometrium 
highlighting intense expression in the basal com-
partment throughout the cycle but variable expres-
sion in the functional layer with evidence of 
upregulation in epithelial cells in the mid/late 
secretory phased [57, 101]. They used an in silico 
strategy to identify putative androgen-regulated 
genes and reported evidence that in vitro treatment 
of primary AR-positive endometrial stromal cells 
with the potent androgen DHT could reduce apop-
tosis and cell migration [101]. These findings are 
in agreement with those highlighting upregulation 
in epithelial cell AR expression in response to 
treatment with anti-progestins such as RU486 
(mifepristone) which have implicated AR in 
reduced epithelial cell proliferation [13]. AR are 
also expressed in epithelial cells of endometrial 
cancers and the perivascular myoid cells surround-
ing blood vessels in the endometrium [31, 54] and 
they may play a role in the aetiology of both malig-
nancy and benign disorders such as endometriosis 
and heavy menstrual bleeding [134].

Several studies have explored the impact of 
androgens on stromal cell decidualization using 
in  vitro models. For example, Cloke et  al. [26] 
reported that AR and PR regulate the expression 
of distinct decidual gene networks. Notably 

AR-induced genes were involved in cytoskeletal 
organization and cell motility, whereas analysis 
of AR-repressed genes suggested involvement in 
cell cycle regulation. In contrast, PR depletion 
perturbed a number of signalling intermediates 
and knockdown of PR, but not AR, compromised 
activation of WNT/ß catenin which plays an 
important role in endometrial tissue function 
[26]. In follow up studies treatment of cells with 
the potent AR receptor ligand DHT stimulated 
cytoplasmic expansion, lipid droplet formation, 
the production of an abundant extracellular 
matrix, and gap junction formation in decidual-
ized primary stromal cells [78] and enhanced 
their resistance to oxidative stress [77].

Myometrium

The cells of the muscular myometrium contain 
abundant nuclear AR during reproductive life: 
interest in the role(s) of androgens in myometrial 
function have included studies on their impact on 
cell proliferation and in myometrial contractility 
with particular emphasis on parturition [98, 99]. 
Whilst there have been limited studies in women 
compared to animal models, there is evidence 
that circulating concentrations of testosterone, 
and its precursor androstenedione, are signifi-
cantly higher during pregnancy than in the non-
pregnant state, and their values increase 
throughout pregnancy [106] leading to sugges-
tions they may complement the impacts of pro-
gestins and the maintenance of myometrial 
quiescence [121]. Studies exploring the impact of 
androgens on contractile activity of the myome-
trium have made use of tissue recovered from 
women undergoing elective caesarean [99, 121]. 
These studies that have reported the relaxation 
response to androgens had a very rapid time 
course and appears to work through non-genomic 
pathways involving calcium which were not 
abolished by AR knockdown [99]. In contrast, 
the impact of androgens on myometrial endothe-
lial cells in  vitro did appear AR-dependent 
although the doses of T used in the study were in 
the pharmacological range [43].
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Vagina

In a recent study both vaginal tissues and smooth 
muscle cells (hvSMC) isolated from the vagina 
were evaluated for AR mRNA expression. Whilst 
AR mRNA was significantly lower than ERα, in 
isolated hvSMCs, its mRNA expression was 
higher than PR and both ERs [23]. In addition to 
these studies focused on the smooth muscle cells, 
the complex interplay between different receptors 
in the vaginal mucosa also needs to be expanded to 
consider the immune cells that populate the tissue 
and this area of research should also complement 
that in endometrium [65]. These studies have 
translational potential for example in smooth 
mucle cells activation of AR by DHT can reduce 
their potential to be involved in the initiation and 
maintaining of inflammation [103] enforcing the 
proposed beneficial effects of topical androgen 
administration after menopause [86].

2.5  Summary and Future 
Prospects

In this brief review we have highlighted the evi-
dence that spatial, temporal and cell-specific pat-
terns of expression of the sex steroid receptors 
(ESR1, ESR2, PR and AR) within the organs of 
the female reproductive system are essential for 
the fine-tuning of tissue function required for 
normal functioning and for fertility. Malfunctions 
or mal-adaptations of sex steroid biosynthesis (or 
action) via these receptors contributes to com-
mon reproductive disorders including recurrent 
miscarriage, heavy menstrual bleeding and endo-
metriosis [35, 95, 156]. The role(s) played by 
these receptors have been extensively studied 
both in human cells/tissues as well as in model 
species, most notably mice [29, 35, 63, 84, 130].

A number of recent technical developments 
including improved isolation and characterisa-
tion of stem cells from endometrial tissue and 
menstrual fluid [11] and refinement of in  vitro 
models such as organoids and organ on a chip [3, 
140] all offer new opportunities to rapidly 
increase our understanding of the impact of sex 
steroid receptor dependent signalling in the 

reproductive system and to develop new smarter 
therapies for reproductive disorders.

Acknowledgements Studies exploring the role(s) of ste-
roid hormone receptors on reproductive function con-
ducted in the senior author’s laboratory have been funded 
by grants from the UK Medical Research Council (MR/
N024524/1; G1100356/1).

References

1. Aghajanova L, Hamilton AE, Giudice LC (2008) 
Uterine receptivity to human embryonic implanta-
tion: histology, biomarkers, and transcriptomics. 
Semin Cell Dev Biol 19:204–211

2. Aghajanova L, Velarde MC, Giudice LC (2010) 
Altered gene expression profiling in endometrium: 
evidence for progesterone resistance. Semin Reprod 
Med 28:51–58

3. Ahn J, Yoon MJ, Hong SH, Cha H, Lee D, Koo 
HS, Ko JE, Lee J, Oh S, Jeon NL, Kang YJ 
(2021) Three- dimensional microengineered vas-
cularised endometrium- on-a-chip. Hum Reprod 
36:2720–2731

4. Ameer MA, Fagan SE, Sosa-Stanley JN, Peterson 
DC (2021) Anatomy, abdomen and pelvis, uterus. 
StatPearls. Treasure Island (FL): StatPearls 
Publishing Copyright © 2021, StatPearls Publishing 
LLC

5. Anamthathmakula P, Kyathanahalli C, Ingles J, 
Hassan SS, Condon JC, Jeyasuria P (2019) Estrogen 
receptor alpha isoform ERdelta7  in myometrium 
modulates uterine quiescence during pregnancy. 
EBioMedicine 39:520–530

6. Armstrong GM, Maybin JA, Murray AA, Nicol 
M, Walker C, Saunders PTK, Rossi AG, Critchley 
HOD (2017) Endometrial apoptosis and neutrophil 
infiltration during menstruation exhibits spatial and 
temporal dynamics that are recapitulated in a mouse 
model. Sci Rep 7:17416

7. Astapova O, Minor BMN, Hammes SR (2019) 
Physiological and pathological androgen actions in 
the ovary. Endocrinology 160:1166–1174

8. Ayehunie S, Islam A, Cannon C, Landry T, Pudney 
J, Klausner M, Anderson DJ (2015) Characterization 
of a hormone-responsive Organotypic human vagi-
nal tissue model: morphologic and immunologic 
effects. Reprod Sci 22:980–990

9. Beato M, Wright RHG, Dily FL (2020) 90 years of 
progesterone: molecular mechanisms of progester-
one receptor action on the breast cancer genome. J 
Mol Endocrinol 65:T65–T79

10. Binder AK, Rodriguez KF, Hamilton KJ, Stockton 
PS, Reed CE, Korach KS (2013) The absence of 
ER-beta results in altered gene expression in ovarian 
granulosa cells isolated from in  vivo preovulatory 
follicles. Endocrinology 154:2174–2187

2 Female Reproductive Systems: Hormone Dependence and Receptor Expression



34

11. Bozorgmehr M, Gurung S, Darzi S, Nikoo S, 
Kazemnejad S, Zarnani AH, Gargett CE (2020) 
Endometrial and menstrual blood mesenchymal 
stem/stromal cells: biological properties and clinical 
application. Front Cell Dev Biol 8:497

12. Brenner RM, Slayden OD (2005) Progesterone 
receptor antagonists and the endometrial antiprolif-
erative effect. Semin Reprod Med 23:74–81

13. Brenner RM, Slayden OD, Critchley HO (2002) 
Anti-proliferative effects of progesterone antago-
nists in the primate endometrium: a potential role for 
the androgen receptor. Reproduction 124:167–172

14. Briceag I, Costache A, Purcarea VL, Cergan R, 
Dumitru M, Briceag I, Sajin M, Ispas AT (2015) 
Fallopian tubes–literature review of anatomy and 
etiology in female infertility. J Med Life 8:129–131

15. Brighton PJ, Maruyama Y, Fishwick K, Vrljicak P, 
Tewary S, Fujihara R, Muter J, Lucas ES, Yamada 
T, Woods L, Lucciola R, Hou Lee Y, Takeda S, Ott 
S, Hemberger M, Quenby S, Brosens JJ (2017) 
Clearance of senescent decidual cells by uterine 
natural killer cells in cycling human endometrium. 
elife 6:e31274

16. Britt KL, Kerr J, O'donnell L, Jones ME, Drummond 
AE, Davis SR, Simpson ER, Findlay JK (2002) 
Estrogen regulates development of the somatic 
cell phenotype in the eutherian ovary. FASEB J 
16:1389–1397

17. Brodie J, Mcewan IJ (2005) Intra-domain commu-
nication between the N-terminal and DNA-binding 
domains of the androgen receptor: modulation of 
androgen response element DNA binding. J Mol 
Endocrinol 34:603–615

18. Brosens JJ, Lam EW (2013) Progesterone and 
FOXO1 signaling: harnessing cellular senescence 
for the treatment of ovarian cancer. Cell Cycle 
12:1660–1661

19. Bulun SE, Moravek MB, Yin P, Ono M, Coon 
JST, Dyson MT, Navarro A, Marsh EE, Zhao H, 
Maruyama T, Chakravarti D, Kim JJ, Wei JJ (2015) 
Uterine leiomyoma stem cells: linking progesterone 
to growth. Semin Reprod Med 33:357–365

20. Bylander A, Lind K, Goksör M, Billig H, Larsson 
DGJ (2013) The classical progesterone receptor 
mediates the rapid reduction of fallopian tube cili-
ary beat frequency by progesterone. Reprod Biol 
Endocrinol 11:33–33

21. Bylander A, Gunnarsson L, Shao R, Billig H, 
Larsson DGJ (2015) Progesterone-mediated effects 
on gene expression and oocyte-cumulus complex 
transport in the mouse fallopian tube. Reprod Biol 
Endocrinol 13:40

22. Cavallini A, Dinaro E, Giocolano A, Caringella 
AM, Ferreri R, Tutino V, Loverro G (2008) Estrogen 
receptor (ER) and ER-related receptor expression 
in normal and atrophic human vagina. Maturitas 
59:219–225

23. Cellai I, DI Stasi V, Comeglio P, Maseroli E, Todisco 
T, Corno C, Filippi S, Cipriani S, Sorbi F, Fambrini 
M, Petraglia F, Scavello I, Rastrelli G, Acciai G, 

Villanelli F, Danza G, Sarchielli E, Guarnieri G, 
Morelli A, Maggi M, Vignozzi L (2021) Insight on 
the Intracrinology of menopause: androgen pro-
duction within the human vagina. Endocrinology 
162:bqaa219

24. Channing CP, Schaerf FW, Anderson LD, Tsafriri A 
(1980) Ovarian follicular and luteal physiology. Int 
Rev Physiol 22:117–201

25. Christin JR, Wang C, Chung CY, Liu Y, Dravis C, 
Tang W, Oktay MH, Wahl GM, Guo W (2020) Stem 
cell determinant SOX9 promotes lineage plasticity 
and progression in basal-like breast cancer. Cell Rep 
31:107742

26. Cloke B, Huhtinen K, Fusi L, Kajihara T, Yliheikkila 
M, Ho KK, Teklenburg G, Lavery S, Jones MC, 
Trew G, Kim JJ, Lam EW, Cartwright JE, Poutanen 
M, Brosens JJ (2008) The androgen and progester-
one receptors regulate distinct gene networks and 
cellular functions in decidualizing endometrium. 
Endocrinology 149:4462–4474

27. Coffey K, Robson CN (2012) Regulation of the 
androgen receptor by post-translational modifica-
tions. J Endocrinol 215:221–237

28. Collins F, Macpherson S, Brown P, Bombail V, 
Williams AR, Anderson RA, Jabbour HN, Saunders 
PT (2009) Expression of oestrogen receptors, 
ERalpha, ERbeta, and ERbeta variants, in endome-
trial cancers and evidence that prostaglandin F may 
play a role in regulating expression of ERalpha. 
BMC Cancer 9:330

29. Conneely OM, Mulac-Jericevic B, Demayo F, 
Lydon JP, O'malley BW (2002) Reproductive func-
tions of progesterone receptors. Recent Prog Horm 
Res 57:339–355

30. Couse JF, Yates MM, Rodriguez KF, Johnson JA, 
Poirier D, Korach KS (2006) The Intraovarian 
actions of estrogen receptor-{alpha} (ER{alpha}) 
are necessary to repress the formation of morpho-
logical and functional Leydig-like cells in the female 
gonad. Endocrinology 147:3666–3678

31. Critchley HO, Saunders PT (2009) Hormone recep-
tor dynamics in a receptive human endometrium. 
Reprod Sci 16:191–199

32. Critchley HO, Brenner RM, Henderson TA, Williams 
K, Nayak NR, Slayden OD, Millar MR, Saunders 
PT (2001a) Estrogen receptor beta, but not estrogen 
receptor alpha, is present in the vascular endothe-
lium of the human and nonhuman primate endome-
trium. J Clin Endocrinol Metab 86:1370–1378

33. Critchley HO, Kelly RW, Brenner RM, Baird DT 
(2001b) The endocrinology of menstruation–
a role for the immune system. Clin Endocrinol 
55:701–710

34. Critchley HO, Henderson TA, Kelly RW, Scobie 
GS, Evans LR, Groome NP, Saunders PT (2002) 
Wild- type estrogen receptor (ERbeta1) and the 
splice variant (ERbetacx/beta2) are both expressed 
within the human endometrium throughout the 
normal menstrual cycle. J Clin Endocrinol Metab 
87:5265–5273

K. K. W. Kuan and P. T. K. Saunders



35

35. Critchley HOD, Maybin JA, Armstrong GM, 
Williams ARW (2020) Physiology of the endome-
trium and regulation of menstruation. Physiol Rev 
100:1149–1179

36. Damdimopoulos AE, Spyrou G, Gustafsson JA 
(2008) Ligands differentially modify the nuclear 
mobility of estrogen receptors alpha and beta. 
Endocrinology 149:339–345

37. Das A, Mantena SR, Kannan A, Evans DB, Bagchi 
MK, Bagchi IC (2009) De novo synthesis of estro-
gen in pregnant uterus is critical for stromal decidu-
alization and angiogenesis. Proc Natl Acad Sci U S 
A 106:12542–12547

38. Davis HC, Hackney AC (2017) The hypothalamic–
pituitary–ovarian Axis and Oral contraceptives: 
regulation and function. In: Hackney AC (ed) Sex 
hormones, exercise and women: scientific and 
clinical aspects. Springer International Publishing, 
Cham

39. DE Leo B, Esnal-Zufiaurre A, Collins F, Critchley 
HOD, Saunders PTK (2017) Immunoprofiling of 
human uterine mast cells identifies three phenotypes 
and expression of ERbeta and glucocorticoid recep-
tor. F1000Res 6:667

40. Demayo FJ, Lydon JP (2020) 90 years of pro-
gesterone: new insights into progesterone 
receptor signaling in the endometrium required 
for embryo implantation. J Mol Endocrinol 
65:T1–T14

41. Deroo BJ, Rodriguez KF, Couse JF, Hamilton KJ, 
Collins JB, Grissom SF, Korach KS (2009) Estrogen 
receptor beta is required for optimal cAMP pro-
duction in mouse granulosa cells. Mol Endocrinol 
(Baltimore, Md.) 23:955–965

42. Devoto L, Vega M, Kohen P, Castro O, Carvallo P, 
Palomino A (2002) Molecular regulation of pro-
gesterone secretion by the human corpus luteum 
throughout the menstrual cycle. J Reprod Immunol 
55:11–20

43. Dietrich W, Gaba A, Zhegu Z, Bieglmayer C, 
Mairhofer M, Mikula M, Tschugguel W, Yotova I 
(2011) Testosterone dependent androgen receptor 
stabilization and activation of cell proliferation in 
primary human myometrial microvascular endothe-
lial cells. Fertil Steril 95:1247–1255.e2

44. Duffy DM, Wells TR, Haluska GJ, Stouffer RL 
(1997) The ratio of progesterone receptor isoforms 
changes in the monkey corpus luteum during the 
luteal phase of the menstrual cycle. Biol Reprod 
57:693–699

45. Dupont S, Krust A, Gansmuller A, Dierich A, 
Chambon P, Mark M (2000) Effect of single 
and compound knockouts of estrogen recep-
tors alpha (ERalpha) and beta (ERbeta) on 
mouse reproductive phenotypes. Development 
127:4277–4291

46. Dupont S, Dennefeld C, Krust A, Chambon P, Mark 
M (2003) Expression of Sox9  in granulosa cells 
lacking the estrogen receptors, ERalpha and ERbeta. 
Dev Dyn 226:103–106

47. Fraser HM, Bell J, Wilson H, Taylor PD, Morgan K, 
Anderson RA, Duncan WC (2005) Localization and 
quantification of cyclic changes in the expression 
of endocrine gland vascular endothelial growth fac-
tor in the human corpus luteum. J Clin Endocrinol 
Metab 90:427–434

48. Garry R, Hart R, Karthigasu KA, Burke C (2009) A 
re-appraisal of the morphological changes within the 
endometrium during menstruation: a hysteroscopic, 
histological and scanning electron microscopic 
study. Hum Reprod 24:1393–1401

49. Gellersen B, Brosens J (2003) Cyclic AMP 
and progesterone receptor cross-talk in human 
 endometrium: a decidualizing affair. J Endocrinol 
178:357–372

50. Gellersen B, Brosens JJ (2014) Cyclic decidual-
ization of the human endometrium in reproductive 
health and failure. Endocr Rev 35:851–905

51. Giangrande PH, Mcdonnell DP (1999) The A and B 
isoforms of the human progesterone receptor: two 
functionally different transcription factors encoded 
by a single gene. Recent Prog Horm Res 54:291–
313. discussion 313-4

52. Gibson E, Mahdy H (2021) Anatomy, abdomen 
and pelvis, ovary. StatPearls. Treasure Island (FL): 
StatPearls Publishing, Copyright © 2021, StatPearls 
Publishing LLC

53. Gibson DA, Mcinnes KJ, Critchley HO, Saunders 
PT (2013) Endometrial Intracrinology--generation 
of an estrogen-dominated microenvironment in the 
secretory phase of women. J Clin Endocrinol Metab 
98:E1802–E1806

54. Gibson DA, Simitsidellis I, Collins F, Saunders 
PT (2014) Evidence of androgen action in endo-
metrial and ovarian cancers. Endocr Relat Cancer 
21:T203–T218

55. Gibson DA, Greaves E, Critchley HO, Saunders PT 
(2015) Estrogen-dependent regulation of human 
uterine natural killer cells promotes vascular 
remodelling via secretion of CCL2. Hum Reprod 
30:1290–1301

56. Gibson DA, Simitsidellis I, Cousins FL, Critchley 
HO, Saunders PT (2016) Intracrine androgens 
enhance Decidualization and modulate expression 
of human endometrial receptivity genes. Sci Rep 
6:19970

57. Gibson DA, Saunders PTK, Mcewan IJ (2018a) 
Androgens and androgen receptor: above and 
beyond. Mol Cell Endocrinol 465:1–3

58. Gibson DA, Simitsidellis I, Kelepouri O, 
Critchley HOD, Saunders PTK (2018b) 
Dehydroepiandrosterone enhances decidualization 
in women of advanced reproductive age. Fertil Steril 
109:728–734 e2

59. Gibson DA, Esnal-Zufiaurre A, Bajo-Santos C, 
Collins F, Critchley HOD, Saunders PTK (2020) 
Profiling the expression and function of oestrogen 
receptor isoform ER46  in human endometrial tis-
sues and uterine natural killer cells. Hum Reprod 
35:641–651

2 Female Reproductive Systems: Hormone Dependence and Receptor Expression



36

60. Gold JM, Shrimanker I (2021) Physiology, vagi-
nal. StatPearls. Treasure Island (FL): StatPearls 
Publishing, Copyright © 2021, StatPearls Publishing 
LLC

61. Graham JD, Hanson AR, Croft AJ, Fox AH, Clarke 
CL (2009) Nuclear matrix binding is critical for 
progesterone receptor movement into nuclear foci. 
FASEB J 23:546–556

62. Greaves E, Collins F, Critchley HO, Saunders PT 
(2013) ERbeta-dependent effects on uterine endo-
thelial cells are cell specific and mediated via Sp1. 
Hum Reprod 28:2490–2501

63. Greaves E, Critchley HOD, Horne AW, Saunders 
PTK (2017) Relevant human tissue resources and 
laboratory models for use in endometriosis research. 
Acta Obstet Gynecol Scand 96:644–658

64. Grimm SL, Hartig SM, Edwards DP (2016) 
Progesterone Receptor Signaling Mechanisms. J 
Mol Biol 428:3831–3849

65. Gu C, Duluc D, Wiest M, Xue Y, Yi J, Gorvel JP, 
Joo H, Oh S (2021) Cell type-specific expression of 
estrogen and progesterone receptors in the human 
vaginal mucosa. Clin Immunol 232:108874

66. Gulappa T, Menon B, Menon KMJ (2017) LHCGR 
expression during follicle stimulating hormone- 
induced follicle growth is negatively regulated by 
eukaryotic initiation factor 5A.  Endocrinology 
158:2672–2679

67. Hall JM, Couse JF, Korach KS (2001) The multifac-
eted mechanisms of estradiol and estrogen receptor 
signaling. J Biol Chem 276:36869–36872

68. Henderson TA, Saunders PT, Moffett-King A, 
Groome NP, Critchley HO (2003a) Steroid recep-
tor expression in uterine natural killer cells. J Clin 
Endocrinol Metab 88:440–449

69. Henderson TA, Saunders PTK, Moffett-King A, 
Groome NP, Critchley HOD (2003b) Steroid recep-
tor expression in uterine natural killer cells. J Clin 
Endocrinol Metabol 88:440–449

70. Hild-Petito S, Stouffer RL, Brenner RM (1988) 
Immunocytochemical localization of estradiol 
and progesterone receptors in the monkey ovary 
throughout the menstrual cycle. Endocrinology 
123:2896–2905

71. Horne AW, King AE, Shaw E, Mcdonald SE, 
Williams AR, Saunders PT, Critchley HO (2009a) 
Attenuated sex steroid receptor expression in fallo-
pian tube of women with ectopic pregnancy. J Clin 
Endocrinol Metab 94:5146–5154

72. Hu J, Zhang Z, Shen WJ, Azhar S (2010) Cellular 
cholesterol delivery, intracellular processing and uti-
lization for biosynthesis of steroid hormones. Nutr 
Metab (Lond) 7:47

73. Jackson-Bey T, Colina J, Isenberg BC, Coppeta J, 
Urbanek M, Kim JJ, Woodruff TK, Burdette JE, 
Russo A (2020) Exposure of human fallopian tube 
epithelium to elevated testosterone results in altera-
tion of cilia gene expression and beating. Hum 
Reprod 35:2086–2096

74. Jamnongjit M, Hammes SR (2006) Ovarian steroids: 
the good, the bad, and the signals that raise them. 
Cell Cycle 5:1178–1183

75. Jeselsohn R, Cornwell M, Pun M, Buchwalter G, 
Nguyen M, Bango C, Huang Y, Kuang Y, Paweletz 
C, Fu X, Nardone A, De Angelis C, Detre S, Dodson 
A, Mohammed H, Carroll JS, Bowden M, Rao P, 
Long HW, Li F, Dowsett M, Schiff R, Brown M 
(2017) Embryonic transcription factor SOX9 drives 
breast cancer endocrine resistance. Proc Natl Acad 
Sci U S A 114:E4482–E4491

76. Kagami K, Ono M, Iizuka T, Matsumoto T, Hosono 
T, Sekizuka-Kagami N, Shinmyo Y, Kawasaki H, 
Fujiwara H (2020) A novel third mesh-like myo-
metrial layer connects the longitudinal and circular 
muscle fibers–a potential stratum to coordinate uter-
ine contractions. Sci Rep 10:8274

77. Kajihara T, Tochigi H, Prechapanich J, Uchino S, 
Itakura A, Brosens JJ, Ishihara O (2012) Androgen 
signaling in decidualizing human endometrial stro-
mal cells enhances resistance to oxidative stress. 
Fertil Steril 97:185–191

78. Kajihara T, Tanaka K, Oguro T, Tochigi H, 
Prechapanich J, Uchino S, Itakura A, Sucurovic 
S, Murakami K, Brosens JJ, Ishihara O (2014) 
Androgens modulate the morphological characteris-
tics of human endometrial stromal cells decidualized 
in vitro. Reprod Sci 21:372–380

79. Kim JJ, Buzzio OL, Li S, Lu Z (2005) Role of 
FOXO1A in the regulation of insulin-like growth 
factor-binding protein-1 in human endometrial cells: 
interaction with progesterone receptor. Biol Reprod 
73:833–839

80. Kim JJ, Kurita T, Bulun SE (2013) Progesterone 
action in endometrial cancer, endometriosis, uterine 
fibroids, and breast cancer. Endocr Rev 34:130–162

81. Knock GA, Tribe RM, Hassoni AA, Aaronson 
PI (2001) Modulation of potassium current char-
acteristics in human myometrial smooth muscle 
by 17β-estradiol and Progesterone1. Biol Reprod 
64:1526–1534

82. Kolkova Z, Noskova V, Ehinger A, Hansson S, 
Casslen B (2010) G protein-coupled estrogen recep-
tor 1 (GPER, GPR 30) in normal human endo-
metrium and early pregnancy decidua. Mol Hum 
Reprod 16:743–751

83. Kong CS, Ordonez AA, Turner S, Tremaine T, Muter 
J, Lucas ES, Salisbury E, Vassena R, Tiscornia G, 
Fouladi-Nashta AA, Hartshorne G, Brosens JJ, 
Brighton PJ (2021) Embryo biosensing by uterine 
natural killer cells determines endometrial fate deci-
sions at implantation. FASEB J 35:e21336

84. Korach KS, Emmen JM, Walker VR, Hewitt SC, 
Yates M, Hall JM, Swope DL, Harrell JC, Couse 
JF (2003) Update on animal models developed for 
analyses of estrogen receptor biological activity. J 
Steroid Biochem Mol Biol 86:387–391

85. Kota SK, Gayatri K, Jammula S, Kota SK, 
Krishna SVS, Meher LK, Modi KD (2013) 

K. K. W. Kuan and P. T. K. Saunders



37

Endocrinology of parturition. Indian J Endocrinol 
Metab 17:50–59

86. Labrie F (2018) Intracrinology and menopause: the 
science describing the cell-specific intracellular for-
mation of estrogens and androgens from DHEA and 
their strictly local action and inactivation in periph-
eral tissues. Menopause 26:220–224

87. Labrie F, Martel C, Pelletier G (2017) Is vulvo-
vaginal atrophy due to a lack of both estrogens and 
androgens? Menopause 24:452–461

88. Lerner A, Owens LA, Coates M, Simpson C, Poole 
G, Velupillai J, Liyanage M, Christopoulos G, 
Lavery S, Hardy K, Franks S (2019) Expression 
of genes controlling steroid metabolism and action 
in granulosa-lutein cells of women with polycystic 
ovaries. Mol Cell Endocrinol 486:47–54

89. Lethaby A, Ayeleke RO, Roberts H (2016) Local 
oestrogen for vaginal atrophy in postmeno-
pausal women. Cochrane Database Syst Rev 
2016:Cd001500

90. Levin ER (2008) Rapid signaling by steroid recep-
tors. Am J Physiol Regul Integr Comp Physiol 
295:R1425–R1430

91. Li S, O’neill SRS, Zhang Y, Holtzman MJ, Takemaru 
K-I, Korach KS, Winuthayanon W (2017) Estrogen 
receptor α is required for oviductal transport of 
embryos. FASEB J 31:1595–1607

92. Li S, Herrera GG, Tam KK, Lizarraga JS, Beedle 
M-T, Winuthayanon W (2018) Estrogen action in the 
epithelial cells of the mouse vagina regulates neutro-
phil infiltration and vaginal tissue integrity. Sci Rep 
8:11247

93. Lim H, Ma L, Ma WG, Maas RL, Dey SK (1999) 
Hoxa-10 regulates uterine stromal cell respon-
siveness to progesterone during implantation and 
decidualization in the mouse. Mol Endocrinol 
13:1005–1017

94. Lubahn DB, Brown TR, Simental JA, Higgs HN, 
Migeon CJ, Wilson EM, French FS (1989) Sequence 
of the intron/exon junctions of the coding region of 
the human androgen receptor gene and identifica-
tion of a point mutation in a family with complete 
androgen insensitivity. Proc Natl Acad Sci U S A 
86:9534–9538

95. Lucas ES, Vrljicak P, Muter J, Diniz-Da-Costa 
MM, Brighton PJ, Kong CS, Lipecki J, Fishwick 
KJ, Odendaal J, Ewington LJ, Quenby S, Ott S, 
Brosens JJ (2020) Recurrent pregnancy loss is 
associated with a pro-senescent decidual response 
during the peri-implantation window. Commun 
Biol 3:37

96. Lydon JP, Demayo FJ, Conneely OM, O’malley BW 
(1996) Reproductive phenotpes of the progesterone 
receptor null mutant mouse. J Steroid Biochem Mol 
Biol 56:67–77

97. Maclean A, Bunni E, Makrydima S, Withington A, 
Kamal AM, Valentijn AJ, Hapangama DK (2020) 
Fallopian tube epithelial cells express androgen 
receptor and have a distinct hormonal responsive-
ness when compared with endometrial epithelium. 
Hum Reprod 35:2097–2106

98. Makieva S, Saunders PT, Norman JE (2014) 
Androgens in pregnancy: roles in parturition. Hum 
Reprod Update 20:542–559

99. Makieva S, Hutchinson LJ, Rajagopal SP, Rinaldi 
SF, Brown P, Saunders PT, Norman JE (2016) 
Androgen-induced relaxation of uterine myo-
cytes is mediated by blockade of both Ca flux and 
MLC phosphorylation. J Clin Endocrinol Metab 
101:jc20152851

100. Mangelsdorf DJ, Thummel C, Beato M, Herrlich 
P, Schutz G, Umesono K, Blumberg B, Kastner P, 
Mark M, Chambon P, Evans R (1995) The nuclear 
receptor superfamily: the second decade. Cell 
83:835–839

101. Marshall E, Lowrey J, Macpherson S, Maybin JA, 
Collins F, Critchley HO, Saunders PT (2011) In 
silico analysis identifies a novel role for androgens 
in the regulation of human endometrial apoptosis. J 
Clin Endocrinol Metab 96:E1746–E1755

102. Martyn F, Mcauliffe FM, Wingfield M (2014) The 
role of the cervix in fertility: is it time for a reap-
praisal? Hum Reprod 29:2092–2098

103. Maseroli E, Cellai I, Filippi S, Comeglio P, Cipriani 
S, Rastrelli G, Rosi M, Sorbi F, Fambrini M, 
Petraglia F, Amoriello R, Ballerini C, Lombardelli 
L, Piccinni MP, Sarchielli E, Guarnieri G, Morelli 
A, Maggi M, Vignozzi L (2020) Anti-inflammatory 
effects of androgens in the human vagina. J Mol 
Endocrinol 65:109–124

104. Matsuzaki S, Fukaya T, Suzuki T, Murakami T, 
Sasano H, Yajima A (1999) Oestrogen receptor α 
and β mRNA expression in human endometrium 
throughout the menstrual cycle. Mol Hum Reprod 
5:559–564

105. Maybin JA, Duncan WC (2004) The human corpus 
luteum: which cells have progesterone receptors? 
Reproduction 128:423–431

106. Mcclamrock HD, Adashi EY (1992) Gestational 
hyperandrogenism. Fertil Steril 57:257–274

107. Mcewan IJ, Mcguinness D, Hay CW, Millar RP, 
Saunders PT, Fraser HM (2010) Identification of 
androgen receptor phosphorylation in the primate 
ovary in vivo. Reproduction 140:93–104

108. Medina-Laver Y, Rodriguez-Varela C, Salsano S, 
Labarta E, Dominguez F (2021) What do we know 
about classical and non-classical progesterone 
receptors in the human female reproductive tract? A 
review. Int J Mol Sci 22:11278

109. Mehta FF, Son J, Hewitt SC, Jang E, Lydon JP, 
Korach KS, Chung S-H (2016) Distinct functions 
and regulation of epithelial progesterone receptor 
in the mouse cervix, vagina, and uterus. Oncotarget 
7:17455–17467

110. Miller WL, Auchus RJ (2011) The molecular biology, 
biochemistry, and physiology of human steroidogen-
esis and its disorders. Endocr Rev 32:81–151

111. Mirkin S, Simon JA, Liu JH, Archer DF, Castro PD, 
Graham S, Bernick B, Komm B (2021) Evaluation 
of endometrial progesterone receptor expression 
after 12 weeks of exposure to a low-dose vaginal 
estradiol insert. Menopause 28:998–1003

2 Female Reproductive Systems: Hormone Dependence and Receptor Expression



38

112. Miyagawa S, Iguchi T (2015) Epithelial estrogen 
receptor 1 intrinsically mediates squamous differ-
entiation in the mouse vagina. Proc Natl Acad Sci 
112:12986–12991

113. Mueller MD, Vigne JL, Minchenko A, Lebovic DI, 
Leitman DC, Taylor RN (2000) Regulation of vascu-
lar endothelial growth factor (VEGF) gene transcrip-
tion by estrogen receptors alpha and beta. Proc Natl 
Acad Sci U S A 97:10972–10977

114. Nutu M, Weijdegård B, Thomas P, Thurin-Kjellberg 
A, Billig H, Larsson DGJ (2009) Distribution and hor-
monal regulation of membrane progesterone receptors 
β and γ in ciliated epithelial cells of mouse and human 
fallopian tubes. Reprod Biol Endocrinol 7:89

115. Okada H, Tsuzuki T, Murata H (2018) 
Decidualization of the human endometrium. Reprod 
Med Biol 17:220–227

116. Owens LA, Kristensen SG, Lerner A, Christopoulos 
G, Lavery S, Hanyaloglu AC, Hardy K, Yding 
Andersen C, Franks S (2019) Gene expression in 
granulosa cells from small antral follicles from 
women with or without polycystic ovaries. J Clin 
Endocrinol Metab 104:6182–6192

117. Paech K, Webb P, Kuiper GG, Nilsson S, Gustafsson 
J, Kushner PJ, Scanlan TS (1997) Differential ligand 
activation of estrogen receptors ERalpha and ERbeta 
at AP1 sites. Science 277:1508–1510

118. Pawar S, Laws MJ, Bagchi IC, Bagchi MK (2015) 
Uterine epithelial estrogen receptor-α controls 
Decidualization via a paracrine mechanism. Mol 
Endocrinol (Baltimore, Md.) 29:1362–1374

119. Payne AH, Hales DB (2004) Overview of steroido-
genic enzymes in the pathway from cholesterol to 
active steroid hormones. Endocr Rev 25:947–970

120. Penning TM, Drury JE (2007) Human aldo-keto 
reductases: function, gene regulation, and single 
nucleotide polymorphisms. Arch Biochem Biophys 
464:241–250

121. Perusquia M, Navarrete E, Jasso-Kamel J, Montano 
LM (2005) Androgens induce relaxation of contrac-
tile activity in pregnant human myometrium at term: 
a nongenomic action on L-type calcium channels. 
Biol Reprod 73:214–221

122. Pieber D, Allport VC, Bennett PR (2001) 
Progesterone receptor isoform A inhibits isoform 
B-mediated transactivation in human amnion. Eur J 
Pharmacol 427:7–11

123. Polanski LT, Barbosa MA, Martins WP, Baumgarten 
MN, Campbell B, Brosens J, Quenby S, Raine- 
Fenning N (2014) Interventions to improve repro-
ductive outcomes in women with elevated natural 
killer cells undergoing assisted reproduction tech-
niques: a systematic review of literature. Hum 
Reprod 29:65–75

124. Poola I, Abraham J, Baldwin K, Saunders A, 
Bhatnagar R (2005) Estrogen receptors beta4 
and beta5 are full length functionally distinct 
ERbeta isoforms: cloning from human ovary 
and functional characterization. Endocrine 
27:227–238

125. Press MF, Greene GL (1988) Localization of pro-
gesterone receptor with monoclonal antibodies 
to the human progestin receptor. Endocrinology 
122:1165–1175

126. Richards JS, Pangas SA (2010) The ovary: basic 
biology and clinical implications. J Clin Invest 
120:963–972

127. Robker RL, Russell DL, Espey LL, Lydon JP, 
O'malley BW, Richards JS (2000a) Progesterone- 
regulated genes in the ovulation process: ADAMTS-1 
and cathepsin L proteases. Proc Natl Acad Sci U S 
A 97:4689–4694

128. Robker RL, Russell DL, Yoshioka S, Sharma SC, 
Lydon JP, O'malley BW, Espey LL, Richards JS 
(2000b) Ovulation: a multi-gene, multi-step process. 
Steroids 65:559–570

129. Sanderson PA, Critchley HO, Williams AR, Arends 
MJ, Saunders PT (2017) New concepts for an old 
problem: the diagnosis of endometrial hyperplasia. 
Hum Reprod Update 23:232–254

130. Saunders PTK (2020) What have we learned from 
animal models of endometriosis and how can we 
use the knowledge gained to improve treatment of 
patients? Adv Anat Embryol Cell Biol 232:99–111

131. Saunders PT, Millar MR, Williams K, Macpherson 
S, Harkiss D, Anderson RA, Orr B, Groome NP, 
Scobie G, Fraser HM (2000) Differential expression 
of estrogen receptor-alpha and -beta and androgen 
receptor in the ovaries of marmosets and humans. 
Biol Reprod 63:1098–1105

132. Shaaban AM, Green AR, Karthik S, Alizadeh Y, 
Hughes TA, Harkins L, Ellis IO, Robertson JF, Paish 
EC, Saunders PT, Groome NP, Speirs V (2008) 
Nuclear and cytoplasmic expression of ERbeta1, 
ERbeta2, and ERbeta5 identifies distinct prognostic 
outcome for breast cancer patients. Clin Cancer Res 
14:5228–5235

133. Shynlova O, Nadeem L, Zhang J, Dunk C, Lye S 
(2020) Myometrial activation: novel concepts under-
lying labor. Placenta 92:28–36

134. Simitsidellis I, Saunders PTK, Gibson DA (2018) 
Androgens and endometrium: new insights and new 
targets. Mol Cell Endocrinol 465:48–60

135. Sojka DK, Yang L, Yokoyama WM (2019) Uterine 
natural killer cells. Front Immunol 10:960–960

136. Springwald A, Lattrich C, Skrzypczak M, Goerse R, 
Ortmann O, Treeck O (2010) Identification of novel 
transcript variants of estrogen receptor alpha, beta 
and progesterone receptor gene in human endome-
trium. Endocrine 37:415–424

137. Stener-Victorin E, Padmanabhan V, Walters KA, 
Campbell RE, Benrick A, Giacobini P, Dumesic DA, 
Abbott DH (2020) Animal models to understand the 
etiology and pathophysiology of polycystic ovary 
syndrome. Endocr Rev 41:bnaa010

138. Stocco C, Telleria C, Gibori G (2007) The molecular 
control of corpus luteum formation, function, and 
regression. Endocr Rev 28:117–149

139. Thornton JW (2001) Evolution of vertebrate steroid 
receptors from an ancestral estrogen receptor by 

K. K. W. Kuan and P. T. K. Saunders



39

ligand exploitation and serial genome expansions. 
Proc Natl Acad Sci U S A 98:5671–5676

140. Turco MY, Gardner L, Hughes J, Cindrova-Davies T, 
Gomez MJ, Farrell L, Hollinshead M, Marsh SGE, 
Brosens JJ, Critchley HO, Simons BD, Hemberger 
M, Koo BK, Moffett A, Burton GJ (2017) Long-term, 
hormone-responsive organoid cultures of human 
endometrium in a chemically defined medium. Nat 
Cell Biol 19:568–577

141. Turner KJ, Macpherson S, Millar MR, Mcneilly AS, 
Williams K, Cranfield M, Groome NP, Sharpe RM, 
Fraser HM, Saunders PT (2002) Development and 
validation of a new monoclonal antibody to mam-
malian aromatase. J Endocrinol 172:21–30

142. Tyagi S, Chan EC, Barker D, Mcelduff P, Taylor KA, 
Riveros C, Singh E, Smith R (2022) Transcriptomic 
analysis reveals myometrial topologically associated 
domains linked to onset of human term labor. Mol 
Hum Reprod 28(3):gaac003

143. VAN Weerden WM, Bierings HG, VAN Steenbrugge 
GJ, DE Jong FH, Schroder FH (1992) Adrenal glands 
of mouse and rat do not synthesize androgens. Life 
Sci 50:857–861

144. Wada-Hiraike O, Hiraike H, Okinaga H, Imamov 
O, Barros RP, Morani A, Omoto Y, Warner M, 
Gustafsson JA (2006) Role of estrogen receptor 
beta in uterine stroma and epithelium: insights from 
estrogen receptor beta-/- mice. Proc Natl Acad Sci U 
S A 103:18350–18355

145. Wagenfeld A, Saunders PT, Whitaker L, Critchley 
HO (2016) Selective progesterone receptor modula-
tors (SPRMs): progesterone receptor action, mode of 
action on the endometrium and treatment options in 
gynecological therapies. Expert Opin Ther Targets 
20:1045–1054

146. Walters KA, Handelsman DJ (2018) Role of andro-
gens in the ovary. Mol Cell Endocrinol 465:36–47

147. Wang H, Critchley HO, Kelly RW, Shen D, Baird 
DT (1998) Progesterone receptor subtype B is dif-
ferentially regulated in human endometrial stroma. 
Mol Hum Reprod 4:407–412

148. Wånggren K, Stavreus-Evers A, Olsson C, Andersson 
E, Gemzell-Danielsson K (2008) Regulation of 
muscular contractions in the human Fallopian tube 

through prostaglandins and progestagens. Hum 
Reprod 23:2359–2368

149. Weihua Z, Saji S, Mäkinen S, Cheng G, Jensen EV, 
Warner M, Gustafsson JA (2000) Estrogen receptor 
(ER) beta, a modulator of ERalpha in the uterus. 
Proc Natl Acad Sci U S A 3:5936–5941

150. Welsh T, Johnson M, Yi L, Tan H, Rahman R, 
Merlino A, Zakar T, Mesiano S (2012) Estrogen 
receptor (ER) expression and function in the preg-
nant human myometrium: estradiol via ERα acti-
vates ERK1/2 signaling in term myometrium. J 
Endocrinol 212:227–238

151. Whitaker LH, Murray AA, Matthews R, Shaw 
G, Williams AR, Saunders PT, Critchley HO 
(2017) Selective progesterone receptor modu-
lator (SPRM) ulipristal acetate (UPA) and its 
effects on the human endometrium. Hum Reprod 
32:531–543

152. Wilkens J, Male V, Ghazal P, Forster T, Gibson DA, 
Williams AR, Brito-Mutunayagam SL, Craigon 
M, Lourenco P, Cameron IT, Chwalisz K, Moffett 
A, Critchley HO (2013) Uterine NK cells regulate 
endometrial bleeding in women and are suppressed 
by the progesterone receptor modulator asoprisnil. J 
Immunol 191:2226–2235

153. Winuthayanon W, Hewitt SC, Orvis GD, Behringer 
RR, Korach KS (2010) Uterine epithelial estro-
gen receptor α is dispensable for proliferation 
but essential for complete biological and bio-
chemical responses. Proc Natl Acad Sci U S A 
107:19272–19277

154. Winuthayanon W, Bernhardt ML, Padilla-Banks E, 
Myers PH, Edin ML, Lih FB, Hewitt SC, Korach 
KS, Williams CJ (2015) Oviductal estrogen recep-
tor α signaling prevents protease-mediated embryo 
death. elife 4:e10453–e10453

155. Winuthayanon W, Lierz SL, Delarosa KC, Sampels 
SR, Donoghue LJ, Hewitt SC, Korach KS (2017) 
Juxtacrine activity of estrogen receptor α in uterine 
stromal cells is necessary for estrogen-induced epi-
thelial cell proliferation. Sci Rep 7:8377–8377

156. Yilmaz BD, Bulun SE (2019) Endometriosis 
and nuclear receptors. Hum Reprod Update 
25:473–485

2 Female Reproductive Systems: Hormone Dependence and Receptor Expression



41

3Nuclear Receptors in Ovarian 
Function

Doan Thao Dinh and Darryl Lyndon Russell

Abstract

The ovary undergoes cycles of hormone pro-
duction that regulate physiological changes 
necessary for folliculogenesis, ovulation and 
luteinisation, ultimately contributing to female 
reproductive success. Crucial to these biologi-
cal processes is stage-specific nuclear receptor 
signalling. While the transcriptional regula-
tory roles of steroid receptors in female fertil-
ity and especially ovarian functions have long 
been documented, non-steroid receptors also 
play an important part in regulating gene 
expression at various stages of ovarian devel-
opment. The recent application of high- 
throughput genomic and transcriptomic 
technologies has begun to shed light on the 
molecular mechanisms underlying ovarian 
nuclear receptor actions and pointed to a com-
plex interplay between highly specific tran-
scription co-regulators as well as between 
nuclear receptors in mediating mutual as well 
as unique target genes. Interrelationships 
between nuclear receptors as well as the 
involvement of context-specific protein and 
non-protein co-regulators are likely keys to 
the precise and specific nuclear receptor action 
in the ovary. Leveraging such knowledge on 

the nuclear receptor network is especially 
valuable in the development of novel fertility 
treatments as well as female contraceptives.

Keywords

Reproductive biology · Steroid receptor · 
Nuclear receptor · Ovary · Ovulation · Female 
reproduction

3.1  Introduction

The ovary is responsible for ensuring female 
reproductive success through the generation of 
viable oocytes for fertilisation and development 
as well as the production of hormones that coor-
dinate the reproductive cycle and support preg-
nancy and lactation. Critical ovarian functions 
include follicle development (folliculogenesis), 
oocyte maturation, ovulation and luteinisation. 
Crucial to the precise regulation of all ovarian 
functions is the involvement of reproductive hor-
mones; in particular, reproductive steroids and 
their receptors are the archetypal hormone net-
work. Ligand-activated receptors provide an ele-
gant mechanism for communication between 
different organs or cell types to control and coor-
dinate the many critical reproductive processes. 
In the ovary multiple nuclear hormone receptors, 
including steroid and non-steroid receptors, are 
activated at specific stages and regulate a com-

D. T. Dinh · D. L. Russell (*) 
Robinson Research Institute, School of Biomedicine, 
Faculty of Health & Medical Sciences, The 
University of Adelaide, Adelaide, SA, Australia
e-mail: Darryl.russell@adelaide.edu.au

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 
M. J. Campbell, C. L. Bevan (eds.), Nuclear Receptors in Human Health and Disease, Advances in 
Experimental Medicine and Biology 1390, https://doi.org/10.1007/978-3-031-11836-4_3

mailto:Darryl.russell@adelaide.edu.au
https://doi.org/10.1007/978-3-031-11836-4_3


42

plex network of signalling pathways via their tar-
get genes.

3.2  Hormonal Control 
of Dynamic Physiological 
Change in the Ovary

 (a) Folliculogenesis:

The ovarian follicle is composed of an oocyte 
surrounded by  somatic cells  – mural granulosa 
cells, cumulus cells and theca cells. The complex 
interactions between each of these compart-
ments, often involving steroid hormone signals, 
are vital for ovarian functions. A typical ovarian 
follicular cycle is illustrated in Fig.  3.1. 
Folliculogenesis initiates prior to birth and in the 
developing ovary, oocytes enter meiosis and germ 
cell division is arrested early at meiosis I pro-
phase in prenatal development [1]. At, or shortly 
after birth, meiotically arrested oocytes are 
assembled into primordial follicles in which they 
are surrounded by a layer of flat, un-differenti-
ated pre-granulosa cells [2]. Follicle growth 
and  development (folliculogenesis) is sporadi-
cally initiated each day in a small number of pri-
mordial follicles. During the  early stage of 
follicle development, granulosa cells also display 
morphological changes, becoming cuboidal 
and proliferative [3]. During early follicle growth 
granulosa cells are not steroidogenic, but as the 
follicle grows, specialised stromal cells called 
theca cells are recruited from a progenitor pool in 
the ovarian stroma, then proliferate and differen-
tiate to form the theca layer surrounding the exte-
rior of the  follicle. Theca cells express 
steroidogenic enzymes that are necessary to con-
vert cholesterol to testosterone (T) under the con-
trol of luteinising hormone (LH) [4]. This 
testosterone is secreted and taken up by granu-
losa cells, which convert it to estrogen (E2) via 
the P450 Aromatase enzyme encoded by  the 
Cyp19a1 gene, regulated by follicle stimulating 
hormone (FSH) from the pituitary. This regula-
tion of two independent cell types by two distinct 
gonadotrophins, known as the  two-cell two-
gonadotropin theory, provides exquisite control 

of the regular female hormone cycle driven by 
the developmental status of the ovarian follicles. 
E2 produced by  growing follicles acts on the 
pituitary to repress FSH production, while also 
stimulating GnRH synthesis and  release by the 
hypothalamus, thus promoting the release of LH 
pulses. As a result, granulosa cells of dominant 
follicles acquire FSH- independent growth and 
development, while rising LH levels further stim-
ulate theca cells and begin to also act on granu-
losa cells, promoting their differentiation 
to  preovulatory stage. During folliculogenesis, 
granulosa cell specification and the formation of 
the fluid-filled antral space also lead to the dif-
ferentiation between cumulus cells, which imme-
diately surround the oocyte and are important 
in promoting oocyte growth and developmental 
competence, and mural granulosa cells which are 
involved in steroid and protein hormone produc-
tion in response to FSH and LH [5].

 (b) Ovulation: 

Continued rising E2 from preovulatory follicles 
causes larger and more frequent pulses of LH 
release from the pituitary until the pulses merge 
to become the mid-cycle LH-surge. Preovulatory 
ovarian follicles respond to the LH surge, result-
ing in a number of dynamic morphological, 
molecular and biochemical events in preparation 
for the release of the mature oocyte into the ovi-
duct and potential fertilisation, embryo develop-
ment and implantation [6]. A multifaceted 
interplay between different components of the 
pre-ovulatory follicle, including oocytes and 
their surrounding somatic cells, has to be coordi-
nated to achieve ovulation. In oocytes, meiotic 
resumption occurs leading to the extrusion of the 
first polar body, which carries half of the genetic 
material, and the  second meiotic arrest at MII 
stage. At the same time, the surrounding cumulus 
cell layers produce a specialised extracellular 
matrix (ECM), causing the cumulus oocyte com-
plex (COC) to expand and increase in volume, as 
well as gaining additional migratory and invasive 
properties which are necessary for ovulation [7]. 
The COC, containing a  mature oocyte, is then 
released into the oviduct from the peri-ovulatory 
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Fig. 3.1 Follicle development and nuclear receptor 
action in the ovary. (a) Circulating levels of gonado-
tropins; follicle stimulating hormone (FSH) and lutein-
ising hormone (LH) and steroids associated with stages 
of follicle development (folliculogenesis). (b) During 
folliculogenesis, follicles grow and differentiate, form 
the antrum cavity, granulosa cells (green) diverge into 
mural granulosa and cumulus cells. Steroidogenic theca 
cells (yellow) produce progesterone, most of which is 
converted to testosterone. Testosterone diffuses to the 
granulosa cell layers, where the aromatase enzyme con-
verts it to estrogen. The rise in circulating estrogen 

stimulates the hypothalamus and pituitary, prompting 
the LH surge which triggers release of the mature oocyte 
from the follicle (ovulation), while residual granulosa 
cells luteinise, forming the highly steroidogenic corpus 
luteum which secretes progesterone to support implan-
tation and pregnancy. (c) Expression and role of nuclear 
receptors at different stages of folliculogenesis. Position 
and size of boxes reflect the temporal expression of each 
nuclear receptor in granulosa cells. Nuclear receptors 
that are present in granulosa cells but do not have a 
well-described temporal expression pattern are greyed

follicle at the follicle apex. For this to occur, the 
physical cellular barrier of the follicle, composed 
of multiple layers of ECM as well as granulosa, 
theca and  surface epithelial cells, needs to be 
thinned and broken down through tissue remod-
elling. This involves many concurrent processes, 
including proteolytic degradation of ECM layers, 

surface epithelial cell apoptosis, immune cell 
recruitment and  theca cell migration [6]. Aside 
from tissue remodelling, precisely-timed muscle 
contraction as well as vasocontraction at the apex 
are also required for the release of the oocyte. 
The ovulatory surge of LH also induces terminal 
differentiation of granulosa cells into highly ste-
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roidogenic luteal cells, which synthesise choles-
terol and convert it to progesterone that acts 
on the uterus to promote implantation 
and  gestation. Another important part of 
the tissue remodelling process is the gen-
eration of new vasculature around the peri- 
ovulatory follicle, which  is necessary for 
the formation of the corpus luteum (CL) 
from the ovulated follicle by providing 
nutrients and hormones to the developing 
CL, and providing ready access for highly 
active hormone secretion from the CL to 
reach circulation.

3.3  Physiological Effects 
of Nuclear Hormone 
Receptors on Ovarian 
Functions

Nuclear hormone receptors are a family of 
ligand-dependent transcription factors that are 
usually activated through binding with steroid 
hormones or other signalling lipid-soluble 
molecules and directly interact with chroma-
tin. Despite the name, the ligands for many 
nuclear receptors are as yet unknown and 
these are thus referred to as ‘orphan’ nuclear 
receptors. In addition to genomic actions, 
many are also known to have non-genomic 
roles in various contexts [8, 9]. While several 
orphan receptors have important ovarian roles, 
in particular SF1 for early ovarian develop-
ment and LRH1 for folliculogenesis and ovu-
lation, for the purpose of this review, only 
hormone receptors with well-described 
ligands and their genomic actions will be con-
sidered, with orphan receptors having been 
reviewed elsewhere [10]. The ligand activated 
receptors are grouped into two classes:
 (a) Steroid receptors (SR), which are steroid 

hormone-binding transcription factors 
(NR3 family) including progesterone 
receptor (PGR), estrogen receptor (ER), 
androgen receptor (AR), glucocorticoid 
receptor (GR) and mineralocorticoid 
receptor (MR).

 (b) Non-steroid receptors, loosely including 
transcription factors not in the NR3 fam-
ily that bind and are regulated by ligands 
that are lipid permeable compounds, such 
as vitamins, lipid metabolites or retinoids. 
These include peroxisome proliferator- 
activated receptor (PPAR), thyroid hor-
mone receptor (TR), vitamin D receptor 
(VDR), retinoic acid receptor (RAR) and 
retinoid X receptor (RXR).

 (a) Steroid receptors in the ovary:

The steroid hormones are classical regulators of 
reproductive processes. Highly regulated secre-
tion of hormones and expression of their recep-
tors enable communication and exquisite 
coordination of the functions of the different 
reproductive organs in preparation for fertilisa-
tion and pregnancy. The ovary is the primary 
source of estrogen, androgens and progesterone 
in females and ovaries are themselves responsive 
to these signals through steroid receptors that are 
expressed at key developmental stages.

Progesterone (P4) is an essential reproductive 
hormone critical in the ovary for ovulation, in the 
uterus for implantation and gestation, as well as 
in the mammary gland for milk production. In the 
final stages of ovarian follicle maturation, differ-
entiated granulosa cells of preovulatory follicles 
respond to the LH surge and begin to express 
Cyp11a1, which encodes the P450 side chain 
cleavage enzyme that is rate-limiting for P4 pro-
duction [11]. This results in steadily increasing 
P4 secretion by the ovarian follicular granulosa 
cells immediately prior to ovulation, which con-
tinues to rise as the follicle luteinises and remains 
high throughout gestation. P4 mainly functions 
through the direct binding and activation of its 
cognate receptor PGR, a nuclear steroid receptor 
that has profound importance in the regulation 
and maintenance of normal female reproductive 
physiology. In different female reproductive tis-
sues, PGR responding to rising P4 secretion from 
the ovary shows distinct functions that are highly 
dependent on each tissue context, revealed in 
studies on PGR knockout (KO) mouse models 
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[12, 13]. In the pre-ovulatory ovary, PGR is 
expressed exclusively in granulosa cells and is 
highly induced in response to the ovulatory 
LH-surge [14]. PGRKO female mice are infertile 
due to complete anovulation [12]. Likewise, 
treatment with PGR antagonist results in ovula-
tion suppression in rodents and humans [15–17], 
and silencing of ovarian PGR expression results 
in ovulation disruption in macaques [18]. 
Luteinisation of follicles is unaffected in PGRKO 
or PGR-antagonist treated models with the result-
ing CLs containing entrapped oocytes, indicating 
that ovulation is specifically dependent on PGR 
action in the ovary [12]. PGR is a key regulator of 
a number of ovulatory genes that are involved in 
tissue remodelling (Adamts1), cumulus expan-
sion (Areg, Ereg) and also acts upstream to other 
ovulatory transcription factors (Pparg, Hif1a) 
[19]. PGR includes two main isoforms, PGR-A 
and PGR-B, both of which are present in most 
PGR-positive cells. Even though both isoforms 
are expressed in granulosa cells of pre-ovulatory 
follicles, PGR-A is credited as the more essential 
isoform in ovulation, as determined from studies 
on null mouse models that are specific to each 
PGR isoform [20, 21]. Female mice that have a 
mutation which prevents production of functional 
PGR-A exhibit a specific failure of follicle rup-
ture, but not luteinisation, even after gonadotro-
pin stimulation. However, female mice lacking 
PGR-B have normal ovulation and fertility. 
Analysis of total and isoform-specific knockout 
granulosa transcriptomes indicates that such phe-
notypic properties are a result of broad differ-
ences in gene expression patterns that are driven 
by PGR-A and not PGR-B, in which PGR-B 
deletion had very limited impact on gene expres-
sion in LH-stimulated ovaries, while PGR-A 
deletion caused very similar gene expression 
changes to the total PGRKO [22]. The role of 
PGR on oocyte development, however, is less 
clear. Oocytes from total PGRKO mice that are 
extracted from preovulatory ovaries and sub-
jected to in vitro maturation are capable of COC 
expansion, fertilisation and developing into nor-
mal pups [23]. Furthermore, while there is  
in vitro evidence that PGR antagonist treatment 

has detrimental effects on cumulus expansion in 
pigs [24], there is no evidence for a role for PGR 
in human cumulus cells or oocyte maturation.

A direct intraovarian role for estrogen to pro-
mote FSH-independent survival, proliferation 
and differentiation of granulosa cells is well 
known [25]. In granulosa cells, estrogen receptor 
β (ERβ) is expressed at all stages of development, 
from the secondary follicle stage onwards to CL 
[26, 27]. ERα, however, is not found in granulosa 
cells but rather in theca and interstitial cells. 
Correspondingly, it has been shown through a 
number of mouse models that ERβ is the more 
important form in ovulation. Knockout of ERβ in 
female mice results in reduced cumulus expan-
sion, ovulation and corpus luteum formation and 
hence reduced litter size, which cannot be res-
cued through gonadotrophin stimulation [28]. A 
number of FSH-regulated genes, including the 
LH receptor-encoding gene Lhcgr and 
LH-regulated downstream target genes, show 
disrupted expression in ERβKO granulosa cells 
[29]. Thus, in response to E2, ERβ mediates a 
gene expression profile that is required for granu-
losa cell differentiation to the fully LH-responsive 
preovulatory stage. ERβ also has a role in sup-
porting the emergence of dominant follicles and 
their progression to become preovulatory folli-
cles [30]. This is in contrast to the ERαKO model, 
in which anovulation can be ameliorated through 
exogenous gonadotrophin stimulation, indicating 
that the key role for ERα is in the regulation of 
gonadotropin release from the pituitary [31]. The 
involvement of non-classical ERα actions in fer-
tility has also been investigated in separate trans-
genic mouse models carrying point mutations in 
the LBD or AF-2 region of ERα respectively, 
resulting in disrupted ERα ligand binding func-
tion and plasma membrane association. Both of 
these mouse models showed a similar reversible 
anovulation phenotype due to defects in survival 
and proliferation of granulosa cells and theca 
cells. This suggested that ERα can have extranu-
clear and ligand-independent ovarian functions 
[32, 33]. Furthermore, theca-specific KO of ERα 
leads to a less severe reproductive phenotype, 
where aberrant oestrus cycling pattern results in 
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more pronounced fertility decline in older female 
mice, further indicating that ERα has only a 
minor role in the theca, and is most important in 
regulating gonadotropin release to mediate repro-
duction [34]. In breast cells and in the endome-
trium, ER has been shown to be immediately 
upstream of PGR expression through direct bind-
ing of ER to response elements within the PGR 
promoter [35]. Such sites are dispensable for 
PGR expression in granulosa cells [36]. Rather, 
the effect of ERβ on PGR expression in this con-
text is more likely indirect, through the mediation 
of LH receptor expression, which is required for 
LH-induced PGR induction as shown through 
transcriptomic analysis of ERβKO vs WT granu-
losa cells [29, 37]. A similar pathway is likely the 
mechanism by which ERβ regulates other ovula-
tory transcription factors, including RUNX1 and 
RUNX2. Rather than having a direct role in ovu-
lation, transcription analysis of ERβ KO vs WT 
in pre-ovulatory follicles indicates that ERβ is 
required for growth and development of follicles, 
in particular steroidogenesis and the PKA-cAMP 
signalling pathway that is responsive to FSH.

Androgen receptor (AR) is a nuclear hormone 
receptor closely related to PGR, with very similar 
protein structure and DNA binding sequence 
specificity [38]. In the ovary, AR is expressed in 
the oocyte, cumulus, granulosa and theca cells at 
most stages throughout folliculogenesis [39]. 
Androgens, the key ligands of AR, are synthe-
sised in the ovarian theca cells which express the 
rate limiting steroidogenic enzyme Cyp17a1 
under the control of LH [40]. Treatment with the 
AR ligand T or the non-aromatisable AR ligand 
dihydrotestosterone (DHT) promotes follicle 
growth in vitro [41, 42]. T is also required for 
Fshr and Lhcgr expression and hence for the 
induction of PGR in cultured granulosa cells 
[43]. In vivo treatment with non-aromatisable 
ligand DHT also stimulates the expression of 
LH-responsive ovulatory genes, indicating this is 
a direct effect of androgen, not its conversion (via 
aromarisation) to E2 [40]. Global KO of AR in 
mice results in overall poorer female fertility, 
with a reduction in antral follicle count, impaired 

oocyte maturation and reduced expression of ste-
roidogenesis genes [44]. When AR is knocked 
out specifically in granulosa cells, defective 
 folliculogenesis is again observed as well as dis-
ruption in steroidogenesis and the estrus cycle 
[45, 46]. However, in young mice ovulation can 
be rescued with exogenous gonadotropin, sug-
gesting that AR also has non-ovarian reproduc-
tive functions. Knockout of AR in other ovarian 
cell types, including the oocyte and theca cells, 
has no effect on female fertility [45, 47], indicat-
ing that only AR action in granulosa cells is com-
pulsory for female reproduction. Another key 
physiological focus on androgen action in the 
ovary is in the aetiology of polycystic ovary syn-
drome (PCOS), which is linked to elevated 
androgen exposure during development and 
affects androgen levels, metabolism, insulin sen-
sitivity, fat deposition, risk of cardiovascular dis-
ease and many other diseases in adults. In the 
ovary, elevated T levels cause arrested follicle 
growth at the antral stage, leading to an accumu-
lation of immature cystic follicle structures  – 
which gave the condition its name – and resulting 
in failure to ovulate, hence sub-fertility [48]. 
Ablation of AR in neuronal cells can ameliorate 
many of the features of PCOS, indicating that the 
effects of androgen excess are multifactorial and 
includes effects on the central nervous system 
[49]. Thus the balance of AR signalling appears 
to be important for fertility regulation, with either 
too low or too high stimulation being detrimental 
[50].

Corticosteroid receptors include glucocorti-
coid receptor (GR) and mineralocorticoid recep-
tor (MR), which are activated by the adrenal 
hormones cortisol and aldosterone. GR is 
expressed in oocytes and granulosa cells [51] and 
is shown in macaques to be LH-induced [52]. 
Due to the lethal effect of GR knockout in mouse, 
little is known about the role of GR in the context 
of reproduction. The recent generation of a viable 
GRKO model in zebrafish has begun to indicate a 
role of GR in female fertility, as GRKO female 
fish display reduced ovulation and fertilisation 
rate [53]. However, it is unknown whether this is 
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a specific consequence of ovarian GR ablation or 
whether it is due to systemic lack of GR. MR is 
reported to have different expression patterns in 
the ovary depending on the species [52, 54], how-
ever its roles remain unknown.

In summary, the ovary is the primary source of 
female reproductive hormones, while specialised 
spatio-temporal expression of corresponding SR 
are also mediated through hormonally controlled 
mechanisms. As a consequence, ovarian func-
tions are tightly governed by steroid hormones 
and corresponding SR, resulting in the highly- 
coordinated regulation of folliculogenesis, ovula-
tion, oocyte maturation and luteinisation. While 
the roles of of ERβ, PGR and AR in female fertil-
ity have been described extensively, the roles of 
GR and MR remain largely unexplored.

 (b) Non-steroid nuclear receptors:

Several families of nuclear receptors that are 
structurally related to the steroid receptor family 
but are regulated by ligands linked to cell homeo-
stasis and metabolism, such as lipid derivatives, 
fatty acids or vitamins, are also expressed in the 
ovary. These ligand-receptor interactions play 
important paracrine roles in regulation of follicu-
logenesis and ovulation.

The peroxisome proliferator activated recep-
tor (PPAR) family, consisting of PPARα, PPARδ 
and PPARγ, has fatty acids and prostaglandins as 
its activating ligands. PPARα and PPARδ are 
present in theca and stromal cells [55], while 
PPARγ is expressed in mouse granulosa cells at 
most stages of follicular development [55] and is 
induced through a PGR-dependent mechanism 
after the ovulatory LH-surge [56]. 
Consequentially, PPARγ has been shown to be 
critical for ovarian functions. A granulosa- 
specific PPARγ KO mouse model has dramati-
cally impaired ovulation as well as reduced CL 
formation and progesterone production [56]. 
Evidence suggests there are species differences 
in the role of PPARγ during ovulation, since the 
expression of PPARγ mRNA has been shown to 

be reduced after ovulation induction in macaque 
[57] and rat granulosa cells [55]. While the 
 pattern of regulation in human is yet to be dem-
onstrated, pharmacological activators of PPARγ 
have been shown to improve ovulation in women 
with PCOS [58]. In mice, treatment in the peri-
ovulatory stage with agonists of PPARγ have also 
been shown to improve the developmental com-
petence of oocytes impacted by metabolic distur-
bance [59]. PPARα and PPARδ have not been 
found to participate in the regulation of reproduc-
tion in genetic ablation models, with PPARα KO 
mice being fertile [60] and PPARδ KO being 
embryonically lethal [61]. A number of PGR- 
regulated genes are now recognised to be down-
stream of PPARγ during ovulation in mice, 
including Edn2 and Il6, which are important in 
smooth muscle contraction and cumulus expan-
sion [56]. PPARα and PPARγ are also present in 
ovarian macrophages, where expression of the 
inflammatory mediator Nos2 is regulated by 
PPAR agonist [59].

The nuclear receptor for vitamin D (VDR) is 
expressed in granulosa cells [62] and associated 
with follicle growth and granulosa cell prolifera-
tion [63]. The ablation of VDR in mice thus 
results in female infertility due to impaired fol-
liculogenesis [64]. In some reports, this repro-
ductive phenotype can be ameliorated through a 
calcium-supplemented diet, however other data 
contradict this suggestion [63]. In a pathology 
context, vitamin D signalling has also been linked 
to PCOS, and vitamin D supplement has been 
shown to be beneficial in PCOS patients in 
improving glucose and lipid metabolism, testos-
terone level, insulin resistance and ovarian folli-
cle development [65–69].

The thyroid hormone receptor (TR) family 
consists of isoforms TRα and TRβ, both of which 
are expressed in oocytes, granulosa cells and 
theca cells at different stages of follicle develop-
ment [70]. For TRα, an alternative splicing iso-
form (TRα-2) is more important for female 
reproduction, as shown through impaired fertility 
in TRα-2 KO female mice [71]. Mice that have 

3 Nuclear Receptors in Ovarian Function



48

either TRα-1 (the canonical TRα isoform) or TRβ 
ablated are reported to have normal fertility [72, 
73], however double KO of both transcription 
factors results in reduced fertility rate [74], allud-
ing to the existence of a shared mechanism of 
TRα-1 and TRβ in regulating female reproduc-
tion which until now has remained unexplored. 
Additionally, a recent report has suggested a cor-
relation between TRα in human granulosa cells 
and fertility, in which TRα-2 mRNA level is 
higher in infertile women and TRα expression is 
negatively correlated to Has2 and Ptgs2 [75].

The three subtypes of retinoic acid receptor 
(RAR) – RARα/RARβ/RARγ – are expressed in 
the ovary, specifically in granulosa cells and 
oocytes [76], and the role of RA in folliculogen-
esis and granulosa cell functions has been indi-
cated in a number of studies. In granulosa cells, 
treatment with RA promotes the expression of 
LHR through inducing Lhcgr promoter demeth-
ylation in a granulosa cell-specific manner [77]. 
Mice given a vitamin A-deficient diet or treated 
with an inhibitor of alcohol dehydrogenase 
(required for RA conversion) show reduced ovu-
lation and oocyte maturation rate [78]. Using a 
lacZ reporter mouse model, it has been shown 
that RA acts through the activation of RAR, but 
this did not differentiate between different RAR 
isoforms. Conversely, triple KO of all three RAR 
in granulosa cells does not affect fertility [79], 
thus necessitating further studies into the mecha-
nism through which RA regulates ovarian func-
tions. Another nuclear receptor with little known 
reproductive function is RXR.  Activated by a 
number of retinoid molecules, there has been 
little to no research on the involvement of the 
three RXR proteins (RXRα, RXRβ, RXRγ) in 
ovarian functions, although RXRβ and RXRγ 
KO mice reportedly reproduce normally [80]. In 
granulosa cells, PPARγ and RXR have been 
shown to regulate the ovary specific promoter of 
Cyp19a1, thus modulating E2 production [81].

Together with steroid hormones, non-steroid 
ligands and their nuclear receptors play diverse 
roles in follicle development and ovulation, as 
summarised in Fig.  3.2. However, in contrast to 
SR which have been the focus of reproduction 
biology for many years, details on the importance 

and mechanism of non-steroid receptors in female 
fertility are largely absent from the literature, apart 
from more recent works on the PPAR family.

3.4  Signalling Mechanism 
of Nuclear Receptors 
in the Ovary

 (a) Steroid receptor genome interactions in the 
ovary

As discussed, most steroid ligands are produced 
in the ovary, hence local concentrations of ste-
roids are elevated at certain stages of the repro-
ductive cycle, with their receptors being 
expressed under the control of reproductive hor-
mones including steroids and gonadotropins. 
Upon activation by ligand binding, steroid recep-
tors dimerise and, if cytoplasmic, translocate 
from the cytoplasm to the nucleus [82]. As in all 
target tissues, SR in the ovary mainly exert their 
effects through directly binding DNA at specific 
hormone nuclear receptor response element 
sequences (HRE), leading to the transcriptional 
induction or repression of specific genes. The 
canonical response elements bound by PGR, AR, 
GR and MR are minor variations on a highly 
similar core motif (5′-GnACAnnnTGTnC-3′), 
whereas ER utilises a different motif (ERE, 
5′-AGGTCAnnnTGACCT-3′). Further charac-
terisation of specific binding motif preference 
found that sequences flanking the core HRE 
motif are important for GR and AR specific inter-
action [83, 84], but this has not been elaborated 
for PGR. These motifs are present in the regula-
tory regions (promoter or enhancer) of many tar-
get genes and bound by specific activated 
receptors to regulate transcription. The influence 
of SR is not only restricted to genes with full con-
sensus HRE, as SR are also recruited to regions 
with HRE half-sites [85–87], or can be tethered 
to chromatin through interaction with other 
DNA-binding transcription factors [88, 89].

Growing evidence that SR can interact with 
target chromatin sites through tethering at non- 
canonical motifs adds complexity to the mecha-
nisms of the transcriptional regulation by SR. In 
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Fig. 3.2 Hormone regulation of gene expression dur-
ing folliculogenesis and ovulation. (a) During folliculo-
genesis gonadotrophins LH and FSH promote production 
of testosterone (T) and its conversion by Cyp19a1 (aroma-
tase) to estradiol (E2) in theca and granulosa cells respec-
tively. Testosterone and E2  in turn act through their 
nuclear receptors, androgen receptor (AR) and estrogen 
receptor beta (ERβ), promoting expression of FSH and 
LH receptors (Fshr, Lhcgr), cell proliferation genes such 
as cyclin dependent kinases (Cdk), and others. 
Mineralocorticoid receptor (MR), vitamin D receptor 

(VDR) and Retinoid X receptor (RXR) also contribute to 
control of folliculogenesis. (b) The ovulation activating 
LH-surge induces high expression of progesterone recep-
tor (PGR) which stimulates a cascade of ovulation genes 
including peroxisome proliferating receptor gamma 
(Pparg), A disintegrin and metalloproteinase-1 (Adamts1), 
Amphiregulin and Epireguliln (Areg, Ereg) and Hypoxia 
induced factor-1 alpha (Hif1a). The orphan receptor 
LRH1, as well as glucocorticoid receptor (GR) and reti-
noic acid receptor (RAR) are also important regulators of 
ovulatory gene expression

such cases, the cooperation between SR and 
other DNA-binding transcription factors in a 
context- specific manner is crucial, as is the role 
for each transcription factor in the recruitment of 
the transcriptional machinery. Despite the impor-
tance of steroid hormones and their receptors in 
female fertility, the unique molecular mecha-
nisms that distinguish their ovarian functions 
from other hormone-responsive organs remain 
largely unexplored. Recently, the unique roles of 
PGR in different female reproductive tissues 
have been identified at the cistromic and 
 transcriptomic levels. PGR displays specific pref-
erences for DNA binding in each tissue, which 
results in tissue-specific gene regulation patterns. 
A study comparing PGR cistromes between 
T47D breast cancer cell line versus primary leio-
myoma found less than 15% overlap in PGR- 
binding sites [90]. Similarly, less than 10% of 
PGR binding sites were found to be shared 
between progesterone-responsive granulosa cells 
and uterine tissue, which leads to the regulation 
of distinct sets of genes in different female repro-
ductive tissues with little overlap [14]. Further 
exploration into the chromatin binding patterns 
of PGR in each context discovered a strong pref-
erence for proximal promoter regions (within 

3 kb of transcription start sites) in granulosa cells 
but not in the uterus. Additionally, a predilection 
for interaction with distinct non-canonical motifs 
was also indicated in granulosa cells, suggesting 
direct interaction of PGR with AP1 and RUNX 
transcription factors in an ovarian-specific con-
text [14]. Apart from regulating gene expression 
through promoter binding, PGR also shows the 
potential to mediate enhancer action through 
binding non-promoter regions. For example, in 
granulosa cells PGR binds a number of chroma-
tin sites within Zbtb16 intronic bodies, including 
sites previously shown to have enhancer action 
that promotes the expression of Zbtb16 [91]. 
PGR chromatin binding is highly associated with 
chromatin accessibility, as demonstrated through 
ATAC-seq and H3K27ac ChIP-seq of mouse 
peri-ovulatory granulosa cells [14, 22]. 
Importantly, PGR shows an active role in driving 
chromatin accessibility and does not only take 
advantage of pre-accessible chromatin sites, sug-
gesting PGR-chromatin binding is not dependent 
on a pioneer factor [22]. Although several studies 
have focused on AR and GR chromatin binding 
[92–94], none has been performed in the context 
of the ovary. Given the stark differences in SR 
action in different tissue contexts, investigation 
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into the ovarian cistromic action of these SR will 
be required to fully understand their importance 
in ovarian functions.

ERβ plays a critical role in granulosa cell 
specification and function [29]. However, the 
activation of gene expression by ERβ in granu-
losa cells is dependent on the presence of FOXL2, 
another granulosa cell specification factor [95, 
96]. This guidance of chromatin binding by cell- 
specific co-factors could explain the mechanism 
for unique transcriptional activity of ERβ in gran-
ulosa cells, however to date there has been no 
systematic comparison of ERβ and FOXL2 bind-
ing sites. Similarly, FOXL2 has also been impli-
cated in AR action in granulosa cells [95]. The 
exact mechanism for such involvement remains 
unknown, however in prostate and mammary 
gland the related transcription factor FOXA2 has 
been shown to play a vital pioneer function for 
ER and AR [97].

 (b) Steroid receptor isoforms:

Many SR are expressed in various different iso-
forms as a result of diverse translation initiation 
sites or alternative transcript splicing from a sin-
gle gene. The two main PGR isoforms, A and B, 
generated from different translational start 
codons, have long been the focus of attention due 
to their discrete roles in different reproductive tis-
sues. The longer PGR-B isoform includes the 
additional activation function-3 (AF-3) transacti-
vation sequence in the N-terminal region, which 
mediates different co-regulator interactions [98]. 
This results in a higher transactivation capacity 
for PGR-B compared to PGR-A, and specific 
transcriptomes governed by each isoform. Not 
only does each PGR isoform exhibit discrete 
tissue- specific functions, the interplay between 
the isoforms can be highly complex and is pre-
cisely regulated in a spatiotemporal pattern and 
tissue-specific manner. In the ovary, both PGR-A 
and PGR-B are present and induced in response 
to the LH surge, with PGR-A being slightly pre-
dominant [20]. In the context of cancer, the bal-
ance of PGR-A:PGR-B ratio is important for 
cellular responses and the elevation of tumour 
development [99]. Interestingly, elevated PGR-A 

abundance can cause trans-repression of not only 
PGR-B but also other SR including GR and ER, 
without affecting their expression level [100]. 
Attempts have been made to elucidate the nature 
of such trans-repressive function, however the 
exact nature of the inhibitory process, such as the 
involvement of other co-repressors or the effect 
on PGR-B stability, is still poorly understood. In 
the uterus, this auto-inhibitory function plays an 
important role during parturition, in which uter-
ine progesterone withdrawal induces PGR-A 
trans-repression of PGR-B function, leading to 
an upregulation in contraction and inflammation 
genes and consequently to the onset of labour 
[101, 102]. Whether such a mechanism also 
influences PGR action in granulosa cells remains 
unknown.

AR, GR and MR can also be translated in mul-
tiple isoforms, with the two main isoforms of AR 
and MR generated through separate translation 
start sites. For AR, it has been shown in the 
human ovary that the abundance of the full-length 
AR-B outweighs that of the slightly more trun-
cated AR-A [103]. Like PGR, AR-A and AR-B 
are also shown to be functionally diverse [104]. 
Less is known about MR isoforms and isoform- 
specific expression pattern in the ovary; however 
it has been shown that MR-A possesses stronger 
transactivation action than MR-B [105]. The 
main isoforms of GR are GRα and GRβ, gener-
ated through alternative splicing events, and 
within each isoform multiple variants can arise 
based on different translation start sites. GRβ can 
act as a dominant negative inhibitor of GRα at 
glucocorticoid-responsive target genes [106]. 
The composition and dynamics of GR in the 
ovary and whether different GR isoforms are 
involved in the mediation of GR action in the 
ovary remains a mystery. The ERα and ERβ iso-
forms are expressed from separate genes and are 
less commonly found in the same cell types. In 
the ovary in particular, Esr2, which encodes ERβ, 
plays the predominant role in granulosa cells 
mediating folliculogenesis, while Esr1 encoding 
ERα is more predominantly expressed in theca 
cells [26, 27], thus it is less likely that the two 
isoforms are directly functionally linked in the 
ovarian context.
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 (c) Steroid receptor protein interactions:

A wide range of coactivators and corepressors 
has been associated with SR in various biological 
contexts. A classic coactivator family is the aptly 
named SR coactivators (SRC), whose members, 
especially the earliest known coactivators SRC- 
1, SRC-2 and SRC-3, were identified through 
their ability to bind SR upon ligand activation 
and mediate SR transcriptional activation [107, 
108]. This ability to promote SR transactivation 
is explained by the histone acetyltransferase 
activity of SRC [109]; furthermore, SRC can also 
interact with other histone modifiers, thus pro-
moting additional chromosomal modifications in 
preparation for transcription. One key example is 
CBP/p300, which can act in synergy with SRC-1 
to promote PGR and ER activation of gene 
expression in vitro [110]. Recent work on the 
synergy of the ER/SRC/CBP interaction has fur-
ther elucidated the relationship between different 
components of the nuclear receptor-related tran-
scription complex, in which SRC-3 proteins act 
as linkage between ER and CBP/p300 that in turn 
acetylates nearby histones and facilitates chro-
matin accessibility and gene transcription [111]. 
The expression of SRC1–3 as well as SRA and 
the corepressors NCOR and SMRT has been 
demonstrated in the ovary as well as in granulosa 
tumor cells [112]. However, to date there is insuf-
ficient study on the expression and actions of the 
SRC family during ovarian folliculogenesis, thus 
this aspect of steroid action remains not fully 
understood.

Aside from recruiting chromatin remodellers 
and components of the basal transcription com-
plex, SR can also interact with members of other 
DNA-binding transcription factor families, which 
can enable tethering to non-canonical motifs or 
cooperative mechanisms that lead to the targeting 
of an expanded range of genes without the HRE 
motif. In the ovary, the identification of specific 
PGR binding partners at PGR-bound chromatin 
sites in individual PGR-regulated genes led to the 
suggestion that PGR interacts with SP1 related 
transcription factors [88]. Further genome-wide 
assays identified enrichment of AP1 and RUNX 
motifs at PGR bound sites [14]. Such studies 

have indicated a specific suite of transcription 
factors that are likely to be involved in PGR regu-
lation of ovarian function. This PGR-RUNX 
interaction has to date only been identified in 
granulosa cells, suggesting that this may be a 
tissue-specific mechanism of hormone action. 
PGR colocalisation with both RUNX1 and 
RUNX2 in response to ovulatory cues was dem-
onstrated through proximity ligation assay and 
comparative ChIP-seq analysis showed that PGR 
and RUNX1 chromatin binding regions closely 
overlapped, sharing a high number of mutual 
chromatin binding sites as well as downstream 
target genes. These findings illustrate physical 
and functional interactions of PGR and RUNX1/2. 
At the same time, PGR was also shown to inter-
act with members of the JUN/FOS and NR5A 
families, members of which are also expressed in 
ovarian granulosa cells and play a role in ovula-
tion. Whether all of these proteins assemble into 
one mutual transcription complex or whether 
each exhibits unique interacting dynamics with 
PGR remains to be explored.

Together, these findings on the interactions of 
SR indicate that the precise co-expression pattern 
of the different SR members, as well as other 
transcription factor families, can influence the 
hormone response, providing a potential mecha-
nism for cell-specific regulatory action. As SR 
members can share binding partner repertoires, in 
granulosa cells where PGR, AR, ERβ and GR are 
known to be co-expressed, deciphering the indi-
vidual and mutual interactomes of these SR will 
be complex.

 (d) Interaction with non-protein co-regulators:

SR action can also be modulated by RNA com-
ponents, which are often overlooked due to their 
low abundance. The classic RNA regulator of SR 
is Sra1, a long non-coding RNA (lncRNA) that 
forms a physical interaction with and promotes 
SR transactivation [113, 114]. Curiously, Sra1 
can also exhibit SR regulatory function in the 
form of an encoded protein, named SRAP [115]. 
The Sra1 lncRNA seems to generically bind SRs 
and non-steroid nuclear receptors and can medi-
ate their interaction with other protein co-regula-
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tors [116], while the mechanism for SRAP action 
remains unknown [117]. While the roles of Sra1 
and SRAP are mainly examined in the context of 
tumorigenesis [118, 119], transgenic mice with 
overexpressed Sra1 are subfertile and the pres-
ence of Sra1 and its protein counterpart has been 
linked to reproductive disorders that affect the 
ovary and uterus [120–122]. The spatial and 
temporal patterns of Sra1 expression during fol-
liculogenesis and ovulation have not been 
explored in depth, however our unpublished data 
shows an induction in Sra transcription and asso-
ciated interaction with PGR post-LH surge. 
Another lncRNA that has been attributed to SR 
regulation is Gas5. The genomic structure of 
Gas5 is complex and generates various isoforms 
due to alternative splicing and intronic retention 
[123]. Furthermore, small nucleolar RNA 
(snoRNA) encoded in the Gas5 introns are also 
functional regulators of protein methylation, in 
particular, the methylation of ribosomal subunits 
that regulates their stability and translational 
activity [124]. Unlike Sra1 where a functional 
protein has been identified, so far there has been 
no protein product found for Gas5. Originally 
linked to cellular response to stress conditions, 
Gas5 also plays prominent roles in the modula-
tion of SR activity. This has been particularly 
demonstrated for GR, but Gas5 also interacts 
with all members of the NR3C steroid receptor 
family [125, 126]. In this context, Gas5 second-
ary RNA structure mimics the HRE chromatin 
folding structure and acts as a decoy, forming a 
physical interaction with the DNA binding 
domain of GR and competing with target DNA 
for GR occupancy, and inhibits GR transactiva-
tion functions. Evidence has shown that Gas5 in 
cumulus cells is associated with pregnancy out-
comes [127] and other studies have indicated the 
presence of Gas5 in oocytes and granulosa cells 
[128], as well as an association with stem cell 
renewal and pluripotency [129]. Both lncRNA 
and other short ncRNA including miRNA have 
been shown to play various roles in ovarian func-
tions, such as oocyte development and ovulation 
[130].

3.5  Conclusions

Nuclear receptors have long been linked to the 
physiology of female reproductive cycles and 
fertility success, indeed steroid receptor 
 regulation of reproductive processes are among 
the earliest known hormone actions. These ste-
roid hormones and their receptors have unique as 
well as shared roles within the ovary, suggesting 
that there are interrelationships between nuclear 
receptors in regulating transcription networks 
that are important for various aspects of ovarian 
functions, specifically in guiding the progress of 
folliculogenesis, ovulation and luteinisation. 
Given that nuclear receptor action is highly 
dependent on tissue context, it is also likely that 
nuclear receptor ovarian functions are a result of 
a unique combination of transcription modula-
tors as well as specific interactions between each 
hormone receptor and their co-regulators or 
other transcription factors. Evidence is emerging 
from investigations into these ovarian interac-
tomes as well as non-protein cofactor partners 
that supports the formation of ovary-specific 
transcriptional complexes. The identification 
and characterisation of the complex regulatory 
network that governs various aspects of ovarian 
function is crucial in our understanding of female 
fertility. This is especially important in the 
development of infertility treatment as well as 
novel targets for female contraceptives.
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Abstract

Nuclear receptors are master regulators of 
energy metabolism through the conversion of 
extracellular signals into gene expression 
signatures. The function of the respective 
nuclear receptor is tissue specific, signal and 
co-factor dependent. While normal nuclear 
receptor function is central to metabolic 
physiology, aberrant nuclear receptor signal-

ing is linked to various metabolic diseases 
such as type 2 diabetes mellitus, obesity, or 
hepatic steatosis. Thus, the tissue specific 
manipulation of nuclear receptors is a major 
field in biomedical research and represents a 
treatment approach for metabolic syndrome. 
This chapter focuses on key nuclear recep-
tors involved in regulating the metabolic 
function of liver, adipose tissue, skeletal 
muscle, and pancreatic β-cells. It also 
addresses the importance of nuclear co- 
factors for fine-tuning of nuclear receptor 
function. The mode of action, role in energy 
metabolism, and therapeutic potential of 
prominent nuclear receptors is outlined.

Keywords

Energy homeostasis · Glucose and lipid 
metabolism · Nuclear receptor-based thera-
pies · Metabolic syndrome · Transcriptional 
co-factors

4.1  Introduction and Outline

Nuclear receptors govern multiple essential 
functions in metabolism. In the current chapter, 
we aim to introduce the most important nuclear 
receptor-related functions and factors in the 
organ-specific regulation of glucose and lipid 
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metabolism, as well as diseases associated with 
their malfunction, and novel approaches to tar-
get them. Notably, there is a multitude of addi-
tional nuclear receptors, classified either as 
orphan receptors including the estrogen related 
receptor (ERR) and the retinoic acid related 
receptor (ROR), or with known ligands such as 
the estrogen receptor (ER), the androgen recep-
tor (AR), and the retinoic acid receptor (RAR). 
These receptors are also involved to some 
extent in the regulation of metabolism, but can-
not be covered exhaustively within the scope of 
this chapter. Our increasing understanding of 
the organ- and context- specific regulation of 
nuclear receptors and their co-factors (Box 4.1) 
has already led to the development of promis-
ing therapeutics for common diseases and will 
likely yield novel treatment approaches for 
metabolic diseases in the future. We here dis-
cuss the roles of the most prominent nuclear 
receptors in metabolism, PPARs, LXR, FXR, 
and GR, in the major metabolic organs and 
summarize the current state of play as regards 
therapeutic targeting of these receptors in meta-
bolic diseases.

4.2  Liver

Constant food accessibility and an overly seden-
tary lifestyle have led to an obesity pandemic. 
The imbalance of energy availability and expen-
diture is detrimental especially for the liver, 
which is one of the central organs for metabo-
lism. Consequently, conditions such as non- 
alcoholic fatty liver disease (NAFLD) and 
non-alcoholic steatohepatitis (NASH) are on the 
rise. To date, there are no efficient treatments for 
these diseases. Increasing knowledge of the 
diverse functions of nuclear receptors has led to 
growing interest in pharmacological compounds 
that can manipulate their activity. Tissue- or 
pathway- specific manipulation of nuclear  
receptors could represent novel treatment 
possibilities.

4.2.1  PPARα Is the Key to Liver Lipid 
Metabolism

Peroxisome proliferator-activated receptor alpha 
(PPARα) is a nuclear receptor highly abundant in 
liver and other tissues with high rates of fatty acid 
oxidation such as cardiac muscle, brown adipose 
tissue, and kidney [1–3]. PPARα was initially 
identified as an activator of peroxisome prolifera-
tion induced by hepatocarcinogens [4], but was 
since established as a master regulator of liver 
lipid metabolism. PPARα expression levels were 
found to be reduced in NAFLD patients, but 
increased in parallel with NAFLD histological 
improvements secondary to lifestyle intervention 
or bariatric surgery [5]. In line with this, hepato-
cyte specific disruption of PPARα in mice resulted 
in steatosis and steatohepatitis indicating an 
essential role in lipid utilization [6]. Indeed, 
PPARα expression is increased during suckling 
[7] and fasting [8], both states in which fat serves 
as the primary energy source. During fasting, fatty 
acids released from adipose tissue serve as endog-
enous ligands for PPARα and promote the activa-
tion of the majority of pathways involved in lipid 
catabolism, including lipid uptake, intracellular 
lipid trafficking, peroxisomal and mitochondrial 
β-oxidation, and ketone body synthesis. Cellular 
lipid uptake, which is the first step in lipid catabo-
lism, is facilitated by the fatty acid transporters 
fatty acid transporter (FAT/CD36) and fatty acid 
transporter protein (FATP). Both are direct target 
genes of PPARα [9] highlighting the importance 
of PPARα function not only for hepatic cellular 
metabolism but also for fatty acid clearance from 
the periphery. Apart from lipid uptake, PPARα 
regulates medium-chain acyl- coenzyme A (CoA) 
dehydrogenase [10, 11] and acyl-CoA oxidase 1 
[11] which are the rate limiting enzymes of mito-
chondrial and peroxisomal fatty acid β-oxidation 
(Fig. 4.1). These miscellaneous regulatory func-
tions of PPARα in lipid metabolism sparked inter-
est in developing compounds based on PPARα 
target gene products to counteract abnormalities 
and disorders associated with the metabolic syn-
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drome. A recent prominent example which gained 
interest as a pharmacological target is fibroblast 
growth factor (FGF) 21 [12]. FGF21 administra-
tion reduced body weight, blood glucose levels, 
circulating plasma insulin, and hepatic gluconeo-
genesis in diet-induced and genetic mouse models 
of obesity, as well as in non-human primates [13–

16]. Additionally, while FGF21 ablation resulted 
in severe hepatic steatosis and inflammation [17, 
18], elevation of circulating FGF21 levels reversed 
fatty liver and NASH [18, 19]. Due to poor phar-
macokinetic properties of natural FGF21, several 
modified FGF21 analogues were developed, 
which are currently undergoing clinical trials. 

Box 4.1: Transcriptional Co-factors as Tissue- 
and Context-Specific Regulators of Nuclear 
Receptor Function

The transcriptional control of biological pro-
cesses requires tight regulation and the ability 
to rapidly adapt in response to metabolic 
changes. NRs facilitate the transcription of 
target genes ligand dependently, however also 
rely on the recruitment of co-factors. These 
co- factors either induce or suppress transcrip-
tion and are referred to as co-activators or co-
repressors, respectively. Co-factors are not 
exclusive to the NRs, however in general, 
unliganded NRs preferentially interact with 
co- repressors and thereby inhibit transcription 
while ligand binding promotes NR:co-
activator interaction which facilitates tran-
scription. Interestingly the transcriptional 
co-factors transducin β-like protein 1 (TBL1), 
and TBL- related 1 (TBLR1) were reported to 
act as so called “nuclear exchange factors”, 
which regulate gene repression and expres-
sion by exchanging co-repressors and co-acti-
vators [147]. Co-factors modulate NR activity 
by determination of cellular localization, reg-
ulation of NR stability, or posttranslational 
modification of the NR itself or the chromatin 
[148–150]. One of the better studied repressor 
complexes is the NR co- repressor (NCoR) and 
silencing mediator of retinoic acid and thyroid 
hormone receptors (SMRT) co-repressor 
complex (NCoR/SMRT complex). This 
repressor complex is comprised of the core 
subunits NCoR or SMRT as well as histone 
deacetylase 3 (HDAC3), G-protein pathway 
suppressor 2 (GPS2), TBL1, and TBLR1 
[151, 152]. Repression through the NCoR/

SMRT complex is partly achieved by HDAC3 
mediated deacetylation of chromatin, which 
disables transcription. HDAC3 is a negative 
regulator of white adipose tissue (WAT) 
browning [153], and a modulator of liver lipid 
metabolism [154] and pancreatic β-cell func-
tion [155, 156], indicating its prominent and 
tissue-specific function in molecular meta-
bolic regulation. GPS2 regulates liver lipid 
metabolism [157] as well as adipose tissue 
metabolism and its endocrine function [158, 
159]. Interestingly, while hepatocyte specific 
loss of GPS2 ameliorates NASH [157], TBL1 
and TBLR1 loss of function in the liver pro-
motes steatosis development [160], indicating 
that the complex core components regulate 
transcriptional events independently of NCoR 
and SMRT and/or through recruitment of 
additional regulatory units. In addition, TBL1 
and TBLR1 were shown to directly interact 
with NRs and facilitate diverse tissue specific 
metabolic events including proliferation in 
pancreatic cancer cells [161, 162] and adipose 
tissue lipid metabolism [163]. It is currently 
estimated that the group of co-regulators 
includes around 150–400 proteins in humans 
[164], providing a unique tissue- and context-
specific targeting opportunity in future 
research. As disruption of co-factor function 
results in various metabolic diseases, insights 
into the mechanistic action of these co-factors 
are essential. The diverse features of these co-
factors and their ability to function as com-
plexes but also independently highlight their 
importance for the maintenance of a normal 
and healthy metabolism and their potential in 
the development of novel therapeutic drugs.
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Fig. 4.1 Nuclear receptors involved in regulating liver 
metabolism. Schematic representation of the main func-
tions of nuclear receptors in the liver and their ligands, 
main mode of action, and key target genes. (a) Upon 
ligand binding, PPARα induces lipid catabolism through 
direct induction of genes involved in cellular lipid uptake 
(FAT/CD36, FATP), fatty acid β-oxidation (ACO, MCAD, 
CPT1), and ketone body synthesis. (b) Apart from choles-
terol metabolism (CYP7A1, ABCG5, ABCG8), LXR con-

trols genes involved in carbohydrate (ChREBP) and 
triglyceride (SREBP1c, APOE, LPL) metabolism (c) 
FXR controls hepatic bile acid metabolism and is a known 
LXR counterplayer. (d) Glucocorticoid induced GR activ-
ity promotes gluconeogenesis (PEPCK, G6Pase) and lipid 
metabolism (ANGPTL4, FOXO1) in the hepatocytes. 
FAT/CD36 fatty acid transporter, FATP fatty acid transport 
protein, ACO acyl-CoA oxidase, MACD medium-chain 
acyl-CoA dehydrogenase, FGF21 fibroblast growth factor 
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Recently completed phase 2 studies assessed the 
efficacy and safety of FGF21 covalently conju-
gated to polyethylene glycol (PEGylation). 
PEGylated FGF21 significantly reduced hepatic 
fat, liver stiffness, fibrosis markers, and markers 
of liver damage [20, 21]. In contrast to recombi-
nant FGF21 and other FGF21 analogues, 
PEGylated FGF21 did not induce bone loss or 
increased blood pressure in the pre- clinical setting 
[22–24], suggesting a low risk for chronic treat-
ment in patients. Currently two phase 2b studies 
are ongoing, which evaluate the effects of 
PEGylated FGF21 in NASH patients with severe 
fibrosis (ClinicalTrials.gov Identifiers: 
NCT03486899 and NCT03486912). Another 
long-acting FGF21 fusion protein (Fc-FGF21) 
was shown to improve glucose metabolism and 
plasma lipid levels across species, including 
humans [25, 26]. Completion of a phase 2 clinical 
study, which investigated the effects of 
Fc-FGF21 in NASH patients, reported reduction 
of the hepatic fat fraction and markers of liver 
damage, while improving glycemic control [27], 
indicating the potential of this compound as a 
novel treatment possibility for NASH and 
NAFLD. The current lack of approved treatments 
for these conditions underlines the significance of 
the pharmacological improvements in obesity 
related morbidities after FGF21 analogue admin-
istration. As a direct PPARα target gene, this indi-
cates how crucial the physiological function of 
PPARα in the liver is, and how promising manipu-
lations of these pathways are to develop novel 
treatment possibilities for the metabolic syndrome 
and its manifestation as NAFLD and NASH.

4.2.2  LXR and FXR Are Regulators 
of Cholesterol Metabolism

The two liver X receptor (LXR) isoforms, α and 
β, are key regulators of cholesterol, triglyceride, 
and carbohydrate metabolism in the liver [28–

30]. LXRα was initially discovered in the liver 
where it is highly abundant [31], whereas LXRβ 
is ubiquitously expressed [32]. Cholesterol, cho-
lesterol derivatives, and cholesterol precursors 
were identified as natural LXR ligands indicating 
a central role of LXR in cholesterol metabolism 
[33]. Indeed, LXR is an intracellular cholesterol 
sensor and modulator by directly regulating 
genes involved in reverse cholesterol transport 
(RCT), conversion of cholesterol into bile acids, 
and intestinal excretion of cholesterol. In rodents, 
LXR induced  cholesterol 7 α-hydrolase 
(CYP7A1) expression upon ligand binding, 
which is the first step and the rate-limiting 
enzyme for bile acid synthesis [28]. Interestingly, 
binding of bile acids to the farnesoid X receptor 
(FXR), another nuclear receptor highly abundant 
in the liver, downregulated CYP7A1 expression 
[34], identifying FXR as a LXR counterplayer. 
The downregulation of CYP7A1 was in part 
facilitated by the FXR target gene FGF15 in mice 
and its orthologue FGF19  in humans [35]. In 
addition to bile acid synthesis inhibition, FXR 
promoted the modification of bile acids into less 
toxic molecules [36] and hepatic bile acid efflux 
via ATP-binding cassettes ABCB11 and ABCB4 
[37–39], while LXRα and β regulated cholesterol 
efflux from the liver into the bile via ABCG5 and 
ABCG8 [40] (Fig. 4.1).

Despite sharing 78% similarity in their amino 
acid sequence [41], LXRα and β do not possess 
identical functions in metabolism [42]. In mice 
lacking LXRα only, cholesterol removal from the 
body was severely impaired [28, 42], while 
LXRβ knockout (KO) mice were protected from 
such a phenotype [42]. Interestingly, LXRs were 
also identified to regulate glucose metabolism 
through energy utilization in brown fat [43], pan-
creatic insulin secretion [44], and direct up- 
regulation of the glucose transporter GLUT4  in 
adipose tissue and muscle [30, 45, 46]. 
Additionally, ligand activated LXR activity 
inhibited the gluconeogenic program through 

Fig. 4.1 (continued) 21, CPT1 carnitine palmitoyltrans-
ferase 1, CYP7A1 cholesterol 7 α-hydrolase, ABCG5 
ATP- binding cassette G 5, SREBP1c sterol regulatory 
element-binding transcription factor 1, ChREBP 
carbohydrate- responsive element-binding protein, APOE 

apolipoprotein E, LPL lipoprotein lipase, BA bile acid, 
PEPCK phosphoenolpyruvate carboxykinase, G6Pase 
glucose-6-phosphatase, ANGPTL4 angiopoietin-like 4, 
FOXO1 forkhead box protein O1
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down-regulation of peroxisome proliferator- 
activated receptor-γ coactivator 1-α (PGC-1), 
phosphoenolpyruvate carboxykinase (PEPCK), 
and glucose-6-phosphatase (G6Pase) expression 
in the liver (Fig. 4.1). Suppression of gluconeo-
genesis was accompanied by increased glucoki-
nase expression, which promoted glucose 
utilization and blood glucose clearance [30, 45, 
47]. Similar to LXR, FXR also regulates glucose 
metabolism through fine tuning of gluconeogen-
esis. In the fed state FXR inhibited gluconeogen-
esis through repression of the key enzymes 
PEPCK and G6Pase [48, 49], while at fasted state 
FXR promoted the gluconeogenic program [49]. 
Accordingly, mice lacking FXR are prone to glu-
cose intolerance and insulin resistance [50].

Due to the primarily beneficial action of LXR 
on glucose metabolism, LXR agonists were ini-
tially thought to be ideal therapeutic agents to treat 
hepatic steatosis and hyperglycemia. Indeed, LXR 
agonist administration suppressed the gluconeo-
genic program and thereby reduced blood glucose 
levels [45]. Some of the promising effects of LXR 
agonists on glucose metabolism were, however, 
shown to be rodent specific [51]. Additionally, syn-
thetic LXR agonists promoted hepatic lipogenesis 
and steatosis, via transcriptional activation of the 
triglyceride master regulator sterol regulatory bind-
ing transcription factor (SREBP) 1 [29, 52]. 
Reduced lipogenesis was observed in LXRα KO 
mice in comparison to wild type mice [28]. 
However, LXR agonist administration in LXRα 
KO mice increased SREBP1 gene expression [29] 
indicating that both LXRα and LXRβ regulate lipo-
genesis and triglyceride synthesis in the liver. The 
species- specific effects as well as adverse effects of 
synthetic LXR agonists raised concerns as to the 
suitability of LXR agonists for lipid metabolism- 
associated disorders. In recent studies inverse LXR 
agonists gained interest for NASH/NAFLD treat-
ment. Similar to agonists, inverse agonists bind to 
the same receptor, however they exert the opposite 
effect on the target cells. The inverse LXR agonist 
10rr was found to inhibit lipogenesis by downregu-
lating the expression of SREBP1, acetyl-CoA car-
boxylase (ACC), fatty acid  synthase (FAS) and 
stearoyl-CoA desaturase-1 (SCD-1) [53]. 
Interestingly, the liver specific inverse LXR agonist 

SR9238 exerts antifibrotic and anti-inflammatory 
effects on NASH [54, 55] and suppresses hepatic 
steatosis [56]. Surprisingly, in contrast to what was 
seen in LXR KO mice, reduced plasma cholesterol 
levels were observed, partly through downregula-
tion of HMG CoA reductase (HMGCR) [56], a key 
regulator of cholesterol synthesis. So far, no studies 
were performed testing inverse LXR agonists in 
humans. However, administration or combination 
of such inverse agonists could provide novel impli-
cations and treatment possibilities in fatty liver 
associated diseases. In contrast, several FXR ago-
nists already underwent clinical studies especially 
for the treatment of NASH.  The FXR agonist 
obeticholic acid (OCA) reduced bile acid synthesis 
by repression of CYP7A1 gene expression. 
Moreover, OCA protected from NASH induced 
apoptosis of hepatocytes through suppression of 
p53 [57]. In NASH patients, treatment with OCA 
improved liver histology, however induced pruritus 
(itching) [58], which was also observed in treat-
ment with other FXR agonists [59]. Currently a 
long term phase 3 study (NCT02548351) is ongo-
ing to evaluate the effects of OCA on mortality, 
liver-related clinical outcomes, and long-term 
safety [60]. Cilofexor, another FXR agonist, was 
reported to improve hypertension and liver fibrosis 
in rats [61]. Additionally, in a phase 2 clinical trial 
NASH patients receiving cilofexor showed 
improved hepatic steatosis and liver transaminases 
[59]. In conclusion, FXR agonists represent novel 
and attractive candidates for NASH treatment. The 
current ongoing studies to determine safety and 
efficiency highlight the potential of such FXR 
agonists.

4.2.3  GR – Linking Inflammation 
and Metabolism

The glucocorticoid receptor (GR) is a hormone- 
dependent nuclear receptor which regulates a 
wide range of metabolic processes including 
inflammation, lipid and glucose metabolism. 
More than 50 genes are under direct GR control in 
the liver alone [62]. GR directly regulates the 
expression of the gluconeogenic key enzymes 
PEPCK and G6Pase, suggesting an essential role 
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of GR in gluconeogenesis. Thus, suppression of 
GR activity in the liver improved hyperglycemia 
and dyslipidemia in genetic and inducible models 
of diabetes through down-regulation of PEPCK 
and G6Pase [63–65] (Fig. 4.1). Apart from gluco-
neogenesis, GR was shown to control lipid metab-
olism by regulating enzymes involved in 
lipogenesis, triglyceride (TG) uptake and fatty 
acid β-oxidation, resulting in hepatic lipid accu-
mulation upon GR activity [66, 67]. Conversely, 
upon liver specific GR dysfunction, hepatic ste-
atosis in db/db mice was ameliorated mainly 
through the induction of hairy enhancer of split 1 
(HES1) gene expression [67]. Additionally, 
hepatocyte- specific GR KO impaired systemic 
bile acid distribution, hepatic bile acid uptake, and 
increased the susceptibility to develop cholesterol 
gallstones [68]. This indicates the importance of 
functional and balanced GR signaling in the liver. 
Previous studies identified regulatory factors such 
as microRNAs, transcription factors, or co-factors 
that directly interact with GR and thereby fine 
tune and balance its actions in the liver and other 
tissues [69–72]. Pharmacological activation of 
GR through cortisone or dexamethasone has 
immune-suppressive properties and is therefore 
commonly used in inflammatory or auto-immune 
diseases [73], however the use is overshadowed 
due to its severe metabolic side effects. Chronic 
glucocorticoid (GC) administration and the 
induced GR activity can result in metabolic abnor-
malities including hyperglycemia, insulin resis-
tance, hepatic dyslipidemia, and hypertension 
[74]. Despite these severe negative effects that 
come with chronic GR activation, GCs are still 
widely prescribed. Interestingly, it was previously 
shown that due to alternative splicing, GR is 
expressed as two isoforms, GRα and GRβ [75]. 
Both isoforms are ubiquitously expressed in most 
tissues, with GRβ to a lesser extent than GRα. 
Additionally, in contrast to GRα, GRβ lacks a 
binding pocket for GCs [75, 76]. GRβ was ini-
tially shown to act as a GRα antagonist by binding 
to glucocorticoid  responsive elements without 
inducing gene expression and also through het-
erodimerization with GRα [75, 77–79]. However, 
recent studies suggest that GRβ has, apart from 
the GRα antagonizing property, distinct regula-

tory functions on gene expression. Animal studies 
revealed that GRβ is the main regulator of hepatic 
gluconeogenesis and lipid storage. GRβ gene 
expression was elevated in the liver upon diet 
induced obesity [80]. Moreover, upon liver spe-
cific GRβ overexpression, hepatic and serum TG 
levels were significantly elevated. Additionally, 
GRβ overexpression resulted in hyperglycemia 
without alterations in circulating insulin levels 
suggesting increased gluconeogenesis or reduced 
hepatic insulin signaling [80]. Interestingly, short 
term GC administration induced lipolysis in adi-
pose tissue through transcription of hormone- 
sensitive lipase (HSL) and adipose triglyceride 
lipase (ATGL) [81]. An explanation for this obser-
vation might be that short-term exposure to GC 
specifically activates GRα, which facilitates lipol-
ysis [81]. GRα action however is antagonized by 
GRβ upon chronic GC administration [75, 77, 78] 
which in turn induces gluconeogenesis and lipo-
genesis [80], notably through interaction with 
PPARα pathways, finally resulting in metabolic 
disruptions such as hepatic dyslipidemia and 
hyperglycemia. Given the antagonizing effect of 
GRβ on GRα and the direct regulation of hepatic 
glucose and lipid metabolism by GRβ, differenti-
ation between the isoforms is essential in future 
studies. Specific regulation of either of the GR 
isoforms thus might provide novel treatment pos-
sibilities or reduce the severity of GC-associated 
side-effects.

4.3  Adipose Tissue

The white adipose tissue (WAT) is the central 
organ for energy storage. Excess energy is con-
verted into TG and stored in lipid droplets in adi-
pocytes. In nutrient deprived states, fatty acids 
are released and serve as energy source for other 
tissues such as liver or skeletal muscle. 
Additionally, adipose tissue was identified as an 
endocrine organ and releases a wide range of 
 adipokines which regulate immune responses, 
control blood pressure, or modify glucose 
homeostasis. Modern lifestyle but also genetic 
predisposition account for excessive fat storage 
in WAT, which is accompanied by hyperglycemia 
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and dyslipidemia. In contrast, brown adipose tis-
sue (BAT) is specialized to dissipate chemical 
energy in the form of non-shivering thermogene-
sis. The ability of white adipocytes to convert 
into brown-like or beige adipocytes, named 
browning and partly regulated by nuclear recep-
tors (see also Box 4.1), represents an intensively 
studied field to target lifestyle induced obesity.

4.3.1  PPARγ Is the Master Regulator 
of Adipose Tissue Function

The master regulator of adipose tissue function is 
PPARγ. Its expression is rapidly induced during 
adipogenesis [82], regulating hundreds of genes 
central to adipocyte function, including lipid 
transport (FABP4), fatty acid uptake (FATP, 
LPL), recycling of fatty acids (PEPCK), and 
lipolysis (GPR81) [83–87] (Fig.  4.2). Indeed, 
PPARγ KO in pre-adipocytes completely inhib-
ited adipocyte formation [88], proving the vital 
importance of this nuclear receptor for adipogen-
esis. In patients, a mutation in the ligand-binding 

domain of PPARγ led to partial lipodystrophy 
and insulin resistance [89], and mice lacking 
PPARγ in the adipose tissue displayed the same 
phenotype [90]. Aside from the effects on adipo-
genesis, PPARγ is also important for insulin sen-
sitivity as it regulates adiponectin and resistin 
expression [91, 92]. Synthetic PPARγ agonists, 
in particular thiazolidinediones, ameliorate insu-
lin resistance and are widely used in type 2 diabe-
tes mellitus (T2DM) treatment [93]. Fat 
accumulation in insulin sensitive tissues such as 
liver and skeletal muscle has been shown to pro-
mote insulin resistance. PPARγ agonist-induced 
upregulation of genes involved in fatty acid 
uptake and storage in the adipose tissue promotes 
redistribution, and could thereby prevent ectopic 
fat accumulation in liver or skeletal muscle. 
Weight gain, liver damage, and cardiovascular 
events are, however, common side-effects upon 
chronic PPARγ activation [94, 95]. Interestingly, 
in vitro exposure of white adipocytes and in vivo 
exposure of mice to synthetic PPARγ agonist 
induced expression of brown fat marker genes 
including uncoupling protein 1 (UCP1), PR 

Fig. 4.2 Regulation of adipocyte function by PPARγ. 
Upon ligand binding PPARγ induces genes involved in 
adipogenesis, lipid transport (FABP4), fatty acid uptake 
(FAT/CD36 FATP), lipid recycling (PEPCK, GLUT4), 
and lipolysis (LPL). PUFA polyunsaturated fatty acid, 12- 

HETE 12-hydroxyeicosatetraenoic acid, FAT/CD36 fatty 
acid transporter, FATP fatty acid transport protein, GLUT4 
glucose transporter type 4, LPL lipoprotein lipase, PEPCK 
phosphoenolpyruvate carboxykinase, ACS acetyl-CoA 
synthetase, FABP4 fatty acid-binding protein 4
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domain containing 16 (PRDM16), and Cell 
Death-Inducing DFFA-Like Effector A (CIDEA) 
[96–98]. The potential of increased energy 
expenditure by promoting browning in obesity 
treatment has been previously reviewed [99]. 
However, although PPARγ agonist administra-
tion induced browning of white adipocytes, 
PPARγ overexpression had no such effect [93]. 
Previous studies have shown that administration 
of dual agonists, compounds activating two tar-
gets simultaneously, surpass effects that are 
reached by conventional agonists [100]. 
Interestingly, in vivo simultaneous activation of 
PPARα and PPARγ through dual agonists syner-
gistically induced browning of white adipocytes 
[101]. Moreover, combinatorial PPARα and γ 
activation reduced body weight and ameliorated 
insulin resistance in diet induced obesity, mainly 
through FGF21 signaling. Although PPARα is 
the key regulator of FGF21 expression [12], its 
effects on browning rely on pharmacological 
PPARγ activation [101].

Not only white adipocyte metabolism and the 
white-to-brown transition of adipocytes are regu-
lated by PPARγ, but also BAT relies on normal 
PPARγ function. In BAT, PPARγ is essential for 
adipogenesis, adipocyte differentiation, survival, 
and functionality [90, 102–106]. Similar to WAT, 
PPARγ ablation in BAT inhibited adipocyte for-
mation [90, 102]. In addition, mature brown adi-
pocytes lost their ability to induce non-shivering 
thermogenesis as PPARγ directly regulated the 
key thermogenic proteins UCP1 and PRDM16 
[104, 107]. Accordingly, chronic treatment of 
mice with the PPARγ agonist rosiglitazone 
increased UCP1 levels in brown adipocytes, and 
thereby thermogenesis [103]. Interestingly, 
PGC1α, a PPARγ target gene itself [108], directly 
interacted  with PPARγ to enhance UCP1 gene 
expression [109]. Conversely, mice lacking 
PGC1α failed to induce thermogenesis in response 
to cold exposure [110]. The interaction between 
PPARγ and PGC1α is highly tissue- and target 
gene-specific. For example, PGC1α was differen-
tially expressed between BAT and WAT [109], 
suggesting a BAT-specific function. Moreover, 
PPARγ-controlled FABP4 expression was PGC1α 
independent [109], indicating that PCG1α selec-

tively facilitated PPARγ mediated thermogenesis 
in BAT.  Apart from UCP1 expression, rosigli-
tazone administration upregulated triacylglycer-
ide (TAG) synthesis [103], underlining the 
importance of PPARγ in BAT, as it regulates 
expression of key proteins but also the formation 
of substrates for non-shivering thermogenesis.

Taken together, PPARγ regulates many aspects 
of white and brown adipose tissue metabolism, 
which reveals PPARγ as highly promising target 
for metabolism associated abnormalities. 
Browning of adipocytes especially, but also 
increased combusting of energy through BAT, 
represent two intriguing possibilities to counter-
act obesity and its related morbidities. To date, 
the investigation of novel drugs for the treatment 
of obesity in humans by the induction of brown-
ing of white adipocytes has proven difficult.

4.4  Muscle

Skeletal muscle is the largest metabolically 
active organ in the human body. It is the major 
site of insulin dependent glucose uptake, glyco-
gen storage, and fatty acid oxidation. Under met-
abolic disorders such as obesity and diabetes, 
severe changes occur in the skeletal muscle 
amongst which the switch from type 1 slow-
twitch to type 2 fast-twitch fibers has profound 
consequences. The transition of the fiber types 
promotes insulin resistance, further driving the 
vicious cycle of the metabolic syndrome. 
Increase of the favorable type 1 slow-twitch 
muscles will ameliorate the metabolic syndrome 
by retrieving insulin sensitivity.

4.4.1  PPARβ/δ – Regulator 
of Skeletal Muscle

PPARβ/δ is the key transcription factor in skele-
tal muscle function and metabolism (Fig. 4.3). In 
the skeletal muscle PPARβ/δ regulates glucose 
and fatty acid metabolism [111, 112], myogene-
sis [113] and the transition from fast glycolytic 
2b to slow/fast oxidative 1/2a fibers [114–116]. 
In mice and humans, PPARβ/δ expression is 
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Fig. 4.3 PPARβ/δ and 
its main function in 
muscle metabolism. In 
the muscle, PPARβ/δ 
regulates genes involved 
in glucose and fatty acid 
metabolism. Moreover, 
ligand induced PPARβ/δ 
activation favours the 
muscle fiber transition 
from fast glycolytic to 
slow/fast oxidative. 
PUFA polyunsaturated 
fatty acid, FA fatty acid, 
PDK4 pyruvate 
dehydrogenase kinase 4, 
PGC1α peroxisome 
proliferator- activated 
receptor γ coactivator 
1-α

higher in slow/oxidative muscle types in 
 comparison to fast/glycolytic muscles [117, 118] 
indicating a significant role in muscle type transi-
tion. Indeed, during endurance training, which 
promotes slow/fast oxidative fiber formation, 
PPARβ/δ expression was elevated [119]. The 
increase in the number of slow/oxidative muscle 
fibers upon PPARβ/δ induction resulted from 
increased muscle progenitor cell abundance, 
partly through antagonism of myostatin activity, 
a potent myokine inhibiting muscle growth [113, 
120, 121]. Moreover, induction of overexpres-
sion of PPARβ/δ improved wheel-running per-
formance, favored the number of slow/fast 
oxidative 1/2a fibers, and decreased body fat 
mass in rodents, partly regulated by the PPARβ/δ 
target gene PGC1α [114, 116, 119]. Interestingly, 
as observed above PGC1α was also identified as 
a PPARβ/δ coactivator [109], leading to a feed- 
forward loop which ensures constant PGC1α 
expression and thereby maintenance of slow/oxi-
dative fibers [122, 123]. Accordingly, muscle 
specific overexpression of PGC1α phenocopies 
PPARβ/δ overexpression suggesting that both 
PGC1α and PPARβ/δ facilitate skeletal muscle 
metabolism and function [123]. Moreover, 
PPARβ/δ modulates fatty acid metabolism 
through direct transcriptional control of enzymes 
involved in lipolysis, lipid uptake, and fatty acid 

β-oxidation [111, 115]. Regulation of β-oxidation 
in the muscle by PPARβ/δ is facilitated by its 
direct target gene pyruvate dehydrogenase kinase 
4 (PDK4) [111]. PDK4 inactivates the pyruvate 
dehydrogenase complex (PDH), which is rate 
limiting for carbohydrate metabolism, leading to 
the up-regulation of fatty acid β-oxidation [124]. 
Accordingly, mice lacking muscle-specific 
PPARβ/δ suffer from dyslipidemia [115]. In diet- 
induced and genetic mouse models of obesity, 
PPARβ/δ agonist administration increased fatty 
acid β-oxidation and thereby improved dyslipid-
emia [111]. Moreover, PPARβ/δ agonist treat-
ment improved insulin resistance, elevated 
proliferation of mitochondria, and reduced lipid 
droplets in skeletal muscle [111, 116], highlight-
ing the therapeutic potential of PPARβ/δ agonists 
in the metabolic syndrome. Although agonist- 
activated PPARβ/δ was shown to oppose T2DM 
and obesity progression, and mimiced endurance 
training, none of the PPARβ/δ agonists has 
reached human application yet. This is largely 
because, apart from the overall positive effects on 
skeletal muscle metabolism, PPARβ/δ agonist 
administration was linked to liver fibrosis and 
hepatic carcinoma [125, 126]. In a recent study, 
novel and highly muscle-specific PPARβ/δ ago-
nists were synthesized [127], yet remain to be 
tested for efficiency and side effects. The devel-
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opment of tissue-specific PPARβ/δ agonists is 
crucial in order to bypass the severe side effects 
in other tissues which limit their potential to 
improve skeletal muscle function.

4.5  Pancreas

Pancreatic β-cells are the main regulators of glu-
cose homeostasis as they secrete insulin in 
response to glucose, enabling glucose uptake into 
peripheral tissues. Chronic elevation of blood 
glucose levels results in β-cell hypertrophy, 
exhaustion, and dysfunction. Hallmarks of β-cell 
dysfunction are  loss of identity, apoptosis, and 
insufficient insulin secretion, promoting the pro-
gression of T2DM. Counteracting β-cell dysfunc-
tion by nuclear receptor manipulation might 
prevent progression of diabetes.

4.5.1  The NR4A Family of Orphan 
Nuclear Receptors 
as Regulators of β-Cell 
Physiology

The NR4A family of orphan nuclear receptors 
comprises of three members: nuclear receptor 4 
A1 (NR4A1), NR4A2, and NR4A3. All three 
were identified as important regulators of apopto-
sis, inflammation, and metabolism. While no 
function in β-cells for NR4A2 was reported thus 
far, the NR4A members NR4A1 and NR4A3 have 
gained substantial interest in pancreatic β-cell 
research and their roles are summarized in 
Fig. 4.4. NR4A1 expression was induced by glu-
cose and fatty acids in β-cells [128, 129], indicat-
ing a significant role of NR4A1 in β-cell function 
and metabolism. Indeed, the NR4A1  promoter was 
hypomethylated in pancreatic islets from T2DM 
patients and mouse models of T2DM and in turn, 
induction of NR4A1 expression decreased blood 
glucose levels [130]. Moreover, NR4A1 deletion 
in insulin-secreting INS1 832/13 cells inhibited 
glucose stimulated insulin secretion through 
impaired mitochondrial respiration and tricarbox-
ylic acid cycle [131, 132]. Additionally, NR4A1 
was characterized as a direct NK homeobox 6.1 

(NKX6.1) target and thereby induced β-cell pro-
liferation in rat pancreatic islets through up-regu-
lation of cell cycle activating genes [133]. 
Surprisingly, in MIN6 cells – a murine insulinoma 
β-cell line capable of insulin secretion in response 
to glucose stimulation [134] – fatty acid induced 
NR4A1 expression impaired insulin biosynthesis 
and insulin secretion through direct protein-pro-
tein interaction with forkhead box protein O1 
(FOXO1) and down-regulation of pancreatic and 
duodenal homeobox 1 (PDX-1), MAF BZIP tran-
scription factor A (MAFA), and neurogenic dif-
ferentiation 1 (NEUROD1), essential transcription 
factors regulating β-cell identity and function 
[135]. Apart from insulin secretion, NR4A1 
directly regulates endoplasmic reticulum (ER) 
stress induced apoptosis. ER stress, a result of 
sustained hyperglycemia and dyslipidemia, is a 
driver for T2DM progression by inducing apopto-
sis in pancreatic β-cells [136]. Interestingly, 
NR4A1 expression positively correlated with the 
induction of ER stress in vitro and ex vivo, while 
overexpression of NR4A1 ameliorated ER stress 
induced apoptosis [136, 137]. NR4A1 was identi-
fied as mitogen-activated protein kinase phospha-
tase 7 (MKP7) transcription factor, which 
counteracted c-Jun N-terminal kinase (JNK) 
activity and thereby apoptosis by dephosphoryla-
tion of JNK [138]. The lack of suitable and spe-
cific NR4A1 ligands has hampered detailed 
research on NR4A1 function in β-cells. Although 
cytosporone B (Csn-B) was identified as one of 
the first naturally occurring agonists for NR4A1, 
its effects on β-cells remain to be investigated 
[139]. Systemically, Csn-B administration 
resulted in increased blood glucose levels partly 
induced by upregulation of gluconeogenic genes 
in the liver. Additionally, Csn-B induced apopto-
sis in tumor cells to inhibit xenograft tumor 
growth [139], highlighting its promising proper-
ties to treat hypoglycemia and cancer.

Similar to NR4A1, findings on NR4A3 func-
tion in β-cells are contradictory. Initially, NR4A3 
was proposed as novel candidate gene for β-cell 
function, as common genetic variations within the 
NR4A3 locus were associated with improved 
insulin secretion [140]. Glucose, fatty acids, and 
pro-inflammatory cytokines promote NR4A3 

4 Nuclear Receptors in Energy Metabolism



72

Fig. 4.4 The orphan nuclear receptors NR4A1 and 
NR4A3 and their function in β-cells. Ligands, main 
mode of action, and key target genes of NR4A1 and 
NR4A3 in the pancreatic β-cells. For both nuclear recep-
tors, studies are contradictory. (a) NR4A1 expression pro-
motes β-cell proliferation and ameliorates ER stress 
induced apoptosis through MKP7. However, NR4A1 

expression was also associated with impaired β-cell func-
tionality. (b) NR4A3 was described as positive regulator 
of β-cell proliferation. However, NR4A3 expression was 
linked to impaired β-cell function. The underlying con-
flicting results might be explained by the different models 
used in the respective studies. FA fatty acid, MKP7 
Mitogen-activated protein kinase phosphatase 7

gene expression [141, 142]. Accordingly, NR4A3 
expression was elevated in human islets from 
T2DM patients in comparison to healthy controls, 
while global NR4A3 deletion in mice resulted in 
increased β-cell mass, enhanced β-cell prolifera-
tion, and improved glucose tolerance [141]. 
Additionally, in vitro NR4A3 overexpression neg-
atively correlated with insulin gene expression and 
secretion [142], suggesting NR4A3 activity 
impaired β-cell function (Fig. 4.4). Unexpectedly, 
NKX6.1 was also characterized as a direct regula-
tor of NR4A3 expression, and NR4A3 overexpres-
sion promoted β-cell proliferation [133]. Various 
compounds directly regulate NR4A3 activity. 
6-Mercaptopurine was identified as specific 

NR4A3 agonist in skeletal muscle [143, 144]. 
Moreover, NR4A3 expression was induced by 
β-adrenergic receptor agonists, indicating a role in 
lipid metabolism [145]. Further, exendin-4 was 
shown to attenuate NR4A3 expression in vascular 
smooth muscle cells [146]. However, the effects 
and functionality on β-cells remain to be shown.

In summary, current data support a direct reg-
ulatory function of the orphan nuclear receptors 
NR4A1 and NR4A3  in β-cell functionality and 
metabolism. The conflicting results on NR4A1 
and NR4A3 regulated insulin gene expression 
and secretion may be explained by the different 
models used in the respective studies. The con-
duction of in  vivo studies with β-cell specific 
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Fig. 4.5 Potential treatment strategies in metabolic 
diseases. Exemplary treatment strategies for metabolic 
diseases by pharmacologically targeting nuclear recep-
tors. (a) NAFLD & NASH treatment: Recombinant 
FGF21 proteins downregulate hepatic gluconeogenesis 
and promote glucose clearance and glycolysis. Inverse 
LXR agonists reduce lipogenesis and reduce plasma cho-
lesterol levels though inhibition of HMG CoA reductase. 
FXR agonists reduce bile acid synthesis and thereby pro-
tect from NASH induced apoptosis in hepatocytes. 

Specific GRα manipulation would avoid glucocorticoid 
induced side effects, which are likely induced by GRβ. (b) 
T2DM and obesity progression: PPARβ/δ activity alters 
fiber types and increases energy expenditure. A dual 
PPARα and PPARγ agonist induces browning of white 
adipocytes and thereby increases energy expenditure. 
FGF21 fibroblast growth factor 21, SREBP sterol regula-
tory element-binding transcription factor 1, ACC acetyl- 
CoA carboxylase, FAS fatty acid synthase, SCD1 
stearoyl-CoA desaturase

NR4A manipulation will help to further under-
stand the function of NR4A1 and NR4A3  in 
β-cells. Additionally, the continuous search for 
novel specific agonists is essential for clinical 
applications such as in the treatment of β-cell 
dysfunction in T2DM.

4.6  Conclusion

Nuclear receptors are key regulators of metabo-
lism and their function is indispensable for meta-
bolic health. Together with co-factors and other 
co-regulators, they govern a wide range of tis-
sue- and context-specific functions influencing 
lipid and glucose metabolism. As a result, 

manipulation and therapeutic targeting of 
nuclear receptor function has been intensively 
studied and continues to produce novel and 
promising drug candidates for metabolic dis-
eases including T2DM, NAFLD, and NASH 
(Fig. 4.5).
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5Nuclear Receptors and Lipid 
Sensing

James L. Thorne and Giorgia Cioccoloni

Abstract

Fluctuations in concentration of diverse lipid 
classes occur in response to diet and metabo-
lism. These changes are managed and medi-
ated by a cell network of enzymes, pumps, and 
carriers under the control of the lipid respon-
sive nuclear receptors. The understanding of 
how dysregulation of lipid metabolism are 
causes and indicators of disease beyond the 
cardiovascular system has developed in the 
last decade. A particular emphasis on the role 
of lipids and lipid-sensing nuclear receptors 
has emerged in the fields of cancer and the 
immune system’s interaction with cancer. The 
range of known lipid-based ligands has also 
expanded. Lipids are not just signalling mole-
cules, but also play structural roles in cells and 
tissues, for example as major constituents of 
the lipid bilayer – positioning them as integra-
tors and mediators of signaling. This chapter 
will discuss the major groups of lipid-sensing 
nuclear receptors focusing on the liver x 
receptors, farnesoid x receptor, and the peroxi-
some proliferator-activated receptors. Initially 
the reader is presented with information on 
how these receptors behave and function at the 
molecular biology level, the range of selective 

modulation of function by endogenous 
ligands, and examples of how activity is fine- 
tuned by mechanisms such as miRNA regula-
tion and post-translational modification of the 
proteins. We then explore the advances in 
understanding that have positioned these 
receptors as therapeutic targets in cancer and 
immuno-oncology. Finally, the chapter 
explains the gaps in understanding and experi-
mental challenges that should be prioritized in 
the coming decade.

Keywords

Lipids · Oxysterols · Cancer · Immuno- 
oncology · Transcription · Splicing · Selective 
modulation

5.1  The Molecular Biology 
of Lipid-Sensing Nuclear 
Receptors

Nuclear receptors (NR) sense lipids from broad 
subclasses that include fatty acids, phospholip-
ids, sphingolipids, and sterols. Cholesterol, inte-
gral to the plasma membrane’s barrier function, 
is the precursor for an array of ligands including 
hormones, seco-steroids, oxysterols, and bile 
acids, which drive NR activity. Cholesterol con-
stitutes around 40% of the mammalian cell mem-
brane and mediates signal transduction pathways 
that originate from liquid ordered nanodomains 
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within this barrier to the external milieu. Fatty 
acids and phospholipids also influence plasma 
membrane fluidity and function and act as ligands 
for the peroxisome proliferation activated recep-
tors (NR1C1-3/PPARs) and liver receptor homo-
logue (NR5A2/LRH1) respectively. Lipid-NR 
pathways therefore link the cell’s external barrier 
and its metabolic state to transcriptional activity 
and cell fate processes.

5.1.1  Liver x Receptors (NR1H2, 
NR1H3)

Cellular and tissue regulation of cholesterol is 
controlled by liver x receptors alpha (LXRα) and 
beta (LXRβ). LXRα and LXRβ are expressed in 
the liver and a variety of extra-hepatic tissues 
including brain, reproductive organs, gut-axis, 
bone, and vital organs. The two paralogues target 
a battery of genes involved in flux (e.g. ATP bind-
ing cassette transporters), metabolism (e.g. 
CYP450s, hydroxylases), and transport (apolipo-
proteins) of sterols. The LXRs therefore underpin 
cholesterol’s physiological roles in the liver, 
integrity of the blood brain barrier, neuronal 
function, amyloid pathology, cellular prolifera-
tion and migration, inflammation and immune 
cell differentiation and function, xenobiotic 
efflux, and autophagy.

5.1.1.1  Structure of the LXRs
The LXRs are classically considered to be bound 
to gene regulatory regions that contain a direct 
repeat with a four-nucleotide spacer (DR4: 
AGGTCA). LXRs are activated by hydroxylated 
cholesterol metabolites that dock to the broad 
affinity ligand binding domain (LBD). This bind-
ing event induces allosteric change in the protein 
structure and co-repressors are exchanged for co- 
activators. The presence of ligand increases the 
amount of LXR at binding sites [54], either via 
auto-regulated induction of expression or stabili-
zation of the transcription factor-DNA interac-
tion. The LXRs contain an activation function 
domain (AF1) at the N-terminus and a flexible 
hinge region that links the LBD and DBD. In the 
C-terminal region of the LBD is a second activa-

tion function 2 domain (AF2) [168]. The hinge 
region of LXR is subject to post-translational 
modifications that modifies the response to ligand 
and co-factor exchange [13, 14, 191]. Alternative 
splicing and alternative promoter usage lead to 
differential expression of these protein domains 
patterns for LXRα (Fig.  5.1a) and to a lesser 
extend LXRβ (Fig.  5.1b) as well. Five LXRα 
splice variants have been experimentally vali-
dated to date [31, 51, 112] but as many as 62 dif-
ferentially spliced transcripts are predicted to 
exist [6]. LXRα2 and LXRα5 have shortened 
ligand binding domains and LXRα4 is generated 
from an alternative transcriptional start site alter-
ing the length of the AF1 domain. Contrarily, 
only a single LXRβ splice variant appears to have 
been reported as expressed at the protein level to 
date (LXRβ4) and contains a shortened LBD 
[112]. The function of this variant has not been 
established, and is expressed in whole breast 
tumour tissues, but not epithelial cell lines, so 
may be expressed under some pathological con-
ditions or in non-tumour cells of the cancer 
microenvironment.

5.1.1.2  Endogenous Selective 
Modulators of LXR

Oxysterols were discovered as ligands for the 
LXRs in the 1990s [81] and can be synthesized 
by a range of enzymes or through auto-oxidative 
routes (Fig. 5.2). As a diverse class of cholesterol 
derived lipids, over the last decade the range of 
known oxysterol based LXR ligands has 
increased, as has our understanding of the role 
that the oxysterol:LXR axis plays in health and 
disease [69, 117]. Although historically consid-
ered as intermediates in the metabolism of cho-
lesterol to bile acids or steroid hormones, 
oxysterols are now established as potent signal-
ing molecules in their own right, with an array of 
cell biology functions elucidated.

The diversity of oxysterols allows categori-
zation based on the chemical moiety(s) that dis-
tinguishes them from cholesterol. Hydroxy-, 
epoxy-, or keto- modifications to the cholesterol 
backbone leads to distinct oxysterol classes 
with different transactivation potential for LXR. 
In physiological systems a pool of these LXR 
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Fig. 5.1 Structure of 
lipid-sensing nuclear 
receptors. The main 
transcripts and splice 
variants for LXRα (a) 
LXRβ (b) FXRα (c) and 
PPARs (d). AF 
activation function 
domain, DBD DNA 
binding domain, H hinge 
region, LBD ligand 
binding domain. 
Numbers above protein 
indicate feature position 
by amino acid number. 
Numbers with plus/
minus sign indicate 
number of additional or 
lost amino acids relative 
to first variant. (Data for 
figure acquired by  
Dr Alex Websdale and 
Dr Priscilia Lianto)

ligands would typically be present, which differ 
between tissues. The oxysterol constituents of 
this pool are not present at equimolar 
 concentrations and have varying EC50 values in 
their capacity to activate LXR. For example, 
when comparing the side-chain hydroxycholes-
terols (scOHC): 22OHC, 24OHC, 25OHC, 
27OHC and the epoxycholesterol 24,25EC, 
there are distinct differences in both circulating 
concentrations [163] and LXR transactivation 
potential [77, 78, 82]. For example, 27OHC is 
by far the most abundant of these oxysterols in 
the circulation (by >50-fold when compared 
with 22-OHC or 24,25EC) and in some tumours 
such as breast [159] but is a significantly weaker 
LXR agonist [78, 82]. In different tissues other 
oxysterols are the majority species. In the brain 
27OHC is rare and 24S-OHC (cerebrosterol) is 
the dominant OHC.  These differences in the 
concentration and ability to transactivate the 
LXRs provide tissue specific modulation of the 

receptors at a level beyond expression of the NR 
protein. Selective modulation of LXR has also 
been found in epoxy class of oxysterols medi-
ated by conjugation to histamine or via metabo-
lism by 11βHSD2, and generates cross-talk 
between LXR and other NRs. When 5,6β-EC is 
metabolized by 11βHSD2 to 6-oxo-cholestan-
3β,5α-diol (OCDO) it binds to GR (KD = 10 μM) 
and LXRβ (KD = 12.5 μM) with similar affinity, 
and promotes proliferation in a GR dependent 
manner [183]. However, if the stereoisomer 
5,6α-EC is instead conjugated to histamine it 
generates dendrogenin A, a compound that is 
reduced in tumour tissue and that can drive 
lethal autophagy in cancer via LXR activation 
[154]. OCDO is considered a competitive inhib-
itor of cortisol given that it decreases cortisol 
affinity to GR at 1 μM [183]. The synthesis of 
OCDO and dendrogenin A and their roles as 
LXR ligands are comprehensively reviewed 
[144, 145].
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Fig. 5.2 Complexity of the endogenous liver x recep-
tor ligand pool. Sulfonated and esterified oxysterols are 
represented with [S] or [E] following their name. A 
sequence of three arrows in a row indicates a series of 
enzymatic functions leading to the synthesis of the next 
product. LXR ligands are shown in blue boxes, depth of 
colour indicates LXR transactivation potential according 
to [77, 78, 81, 82, 143]. Compounds with unreported abil-
ity to induce a response from LXR shown in thatched 
boxes. The initial hydroxylation of cholesterol by cyto-
chrome p450 enzymes; CYP3A4, CYP7A1, CYP11A1, 
CYP46A1, CYP27A1 and endoplasmic reticulum oxido-
reductase, CH25H, leads to the formation of 4βOHC 
[204], 7αOHC [205], 22OHC [206], 24OHC [207], 
27OHC [208] and 25OHC [209] respectively. CYP27A1 
can further metabolise 4βOHC, 7αOHC, 24OHC and 
27OHC to 4β,27OHC [210], 7α,27OHC [211], 24,26OHC 

[210] and 3b-hydroxycholest-5-en-(25R)26-oic acid (3b- 
HCA) [212], respectively. Either CYP7A1 [205] or 
CYP39A1 [213] can hydroxylate 24OHC at C7 to pro-
duce 7α,24OHC. CYP7A1 also hydroxylates 4βOHC to 
produce 4β,7αOHC [210]. CYP7B1 hydroxylates 25OHC 
and 27OHC at C7 to produce 7α,25OHC and 7α,26OHC, 
respectively [214]. CYP3A4 hydroxylates 7αOHC  
to produce 7α,25OHC [215]. CYP11A1 hydroxylates 
22OHC to 20α,20OHC [215]. Lecithin-cholesterol  
acyltransferase (LCAT) and Sterol O-acyltransferase 
(SOAT) 1 and 2 have been reported to esterify 7αOHC, 
25OHC and 27OHC [216, 217]. 24OHC can also  
be esterified by LCAT , SOAT1 and SOAT2 [216] 
Esterification of 22OHC has not been reported yet. 
SULT2B1b is capable of sulphating 22OHC [218], 
24OHC [219], 25OHC [220], and 27OHC [221]. Figure 
generated by Dr Alex Websdale

The plethora of endogenous LXR ligands with 
their differing ability to transactivate LXR that is 
typically found in human serum and tissue there-
fore add nuance and adaptability to the 
oxysterol:LXR axis. Selective modulation of 
LXR activity by OHCs is a function of the local 
oxysterol pool; although a relatively simple 
ligand-receptor interaction at the molecular level, 
extensive specialization is conferred to the path-
way at the tissue level. Genome-wide analyses 
have been reported for LXR knockdown in mouse 
[16, 19], the synthetic ligand T0901317 [54, 140] 
and GW3965 [133], but formal genome wide- 
comparisons of multiple endogenous ligands at 
the RNA- or ChIP-Seq level are yet to be reported. 
Such comparisons would add valuable informa-
tion regarding selective modulation by ligands.

5.1.1.3  Fine-Tuning of LXR Signaling
As for most NR, LXR activity is fine-tuned at the 
cell and tissue level by several mechanisms. 
Differences in expression of splice variants, 
ligand concentration, and co-factors act to alter 
the transcriptional output from LXR. Interestingly, 
LXRβ is predicted to bind far more co-repressors 
than LXRα, yet LXRα is predicted to bind to a 
wider range of co-activators [21]. Experimental 
validation of such predictions is challenging and 
are currently not yet evidenced in the literature. 
Given the changes to protein structure generated 
by alternative splicing, it is plausible that co- 
factors may form distinct complexes depending 
on the LXR variant to which they are binding. 
Such a variety of overlapping but diverging tran-
scriptional complexes allows for subtle fine- 
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tuning for the response of LXR to ligand. Another 
important factor that alters LXR’s activity is 
post-translational modification of the Hinge 
region. Phosphorylation of S198 confers speci-
ficity to LXRα transcriptional activity, with 
expression of some but not all target genes dif-
ferentially modulated in the presence of this post- 
translational modification [176]. An adjacent 
modification on LXRα (pS196) has been linked 
to severity of liver disease and to activation of a 
subset of LXR target genes [14]. Activation of 
LXR target genes is also modified by interactions 
with miRNAs. LXR induces ABCA1 through 
promoter binding, but also down-regulates 
expression of miR-26, a miRNA that binds and 
degrades the ABCA1 transcript [164]. A coherent 
type-IV feed forward loop that simultaneously 
activates expression of the target gene while tran-
srepressing it’s miRNA inhibitor is therefore 
established, which allows for rapid and massive 
induction of ABCA1 transcript.

5.1.2  Farnesoid x Receptor Alpha 
(NR1H4)

FXR function is linked to bile acid (BA) metabo-
lism and cholesterol bioavailability for BA syn-
thesis. Although the initial steps of cholesterol 
metabolism towards the BA route are initiated by 
the LXRs. In non-primate mammals FXRβ is 
activated by the cholesterol precursor lanosterol, 
so expression of this gene results in an alternative 
pathway for cholesterol metabolism in all other 
mammals [135]. Several excellent reviews are 
available regarding FXR’s gene/protein structure 
and ligand binding repertoire [86], and function 
[59]. Aberrant FXR activity influences the patho-
genesis of obesity, diabetes and dyslipidemia [53, 
137, 166], liver disease [33], inflammatory bowel 
disease (IBD) [132] and several cancers (see 
Sect. 5.2.1).

5.1.2.1  Structure of FXR
FXR is composed of an N-terminal AF1 domain, 
a DNA binding domain, a variable hinge region, 

followed by a C-terminal ligand binding domain 
(LBD) containing activation function 2 domain 
(AF2) [49]. There are two FXR genes, alpha and 
beta, but in humans only the alpha paralogue is 
protein coding, beta is a pseudogene [135]. Of 
the 49 mouse NRs, FXRβ is the only gene not 
expressed as one of the 48 human NRs. 
Alternative promoter usage and splice site slip-
ping gives rise to four different transcript variants 
harbouring two different N-terminal AF1 
domains, each of which can have inclusion or 
exclusion of a four amino acid addition to the 
hinge region. The organization of protein domains 
that are encoded by the FXRα gene and for the 
four splice variants experimentally validated in 
humans are shown in Fig. 5.1c.

5.1.2.2  FXR Ligands
BAs are cholesterol derived molecules synthe-
sised in the liver, and activate multiple NRs 
including, but not limited to, farnesoid X recep-
tor (FXR), pregnane X receptor (PXR), and vita-
min D receptor (VDR). Here we focus on their 
role in FXR regulation, but further information 
regarding their role as PXR and VDR receptors 
can be found here [98, 123]. Around 90% of the 
primary BAs, cholic acid (CA) and chenodeoxy-
cholic acid (CDCA), are synthesised via the 
classic pathway using microsomal cholesterol 
7alpha- hydroxylase (CYP7A1). The remainder 
are produced via the alternative LXR and LRH1 
mediated sterol-27-hydroxylase (CYP27A1) 
pathway. Liver BAs are conjugated with glycine 
or taurine and secreted into bile where they func-
tion as lipid emulsifiers that carry sterols and 
phospholipids. BAs are potent signalling mole-
cules driving FXR dependent regulation of sig-
nalling pathways that converge to influence 
lipid, glucose and energy metabolism, drug 
detoxification, and liver regeneration. Once in 
the gallbladder, cholecystokinin (CCK) stimu-
lates bile release in the duodenum to favour 
digestion of cholesterol, triglycerides and lipo-
soluble vitamins. BAs can be reabsorbed in the 
ileum, and return into the liver via the portal vein 
(enterohepatic circulation), or proceed into the 

5 Nuclear Receptors and Lipid Sensing



88

colon and be further metabolised by gut micro-
biota, which is responsible for their transforma-
tion into secondary BAs (for further information 
the reader is directed to [46]). BAs are natural 
ligands for FXR and CDCA is the most potent 
ligand, followed by deoxycholic acid (DCA), 
lithocholic acid (LCA), and finally CA [156]. 
Differences in BAs serum levels were observed 
among healthy subjects and on-alcoholic steato-
hepatitis (NASH) patients. Subjects with NASH 
showed total serum BAs levels 3 times higher 
than healthy controls. In particular, NASH 
patients have 4 times higher levels of serum 
DCA and lower levels of serum CDCA. These 
BAs differences are paired with upregulation of 
liver FXR gene expression [87].

5.1.2.3  Fine-Tuning of FXR Signaling
FXR is regulated by miRNAs and post- 
translational modifications. Reducing FXR activ-
ity is a common feature of liver disease and 
concequeently, several of these pathwyas have 
been explored in the context of steatosis, 
 non- alcholic fatty liver disease (NAFLD), or 
hepatocellular carcinoma. MiR-192 [99], miR-
194 [130], and niR-382-5p [131] all target and 
downregulate FXR expression – typically exacer-
bating liver pathologies such as 
NAFLD. Acetylation of FXR at K157 and K217 
by p300 reduces dimerisation potential with 
RXRα and consequently its transcriptional activ-
ity [93]. SUMOylation of FXR occurs at several 
different amino acids and is also associated with 
suppression of FXR signaling, downregulation of 
FXR target genes [9] and progression of liver dis-
ease [201].

5.1.3  Peroxisome Proliferator- 
Activated Receptors (NR1C1, 
NR1C2, NR1C3)

PPAR target genes typically regulate carbohy-
drate and lipid metabolism and homeostasis, and 
give PPARs control and influence over cell fate 
decisions and tissue remodeling processes. The 
three genes show overlapping expression patterns 
in normal physiology, and all three have been 

implicated in a range of diseases. PPARα is 
expressed by metabolically active tissues that 
need high fatty acid oxidation to produce energy, 
like liver, brown adipose, and skeletal tissue. To 
facilitate the functions of these tissues, PPARα 
gene targets are involved in FA mobilization and 
oxidation, ketogenesis and plasma lipoprotein 
metabolism (comprehensively reviewed by [68, 
139, 169]. PPARα suppresses inflammation by 
downregulating expression of pro-inflammatory 
genes and upregulating anti-inflammatory gene 
expression [150, 157, 203].

PPARδ is expressed more ubiquitously than 
the other PPARs with highest expression in gas-
trointestinal system, skeletal muscles, and kid-
neys. A major role of PPARδ is in coordinating 
reverse cholesterol transport and removal of tri-
glycerides [134, 184]. PPARδ also promotes FA 
oxidation and energy uncoupling, reducing the 
risk to develop obesity [186]. PPARγ is mainly 
expressed by adipose tissue, and moderately 
expressed in intestine and spleen. PPARγ, espe-
cially the PPARγ2 variant (see Sect. 5.1.3.1), 
controls the balance of adiponectin and leptin 
secretion (adipokines that are typically out of 
balance in the adipose tissue of obese individu-
als), and helps to maintain insulin sensitivity. 
PPARγ also regulates the expression of genes 
involved in FA efflux, transport, and storage (e.g., 
LPL and FAT/CD36) and as such prevents lipo-
toxicity and lipid overload in liver, skeletal and 
other tissues (further details available [70].

5.1.3.1  Structure of PPARs
PPARs are ligand-activated NRs composed of an 
N-terminal DNA binding domain and C terminal 
ligand binding domain (LBD) containing activa-
tion function 2 domain (AF2) [58]. There are 
three paralogous PPAR genes in humans, which 
are further extended by expression of transcripts 
encoded from alternative promoters and splicing. 
PPARs are probably subject to significantly more 
alternative splicing than has been experimentally 
evaluated to date [6]. Annalora and colleagues 
annotated 28, 33, and 23 alteratively spliced tran-
scripts for PPARα, PPARδ, and PPARγ respec-
tively, which had been listed in Ensembl, 
AceView, or PubMed databases. Interestingly, 
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and somewhat unusually, all three PPARs lack 
modular cassette exons. In the absence of modu-
lar cassette exons, alternative splicing is likely to 
result in a shift of the open reading frame creat-
ing truncated or non-functional variants. This 
perhaps explains why so few of these PPAR tran-
script variants have been experimentally observed 
at protein level to date. PPARγ has alternative 
promoters, resulting in the expression of four 
PPARγ transcripts that produce two distinct pro-
teins (PPARγ1, 3, and 4 differ only in their 
5’UTRs) (further details available [95]). PPARγ2 
has an additional 30 amino acids at the N-terminal 
domain leading to an extended AF1 domain simi-
lar to the α4 variant of the LXR splice family. 
The organization of protein domains that are 
encoded by the PPAR genes and the major pro-
tein coding variants are shown in Fig. 5.1d.

5.1.3.2  PPAR Ligands
Essential fatty acids (EFAs) and eicosanoids are 
specific endogenous agonists of the Peroxisome 
Proliferator-Activated Receptor (PPAR) family. 
Fatty acids (FAs) are components of many lipids 
involved in energy storage and metabolism, cell 
structure and signaling. FAs are structurally com-
posed by a terminal carboxyl group and a hydro-
carbon chain of various lengths, made up by an 
even number of carbon atoms, with (unsaturated) 
or without (saturated) double bonds. FAs can be 
endogenously produced by fatty acid synthases 
(FAS). However, some FAs cannot be synthe-
sized by animals and they must be introduced 
with diet. These EFAs are the two polyunsatu-
rated fatty acids (PUFAs), alpha-linolenic acid 
(ALA) and linoleic acid (LA), belonging to the 
omega-3 (ω3) and omega-6 (ω6) families, respec-
tively. Once ingested, ALA can be converted into 
eicosapentaenoic acid (EPA), and subsequently 
form docosahexaenoic acid (DHA). LA is con-
verted to γ-linolenic acid (GLA) that can be elon-
gated to dihomo-GLA (DGLA), which is the 
precursor of arachidonic acid (AA). AA, EPA 
and DGLA, can be further metabolized into eico-
sanoids, which have a physiological role in 
inflammation and immunity, circulatory and 

female reproductive system, kidneys and gastro-
intestinal functions (reviewed by [24]. PUFAs 
and especially, EPA and DHA, as well as eico-
sanoids (15-HETE, PGJ2, and 15-deoxy-Δ12,14- 
PGJ2) and oxidized metabolites of LA (9-HODE 
and 13-HODE) are ligands for PPAR. PPARα is 
activated by unsaturated FAs, especially omega-
 3, and the eicosanoids leukotriene B4 and 
(8S)-hydroxyeicosatetraenoic acid (8(S)-HETE) 
(further details available [70], and its activation 
plays a role in energy combustion and metabo-
lism regulation. PPARδ is activated by unsatu-
rated fatty acids, especially EPA, and 
eicosanoids.

5.1.3.3  Fine-Tuning of PPAR Signaling
The PPAR genes are predicted to produce rela-
tively few alternative transcripts [6] and few have 
been experimentally validated to date. However, 
the PPARs are subject to extensive post- 
transcriptionally regulation by miRNAs [155], 
post-translational regulation by a variety of 
enzymes that modify the protein function through 
covalent modifications [22], and through co- 
factor expression levels. Expression of miR-9 in 
monocytes and macrophages downregulates 
PPARδ contributing to polarization of pro- 
inflammatory M1 macrophages [175]. M1 mac-
rophages are further activated by increased 
miR-27b expression that targets PPARγ [83]. In 
adipocyte stem cells miR-138 [188], miR-130 
[104], miR-548d-5p [165], and miR-27b [92] 
have all been shown to prevent differentiation via 
PPARγ. miR-27 is of particular interest in disease 
of lipid metabolism and has been implicated in 
the pathogenesis of NAFLD [197]. PPARγ can be 
phosphorylated by multiple kinases leading to 
pathway specific effects. For example, when 
phosphorylation occurs via the MAPK- 
JNK1/2-p38 pathway, transcriptional activity is 
reduced [3, 25, 75, 172], but when phosphoryla-
tion occurs via CDK7 or CDK9, transcriptional 
activity is enhanced [42, 80]. SUMOylation 
within the hinge region of PPARα enhances 
recruitment of NCOR leading to inhibition tran-
scriptional activity [147].
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5.1.4  Other Lipid-Sensing NR

Depending on how the term ‘lipid’ is defined, it is 
arguable that all NRs are lipid sensing. However, 
there are several examples of NRs that belong to 
the high affinity steroid hormone classes, such as 
glucocorticoid and estrogen receptor alpha, that 
can bind and be activated by the same lipids that 
also activate the lipid-sensing NRs described 
above.

The side-chain hydroxycholesterol 27-OHC is 
produced from cholesterol by a single hydroxyl-
ation on the final C atom by the CYP27A1 
enzyme and is estrogenic. 27-OHC was origi-
nally identified as an antagonist for the ER when 
added in the presence of estradiol [178], but since 
emerged as a selective estrogen receptor modula-
tor [50]. When bound to ERα, 27-OHC drives 
proliferation of ERα expressing cells in culture, 
and growth of ERα positive cancers in vivo. 
27-OHC has an affinity for ERα orders of magni-
tude less that estradiol (27-OHC Ki = 1.32 μm, 
E2 Kd  =  0.1  nm) in vascular endothelial cells 
[178], yet is present in circulation at concentra-
tions orders of magnitude greater (ca. 30–990  ng/
mL [163]) than estrodiol (30-400 pg/mL in pre-
menopausal women). This balance between 
affinity and concentration likely means that 
endogenous 27-OHC can antagonise endogenous 
E2 activity.

The plasma membrane is a complex structure 
that contains a plethora of lipids such as sphingo-
sines, phosphatidylinositols and phosphatidyl-
cholines that act as ligands for the NR5A 
subgroup. The biophysical properties of phos-
pholipids influence ordering of nanoregions in 
the membrane but are also released from the 
membrane, accumulating and acting within the 
nucleus, and even as part of chromatin and tran-
scriptional complexes with LRH1 (NR5A2) 
[100, 105, 152]. This membrane-lipid NR links 
the plasma membrane composition to lipid 
homeostasis, lipid diversity [124], stem cell 
maintenance via pluripotency factor Oct4 [71], 
cellular stress responses [167], and estrogen syn-
thesis [40]. Dysregulation of phospholipid and 
LRH1 function is therefore associated with sev-
eral pathologies, including NAFLD [167], can-

cers of the liver [167] and breast [40, 161]. 
Steroidogenic Factor 1 (NR5A1/SF1) is also able 
to directly bind and respond to phospholipids 
[18]. When bound to SF1, sphingosine acts as an 
antagonist and suppresses expression of aroma-
tase, the rate limiting enzyme in the synthesis of 
estrogen. Deeper discussions of how phospho-
lipid influence nuclear receptor signalling and the 
plasma membrane structure and function are 
available in the following review articles [43, 
128, 161].

5.2  Emerging Trends for Lipid- 
Sensing Nuclear Receptors

5.2.1  Cancer Theranostics

Cancers initiate from imbalances in proliferative 
and differentiation factors, driven by oncogenic 
transformation and loss of tumour suppressor 
function. However, metabolic imbalances are as 
readily measured as gene status by genomic pro-
filing, and therefore the complexity of NR activ-
ity regulation means that simple measures of 
either NR expression or even genomic binding, 
may mean the centrality of lipid metabolites to 
many cancer processes is overlooked.

Expression of NR co-factors that strongly 
influence response to ligand are disrupted in can-
cers of the prostate [11, 48, 118], bladder [1], 
breast [78] and others. Accumulation or depletion 
of NR ligands can occur via changes in expres-
sion of the CYP family resulting in variation in 
NR ligand bioavailability. Such differences that 
impinge on NR activity can alter energy and cel-
lular metabolism within the tumour mass. The 
actions of lipid-sensing, and indeed other NRs, in 
tumour cell energy regulation has been reviewed 
previously [174]. Assessing activity of the lipid- 
sensing NRs is perhaps more challenging than 
assessing activity of steroid hormone receptors 
levels (e.g. ERs and AR). Although all are subject 
modulation of activity by selective modulation, 
co-factors, and miRNAs, the mere presence or 
absence of hormone receptors such as ERα and 
AR is sufficient for clinical classifications. The 
greater complexity of measuring and understand-
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ing activity the NRs that sense a diverse range of 
ligands will most likely be more clearly resolved 
as technologies improve and allow them to be 
therapeutically and diagnostically exploited in 
the coming years.

5.2.1.1  LXR in Breast and Prostate 
Cancer

Breast tissue is rich with a heterogenous mixture 
of cell types that store and metabolise lipids. 
Epithelial and ductal cells, adipocytes, fibro-
blasts, tissue resident macrophages and others 
combine to regulate the synthesis, storage, 
metabolism, and movement of many lipid spe-
cies. During tumouriogensis these non-cancer 
cells form the tumour microenvironment and 
may be co-opted to provide a range of selective 
advantages that enhance tumour growth, includ-
ing utilization of lipids.

In fibroblasts CYP27A1 converts cholesterol 
into 27-OHC [7, 102], which owing to its estro-
genic potential drives breast cancer (BCa) cell 
proliferation via activation of the estrogen 
 receptor [190] and allows the tumour to evade 
anti- estrogen therapy. Contrary to this, when 
27-OHC (or indeed several other oxysterols) acti-
vates LXR in BCa pro- and anti-tumourogenic 
effects occur. The LXR-oxysterol pathway slows 
proliferation [180] and activates apoptosis, yet 
exacerbates metastasis [8, 129] and drives che-
motherapy resistance [79]. There appears to be a 
clear selective advantage for the tumour to main-
taining these apparent idiosyncrasies, the OHC-
LXR axis drives expression of both pro-tumour 
and anti-tumour pathways. Evaluating the cho-
lesterol metabolic role of fibroblasts across the 
BCa subtypes has not yet been systematically 
evaluated, although their presence does drive 
activation of interferon-β1 signaling [20] which 
has recently been shown to be downstream of 
LXR in macrophages [101].

In macrophages, 25-hydroxylase (CH25H) 
and converts cholesterol into 25-OHC [17] which 
can be secreted [12]. This oxysterol is a potent 
activator of LXR in BCa cells [78], leading to 
acute chemotherapy resistance in triple negative 
BCa [79]. In the OXYTAM study 25-OHC was 

found to be a potential diagnostic indicator of 
disease relapse as it was significantly elevated in 
the serum of BCa patients who had disease recur-
rence compared to those with primary disease 
[44]. Interestingly, CH25H and LXR are involved 
in a feed-forward loop. LXR can bind the CH25H 
promoter and induce its transcription [116], lead-
ing to a rise in synthesis of 25-OHC from choles-
terol. The CH25H enzyme may therefore be a 
useful clinical theranostic that indicates activity 
of the LXR pathway in a tumour, and could be 
targeted by existing therapeutics such as statins 
that lower circulating levels of several endoge-
nous LXR agonists [173]. Other clinical studies, 
particularly centered around exploring the diag-
nostic, prognostic, and therapeutic potential of 
the oxysterol:LXR axis are required in the com-
ing decade. Systematic reviews and meta- 
analyses support the proposal that the LXR 
pathway is important in breast cancer; pharmaco-
logical [115] interventions and dietary patterns 
[85] that lower circulating cholesterol, and by 
extension oxysterol levels [47], consistently indi-
cate there is a reduced risk of developing and 
dying from breast and other cancers.

Contrary to a tumour promoting role for the 
side chain oxysterols in some BCa subtypes, 
the situation is reversed in prostate cancer. LXR 
is anti-proliferative in prostate cancer (PCa) 
cell lines [36–38] but in mouse models, LXR 
activity prevents features of benign prostate 
hyperplasia appearing [181] and can restrain 
hyper- proliferation induced by a high choles-
terol diet [146]. In the absence of LXR, choles-
terol esterification is drastically enhanced and 
expression of an array of genes involved in 
metabolism of cholesterol, fatty acids, and tri-
glycerides are lost [146] and AR target genes 
involved in secretory cell-cell communication 
are induced [181]. Cross-talk between the 
androgen receptor (AR) and LXR is an estab-
lished phenomenon. Treatment of PCa cells 
with AR ligands reduces expression of the 
canonical LXR target ABCA1 [57] and recipro-
cally, LXRα activation within the liver accentu-
ates circulating testosterone levels, although 
perhaps not in the prostate directly [181]. These 
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observations led to a series of human clinical 
studies that again indicate that PCa tumours are 
divergent to BCa tumours in the context of oxy-
sterol and LXR signaling. In BCa, 27-OHC lev-
els are significantly elevated in tumour tissue 
compared to adjacent normal breast tissue 
[190], whereas in PCa, results from the 
CHOMECAP study revealed the opposite, 
27-OHC level were markedly lower in tumour 
tissue compared to adjacent normal tissues 
[28]. Low levels of both the 27-OHC metabo-
lite and the gene that codes for its synthesizing 
enzyme CYP27A1, were predictive of higher 
grade PCa and relapse. The expression level of 
neither LXRα nor LXRβ were different between 
normal and tumour prostate tissue in the 
CHOMECAP study.

5.2.1.2  FXR in Cancer
In vitro models of BCa suggest that pharmaco-
logical activation of FXR reduces the tumour 
promoting effects of cancer associated fibro-
blasts [10, 65]. CDCA treatment and FXR con-
sequent activation, increase BCa cells 
cytotoxicity [4], and in patients affected by 
invasive breast  carcinoma, expression of FXR 
represents an independent prognostic factor of 
overall and disease patient’s survival [62]. 
Conversely, other studies showed that CDCA 
increase BCa cells proliferation and metastasis 
[2, 90]. FXR activation has also pro tumori-
genic potential, as well as pro proliferative and 
anti-apoptotic effects in gastric, esophageal, 
kidney and lung cancer [56, 72, 193, 200]. FXR 
expression is correlated with early colorectal 
cancer onset [194], proliferation and progres-
sion [55], and clinical outcome [103]. In FXR-
null mouse models of hepatocellular carcinoma 
(HCC) however, 90% of mice developed liver 
tumours that was linked to significant increases 
in Myc oncogene expression [170]. FXR acti-
vation by CDCA increases chemosensitivity of 
biliary tract cancers [187], and in cholangiocar-
cinoma, CDCA correlates with tumour differ-
entiation [52]. Processing of BA associated 
with FXR activation is therefore generally 
associated with reduced risk of oncogenic 
transformation.

5.2.1.3  PPAR in Cancer
An anti-tumorigenic effect of PPARγ activation 
has been proposed following the discoveries of 
multiple mechanisms where it can induce termi-
nal differentiation, apoptotic signaling, cell cycle 
arrest promotion, and inhibition of pro- 
inflammatory signaling (reviewed in [142]). 
Despite these observations some synthetic 
PPARγ agonists may promote onset of colon and 
bladder cancer [142]. In murine models, long 
term administration of PPARα synthetic agonist 
induce liver cancer [73], however, this mecha-
nism was not observed in humans [141, 142]. 
Currently, PPARα is under investigation in mul-
tiple cancer prevention studies owing to the abil-
ity to inhibit tumorigenesis [120, 127], cancer 
cell proliferation [32, 111, 127], angiogenesis 
[60] and interfere with the Warburg effect [30, 
76]. PPARδ is consider pro-tumorigenic for sev-
eral cancers, promoting cancer hallmarks, includ-
ing angiogenesis, tumorigenesis, cell death 
resistance and metastasis (reviewed in [185]. The 
transcriptional coactivator peroxisome 
proliferator- activated receptor gamma coactiva-
tor 1-alpha (PPARGC1A) impairs PCa metastatic 
process in oestrogen-related receptor alpha 
(ERRα)-dependent mechanisms, [177, 179]. On 
the contrary, in BCa PPARGC1A promotes lung 
metastasis and helps adaptation to metabolic 
drugs [5].

5.2.2  Lipid-Sensing Nuclear 
Receptors 
and Immuno-Oncology

Immune evasion is considered as an emerging 
hallmark of cancer. Programmed death protein 1 
(PD-1) and its ligands (PD-L1/2), as well as cyto-
toxic T-lymphocyte-associated protein 4 (CTLA- 
4) are the immune checkpoints that become 
activated and impair the immune system’s 
response against cancer cells [192, 196]. During 
tumorigenesis, CD8+ cytotoxic T-cells, which 
play a significant role in cancer immune detec-
tion and elimination, lose the ability to produce 
effector molecules in a process termed exhaus-
tion. These ‘silenced’ T-cells are marked by over-
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expression of PD-1, CTLA-4 and other inhibitory 
markers. There is now a clear association between 
cancer-initiated T-cell exhaustion with metabo-
lism of cholesterol and fatty acid via the LXRs 
and PPARs [23, 39, 41, 66, 121].

Oxysterols can promote tumour growth by cre-
ating a pro-tumorigenic microenvironment. In 
fact, tumour cells derived oxysterols can recruit 
neutrophils in the tumour microenvironment 
(TME) promoting angiogenesis and immune sup-
pression [149, 160]. Vice versa, oxysterols enzy-
matic inactivation by sulfotransferase 2B1b 
(SULT2B1b) reduce neutrophils presence in 
breast tumours and increase the ratio between 
CD8 + IFNγ+ cytotoxic T-cells and CD4 + IL-4+ 
T-cells, which are known to be pro tumorigenic, 
in favour of the effector cells [126]. Activated 
T-cells present elevated levels of SULT2B1 lead-
ing to suppression of LXR [15] and a consequen-
tial increase in proliferation, differentiation, and 
expansion of T-cells, and reduction of PD-1 
expression [15, 27]. LXRα activation increases 
Treg populations and differentiation that maintain 
immune tolerance in cancer [27, 136, 189] and 
reduce dendritic cell migration to lymphoid 
organs and expression CC chemokine receptor-7 
(CCR7) [182]. The oxysterol-LXR axis also 
mediates resistance to immune destruction via the 
myeloid population. LXR activation by 27-OHC 
in myeloid cells accelerates T-cell apoptosis thus 
enhancing immune suppression while blocking 
27-OHC synthesis via CYP27A1 inhibition 
improves the efficacy of anti-PDL1 checkpoint 
inhibitors [122]. The expression of CYP27A1 in 
myeloid cells is needed to guarantee a pro-tumor-
igenic microenvironment in ovarian cancer, and 
mice treated with 27-OHC increase myeloid 
derived suppressor cells (MDSCs) production, 
which suppress cancer immune response, and 
alters T-cells population composition [74]. The 
pro-metastatic effect of 27-OHC also involves 
myeloid immune cell function. In fact, 27-OHC 
increases the activation/recruitment of 
polymorphonuclear- neutrophils and γδT-cells, 
with a reduction of CD8+ cytotoxic T-cells in dis-
tal metastatic sites [8]. Many studies therefore 
support the hypothesis that the oxysterol-LXR 
axis leads to immune resistance.

Evidence of a role for PPARs in cancer 
immune response is less clear than for LXR. 
PPARα activation supports anti-PD1 immuno-
therapy, enhances CD8+ T-cell activity, and 
increases survival time. This occurs via a change 
in their primary metabolism pattern from gly-
colysis to mitochondrial fatty acid oxidation and 
oxidative phosphorylation [35]. Activation of 
PPARγ impairs the inflammatory responses of 
MDSCs, mainly by production of reactive oxy-
gen species and the RAGE pathway, leading to a 
reduction of tumour growth in melanoma cells 
[151, 198]. Moreover, PPARγ activation orients 
tumour associated macrophages (TAMs) toward 
an anti-inflammatory phenotype in BCa [64], 
reduces Treg response, and enhances GM-CSF–
secreting tumour-cell vaccine (GVAX) power. 
Collectively this leads to an increase cancer 
rejection and improvement in tumour immunity 
when in combination with anti-CTLA-4 [67]. 
PPARγ activation also has synergistic activity 
with anti-PD1  in mouse colon cancer model 
[29]. Conversely, in lung cancer activation of 
PPARγ stimulates tumour progression and 
metastasis via promotion of Arginase 1 expres-
sion in TAMs, which is considered an effector 
and a marker of pro-inflammatory (M2) pheno-
type macrophages [106]. Also, the activation of 
PPARγ mediated by paracrine Wnt5a/β-catenin 
signalling in DCs increases IDO activity and 
Tregs production, leading to immunotolerance 
[199]. In bladder cancer, high PPARγ expression 
impairs CD8+ T-cell infiltration, and conse-
quently sensitivity to immunotherapies [97]. In 
line with these findings, also PPARδ seems to 
promote cancer immune resistance. In fact, 
PPARδ macrophages recruitment and prolifera-
tion in colon cancer TME [84], and it is involved 
into TAMs pro- tumorigenic polarization in ovar-
ian carcinoma [153].

5.2.3  Therapeutic ligands Targeting 
Lipid-Sensing Nuclear 
Receptors

Besides the classic natural and synthetic LXR 
ligands, several ligands have recently been devel-
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oped or discovered during investigations to eval-
uate if ligands of lipid-sensing are effective 
therapeutic targets in metabolic and cardiovascu-
lar diseases. For example, N-(4- 
t r i f l u o r o m e t h y l p h e n y l ) 
3,4-dimethoxycinnamamide (TFCA) derived 
from cinnamide, and the plant triterpenoid urso-
lic acid, act as LXRα antagonists reducing lipo-
genic genes activation and drug induced cellular 
lipid content in hepatic cells, potentially decreas-
ing the risk to develop fatty liver and drug- 
induced hepatic steatosis [113, 158]. Ouabagenin, 
an aglycone of the steroid hormone Ouabain iso-
lated from Strophanthus gratus, was reported to 
be a selective agonist for LXRβ and downregu-
lates the expression of the LXR target gene epi-
thelial sodium channel (ENaC), making it a 
potential diuretic treatment for hypertension 
[171]. Activation of LXRs transcription by the 
dietary plant oxysterol 28-homobrassinolide (28- 
HB) has positive metabolic effects reducing gly-
caemia and cholesterol levels in diabetic rats 
[148].

Other plant derived lipids, phytosterols, 
directly activate the LXRs [143] and interfere 
with oxysterol mediated activation of LXR [77]. 
The array of LXR co-factors that can be recruited 
and/or exchanged in response to phytosterols 
remains largely unvalidated; only NCOA1/SRC1 
has been experimentally confirmed as a phytos-
terol recruited co-activator and this was in a cell 
free assay [143]. In cardiovascular disease mod-
els several novel LXR agonists with potential 
anti-atherosclerotic effects have been developed. 
The LXRβ agonist E17110 and the LXRα agonist 
IMB-170 increase ABCA1 and ABCG1 gene 
expression, reduce lipid accumulation and 
enhance cholesterol efflux in macrophages [107, 
108] and the dual LXRα/β agonist IMB-808 
reduces macrophage lipid accumulation [109].

In cancer, LXR ligands may confer different 
effects depending on the tissue. In liver cancer, 
LXRs activation by plant-derived product ber-
gapten inhibits hepatocarcinogenesis by regulat-
ing PI3K/Akt and IDOL/LDLR pathways [138], 
while the synthetic LXRs inverse agonist and 
degrader GAC0001E5 inhibits pancreatic cancer 
cells proliferation through the inhibition of oxi-

dative stress and glutamine anaplerotic reactions 
[91, 162]. Similarly, two novel PPARγ ligands, 
lobeglitazone (LGZ) and CB11, were studied in 
papillary thyroid cancer (PTC) and non-small 
cell lung cancer (NSCLC). Through the inhibi-
tion of TGF-β1 and p38 MAPK phosphorylation, 
LGZ impairs epithelial to mesenchymal transi-
tion and reduced migration and invasion of PTC 
cells [89]. CB11 increased cell death, ROS pro-
duction, cytotoxicity and cell cycle arrest in 
NSCLC cells via PPARγ activation [94].

In terms of FXR control of cholesterol and 
glucose metabolism, the anti-parasitic drug iver-
mectin, reduces glycaemia and cholesterol levels 
through the induction of FXR transcriptional 
activity [88]. At the hepatic level, activation of 
FXR by hedragonic acid protects form drug 
induced liver injury and reduce liver inflamma-
tion in mice [119], while the FXR steroidal ago-
nist BAR704 protects liver from inflammation 
and fibrogenesis through the downregulation of 
genes involved in these pathways [26]. The plant- 
derived product isotschimgine activating FXR 
transcription has anti-steatotic and insulin- 
sensitizing properties in obese mice, suggesting 
it may be a potential NAFLD therapy [110]. 
Hepatic steatosis and inflammation in NAFLD 
can also be reduced by FXR ligand and immuno-
modulatory drug vidofludimus [202]. Obeticholic 
acid (OCA) was recently investigated as FXR 
agonist in liver diseases clinical trials, like NASH 
and biliary cirrhosis but its administration seems 
to increase cholesterol levels side-effects (further 
details available [61]. However, OCA in combi-
nation with nitazoxanide has a synergistic tumour 
suppressive effect in colon cancer [195].

PPAR agonists have been investigated and 
developed into therapies for dyslipidaemia and 
diabetes (e.g. fibrates). The wide range of PPAR 
functions in metabolically active tissues means 
their value as therapeutic targets should extend to 
multiple diseases. In disease of glucose and lipid 
imbalance, the dual PPARα/γ partial agonist 
LT175 is an attractive candidate as it impairs 
adipogenic activity and improves glucose and 
lipid metabolism [63]. Lipid levels are normal-
ized with several dual PPARα/γ phytocannabi-
noid agonists derived from C.  Sativa, which 
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target PPAR gene transcription in adipocytes and 
hepatocytes [45]. Insulin-sensitizing and glucose- 
lowering properties have been attributed the 
PPARγ agonists UNIST HYUNDAI compound 1 
(UHC1) and F12016  in obese and diabetic ani-
mal models respectively [34, 114].

5.3  Perspectives

There are both experimental challenges and gaps 
in understanding that need to be addressed in the 
coming decade. For example, experimentally it 
remains unclear of the best way to measure activ-
ity of lipid-sensing NRs; should this be done by 
measuring either recruitment of co-activators (in 
cell based or cell free assays), the concentration 
of ligand, expression of the NR itself with/with-
out co-factors, expression of NR target genes, or 
a combination? Furthermore, distinct disciplines 
need to come together to address hypotheses that 
are intractable within a single discipline. For 
example, measuring lipid levels and type in cells, 
tissues or model lipid membranes, especially at 
the level of -omics or short angle x-ray scattering, 
is not in the domain of the typical clinical research 
setting or molecular biology wet lab. 
Computational modeling can give insight into 
lipid behaviour and protein function, but must be 
iteratively developed through pairing with ‘wet- 
lab’ experimentation to both validate findings 
and improve and revise hypotheses. 
Computational atomistic and coarse-grained 
modeling of intra and inter lipid-NR interactions, 
combined with methodologies such as x-ray scat-
tering, atomic force microscopy, and cryo-EM 
will improve understanding at the molecular 
level of how lipid-NR moieties are formed and 
dissolved, and how they are regulated by other 
cellular processes and deregulated. Delicate bio-
informatic approaches are required to combine 
different high dimensional data sets, so collabor-
ative efforts between scientists in the fields of 
molecular biology, biophysics, and computa-
tional modeling and bioinformatics should be 
encouraged to address these challenges. More 
broadly, such combinatorial approaches most 
likely will have distinct statistical challenges 

including how data density is considered across 
sets, inevitable nomenclature issues (species- 
level, RNA, protein, metabolite relationships), 
and ultimately data visualization and 
availability.

There are also key gaps in understanding that 
remain. Newly identified nuclear receptor splice 
variants can be catalogued (in databases such as 
GTEX and TSVbd) but their experimental vali-
dation at peotein level is limited by detection of 
unique peptide sequences in proteomics, or anti-
bodies that recognize alternative variants. 
Predictions based on genomic databases suggest 
extensive splicing in the NR family, with LXRα 
perhaps one of the most widely spliced genes, let 
alone members of the NR family. Only upon 
careful examination of primary tissues has the 
existence of some of these predicted splice vari-
ants been validated at the protein level. This sug-
gests that either the spliceosome of cell lines are 
overly simplified, or that distinct cell populations 
within tissues contribute different splice variants. 
A major goal within the field therefore, is to 
define the exact range of protein variants that are 
expressed across different tissues and during 
development of different diseases. The methods 
to achieve such a goal for this are increasingly 
accessible. Specialized and targeted methods 
such as rapid immunoprecipitation mass spec-
trometry of endogenous proteins (RIME) [125], 
or integration of genomic and proteomic data 
(proteogenomics) [96] will yield more informa-
tion than has been possible in previous efforts 
that had to rely on antibodies raised against pep-
tides with a priori sequences. Indeed, unexpected 
bands in westerns may be a subtle clue that the 
NR of interest may be subject to unknown alter-
native splicing patterns and should not be imme-
diately disregarded.

Another major gap in understanding is the role 
of pools of ligand. This is a particularly pertinent 
concept for the lipid-sensing NRs owing to their 
broad substrate repertoires, complexity in the 
type and quantity of different lipid species pres-
ent in most tissues, and differing affinities or 
EC50 values for target NRs. Many studies to date 
have focused on the levels of individual NR 
ligands, but with improvements in lipid-omics 
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and targeted mass-spectrometry methods, under-
standing how the pool of lipids is interacting the 
pool of lipid-sensing NRs is possible. The lipid- 
sensing NRs are broad affinity, and unlike the 
hormone or seco-steroid receptors, a cell may 
contain many variants of ligand-NR combina-
tions leading to localized differences in transcrip-
tion factor complexes. This again takes us back to 
the experimental challenge of how do we best 
measure genome wide activity of the lipid- 
sensing NRs.

The lipid-sensing NRs remain underexploited 
in the clinical setting. This is due to the complex-
ity of their regulation rather than their functional 
involvement in disease processes. Indeed, given 
these complexities it is likely we may see the 
emergence of a wider range of lipid-based thera-
peutics and diagnostics as precision medicine 
becomes increasingly possible. Integrating disci-
plines and gaining a full understanding of ligand 
pools and the array of functional protein variants 
will be crucial in realizing the potential of these 
broad sensing mediators of cell and tissue 
physiology.
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6Corticosteroid Receptors 
in Cardiac Health and Disease

Jessica R. Ivy, Gillian A. Gray, Megan C. Holmes, 
Martin A. Denvir, and Karen E. Chapman

Abstract

Nuclear receptors play a central role in both 
energy metabolism and cardiomyocyte death 
and survival in the heart. Recent evidence sug-
gests they may also influence cardiomyocyte 
endowment. Although several members of the 
nuclear receptor family play key roles in heart 
maturation (including thyroid hormone recep-
tors) and cardiac metabolism, here, the focus 
will be on the corticosteroid receptors, the 
glucocorticoid receptor (GR) and mineralo-
corticoid receptor (MR). The heart is an 
important target for the actions of corticoste-
roids, yet the homeostatic role of GR and MR 
in the healthy heart has been elusive. However, 
MR antagonists are important in the treatment 
of heart failure, a condition associated with 
mitochondrial dysfunction and energy failure 
in cardiomyocytes leading to mitochondria- 
initiated cardiomyocyte death (Ingwall and 
Weiss, Circ Res 95:135–145, 2014; Ingwall , 
Cardiovasc Res 81:412–419, 2009; Zhou and 
Tian , J Clin Invest 128:3716–3726, 2018). In 
contrast, animal studies suggest GR activation 
in cardiomyocytes has a cardioprotective role, 
including in heart failure.

Keywords

Heart failure · Glucocorticoid · Corticosteroid · 
Cardiomyocyte · DOHAD (developmental 
origins of health and disease) · Fetal program-
ming · Preterm birth · Antenatal corticosteroids

6.1  Introduction

The importance of corticosteroid action in the 
heart has long been recognised. In his 1855 
monograph “On the constitutional and local 
effects of disease of the supra-renal capsules”, 
Thomas Addison described the “remarkable fee-
bleness of the heart’s action” when adrenal gland 
function is impaired [1]. This suggests weak con-
tractile function in adrenal insufficiency and may 
be related to the general fatigue that is often 
amongst the first symptoms of the condition. 
Indeed, synthetic glucocorticoids like dexameth-
asone have been assessed in Duchenne Muscular 
Dystrophy, where they may slow cardiac disease 
and progression to heart failure in patients [54], 
probably through pro-ergogenic metabolic pro-
gramming [59]. Glucocorticoids are well known 
effectors of adaptive responses [57] and may 
mediate, for example, some of the effects of exer-
cise upon cardiac remodelling as well as contrib-
uting to the adverse effects of chronic stress [21, 
47]. Understanding the actions of glucocorticoids 
and their receptors in cardiomyocytes – including 
on energy metabolism and calcium handling - are 
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likely key to elucidating their role in cardiac 
homeostasis. Here, we focus on recent advances 
that are providing insights into the homeostatic 
role of corticosteroid receptors in the heart; the 
reader is also referred to other recent reviews [4, 
51, 62, 76, 98].

Cardiac contraction is governed by calcium 
flux [25]. Contraction is initiated by the entry of 
Ca2+ into the cardiomyocyte via L-type Ca2+ 
channels located in t tubules, invaginations of the 
plasma membrane that reach deep into the myo-
cyte and are closely juxtaposed to the sarcoplas-
mic reticulum. The increase in Ca2+ in the dyadic 
space between the t tubule and the sarcoplasmic 
reticulum induces the opening of ryanodine 
receptors (RyR) causing a large release of Ca2+ 
from the sarcoplasmic reticulum, termed Ca2+-
induced-Ca2+-release. This triggers the contrac-
tile process, with myosin sliding relative to actin. 
To release myosin from actin and relax the mus-
cle, Ca2+ must be returned to the sarcoplasmic 
reticulum via the sarcoplasmic/endoplasmic 
reticulum Ca2+ adenosine triphosphatase-2 
(SERCA2). The sodium/calcium exchanger-1 
(NCX1) provides an export pathway for Ca2+ to 
exit the cell. A sustained failure to maintain the 
sarcoplasmic reticulum-cytoplasmic difference 
in Ca2+ during diastole can lead to arrhythmia 
and/or heart failure. This Ca2+ movement requires 
energy: ATP is required to release myosin from 
actin and is also required for SERCA2 to return 
Ca2+ to the sarcoplasmic reticulum. The require-
ment for ATP to maintain a sufficiently low dia-
stolic cytoplasmic Ca2+ concentration to enable 
contraction and relaxation creates an inter- 
dependency between Ca2+ handling, metabolism 
and mitochondrial function, also regulated by 
Ca2+ [25]. Indeed, mitochondrial Ca2+ uptake 
through the mitochondrial Ca2+ uniporter (MCU) 
acutely matches cardiac workload with mito-
chondrial metabolism and ATP generation in a 
“fight-or-flight response” [48]. Whether mito-
chondrial uptake of Ca2+ impacts cytoplasmic 
concentrations is currently unknown [26]. 
However, elevations in mitochondrial Ca2+ con-
centrations, especially in combination with reac-
tive oxygen species, can lead to cell death via 

opening of the mitochondrial permeability transi-
tion pore (PTP) [8]. It is currently not known if 
glucocorticoids impact mitochondrial Ca2+ con-
centrations, either through MR or GR or the bal-
ance between them.

The heart produces and consumes large 
amounts of ATP, daily consuming in the order of 
10 times its weight in ATP [39]. If mitochondria 
are dysfunctional or unable to meet the demand 
for ATP production to fuel cardiomyocyte con-
traction and relaxation  - for example following 
an ischemic insult or other injury - then cardio-
myocyte death can be triggered [100]. This, in 
turn, increases the workload on the remaining 
cardiomyocytes, potentially leading to heart fail-
ure as there is very limited regeneration of car-
diomyocytes [35]. Indeed, there is very little 
cardiomyocyte proliferation beyond the neonatal 
period so the lifelong number of cardiomyo-
cytes – the cardiomyocyte endowment – is deter-
mined shortly after birth. Any deficit in 
cardiomyocyte number, due either to low endow-
ment or cardiomyocyte death, increases work-
load and stress for the remaining cardiomyocytes, 
creating a vulnerability to further stress or injury. 
Recent evidence is providing mechanistic insight 
into how glucocorticoids may influence heart dis-
ease, through the balance of cardiomyocyte death 
and survival in the adult heart, discussed below. 
Whether related mechanisms underly the early 
life glucocorticoid programming of cardiovascu-
lar risk in adulthood is an intriguing, but as yet 
unanswered, question.

There are 2 receptors for glucocorticoids. The 
mineralocorticoid receptor (MR) has higher 
affinity for cortisol and corticosterone than does 
the glucocorticoid receptor (GR). However, in 
mineralocorticoid-target tissues like the distal 
nephron, MR is co-expressed with 
11β-hydroxysteroid dehydrogenase type 2 (11β- 
HSD2), the enzyme that inactivates cortisol and 
corticosterone to intrinsically inert cortisone  
and 11-dehydrocorticosterone, respectively 
(reviewed, [15]). By inactivating competing glu-
cocorticoids in MR target cells, 11β-HSD2 
allows aldosterone, which circulates at lower lev-
els than glucocorticoids, to bind to MR, and thus 
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confers mineralocorticoid specificity upon MR. 
Cardiomyocytes express both GR and MR but 
show negligible expression of 11β-HSD2 
(reviewed, [76]). Thus, in the heart, MR is nor-
mally occupied by glucocorticoids, rather than 
mineralocorticoids [40]. Receptor density is an 
important contributor to the relative balance 
between MR and GR activity in cardiomyocytes, 
as is, crucially, the diurnal and stress variation in 
glucocorticoid levels. Whereas the higher affin-
ity MR is likely to be fully occupied even at 
nadir levels of cortisol/corticosterone, GR is 
only likely to be fully occupied at the diurnal 
peak or following stress or exercise; potent stim-
uli to the hypothalamic- pituitary-adrenal (HPA) 
axis. Accordingly, the relative balance between 
active GR and active MR in cardiomyocytes will 
vary in a circadian manner or with stress. 
Moreover, whereas dexamethasone, a potent 
synthetic glucocorticoid frequently used in 
experimental paradigms, is ‘MR-sparing’, pref-
erentially activating GR, it suppresses the HPA 
axis and thus endogenous glucocorticoid pro-
duction, depriving MR of its glucocorticoid 
ligand in cardiomyocytes and other cells in 
which it is primarily a glucocorticoid receptor 
[23]. This is an important consideration when 
interpreting experimental evidence. In other cell 
types, such as brain and macrophages that 
express MR without 11β-HSD2, the outcomes of 
MR and GR activation are distinct and frequently 
opposing, despite the strong conservation of the 
DNA binding domain ([7, 22, 58] and reviewed 
[76, 78]). The same appears true of the heart. 
Mice with cardiomyocyte-specific knockout of 
GR or MR - “CardioGRKO” and “CardioMRKO” 
mice, respectively, show distinct cardiac pheno-
types (CardioGRKO mice develop heart disease 
whereas CardioMRKO mice do not, see below) 
and distinct differential expression of gene sets 
in their hearts, prior to the development of any 
overt pathology [64]. Similarly, although trans-
genic over-expression of either GR or MR in car-
diomyocytes alters the surface electrocardiogram 
(ECG) and induces ion channel remodelling, 
each receptor does so in a distinct way and only 
MR over-expression results in lethal arrhythmias 

[67, 85]. Thus, receptor density and glucocorti-
coid levels dynamically determine the balance 
between MR and GR activation and cardiac out-
comes, including in early life “programming” of 
cardiovascular risk in adulthood. The conse-
quences of the dynamic ‘fine tuning’ of this bal-
ance in heart are a long way from being 
understood. Whilst considerable interest has 
focussed on the role of MR activation in the 
heart, especially its pathophysiological role in 
heart failure, until recently the role of GR in the 
heart has been less explored.

6.2  MR and Heart Failure

The role of MR in heart disease - and the mecha-
nistic insight forthcoming from investigations in 
genetically altered mice  - has been extensively 
reviewed (e.g. see [9, 11, 13, 43, 72, 76, 98]) and 
will not be reviewed in detail here. Briefly, ele-
vated cardiac expression of MR is associated 
with heart failure and arrhythmias in humans and 
in animal models [65, 91]. MR antagonists 
clearly reduce morbidity and mortality in patients 
with chronic heart failure with reduced ejection 
fraction, a measure of left ventricular contraction 
[70, 99] and in patients with left ventricular dys-
function after myocardial infarction [71]. These 
benefits appear to be independent of their effect 
on blood pressure [45, 72, 87]. MR antagonists 
may also be of benefit in obese patients who have 
heart failure with preserved ejection fraction 
[27]. Exactly why MR antagonists are effective 
in heart failure is still not completely clear, but in 
mice, knock-out of MR in cardiomyocytes (leav-
ing GR unopposed) improves myocardial infarct 
healing and prevents contractile dysfunction and 
adverse cardiac remodelling in ischemic heart 
failure as well as in a mouse model of pressure 
overload [31, 52] without affecting the associated 
cardiac fibrosis [52]. MR is, nevertheless, impli-
cated in cardiac fibrosis in a mouse model in 
which renin-angiotension-aldosterone activity is 
inappropriately high for salt status, with MR in 
cardiomyocytes sustaining inflammatory cell 
recruitment to the heart [80]. More significantly 
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perhaps, MR knock-out in macrophages (which 
also express MR without 11β-HSD2) is protec-
tive against cardiac fibrosis in two different 
mouse models of altered renin-angiotension- 
aldosterone activity relative to salt status [79, 92]. 
This effect has been attributed to altered macro-
phage polarisation in the absence of MR rather 
than an effect on blood pressure, which was unaf-
fected (or even exacerbated) by macrophage MR 
knock-out in one study [92] but reduced in the 
other [79]. The alteration in macrophage polari-
sation could, conceivably, result in part from 
unopposed GR activation, promoting pro- 
reparative polarisation [17]. Endothelial Within 
the vasculature, endothelial MR also contributes 
to lifestyle- or age-related heart disease, probably 
also independently of effects on blood pressure 
[42, 53, 81]. The effects of MR antagonists in 
human heart failure are thus likely to be complex 
and involve actions within the heart, vasculature 
and immune system, as well as the kidney. The 
role played by MR in cardiomyocytes in the 
healthy heart is less clear, with cardiomyocyte 
knock-out of MR having only minor effects on 
heart function and size in mice [31]. However, 
transgenic over-expression of MR in cardiomyo-
cytes causes ion-channel remodelling, increases 
action potential duration and amplitude of Ca2+ 
transients and leads to cardiac arrhythmias and 
sudden death [67]. This suggests that an elevation 
in MR activity alone (or relative to GR) is suffi-
cient to trigger dysrrhythmic cardiac events. 
Interestingly, these mice do not go on to develop 
cardiac fibrosis [67], supporting a non- 
cardiomyocyte origin for MR-mediated cardiac 
fibrosis. Although over-expression of GR in car-
diomyocytes causes ion-channel remodelling 
associated with conduction defects and atrio- 
ventricular block, this mainly involves Na+ and 
K+ currents [85] and is distinct from the ion chan-
nel remodelling induced by MR, which mainly 
alters Ca2+ currents [67]. GR over-expression 
does not cause arrhythmia or early death, nor 
does it cause cardiac hypertrophy or fibrosis [85]. 
Thus, although GR and MR alter many of the 
same processes in heart, the outcomes are dis-
tinct, reflecting the regulation of differing  
gene sets.

6.3  GR Limits Cardiac Injury 
and Subsequent 
Pathophysiology

Whilst much attention has focussed on cardio-
myocyte MR in cardiac pathophysiology, more 
recently a protective role for GR in countering 
heart disease has been uncovered [55, 63, 64, 77]. 
Glucocorticoids are important for maintenance of 
cardiac health in animals. Over several months, 
adrenalectomised mice develop cardiac hypertro-
phy and dysfunction, associated with ECG abnor-
malities and gene expression changes indicative 
of abnormal Ca2+ handling [19]. The ECG abnor-
malities are rescued by aldosterone replacement, 
whereas corticosterone replacement or betameth-
asone treatment restores cardiac function and 
gene expression without affecting the ECG [19]. 
However, these effects on the heart may be indi-
rect. CardioGRKO mice, with cardiomyocyte- 
specific deletion of GR generated using an 
αMHC-Cre transgene, develop spontaneous heart 
failure at around 6  months of age [63, 64] 
(Table 6.1). This raises the question of whether 
this simply reflects a lack of GR, or whether it is 
due to unopposed (and detrimental) MR activa-
tion. Remarkably, concurrent deletion of MR in 
cardiomyocytes in “CardioGRMRdKO” mice 
alleviates the heart disease seen in CardioGRKO 
mice lacking just GR, with the onset of contrac-
tile dysfunction and overt heart failure delayed 
by several months [64]. This is associated with an 
increase in expression of cell survival and a 
decrease in cell death pathways. Moreover, it is 
independent of the inflammation and cardiomyo-
cyte hypertrophy seen in CardioGRKO mice, 
which are unchanged or even worsened in hearts 
of CardioGRMRdKO mice [64]. These findings 
indicate: firstly, that GR restrains cardiomyocyte 
hypertrophy and inflammation independently of 
MR and secondly, that GR signalling in cardio-
myocytes is cardioprotective by countering the 
adverse effects of MR activation to promote 
death and reduce survival of cardiomyocytes, the 
latter through a mechanism that is entirely or at 
least substantially distinct from cardiomyocyte 
hypertrophy and cardiac inflammation. As well 
as protection against age-related heart disease, 
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Table 6.1 Comparison of the main phenotypes of independent lines of mice with GR knockout in cardiomyocytes

GR KO in 
cardiomyocytes

MHCα-Cre
[20, 64, 64]

MHCα-Cre
[55]

SM22α-Cre
[3, 75, 77]

1–6 months 10 weeks 6, 10–12 weeks, 1 year
Survival at birth Normal Normal Reduced
Mortality after birth Die from 3-6mo; LV systolic 

dysfunction and heart failure
Normal Normal

Heart size (wet weight) Increased Not different Increased
Cardiomyocyte 
hypertrophy?

Increased MHCβ, BNP Fibre area not 
different
(Trend for increased 
ANP, BNP)

Yes, in adult males. Not in 
females or juvenile males

Response to pressure 
overload

Not determined Worse remodelling/
fibrosis in 
cardioGRKO
In WT mice, GR 
down-regulated 
folllowing TAC

Not determined

Fibrosis No No Yes. Partially attenuated by 
MR antagonism from birth

ECG Normal/modest increase in QRS 
complex duration

Not determined Not determined

Ryr2 mRNA Reduced Reduced Reduced in adult females 
but not males

Caffeine response (in 
vitro in primary adult 
cardiomyocytes)

No difference with 10 mM
At 0.5 mM: Failure to sustain 
increase in Ca2+, increased 
frequency of oscillations

Not determined Preliminary data suggest 
reduced SR Ca2+ content; 
slower rate of decay of 
Ca2+ transient1

MR expression Unchanged Elevated Unchanged at P2, then 
elevated

Effect of 
CardioMRKO?

Versus GRKO, in DKO, HF is 
delayed and apoptosis/ necrosis 
reduced without affecting 
inflammatory pathways or Ryr2

Versus GRKO, DKO 
has no effect on 
pressure overload 
phenotype

Not determined

Gene expression Pathways - cell death/survival, 
inflammation, mitochondrial 
dysfunction, oxidative stress
Reduced Dmd
Reduced Klf15

Reduced SERCA in adult 
females
Reduced Agt
Increased Bcl2

cardiomyocyte GR is also protective against 
pressure overload cardiac injury in younger mice. 
In “GRcKO” mice, a different line of mice with 
GR knockout in cardiomyocytes (also generated 
using αMHC-Cre), adverse cardiac remodelling 
is considerably worse in a model of pressure 
overload, with GRcKO mice showing a greater 
increase in heart weight and cardiomyocyte 
hypertrophy, reduced contractile function and 
greater reactivation of a fetal gene expression 
profile compared to control mice [55] (Table 6.1). 
There is no impact of concurrent knock-out of 

MR in this model, with “GRMRdcKO” mice 
showing similar cardiac remodelling to GRcKO 
mice after pressure overload [55]. Thus, in this 
case the greater adverse remodelling in GRcKO 
mice appears due to a lack of GR rather than 
unopposed MR activation, though it is consistent 
with the similar (or worse) cardiomyocyte hyper-
trophy in CardioGRMRdKO compared to 
CardioGRKO in the Oakley study [64]. GRcKO 
mice were examined at a relatively young age 
(10–12 weeks) and whether they are at increased 
risk of heart failure following pressure overload 
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or go on to develop spontaneous heart failure as 
CardioGRKO mice do once they are older than 
3 months of age is currently unclear [55].

6.4  Glucocorticoid Action 
in Heart Is Sexually 
Dimorphic

There is sexual dimorphism in the risk and pre-
sentation of cardiovascular disease in humans 
[50]. It is therefore to be expected, given sexual 
dimorphism in corticosteroid physiology, that 
there may be sexual dimorphism in corticosteroid 
action in the heart. Corticosteroid actions on the 
cardiovascular system are complex and reflect 
the many contributions from heart, vasculature, 
autonomic nervous system, immune system, kid-
ney etc. as well as the effects of developmental 
programming (this latter is discussed further 
below). Moreover, many animal studies report 
outcomes on males only, but there are important 
insights from those that have investigated out-
comes in females as well as males. Sexually 
dimorphic effects of corticosteroid action within 
cardiomyocytes have been investigated in mice 
with cardiomyocyte knockout of GR. Female 
CardioGRKO mice (with αMHC-Cre mediated 
deletion of GR) die of heart failure at a later age 
than do males. Cardiac function is preserved for 
longer and there is less dysregulation of cardiac 
Ca2+ handling in females compared to males [20]. 
Importantly, expression of βMHC, a marker of 
cardiomyocyte hypertrophy, is increased in hearts 
of male CardioGRKO mice, but not in females; 
this is reversed by gonadectomy of males sug-
gesting an interaction with sex hormones [20]. 
Similarly, male SMGRKO mice (with SM22-Cre 
mediated GR knockout in cardiomyocytes and 
vascular smooth muscle cells but without Cre 
expression in adult cardiomyocytes) develop car-
diomyocyte hypertrophy in association with an 
increase in βMHC expression though only after 
6 weeks of age; females show neither cardiomyo-
cyte hypertrophy nor elevated βMHC expression 
[77] (Table 6.1). This points to a role for GR in 
restraining the cardiomyocyte hypertrophy in 
males that is driven by the increase in testoster-

one following puberty [50]. Moreover, this phe-
notype is independent of the Cre used to delete 
GR and whether it is expressed in adult cardio-
myocytes. Elucidation of the underlying mecha-
nisms, and the consequences, could be helpful in 
the understanding of how heart disease manifests 
and progresses in humans.

6.5  Cardiac Injury and Repair: 
The Balance of GR and MR 
Action as a Determinant 
of Cell Death or Survival

Although chronic glucocorticoid excess is asso-
ciated with adverse cardiovascular outcomes [69, 
94], acutely, glucocorticoids are protective 
against ischemia/reperfusion injury and reduce 
myocardial infarct size in animals [88, 96]. 
However, if administered after myocardial infarc-
tion in pigs, glucocorticoids worsen cardiac 
remodelling [46]. Unpicking the mechanisms 
underlying the outcomes of the balance between 
GR and MR in mediating cardioprotective (or 
otherwise) effects of glucocorticoids in the heart 
has proved tricky, particularly given the complex 
actions of both receptors within the cardiovascu-
lar system as a whole. However, pathway analy-
sis on hearts of mice with cardiomyocyte 
knockout of GR, MR, or both, is providing valu-
able information on the importance of GR/MR 
balance in determining cardiomyocyte death or 
survival. Pathways uniquely dysregulated in 
hearts of young pre-symptomatic CardioGRKO 
mice that are not dysregulated in 
CardioGRMRdKO mice, point to increased cell 
death, reduced cell survival and mitochondrial 
dysfunction/oxidative stress [64]. Impaired Ca2+ 
handling in CardioGRKO mice is also largely 
mitigated by concurrent knockout of MR [64].

Glucocorticoids are protective against apopto-
sis in cardiomyocytes in vivo and in vitro [63, 74, 
96]. Dexamethasone treatment of cultured pri-
mary neonatal cardiomyocytes prevents apopto-
sis triggered by serum deprivation or an 
inflammatory milieu [74]. Various mechanisms 
have been implicated, including transcriptional 
activation of anti-apoptotic Bcl-xL [74, 96], 
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down-regulation of pro-apototic Gas2 [74] and 
non-transcriptional activation of eNOS and/or 
prostaglandin signalling [36, 90].

The use of αMHC-Cre to delete GR in cardio-
myocytes is highly relevant to the spontaneous 
heart failure that develops in CardioGRKO mice. 
The high expression of Cre recombinase in adult 
cardiomyocytes directed by the αMHC promoter 
causes accumulation of DNA damage through 
cleavage at cryptic LoxP sites (including in the 
Dmd gene, encoding dystrophin) leading to car-
diomyocyte hypertrophy, dilated cardiomyopa-
thy and, ultimately, heart failure [12, 33, 93]. 
Indeed, contractile dysfunction is evident in the 
6  month old αMHC-Cre control mice in the 
Oakley study [64]. αMHC-Cre mice, but not 
mice expressing Cre recombinase under the con-
trol of the Tnnt2 promoter, show alterations in 
L-type Ca2+ current, possibly as a consequence of 
reduced expression of dystrophin [33]. Dmd 
mRNA is reduced in hearts of CardioGRKO, 
CardioMRKO and CardioGRMRdKO mice [64], 
consistent with this being due to Cre-mediated 
DNA damage. A different line of mice, 
“SMGRKO” mice, with GR knock-out in cardio-
myocytes and vascular smooth muscle cells, was 
generated using SM22-Cre, which directs only 
transient expression of Cre recombinase during 
cardiomyocyte development and is not expressed 
in the adult heart. These mice do not show the 
spontaneous heart disease up to 1  year of age 
[77], indicating that spontaneous heart failure is a 
consequence of GR deficiency in the context of 
lifelong high Cre recombinase expression in car-
diomyocytes. The mitigation of the phenotype in 
CardioGRMRKO mice additionally deficient in 
MR suggests the balance between GR and MR 
activation is important in cardiomyocyte survival 
following cardiac injury, certainly in the context 
of older age and/or DNA damage. GR induction 
of Klf13 is critical to protect cardiomyocytes 
from DNA damage and cell death, including fol-
lowing an ischemic insult or doxorubicin, an 
anthracycline drug used as an anti-cancer agent 
[18], suggesting a plausible contributory mecha-
nism. Furthermore, consistent with a role in cell 
survival after DNA damage, following a mild 
genotoxic challenge there are fewer double strand 

DNA breaks in the livers and colon of GR haplo-
insufficient mice than in controls, an effect attrib-
uted to increased cell death [56]. DNA damage is 
a common mechanism in cardiac injury: it is 
DNA damage that mediates the cardiomyocyte 
hypertrophy that occurs in pressure overload 
[60]. Oxidative stress associated with heart fail-
ure also causes DNA damage. MR may act in an 
opposing manner to GR, promoting cell death 
after DNA damage. Consistent with this, knock-
out of MR alleviates the systolic dysfunction in 
6 month old αMHC-Cre mice with intact GR sig-
nalling [64]. MR antagonism may promote car-
diomyocyte survival in other situations associated 
with cardiac injury or DNA damage, including 
anthracycline induced cardiotoxicity [5, 97]; 
whether MR antagonism is cardioprotective in 
drug-induced cardiotoxicity will be an important 
question to answer in the future. It is intriguing to 
speculate that the contribution of GR and MR 
signalling to cell death and survival following 
DNA damage may be related to cellular energy 
(ATP) levels. Poly(ADP-ribose)polymerase-1 
(PARP1) is an enzyme critical in DNA repair and 
chromatin remodelling pathways with capacity to 
promote pro-inflammatory gene expression [89]. 
PARP1 utilises NAD+ as a substrate for ADP- 
ribosylation, thus extensive activation of PARP 
depletes cellular NAD+ levels and ultimately 
ATP, leading to cell death. PARP inhibitors pre-
serve myocardial contractility and relaxation and 
limit ventricular remodelling in models of heart 
failure [37]. Perhaps the GR/MR balance is a 
determinant of ATP levels under cardiomyocyte 
stress. Whether GR and MR action impact DNA 
repair through maintenance of cellular energy 
stores and redox status or by other mechanisms is 
also worthy of future investigation.

Genetic evidence is consistent with the bal-
ance between GR and MR density being an 
important determinant of cardiac health. A com-
mon haplotype of the glucocorticoid receptor 
gene (GR) that leads to relative glucocorticoid 
resistance is associated with increased risk of 
heart failure [66]. Whilst this increase in risk has 
been attributed to an association with low-grade 
inflammation, it is also plausible that it reflects 
vulnerability to cardiac insult due to reduced GR 
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activity. Intriguingly, people who are heterozy-
gous for a loss-of-function allele in NR3C2 
(encoding MR) have favourable diastolic left 
ventricular function despite lifelong higher circu-
lating aldosterone levels [28], consistent with 
better preservation of cardiomyocyte function 
with an increase in the relative ratio of GR to 
MR. Thus, even in the absence of obvious cardiac 
insult, GR/MR balance is likely to play an impor-
tant homeostatic role in the heart.

6.6  Glucocorticoids Regulate 
calcium Handling 
and Metabolism 
in Cardiomyocytes

It has been known for many years that adrenal 
insufficiency is associated with hypercalcaemia 
[49]. This, and many other lines of evidence, sup-
ports a role for glucocorticoids in Ca2+ homeosta-
sis, yet the mechanisms remain poorly 
characterised and are likely to differ depending 
on tissue. Corticosteroids affect all aspects of 
Ca2+ handling in cardiomyocytes  - the influx of 
Ca2+ into the cell via L-type Ca2+ channels, sarco-
plasmic calcium release via RyRs as well as 
affecting SERCA2, and Ca2+ extrusion from car-
diomyocytes via NCX1 and PMCA.  Similarly, 
glucocorticoids are well known for their effects 
on metabolism and energy partitioning. Amongst 
their actions, they stimulate lipolysis to release 
fatty acids into the circulation. In the heart, glu-
cocorticoids regulate energy metabolism, pro-
moting an ergogenic metabolic programme 
requiring induction of Klf15. They affect mito-
chondrial capacity and function in a variety of 
ways, thus impacting ATP generation, which in 
turn is integrated with Ca2+ homeostasis. 
Untangling what is directly regulated by GR and/
or MR and what is indirect is challenging.

Over-expression of GR in cardiomyocytes 
alters their electrical properties, distinct to altera-
tions induced by MR over-expression [67, 85]. It 
alters Ca2+ homeostasis, including an increase in 
L-type Ca2+ current, in Ca2+ transients and in sar-
coplasmic reticulum Ca2+ load, associated with 
increased cardiomyocyte contractility [85]. 

Hearts of aged male rats treated with dexametha-
sone show improved myocardial contractile per-
formance, associated with higher rates of 
SERCA2 mediated Ca2+ uptake into the sarco-
plasmic reticulum [61]. These changes in Ca2+ 
handling suggest glucocorticoids increase capac-
ity for Ca2+-induced-Ca2+-release and thus car-
diomyocyte contractility. Conversely, although 
young male CardioGRKO mice have a normal 
surface ECG prior to the appearance of symp-
toms, their hearts show impaired contractility 
with reduced expression of Ryr2 and Atp2a2 
(SERCA2) (though both are normally expressed 
in females at the same age), also reduced t tubule 
density and L-type Ca2+ channel-RyR coupling 
[20, 63, 86]. Furthermore, in adult human and rat 
cardiomyocytes cultured in vitro in serum free 
medium to induce t tubule loss, glucocorticoids - 
acting via GR rather than MR - prevent loss of t 
tubules and preserve excitation-contraction cou-
pling and contractile function [86]. This is con-
sistent with developmental effects of 
glucocorticoids; dexamethasone, in combination 
with thyroid hormone, promotes t tubule devel-
opment in human induced pluripotent stem cells 
differentiated into cardiomyocytes, though inter-
estingly neither are effective alone [68]. Enhanced 
autophagy has been suggested as the mechanism 
for the preservative effects of glucocorticoids on 
t-tubules in adult cardiomyocytes [86]. It is inter-
esting that dexamethasone abolishes the apopto-
sis induced in cultured cardiomyocytes by 
serum-deprivation and TNFα treatment in vitro 
[74]. Whether these cardiomyocyte-preserving 
effects with serum deprivation involve effects of 
glucocorticoids on t tubules, mitochondria and/or 
energy metabolism will be interesting questions 
to explore.

In vitro experiments in cardiomyocytes have 
provided some insight into mechanisms by which 
corticosteroids affect energy metabolism, mito-
chondrial function and induce ion channel 
remodelling. Treatment of mouse fetal cardio-
myocytes with glucocorticoids promotes matura-
tion of Ca2+ handling, contractile function and 
myofibril structure, consistent with their antena-
tal maturational effects [84]. These effects are 
blocked by knock-down of GR expression or by 
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GR antagonism, but unaffected by antagonism of 
MR [84]. In fetal cardiomyocytes, glucocorti-
coids increase capacity for basal mitochondrial 
respiration as well as capacity for mitochondria 
fatty acid oxidation, without affecting mitochon-
drial number or morphology [41], effects that 
presumably contribute to the maturation of 
energy metabolism in the developing heart. 
Amongst the pro-maturational effects of gluco-
corticoids on mouse fetal cardiomyocytes, the 
induction of Ppargc1a (encoding PGC-1α, a 
master regulator of mitochondrial capacity) is 
essential for at least some of the maturational 
effects of glucocorticoids in fetal cardiomyocytes 
in vitro [84] and possibly also in vivo [41]. As 
well as PGC-1α, GR activation is directly respon-
sible for inducing a host of additional metabolic 
regulators including PPARα, Lipin-1, Klf15 and 
CD36 [59, 84]. Given that genes encoding Ca2+ 
handling proteins do not appear to be direct GR 
targets in cardiomyocytes, it will be interesting to 
establish if glucocorticoid effects on Ca2+ homeo-
stasis in cardiomyocytes is secondary to effects 
on mitochondrial metabolism and/or changes in 
ion channels, a number of which are implicated 
as direct targets of GR in cardiomyocytes [84].

6.7  Early Life Programming 
of Cardiovascular Disease: 
Creating Vulnerability?

It has been established for several decades that 
excessive exposure to glucocorticoids in early 
life is associated with increased susceptibility to 
cardiovascular disease in adulthood [4, 83]. 
Whilst many associations have been suggested as 
causal, whether these contribute to the underly-
ing mechanisms remains unconfirmed. In late 
gestation, endogenous fetal glucocorticoid levels 
rise markedly: this is essential for maturation of 
fetal tissues and organs, including the heart [82], 
for survival after birth. Indeed, this is the ratio-
nale for administration of antenatal corticoste-
roids (typically the MR-sparing synthetic 
glucocorticoids, betamethasone or dexametha-
sone) to women considered at risk of preterm 
delivery, with the aim of maturing the fetal lungs 

in particular [4]. If GR activation is excessive, it 
is easy to see how this normal glucocorticoid- 
promoted maturational process could be acceler-
ated or exaggerated, resulting in a greater or an 
earlier switch from tissue accretion to differenti-
ation [30, 76]. It should be noted that thyroid 
hormones affect many of the same maturational 
pathways regulated by glucocorticoids [16]; 
given that Dio2, encoding a thyroid hormone 
activating enzyme, is a glucocorticoid target 
gene in fetal cardiomyoyctes [84], some actions 
of glucocorticoids may be mediated by (or syner-
gise with) thyroid hormone. Because there is lit-
tle proliferation of cardiomyocytes beyond the 
neonatal period in mammals, any effect on car-
diomyocyte proliferation in the perinatal period 
directly impacts the number of cardiomyocytes 
for the remainder of the life-time (the cardio-
myocyte endowment). Having a reduced cardio-
myocyte endowment may lower functional 
reserve, thereby increasing vulnerability to car-
diac stress or injury, as suggested in adults born 
preterm [10]. There are reports of early life glu-
cocorticoid treatment promoting perinatal car-
diomyocyte proliferation [34], reducing 
cardiomyocyte proliferation [24, 44] or having 
no effect. Even in zebrafish (circumventing any 
maternal effects), findings are confusing: one 
study reported that dexamethasone treatment 
during the embryonic period increases prolifera-
tion of cardiomyocytes and accelerates matura-
tion of the heart, with these features carried 
forward into adulthood as larger hearts [95]. On 
the other hand, another found stress or dexa-
methasone treatment interferes with the normal 
trajectory of heart development, reducing cardio-
myocyte numbers [6]. The differences may 
reflect the choice of steroid (synthetic MR spar-
ing vs cortisol/corticosterone) and dose, the tim-
ing of administration or indeed, whether GR 
itself is autoregulated [41]. In the sheep fetal 
heart, a low dose of cortisol stimulates cardio-
myocyte proliferation, but this is via MR activa-
tion rather than GR [29]. Whether antenatal 
administration of MR-sparing GR agonists 
affects cardiomyocyte proliferation is currently 
unclear (though this could reduce corticosterone 
activation of MR, via HPA axis suppression). 
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However, in neonatal rats, dexamethasone treat-
ment reduces cardiomyocyte proliferation and 
subsequent cardiomyocyte endowment in adults 
[32]. Conversely, neonatal SMGRKO mice, with 
cardiomyocyte and vascular smooth muscle dele-
tion of GR, show increased Ki67 staining of car-
diomyocytes [77], suggesting neonatal 
cardiomyocyte proliferation is increased in the 
absence of GR signalling. Dexamethasone causes 
oxidative stress in neonatal rat hearts [2]; given 
the role of mitochondria and oxidative stress 
(and the DNA damage response) in the cessation 
of cardiomyocyte proliferation [73], this sug-
gests a plausible mechanism worth exploring fur-
ther. The neonatal increase in mitochondrial fatty 
acid oxidation in cardiomyocytes elevates pro-
duction of reactive oxygen species, potentially 
contributing to cardiomyocyte cell cycle arrest 
mediated through the DNA damage response 
[14]. It is tempting to speculate that the increase 
in cardiac capacity for mitochondrial fatty acid 
oxidation promoted by glucocorticoid treatment 
in neonatal mice [41] leads to an increase in pro-
duction of reactive oxygen species and thus DNA 
damage that may hasten the cessation of prolif-
eration, thus reducing cardiomyocyte endow-
ment. This is predicted to increase vulnerability 
to future cardiac insult, potentially contributing 
to the well- known increase in cardiovascular dis-
ease risk.

6.8  Concluding Remarks 
and Future Perspectives

Although much of the attention has been focussed 
on how MR activation contributes to heart dis-
ease, increasingly it is becoming apparent that GR 
plays an important role in cardiac health. The 
extent to which GR and MR oppose the actions of 
each other in the heart - and how - is still extremely 
unclear and is a key question to address. Whilst 
activation of GR is cardioprotective, improving 
survival of adult cardiomyocytes after cytotoxic 
or other stressful insult, how this is mediated will 
be important to establish. To some extent, GR 
activation may be cardioprotective by opposing 
MR actions (as in apoptosis of cardiomyocytes, 

for example) and to some extent cardiac protec-
tion may be independent of MR and mediated via 
other mechanisms (as might happen in cardio-
myocyte hypertrophy). Other critical questions 
concern ion channel remodelling induced by cor-
ticosteroids  - the different outcomes resulting 
from MR and GR activation raise questions about 
the extent to which this is influenced by the bal-
ance between the receptors versus the intracellu-
lar number of each receptor. There are similar 
questions about the extent to which MR and GR 
induce metabolic remodelling  – and how. 
Unpicking what is due to GR, MR or the balance 
between the receptors is likely to be vital to tailor 
better therapies for the future prevention and 
treatment of heart failure. Just as importantly, 
given the widespread use of antenatal corticoste-
roids in women at risk of preterm delivery, is 
establishing the extent to which exogenous gluco-
corticoids interfere with the normal trajectory of 
heart development and harnessing beneficial mat-
uration effects of corticosteroids on the fetal heart, 
to optimise benefits and minimise harms of this 
important life-saving treatment.
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7Physiological Convergence 
and Antagonism Between GR 
and PPARγ in Inflammation 
and Metabolism

Marija Dacic, Gayathri Shibu, and Inez Rogatsky

Abstract

Nuclear receptors (NRs) are transcription fac-
tors that modulate gene expression in a ligand- 
dependent manner. The ubiquitously expressed 
glucocorticoid receptor (GR) and peroxisome 
proliferator-activated receptor gamma 
(PPARγ) represent steroid (type I) and non- 
steroid (type II) classes of NRs, respectively. 
The diverse transcriptional and physiological 
outcomes of their activation are highly tissue- 
specific. For example, in subsets of immune 
cells, such as macrophages, the signaling of 
GR and PPARγ converges to elicit an anti- 
inflammatory phenotype; in contrast, in the 
adipose tissue, their signaling can lead to 
reciprocal metabolic outcomes. This review 
explores the cooperative and divergent out-

comes of GR and PPARγ functions in differ-
ent cell types and tissues, including immune 
cells, adipose tissue and the liver. 
Understanding the coordinated control of 
these NR pathways should advance studies in 
the field and potentially pave the way for 
developing new therapeutic approaches to 
exploit the GR:PPARγ crosstalk.

Keywords

Glucocorticoid receptor (GR) · Peroxisome 
proliferator-activated receptor gamma 
(PPARγ) · Inflammation · Transcription · 
Immune cells · Metabolic tissues

7.1  Introduction

Nuclear receptors (NRs), such as the glucocorti-
coid receptor (GR) and peroxisome proliferator 
activated receptor-γ (PPARγ) are a versatile 
superfamily of structurally conserved transcrip-
tion factors (TFs) that regulate numerous homeo-
static physiological processes, largely in a 
ligand-modulated manner, thereby adapting gene 
expression programs to environmental changes.

GR, or NR3C1, named for its role in regulat-
ing glucose metabolism, is an archetypal steroid 
hormone receptor (type I) involved in numerous 
signaling circuits that maintain metabolic homeo-
stasis. GR is activated by its endogenous gluco-
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corticoid (GC) ligands, whose levels are 
controlled by the hypothalamic-pituitary-adrenal 
(HPA) axis. Upon ligand binding, the cytoplas-
mic GR multiprotein complex, also containing 
immunophilins and chaperones, undergoes con-
formational changes and translocates into the 
nucleus (Reviewed in [1]), where GR binds to 
specific palindromic DNA sequences called 
GC-response elements (GRE) or tethers to other 
DNA-bound TFs, recruits cofactors (coactivators 
and corepressors) and regulates transcription of 
associated genes [2, 3].

Peroxisome proliferator activated receptor-γ 
(PPARγ, also known as NR1C3) is a non-steroid 
(type II) NR that senses oxidized fatty acids (FA). 
It is mainly implicated in homeostatic mainte-
nance of lipid metabolism and insulin sensitivity 
[4, 5]. Similar to the related PPARs and other 
type II NRs, PPARγ exerts its biological func-
tions by forming heterodimeric complexes with 
another member of the NR family, retinoic acid 
receptor α (RXRα). In the absence of a ligand, 
the PPARγ/RXRα complex binds to specific 
DNA sequences known as PPAR response ele-
ments (PPRE) or direct repeat (DR)1 sequences 
together with a corepressor complex (reviewed in 
[6]). Upon ligand binding, the corepressor com-
plex is released, and a coactivator complex is 
recruited [7].

NRs have been linked to the regulation and 
maintenance of metabolic homeostasis for 
decades. Both GR and PPARγ were initially 
described as regulators of metabolic functions in 
the liver and adipose tissue, respectively. Since 
then, a myriad of non-metabolic roles have been 
described for each receptor, with one of the most 
renowned functions being the regulation of 
immune responses and inflammation. 
Interestingly, despite representing two different 
families of NRs, GR and PPARγ exhibit a strik-
ing functional overlap in the immune system 
while having disparate roles in healthy liver and 
divergent ones in lipid metabolism. These over-
lapping yet distinct outcomes of GR and PPARγ 
activation stem from differences at multiple lev-
els of regulation, ranging from the ligand-binding 
events to the engagement of other TFs, co- 
regulators and components of basal  transcriptional 

machinery and chromatin. In this Chapter, we 
will discuss the tissue-specific convergence of 
GR and PPARγ signaling in the immune system 
and briefly contrast it with some of their antago-
nistic roles in metabolic tissues. It should be 
noted that many of these functions have been 
deduced using NR knock-out (KO) mouse strains 
and in vitro studies with endogenous or synthetic 
ligands, often at super-physiological concentra-
tions, which remains a limitation to our under-
standing of NR biology.

7.2  GR and PPARγ in Monocytes 
and Macrophages

During inflammation, both GR and PPARγ play 
crucial roles in regulating macrophage responses. 
Indeed, GCs have long been known to exert 
potent immunosuppressive effects on monocytes 
and macrophages. Mice lacking GR in macro-
phages produce more inflammatory cytokines, 
including IL-1β, IL-6, TNF, and IL-12, and dis-
play higher mortality rates during bacterial lipo-
polysaccharide (LPS)-induced sepsis relative to 
their wild-type (WT) counterparts [8–11]. 
Although the role of PPARγ in this context is less 
understood, it negatively regulates macrophage 
activation by down-regulating synthesis of TNF, 
IL-6 and other pro-inflammatory cytokines [12] 
and decreasing macrophage migration in vitro 
[13]. Myeloid-specific deletion of PPARγ exacer-
bates inflammation in mouse models of inflam-
matory bowel disease (IBD) [14]. Consistently, 
treating mice with pioglitazone, a synthetic 
PPARγ agonist, reduced systemic inflammatory 
response during cecal ligation and puncture- 
induced sepsis [15]. Thus, both receptors down- 
regulate pro-inflammatory mediators at the nexus 
of pro-inflammatory responses and effectively 
curb inflammation in vivo.

GR acts on macrophages to dampen inflam-
mation in a variety of ways. One broadly estab-
lished mechanism of action is direct tethering of 
liganded GR to effector TFs downstream of Toll- 
like receptor (TLR) signaling, including NF-κB, 
AP-1 and interferon regulatory factor 3 (IRF3), 
and repression of their activity (Fig.  7.1a; 
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Fig. 7.1 GR and PPARγ mediate both short-term and 
long-term anti-inflammatory responses in macrophages. 
(a) Upon short-term treatment with GCs or PPARγ ligands, 
and in the presence of inflammatory toll- like receptor (TLR) 
ligands, GR and PPARγ are recruited to their genomic bind-
ing sites and inhibit pro- inflammatory gene transcription 
(often by binding to the p50/p65 NF-kB heterodimers) and 

up-regulate suppressors of inflammation. (b) Chronic stimu-
lation with GCs or PPARγ ligands up-regulates GR and 
STAT6 signaling, respectively, and STAT6 in turn increases 
KLF4 and PPARγ expression. GR and PPARγ promote 
expression of M2 genes and help establish a stable macro-
phage sub-type that promotes angiogenesis, tissue repair 
and increases sensitivity to insulin

reviewed in [16]). Conversely, many genes 
encoding inhibitors of TLR signaling are acti-
vated by GR, such as IL-1 receptor-associated 
kinase 3 (IRAK3), which negatively regulate 
mitogen-activated protein kinase 1 (MAPK1) and 
IL-1 receptor signaling [17]. GILZ is another 
well-known GR-inducible target that can bind 
c-Jun and c-Fos components of the AP-1 com-
plex [18] as well as NF-κB [19] and antagonize 
their actions. GR-activated anti-inflammatory 
genes also encode proteins that can function at 
steps further removed from transcriptional modu-
lation. For instance, GR-upregulated ZFP36 
facilitates mRNA degradation of several pro- 
inflammatory genes, most notably TNF [20]. 

Suppressor of cytokine signaling 1 (SOCS1)  – 
encoded by another GC-inducible gene  – is an 
inhibitor of Janus kinase (JAK)–STAT cascade 
downstream of cytokines binding to their cell 
surface receptors [21]. GR can also act to sup-
press inflammation by altering the epigenetic 
state of chromatin at target promoters 
through  mitogen- and stress-activated protein 
(MSK1)  kinase and GR-interacting protein 
(GRIP)1 (nuclear receptor coactivator 2, Ncoa2) 
recruitment, which affects components of basal 
transcriptional machinery and the rate-limiting 
steps in RNA polymerase II transcription cycle 
such as promoter-proximal pausing [22–24]. The 
opposite arm of regulation includes chromatin 
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modulators such as BRD9, which attenuates 
GR-mediated repression of inflammatory genes 
[25].

Similar to GR, PPARγ represses transcription 
of pro-inflammatory genes by directly binding 
NF-kB and AP-1 and interfering with their activi-
ties (Fig.  7.1a; [26]). PPARγ directly binds the 
p65 subunit of NF-kB under basal conditions in 
human colonic HT29 cells and mouse embryonic 
fibroblasts (MEFs), and the binding in MEFs 
increases after stimulation with LPS and TNF 
[27]. Additionally, PPARγ-deficient macro-
phages that are unstimulated in vitro [28] or 
sorted from tissues during perinatal development 
[29] are pro-inflammatory. Contrary to these 
findings, however, mice lacking PPARγ in the 
myeloid lineage express less IL-1 than WT after 
NLRP3 activation in vivo and in primary macro-
phages [30].

In addition to acute actions of each receptor 
that lead to rapid and dramatic, yet reversible 
changes in the inflammatory transcriptome, a 
sustained exposure to pro- or anti-inflammatory 
signals, including NR ligands, results in a stable 
change of epigenomic landscape and associated 
macrophage phenotype, which alters responses 
to subsequent acute stimuli. Historically, macro-
phages were thought to have the capacity to be 
‘polarized’ to two distinct phenotypic states. 
Bacterial products such as LPS and the T helper-1 
(Th1) cytokine interferon-γ (IFNγ) bias macro-
phages toward the inflammatory state termed 
‘M1’. Conversely, a tissue repair/wound healing 
phenotype of an ‘M2’ macrophage was originally 
described as a polarization state conferred by the 
Th2 cytokine IL-4 [31]. These macrophages are 
implicated in the Th2-driven response to parasitic 
infection or allergies, as well as in homeostatic 
functions such as wound healing, angiogenesis 
and insulin-sensitizing metabolic functions 
(Fig.  7.1b). Signaling downstream of IL-4 
involves activation of the TFs STAT6 and KLF4 
that cooperatively facilitate the gradual acquisi-
tion of the M2 transcriptional state [32]. 
Depending on the stimuli used in vitro, the popu-
lations of M2-like macrophages were further 
classified as M2a (after exposure to IL-4 or 
IL-13), M2b (immune complexes in combination 

with IL-1β or LPS) and M2c (IL-10, TGFβ or, 
importantly, GCs) [33]. This binary M1/M2 view 
of polarization was later challenged by extensive 
expression profiling studies that arrived at a spec-
tral model of macrophage activation states 
whereby every signal or a combination of signals 
yields a distinct transcriptional make-up [34]. 
Nonetheless, transcriptomes resulting from stim-
ulation with LPS or IFNγ vs. those produced by 
IL-4, IL-10 or GCs did cluster at the opposite 
ends of the spectrum, supporting the idea that 
M1-like and M2-like phenotypes represent the 
two extremes of macrophage transcriptional 
states.

Thus, the anti-inflammatory effects of GC sig-
naling in macrophages range from the acute 
upregulation of anti-inflammatory and repression 
of pro-inflammatory genes to more sustained 
phenotypic changes upon prolonged (beyond 
24 h) GC exposure. The latter involves upregu-
lated phagocytosis of apoptotic cells and debris 
while the production of inflammatory mediators 
subsides, which together drive the resolution 
phase of inflammation [35, 36]. GC-polarized 
macrophages are characterized by high expres-
sion of scavenger receptors such as CD163 and 
type 2 and anti-inflammatory cytokines IL-4 and 
IL-10 [37].

Similarly, PPARγ is reportedly essential for 
transitioning to an anti-inflammatory macro-
phage [38]. Indeed, pharmacological activation 
of PPARγ increases the expression of Fizz1, Ym1 
and Arg1, typical ‘M2 genes’ in macrophage-like 
RAW264.7 cells and human peripheral blood 
mononuclear cells [39]. Conversely, mice with 
PPARγ-deficient macrophages display impaired 
wound healing in vivo [40]. Thus, PPARγ and 
GR both drive the M2-like macrophage pheno-
type with resolving properties, even though the 
direct gene targets are not fully shared.

Genomic studies revealed that sustained IL-4 
signaling leads to the binding of transcription 
factors: STAT6, and subsequently RXR and 
PU.1, and to the recruitment of cofactors P300 
and RAD21 to a subset of new RXR sites; 60% of 
them need PPARγ binding to open, and the 
majority of new RXR sites are PPARγ-dependent 
irrespective of STAT6 binding (Fig.  7.1b) [41]. 
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IL-4 itself induces the expression of the PPARγ- 
encoding gene Pparg, highlighting the impor-
tance of PPARγ for the M2-like phenotype [42]. 
Notably, these changes are driven by IL-4, not a 
specific PPARγ ligand, which contrasts with the 
strict dependence of GR on GCs to drive the 
M2-like phenotype.

Cofactors provide an additional level of con-
vergence between NR-driven and IL4-induced 
macrophage polarization. GRIP1/NCoA2 is a 
member of the p160 family of NR coregulators 
shared by GR and PPARγ [43]. GRIP1 has fur-
ther been shown to serve as a coactivator for 
KLF4, thereby directly contributing to the 
IL-4:STAT6:KLF4 pathway [44]. Indeed, 
macrophage- specific GRIP1 deletion in mice 
shifted their macrophage balance toward the 
more inflammatory M1-like phenotype in vitro 
and in an obesity-induced model of metabolic 
inflammation in vivo [44]. The role of GRIP1 in 
facilitating both GR-mediated activation and 
repression is well established [45, 46]. It is tempt-
ing to speculate that GRIP1 may serve as a plat-
form for integrating pathways involved in 
M2-like macrophage polarization in response to 
distinct physiological stimuli.

In the context of the human in vitro model of 
atherosclerosis, PPARγ reduces inflammatory 
cytokine secretion in human umbilical vein endo-
thelial cells exposed to oxidized-low-density 
lipoproteins (oxLDLs) [47]. In line with these 
findings, peritoneal macrophages from condi-
tional PPARγ KO mice had more foam cell for-
mation after treatment with oxLDLs in vitro [48] 
suggesting that PPARγ reduces inflammation and 
pathogenesis of atherosclerosis. The function of 
PPARγ in atherosclerosis is consistent with in 
vitro effect of PPARγ in macrophages, as well as 
with GR actions in macrophages in vivo in 
inflammatory settings.

The predominantly immunosuppressive 
effects of GCs on the immune system contrast 
observations that, at low doses, GCs can enhance 
pro-inflammatory signaling [49], in part by 
upregulating TLR2, TLR4, components of the 
inflammasome and certain cytokines [50]. On the 
basis of these studies, it was proposed that low- 

level GR signaling may sensitize cells to harmful 
stimuli by promoting the expression of pattern- 
recognition and cytokine receptors, thus enabling 
a prompt response to pathogens [9]. These pro- 
inflammatory effects of GCs mirror the up- 
regulation of IL-1 expression by PPARγ after 
inflammasome activation – the pro-inflammatory 
functions of these TFs are also convergent.

7.3  GR and PPARγ in Non- 
Macrophage Immune Cell 
Subsets

7.3.1  T Cells

It is well established that GCs inhibit CD4+ T cell 
activity, however, it remains unclear if GCs pre-
dominantly affect CD4+ helper T cells, 
CD4+Foxp3+ regulatory (Treg) cells or both. GCs 
inhibit T cell activation directly by inhibiting the 
TFs downstream of TCR signaling: an extensive 
body of literature has documented a direct repres-
sion of NF-kB, AP-1 and nuclear factor of acti-
vated T cells (NF-AT) activity by GR via tethering 
in numerous cell types [51]. GCs were also pro-
posed to inhibit T cell activation through non- 
genomic effects, by disrupting the TCR-associated 
GR protein complexes which include the 
lymphocyte- specific protein tyrosine kinase 
(LCK) and FYN kinase, ultimately leading to 
impaired TCR signaling [52]. GCs also affect T 
cell activation in an indirect manner, by interfer-
ing with the function of dendritic cells (DCs; dis-
cussed in detail later in the Chapter) in a 
GILZ-dependent manner and promoting their 
tolerogenic phenotype, marked by decreased lev-
els of co-stimulatory CD86, CD83 and CD80, 
decreased secretion of chemokines CCL3, CCL5 
and CXCL8  in activated DCs and a subsequent 
reduction of CD4+ T cell proliferation [53]. 
Indeed, IFNγ production by CD4+ T lymphocytes 
was no longer inhibited when DCs were trans-
fected with GILZ siRNA [53]. Thus, GCs reduce 
the responsiveness of T cells to antigens and reg-
ulate the balance between activating and tolero-
genic DCs, thereby suppressing effector T (Teff) 
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cell activity through both direct cell-intrinsic and 
indirect mechanisms.

Unexpectedly, a recent study suggested that 
the CD4+ Teff subset might not be the primary tar-
get of therapeutic actions of GCs in T cells. 
Absence of GR specifically in Foxp3+ Treg cells 
abrogated therapeutic effects of the GC dexa-
methasone (Dex) in murine experimental autoim-
mune encephalomyelitis (EAE) and allergic 
airway inflammation (AAI) models, suggesting 
that Tregs were necessary for GCs to exert their 
anti-inflammatory effects [54]. Mechanistically, 
GR was shown to induce microRNA miR-342-3p 
expression, leading to inhibition of Rictor, an 
adaptor protein of the glycolysis-favoring 
mTORC2 complex; this led to metabolic re- 
programming of Tregs and induction of oxidative 
phosphorylation, which ultimately reinforces 
their suppressive functions [54]. In support of 
this study, GR-deficient Treg cells were impaired 
in their ability to suppress T cell-dependent coli-
tis in mice and acquired features typical of Th1 
cells [55]. In the house dust mite-induced AAI 
model, treatment with synthetic GCs reduced Treg 
recruitment to the lungs [56]. Mice with a T cell- 
specific GILZ KO had decreased absolute num-
bers of peripheral Treg cells, an effect reversed by 
GILZ overexpression [57]. Effects of GR on Treg 
cells are thus multifaceted, stimulating their 
activity, metabolism, proliferation and recruit-
ment to inflammatory sites.

Among the CD4+ Teff cell subsets, GCs inhibit 
Th1 as well as Th17, but up-regulate Th2 cell dif-
ferentiation [58]. Similarly, in mice overexpress-
ing GILZ in the T cell lineage, CD4+ T cells 
stimulated with CD3/CD28 antibodies secreted 
more Th2 and less Th1 cytokines compared to 
WT, an effect mirrored by up-regulation of Th2- 
specific TFs GATA-3 and STAT6 and down- 
regulation of the Th1-specific T-bet [59]. Finally, 
GILZ in Th17 cells localized to genomic sites in 
the proximity of Irf4, Batf, Stat3, and RORγt 
binding sites – TFs that drive Th17 activation and 
differentiation  – suggesting that GC-induced 
GILZ may act as a transcriptional repressor of 
Th17-activating TFs [60] and that by upregulat-
ing GILZ, GCs shift the balance toward Th2- 
mediated humoral immunity (Fig. 7.2).

Notably, although the predominant view is 
that GCs primarily affect the CD4+ T cell subset, 
in some disease contexts, GC-mediated suppres-
sion of CD8+ T cells is essential. In a mouse 
model of acute graft-versus-host disease 
(aGVHD), for example, lethally irradiated mice 
receiving a bone marrow transplant with 
GR-deficient T cells displayed much greater 
CD8+ T cell infiltration into the jejunum and their 
CD8+ T cells had augmented cytolytic activity 
compared to mice with WT T-cell transfer [61]. 
Thus, GR activity in CD8+ T cells in the context 
of aGVHD attenuates their inflammatory pheno-
type, mirroring the effects in CD4+ Teff cells.

During development, pharmacological GCs 
induce caspase-dependent apoptosis of thymo-
cytes [62–65] with GR deletion rendering 
GR-KO thymocytes GC-resistant. The mecha-
nism of GC-induced apoptosis was shown to 
involve the activation of caspase-9 [66–68]. The 
physiological role of GC-induced thymocyte 
apoptosis continues to be debated. Although 
CD4+CD8+ double-positive thymocytes are par-
ticularly sensitive to GC-induced apoptosis, GCs 
at physiological levels do not appear to regulate 

CD4+ T cell

Th1 Th2Th17

GCs PPARγ ligands

T-bet

GATA-3
STAT6

IL-2

Fig. 7.2 GCs and PPARγ ligands promote Th2 and 
inhibit Th1 and Th17 immunity. Stimulation of CD4+ T 
cells with GCs increases transcription of TFs GATA-3 and 
STAT6, and down-regulates T-bet expression, which 
biases CD4+ T cells toward Th2 immunity and away from 
Th1 and Th17 responses. Similarly, treatment with PPARγ 
ligands decreases transcription of IL-2, which favors Th2 
responses
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death-by-neglect of these cells [69]. Rather, GCs 
are needed for optimal TCR repertoire and T cell 
responses to foreign antigens, thus contributing 
to negative selection [69]. In other studies, how-
ever, absence of GR had no effect on adult thy-
mocyte development, as mice on a mixed 
background (129sv/C57BL/6) with a whole-
body GR deletion had normal numbers of mature 
CD4+CD8− and CD4−CD8+ cells, suggesting 
that positive selection was occurring normally 
[70]. It is yet to be determined if GC-induced 
thymocyte apoptosis indeed broadly affects 
T-cell development, or if it is limited to specific 
mouse models.

In contrast to GR, the overall contribution of 
PPARγ to the survival of T cells awaits further 
investigation. Both synthetic and endogenous 
PPARγ agonists stimulate apoptosis of murine T 
cells when administered in high doses [71]. 
Similarly, T cells stimulated with the prolifera-
tive agent, lectin phytohaemagglutinin P, undergo 
apoptosis after treatment with synthetic PPARγ 
agonists [72]. However, PPARγ-deficient, but not 
WT CD4+ T cells, showed increased apoptosis 
after transfer into RAG1 KO mice, suggesting 
that PPARγ promotes CD4+ T cell survival under 
conditions of low lymphocyte numbers [73]. 
Thus, the role of PPARγ in T cell survival remains 
controversial with net effect relatively poorly 
defined [74].

With respect to the balance of effector T-cell 
subsets, the PPARγ function appears similar to 
that of GR. At pharmacological concentrations, 
PPARγ ligands inhibit T cell, especially Th1, 
proliferation and decrease their viability [75], in 
part, by decreasing the transcription [76, 77] or 
protein expression [78] of IL-2. In addition, 
PPARγ ligands downregulate Th1 pro- 
inflammatory cytokines and augment the produc-
tion of Th2 cytokines thereby shifting immune 
responses toward type-2 (Fig.  7.2). In vivo, 
PPARγ was shown to contribute to type-2 
responses in T cells and DCs in an AAI model 
[79]. Specifically, in lung-resident CD11b+ DCs, 
IL-4 and IL-33 signaling upregulated PPARγ lev-
els, correlating with enhanced DC migration to 
draining lymph nodes and Th2 priming capacity. 
In vitro, production of IL-12 by DCs after stimu-

lation with CD40 ligand, which normally induces 
Th1 responses, was inhibited by both endogenous 
and synthetic PPARγ ligands [80]. Thus, PPARγ 
mediates DC-T cell interactions in type-2 immu-
nity in the context of in vivo Th2 responses, as 
well as promoting DC phenotypes associated 
with Th2-immunity in vitro.

Interestingly, PPARγ has been recently 
reported to facilitate group 2 innate lymphoid cell 
(ILC2)-induced AAI [81]. Loss of PPARγ in 
hematopoietic cells in mice diminished the func-
tion of ILC2  in the lungs, reducing the airway 
inflammation upon challenge with IL-33 or 
Papain. The transcriptional target of PPARγ in 
ILC2s was shown to be the IL-33 receptor ST2, 
such that overexpressing ST2 rescued the func-
tional defects of PPARγ deficiency. Given that 
ILC2s and Th2 cells have been shown to collabo-
rate in multiple AAI models [82–84], it appears 
that PPARγ can enhance both innate and adaptive 
arms of Th2 immunity.

In non-allergic models of inflammation, 
PPARγ has been generally shown to exert protec-
tive effects. Indeed, in a dextran sodium sulfate 
(DSS) colitis model, mice lacking PPARγ spe-
cifically in T cells exhibited reduced recruitment 
of Treg cells to mesenteric lymph nodes, decrease 
in IL-10-producing CD4+ T cells and increase in 
CD8+ T cells, which together augmented colitis 
severity [85]. Similarly, in the EAE model of 
neuroinflammation, T-cell-specific PPARγ KO 
mice had higher clinical scores and enhanced 
infiltration of Th17 cells into the CNS [86]. The 
latter was consistent with in vitro data whereby 
naïve PPARγ KO CD4+ T cells showed enhanced 
Th17 differentiation, suggesting that PPARγ con-
strains the Th17 cell lineage commitment [86]. 
Thus, endogenous PPARγ serves as an important 
brake on the inflammatory response in vivo in 
different organ systems.

In addition to the transcriptional effects on 
immune cell-specific genes, as discussed below, 
PPARγ is a key regulator of lipid metabolism 
across cell types and, therefore, impacts T cell 
biology by altering their bioenergetics and meta-
bolic state. For example, the mechanistic target 
of rapamycin complex 1 (mTORC1)-PPARγ 
pathway is crucial for the FA uptake program in 
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activated CD4+ T cells in mice [87]. PPARγ 
directly binds to promoters of genes associated 
with FA uptake in CD4+ T cells, leading to their 
metabolic reprogramming and rapid antigen- 
induced proliferation in vivo. Unlike its effect on 
genes specific to immune cell functions, the 
effect of PPARγ on metabolism of CD4+ T cells 
does not favor their differentiation toward a spe-
cific subset, but merely activates them.

7.3.2  Dendritic Cells (DCs)

DCs are often viewed as a bridge between the 
innate and adaptive immune system. Their role is 
to present pathogen-derived antigens on the cell 
surface, which get recognized by and activate T 
cells. Thus, aside from the direct effects of GR or 
PPARγ on T cells, the two NRs can affect DC 
activity, thereby potentially producing a less spe-
cific effect on T cell immunity.

Mice with a DC-specific KO of GR 
(GRCD11c-cre) were shown to be highly suscep-
tible to septic shock induced by LPS, as evi-
denced by augmented production of inflammatory 

cytokines, a greater susceptibility to hypothermia 
and higher mortality [11]. Endogenous GCs 
inhibit LPS-induced inflammation and enhance 
tolerance by reducing IL-12 production by CD8+ 
DCs, and consequently, decreasing IFNγ secre-
tion by natural killer cells [11]. The molecular 
mechanisms underlying GC actions specifically 
in CD8+ DCs have not been elucidated. However, 
GCs up-regulate the transcription of GILZ [58] 
and inhibit NF-kB and AP-1 activities and the 
MAPK pathway, thereby reducing production of 
IL-6, IL-12, and TNF [88, 89] in DCs similar to 
that seen in other cell types (Fig.  7.3). As dis-
cussed previously [53], GCs down-regulate co- 
stimulatory molecules on DCs and decrease their 
secretion of chemokines in a GILZ-dependent 
manner, in this way reducing the inflammatory 
phenotype of DCs (Fig. 7.3).

The prominent functions of PPARγ in DCs 
have been studied extensively. Over 1000 tran-
scripts, including those of key lipid regulators 
FABP4 and ABCG2, were modulated by the 
PPARγ agonist rosiglitazone during GM-CSF- 
and IL-4-induced DC differentiation from mono-
cytes in vitro [90], and PPARγ itself was 

Co-stimulatory molecules

Pro-in ammatory cytokines/chemokines

Cytoplasmic lipidsAP-1
NF-kB
MAPK

NF-kB
MAPK

GCs PPARγ ligands

GILZ

Fig. 7.3 Effect of GCs and PPARγ on DC activity. 
Activation of GR and PPARγ with their respective ligands 
leads to DC inactivation, manifested as decreased produc-
tion of co-stimulatory molecules and pro-inflammatory 
cytokines. Both GR and PPARγ inactivate DCs by down- 

regulating MAPK and NF-kB pathways, with GR addi-
tionally decreasing AP-1 activity. The effects of GR are 
mediated by GILZ.  Unlike GR, PPARγ also affects the 
lipid metabolism of DCs, decreasing their cytoplasmic 
lipid content
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markedly up-regulated at both the mRNA and 
protein level [91]. Interestingly, FABP4 expres-
sion was elevated when human monocytes were 
differentiated to DCs in the presence of human 
serum, rather than specific ligand, suggesting 
that the endogenous PPARγ ligands were suffi-
cient to drive PPARy-dependent gene transcrip-
tion. In human monocyte-derived DCs, PPARγ 
activation inhibited NF-kB and MAPK path-
ways, down- regulating co-stimulatory molecules 
and dampening TLR-induced secretion of pro-
inflammatory cytokines ([92], Fig.  7.3). Genes 
linked to lipid metabolism were also up- regulated 
such that PPARγ-activated DCs had increased 
capacity to metabolize and re-distribute lipids, 
resulting in decreased cytoplasmic lipid content 
(Fig. 7.3). PPARγ hence connects lipid process-
ing in DCs with their immune function. In a 
mouse model of asthma, knocking out PPARγ in 
DCs attenuated recruitment of eosinophils to the 
airways, IL-4 secretion by CD4+ cells and histo-
pathological changes, demonstrating that PPARγ 
in DCs orchestrates Th2 immunity in the lungs 
[79]. Given the previously described role of 
PPARγ agonists in reducing inflammation in 
asthma, this study demonstrated that endogenous 
PPARγ in DCs may have the opposite role [93]. 
The PPARγ-dependent skewing of DCs toward 
Th2 immunity is concordant with the preference 
of PPARγ for type-2 responses in both innate 
and adaptive arms.

The examples above illustrate that both GR 
and PPARγ exert primarily anti-inflammatory 
actions in macrophages, T cells and DCs and 
bias the immune system toward type 2 responses. 
Likewise, both NRs can induce thymocyte 
apoptosis, although PPARγ can favor CD4+ cell 
 survival. Some of the effects of these two recep-
tors on immune cells are conferred via meta-
bolic reprogramming. A well-known GR 
transcriptional target GILZ is an important 
effector of downstream responses in DCs, Tregs 
and Th2 subsets. The specific targets of PPARγ 
in immune cells appear more diverse and cell 
type-specific.

7.4  GR and PPARγ in Adipocytes

The most well-studied cell type-specific role of 
PPARγ is in adipocytes, where it serves as the 
master regulator that is necessary and sufficient 
to induce adipogenic gene expression and lipid 
accumulation [94]. Adipocyte-specific KO of 
PPARγ using the aP2-Cre, a target of PPARγ, and 
resulting in unhindered adipocyte differentiation, 
allows for assessing the role of PPARγ in the 
mature cells [95]. PPARγ deletion led to enlarge-
ment of white and brown adipocytes and reduc-
tion in their numbers. At the systemic level, 
adipocyte-specific loss of PPARγ resulted in ele-
vated free FA and triglyceride (TG) plasma lev-
els, fatty liver with increased gluconeogenesis, as 
well as reduced levels of leptin and adipocyte 
complement-related protein of 30 kDa (ACRP30), 
known to be secreted exclusively by differenti-
ated adipocytes. Ablation of PPARγ in fat with a 
more specific Adipoq-Cre, which uses a regula-
tory region of adiponectin, resulted in severe adi-
pose tissue loss, insulin resistance and other 
metabolic abnormalities [96].

Multiple TFs and coregulators – coactivators 
and corepressors  – modulate the function of 
PPARγ in adipocytes [97]. PPARγ and the TF C/
EBPα bind to the majority of the genes upregu-
lated during adipogenesis, and both TFs, as well 
as C/EBPβ, were required for the expression of 
adipogenesis-inducing genes, suggesting that 
cooperativity between PPARγ and C/EBP 
(Fig.  7.4a) is needed for adipogenesis [98]. 
Coactivators affect PPARγ function in adipocytes 
by directly binding PPARγ and facilitating the 
recruitment of additional components of tran-
scriptional machinery or chromatin modifiers, 
such as thyroid hormone receptor interacting pro-
tein 3 (TRIP3) and members of the NCoA/p160 
family, e.g., NCoA2/TIF2/GRIP1, NCoA1/
SRC-1 and the PPARγ coactivator 1-alpha 
(PGC-1a). Knock-down of TRIP3 leads to dimin-
ished differentiation of adipocytes, so TRIP3 acts 
as a positive regulator of PPARγ-mediated adipo-
cyte differentiation [99]. NCoA2 promotes 
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Fig. 7.4 GCs and 
PPARγ ligands affect 
adipose tissue in 
distinct ways. (a) In 
adipocytes, GR 
increases the expression 
of PPARγ and C/EBPα; 
PPARγ is the major 
driver of adipogenesis in 
cooperation with C/
EBPα. (b) At the 
adipose tissue level, GR 
and PPARγ have 
disparate functions, with 
GR up-regulating 
lipolysis and the levels 
of free FA in addition to 
adipogenesis upon acute 
exposure. PPARγ affects 
the adipose tissue on 
multiple levels, by 
promoting adipogenesis, 
angiogenesis and lipid 
storage

PPARγ activity and fat accumulation in white 
adipose tissue (WAT), whereas NCoA1 enhances 
energy expenditure and protects from obesity 
[100]. Mediator complex subunit 14 (MED14) is 
another direct interactor of PPARγ, which tethers 
the Mediator complex to PPARγ to activate 
PPARγ-specific lipogenic genes [101]. In mature 
3 T3-L1 adipocytes, the histone acetyltransferase 
coactivator Tip60 is recruited to PPARγ target 
genes, and reduction of Tip60 protein levels 
impedes 3T3-L1 preadipocyte differentiation 
[102]. These studies indicate that coactivators 
affect multiple and diverse aspects of the PPARγ 
function in adipocytes.

Transcription activation by PPARγ is nega-
tively regulated by corepressors such as NCoR/
SMRT; these are recruited by PPARγ in the 

absence of ligand, and dissociate upon ligand 
binding when they are replaced by coactivators 
due to a change in PPARγ conformation [103, 
104]. In 3T3-L1 cells, knocking down NCoR and 
SMRT leads to increased expression of adipocyte- 
specific genes [103]. NCoR deletion in adipo-
cytes was shown to enhance adipogenesis, reduce 
inflammation and improve insulin sensitivity at 
the organismal level [105]. Mechanistically, 
NCoR and SMRT recruit HDAC3 to induce his-
tone deacetylation of PPARγ-bound regulatory 
regions [106]. However, in adipocytes, NCoR 
facilitates the recruitment of cyclin dependent 
kinase (CDK)5, which binds to and phosphory-
lates PPARγ at S-273 (inhibitory site that reduces 
recruitment of PGC-1 and GRIP1/NCoA2 and 
increases interactions with SMRT and NCoR), 
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leading to impaired regulation of metabolic 
genes, such as insulin-sensitizing adiponectin 
[107]. Conversely, ring finger protein 20 
(RNF20), which was shown to target NCoR for 
proteasomal degradation, acts as a positive regu-
lator of PPARγ activity during adipogenesis 
[108]. A transcriptional cofactor with PDZ- 
binding motif (TAZ) was shown to act as a 
PPARγ corepressor [109]. TAZ deletion in adipo-
cytes led to constitutive activity of PPARγ, and 
improved glucose tolerance and sensitivity to 
insulin in obese mice [110]. The functions of 
PPARγ in adipocytes are, thus, modulated by 
direct repression, which itself may be modulated 
by secondary cofactors.

In addition to direct gene regulation in adipo-
cytes, PPARγ affects adipose tissue physiology 
by acting in its resident immune cells. For exam-
ple, PPARγ modulates Treg accumulation, pheno-
type and function in the visceral adipose tissue 
(VAT) [111]. PPARγ cooperates with Foxp3 to 
upregulate a large number of Treg-specific genes 
in the VAT, as shown by analyzing gene expres-
sion of naïve CD4+ T cells retrovirally transduced 
with Pparg and Foxp3. Additionally, VAT Treg 
cells were found to uptake lipids upon stimula-
tion with PPARγ ligand pioglitazone [111]. 
PPARγ is therefore necessary for the mainte-
nance and accumulation of Treg cells in the VAT, 
and mediates the insulin-sensitizing activity of 
pioglitazone. PPARγ activation also promotes 
anti-inflammatory VAT phenotype by inhibiting 
resident conventional DC maturation and Teff cell 
recruitment in both lean and obese mice [112]. In 
addition, PPARγ directs the establishment and 
maintenance of the adipose vascular niche. In 
vivo, PPARγ overexpression in the adipose lin-
eage upregulates PDGFRβ and VEGF in adipose 
progenitor cells, and both of these genes contrib-
ute to endothelial cell proliferation and adipose 
niche expansion [113]. Another important func-
tion of PPARγ is promoting the conversion of 
subcutaneous WAT to brown adipose tissue 
(BAT) [114]. Nuclear factor I-A (NFIA) assists 
PPARγ in WAT browning by facilitating the bind-
ing of PPARγ to BAT-specific enhancers, as 
shown in mouse C2C12 myoblasts treated with 
adipocyte differentiation cocktail that included 

rosiglitazone [115]. Thus, PPARγ acts as a broad 
regulator of adipose tissue physiology and 
metabolism.

GR performs several key functions in adipose 
tissue, many of which are opposite to those of 
PPARγ, but there is an overlap with respect to 
adipogenesis. GCs were shown to promote adi-
pogenesis in vitro. Specifically, GR facilitated the 
up-regulation of C/EBPα and PPARγ mRNA and 
protein levels in 3T3-L1 cells upon stimulation 
with Dex and other compounds that promote adi-
pogenesis (Fig.  7.4a, [116]). Consistently, GR 
KO MEFs failed to up-regulate CEBPα and 
PPARγ after treatment with a Dex-containing dif-
ferentiation cocktail [117]. Mechanistically, in 
response to stimulation of pre-adipocytes with a 
Dex-containing cocktail, GR binds to transiently 
acetylated regions to establish a new gene expres-
sion program, including upregulation of PPARγ 
[118]. In vivo, however, GCs may facilitate adi-
pogenesis without being absolutely required for 
it. Indeed, mice with a GR deletion in the BAT 
(using Myf5-Cre) had normal BAT size and mor-
phology as well as normal expression of adipo-
genesis marker genes including Cebpa and, 
notably, Pparg [119]. Additionally, white and 
brown GR KO pre-adipocytes undergoing differ-
entiation in vitro had reduced levels of adipogen-
esis markers early on, but eventually reached the 
levels of the WT [119]. Furthermore, in adrenal-
ectomized (ADX) mice, largely lacking endoge-
nous GCs, injection of MEFs into subcutaneous 
tissue did result in fat pad formation, although 
reduced in size compared to those in intact mice 
[117]. In the same study, injection of both WT 
MEFs into ADX mice, and GR KO or WT MEFs 
into WT mice, led to fat pad formation with com-
parable expression of adipocyte-specific genes, 
not significantly different from that in inguinal 
WAT of WT mice. During adipogenesis, there-
fore, GR and PPARγ may cooperate, thereby 
accelerating the PPARγ-dependent processes 
(Fig. 7.4a).

A broadly lipolytic effect of GC exposure in 
the adipose tissue, opposite to that of PPARγ acti-
vation, was reported over 40 years ago (Fig. 7.4b) 
and confirmed in multiple studies thereafter 
[120]. Typically, GC-induced lipolysis in the 
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WAT is associated with an acute hormone expo-
sure due to stress response or fasting [121]. 
Prolonged or chronic exposure in rats, however, 
resulted in visceral fat accumulation, adipocyte 
hyperplasia and reduction in adipocyte size 
[122]. GR ligands can also enhance lipid storage, 
but only under specific, often, pathological con-
ditions. For instance, hypercortisolemia during 
Cushing’s syndrome is known to cause an expan-
sion of visceral fat depots due to the synergistic 
effects of GCs with insulin, whereby GCs upreg-
ulate genes involved in lipid deposition [123].

Finally, GR activity in the liver, discussed 
below, exerts secondary effects on the adipose 
tissue. Crossing adult STAT5a/b KO mice with 
Alfp-Cre GR KO generated mice with a com-
bined deletion of GR and STAT5 in hepatocytes 
[124]. These double KO mice had smaller adipo-
cytes and fat depots, displayed hypercortisolism 
and aggravated steatosis compared to WT or 
STAT5 single KO mice.

Thus, outcomes of GC action upon the adi-
pose tissue are complex, dependent on ligand 
concentration and duration of exposure, and fur-
ther modulated by the systemic effects of GCs in 
other tissues, ultimately leading to adipogenesis 
and lipid storage, or lipolysis (Fig. 7.4b).

7.5  GR and PPARγ in the Liver

GCs were originally named for their ability to 
promote gluconeogenesis in the liver (Fig. 7.5a). 
Indeed, liver is a major target organ for GC action 
and plays a central role in glucose metabolism. In 
mice, a conditional liver-specific deletion of GR 
led to hypoglycemic lethality within days of birth 
[125]. In the clinical setting, excess GC levels 
during Cushing’s syndrome or as a result of GC 
therapy have been associated with hyperglycemia 
and central obesity [126].

Two critical rate-limiting enzymes involved in 
gluconeogenesis, glucose-6-phosphatase and 
phosphoenolpyruvate carboxykinase, are 
encoded by the G6pc and Pck1 genes, respec-
tively, both of which are known to be direct GR 
targets (Fig. 7.5a, [16, 127]). The Pck1 gene has 

been studied extensively and has a GRE site 
upstream of the TSS [128]. Interestingly, later 
studies pointed to roles of NRs other than GR in 
G6pc and Pck1 regulation. Specifically, the dom-
inant PPAR in the liver  – PPARα, rather than 
PPARγ – is recruited to both genes and contrib-
utes to their transcriptional regulation in addition 
to GR [129, 130].

Apart from gluconeogenesis, GCs have also 
been linked to the regulation of FA metabolism in 
the liver. Patients with Cushing’s syndrome often 
develop dyslipidemia that manifests as high TG 
and systemic cholesterol levels [131]. Intriguingly, 
liver-specific KO of GR in mice with hepatic ste-
atosis led to a notable reduction in hepatic TGs 
and elevated ketone levels in circulation, along 
with upregulation of genes involved in FA oxida-
tion and TG hydrolysis [132]. Genes mediating 
lipid storage and transport (e.g., FA transporter 
Cd36) were also significantly downregulated. 
Thus, liver-specific GR KO ameliorated hepatic 
steatosis by increasing hydrolysis of TG stores, 
indicating that under conditions of fatty liver, GR 
promotes TG storage (Fig. 7.5b).

Analyses of the tissue-specific distribution of 
PPARs position PPARα as the primary PPAR 
expressed in the liver; in contrast, PPARγ levels 
are relatively low. Thus, numerous studies sug-
gested that metabolic effects of PPARγ stem pri-
marily from its action in adipose tissue, with 
indirect secondary effects on the liver. However, 
a common phenotype of the adipocyte-specific 
PPARγ KO, in addition to lipodystrophy, is a sub-
stantial increase in hepatic PPARγ along with 
accumulation of TG in the liver [96]. Interestingly, 
hepatocyte-specific deletion of Pparg alleviated 
steatosis phenotypes in various animal models 
[133–135], further indicating that hepatocyte- 
expressed rather than adipocyte PPARγ was 
responsible for the fat accrual. Alb-Cre-mediated 
deletion of PPARγ in the liver markedly dimin-
ished the expression of the Pparg2, but not 
Pparg1  isoform,  so PPARγ2 appears to be the 
major isoform in hepatocytes contributing to fat 
accumulation [133]. Thus, in the context of liver 
steatosis, PPARγ can promote TG accumulation 
similar to GR (Fig. 7.5b).
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BFig. 7.5 Effects of 
GCs and PPARγ 
ligands in hepatocytes. 
(a) In healthy 
hepatocytes GR is the 
main driver of 
gluconeogenesis. (b) 
Under conditions of 
hepatic steatosis, both 
GR and PPARγ increase 
TG storage by 
decreasing TG 
hydrolysis and FA 
oxidation

Thus, in healthy liver, GR is a dominant regu-
lator of glucose metabolism which up-regulates 
de novo glucose production, with little to no con-
tribution from PPARγ. Under conditions of liver 
steatosis, both GR and PPARγ inhibit lipid 
hydrolysis and FA oxidation, thereby augmenting 
an increase in liver mass.

7.6  Concluding Remarks

GR and PPARγ are highly divergent NRs from 
steroid and non-steroid families, respectively, 
both viewed as critical therapeutic targets with a 
range of actions in the immune system and in 
metabolic homeostasis. Interestingly, the two 
NRs share many functions in immune cells at 
homeostasis and under pathogenic conditions. 
These TFs are anti-inflammatory during acute 
and chronic inflammation, and act as drivers of 
the Th2 response by promoting the M2-like mac-
rophage subtype, biasing T cells towards Th2 
and DCs towards tolerogenic state. Apart from a 
more pronounced role of GR in thymocyte selec-
tion, and that of PPARγ in DC development, the 
functional overlap of GR and PPARγ in immune 
cells eclipses isolated examples of their distinct 
roles. In the adipose tissue, however, the differ-
ences are striking: PPARγ is essential for adipo-
genesis and enhances lipid storage in adipocytes, 
whereas GR is mostly lipolytic upon acute hor-
mone exposure. Finally, in the liver, GR is the 
uniquely critical regulator of normal glucose 

metabolism, while the two NRs have overlap-
ping roles in TG metabolism during liver steato-
sis. Given that these TFs are invaluable 
therapeutic targets for, among others, autoim-
mune diseases and type 2 diabetes, novel insights 
on the consequences of activating both NRs, and 
understanding the effects their ligands may have 
at super-physiological doses in vivo, could 
potentially inform the use of combined treat-
ments in clinical settings.
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8Circadian Rhythm and Nuclear 
Receptors

David W. Ray

Abstract

All life of Earth has evolved mechanisms to 
track time. This permits anticipation of pre-
dictable changes in light/dark, and in most 
cases also directs fed/fasted cycles, and sleep/
wake. The nuclear receptors enjoy a close 
relationship with the molecular machinery of 
the clock. Some play a core role within the cir-
cadian machinery, other respond to ligands 
which oscillate in concentration, and physical 
cross-talk between clock transcription factors, 
eg cryptochromes, and multiple nuclear recep-
tors also enable coupling of nuclear receptor 
function to time of day. Essential processes 
including inflammation, and energy metabo-
lism are strongly regulated by both the circa-
dian machinery, and rhythmic behaviour, and 
also by multiple members of the nuclear 
receptor family. An emerging theme is recip-
rocal regulation of key processes by different 
members of the nuclear receptor family, for 
example NR1D1/2, and NR1F1, in regulation 
of the core circadian clock transcription factor 
BMAL1.

Keywords

Circadian · Nuclear receptor · Energy 
metabolism · Inflammation · Suprachiasmatic 
nucleus · Sleep

8.1  Ligands and NR Expression 
Through Time

The evolutionary origins of the nuclear receptors 
likely lie as sensors of nutrients, and products of 
intermediary metabolism. As life on Earth is sub-
ject to predictable changes in the environment 
from light to dark there have been major adapta-
tions to anticipate such changes. In simple organ-
isms this may have conferred protection from the 
actions of reactive oxygen species by allowing 
temporal segregation of DNA synthesis away 
from peak ATP generation, for example. In more 
advanced organisms cycles of rest, and activity, 
and feeding/fasting tend to be directed by light 
cycle [1]. The emergence of a circadian clock, 
which allows anticipation of the fed/fasted state 
offers a clear survival advantage, and there may 
be further advantages in terms of tuning immune 
responses, cancer susceptibility, and brain func-
tion. The convergence between the direct actions 
of the circadian machinery, and various members 
of the nuclear receptor superfamily of important 
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regulatory pathways suggested the existence of 
crosstalk between the two super-systems [2, 3].

Ligands: The nuclear receptors are ligand acti-
vated transcription factors. A number of the 
ligands for nuclear receptors show a circadian 
oscillation in abundance, predicting a peri-
odic change in activity. In particular, the pro-
duction of steroid hormones from the adrenal 
cortex varies strongly by time of day, and for 
other ligands, such as saturated fatty acids, or 
bile salts the abundance is indirectly regu-
lated by time of day by means of feeding 
behaviour [2].

Nuclear Hormone Receptors (NHR) expression: 
An obvious, and direct mechanism for the cir-
cadian clock to capture nuclear receptor activ-
ity is by regulating gene expression. Indeed, 
the majority of nuclear receptors show circa-
dian expression changes, but with differences 
between tissues [3] (Fig. 8.1). As at least 10% 
of the genome in any given tissue is under cir-
cadian control this suggests that there is par-
ticular enrichment for nuclear receptors 
amongst the targets for the circadian clock 
machinery [4, 5].

Tissue sensitivity: There is evidence that the 
spectrum, and amplitude of response to 
nuclear receptor function varies by time of 
day, in addition to the changes seen by cell 
type. The cell type differences are well- 
described, with an important role for cell-type 
specific transcription factors in preparing 

chromatin for nuclear receptor recruitment. 
The mechanisms required to capture time of 
day variation in response are less well defined, 
but at least two mechanisms have been pro-
posed. The direct crosstalk between members 
of the nuclear receptor super family and core 
circadian clock proteins affords a direct means 
for reciprocal regulation [6–8]. In addition, 
the actions of the clock components on 
enhancers and chromatin accessibility may 
also be regulating how easily nuclear recep-
tors can navigate to their binding sites, in a 
time-of-day dependent manner [5]. This is 
further complicated as a tripartite mechanism 
including both core clock components, and 
cell-type determining factors may be required.

8.2  Circadian Clocks

Organisation of behaviour, and physiology 
through time is a consistent feature through all 
kingdoms of life. This is dependent in an internal 
time keeping mechanism which allows the organ-
ism to anticipate predictable changes in the light- 
dark environment. There are clear survival 
advantages in partitioning particular functions to 
specific phases of the solar day. In mammals the 
central clock is located in the hypothalamus in the 
suprachiasmatic nucleus (SCN) [1, 9]. This small, 
bilateral structure receives light information from 
the retina, through the retinohypothalamic tract, 
an independent pathway, and not involved in 
image formation [10–12]. The suprachiasmatic 
nucleus then relays time of day information 
through neural, and humoral signals. The core 
mechanism explaining time keeping in the supra-
chiasmatic nucleus is a transcription translation 
negative feedback look (TTFL), in which transac-
tivating components BMAL1 and CLOCK drive 
expression of repressors, the PERIOD and 
CRYPTOCHROME protein-encoding genes  
[1, 13, 14] (Fig.  8.2). As PERIOD and 
CRYPTOCHROME proteins accumulate in the 
cytoplasm they are subject to post translational 
modification, and eventually reach threshold con-
centrations to inhibit the transactivation function 
of the BMAL1/CLOCK heterodimer.

Fig. 8.1 Liver expressed nuclear receptors that show a 
circadian oscillation in gene expression
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Fig. 8.2 Core circadian 
clock machinery

In addition to this loop an additional negative 
feedback loop exists. This is driven by transacti-
vation of the orphan nuclear receptors NR1F1/
RORa, and NR1D1/REVERBa. These proteins 
bind to a common recognition DNA sequence, 
the RORE, and either transactivate (RORa), or 
transrepress (REVERBa) [15]. A dynamic com-
petition is established between these two tran-
scription factors. RORE elements are found on 
the proximal Bmal1 gene promoter, and so Bmal1 
transcription is captured by the second negative 
feedback loop.

Taken together the existence of two, comple-
mentary, negative feedback loops contribute to 
the robust nature of the core molecular oscillator. 
All the components of the clock exist as multiple 
functional paralogues, with the exception of 
BMAL1, so that deletion of single genes has a 
minimal impact of the function of the oscillator. 
Although there is a BMAL2 its function remains 
elusive. For example, the REVERBa null mouse 
has a minor shortening of its circadian period 
length when kept under constant conditions (no 
light-dark cycles) [16]. However, deletion of both 
REVERBA, and NR1D2/REVERBB results in 
an arrhythmic mouse, thereby confirming the role 
of REVERBs as core circadian clock transcrip-
tion factors [15].

All peripheral tissues also possess intrinsic 
circadian clock activity, and so what emerges is 
that the central clock in the SCN is an entraining 

centre, which keeps the phase of clocks operating 
in peripheral tissues aligned [14]. It is though that 
such internal circadian alignment is important for 
healthy function, allowing optimal tuning of 
activity between organs involved in specialised 
activities eg gut, liver, adipose and muscle retain 
circadian coherence. The core circadian machin-
ery in peripheral tissues is the same as in the 
SCN, but in most cases the oscillators retain less 
robust internal time keeping compared to the 
SCN. This suggests a hierarchy of clocks, with 
the SCN being dominant, and the only one with 
light input [17–20].

8.2.1  Clocks, Entrainment 
and Misalignment

It is thought that the purpose of internal time-
keeping is to enhance engagement with the envi-
ronment; to optimise coincidence of active 
periods with food availability, and optimise sleep 
periods for safety. In natural systems the major 
entraining influence is sunlight, with retinal illu-
mination engaging the central clock in the supra-
chiasmatic nucleus. However, in conditions of 
modern life people spend less time in natural 
daylight, and furthermore extend the illuminated 
day late into the evening. The abundance of arti-
ficial light has increased massively over the last 
century and is associated with many of the 
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scourges of modern living, including rates of 
obesity, and type 2 diabetes [21–25]. A potential 
mediator of the modern society risk of metabolic 
disease is artificial light, and its regulation of the 
core circadian clock. This raises important ques-
tions for nuclear receptor researchers working on 
metabolic diseases, when many of the molecules 
and circuits under investigation are changing 
with circadian phase [26].

Although the SCN drives light-entrained 
physiological rhythms there are other important 
timing cues or zeitgebers (time givers). Of these 
feeding times are particularly important in mam-
mals, and especially in humans who now extend 
the fed period late into the evening, with conse-
quences for circadian control of energy metabo-
lism. There are a number of mediators of feeding 
entrainment, including gut microbiome derived 
metabolites, nutrients, and hormones, including 
insulin, glucagon [27, 28]. Important nuclear 
receptors engaged in food entrainment include 
the fasting-activated PPARs, with both PPARα, 
and PPARγ being important [29]. The fed state is 
signalled by activation of FXR by bile salts after 
absorption in the distal small bowel, and re- 
circulation to the liver in the blood stream [30]. 
PPARs can act on the REVERBa gene to drive 
expression, providing a functional circuit to the 
core of the circadian clock. In addition, the rise in 
glucocorticoids that accompanies the fasting 
state activates the glucocorticoid receptor 
(NR3C1/GR), which drives a programme of 
 gluconeogenesis and hepatic insulin resistance to 
promote mobilisation of glucose to feed tissues 
including most prominently the brain, during the 
fasted state [31]. Importantly, the activated GR is 
a powerful transactivator of the PERIOD2 gene, 
again offering a route into the clock machinery. 
Here we see that there is productive synergy 
between the fasting activated nuclear receptors, 
and the signalling pathways activated by cate-
cholaminergic, growth hormone, and glucagon 
signalling.

A prevalent change in modern living is exten-
sion of the fed period into the late evening, and 
also mis-timed feeding, as for example seen dur-
ing night shiftwork. These changes in feeding 
behaviour are associated with metabolic diseases 

including obesity, and type 2 diabetes [24, 25]. 
There is a complexity here, with mis-timed feed-
ing also being associated with sleep deprivation, 
shiftworkers typically sleep for at least an hour 
less per day, as well as activation of stress 
responses [21, 22]. However, even experimental 
mistimed feeding results in altered energy metab-
olism, with changes to insulin sensitivity and glu-
cose tolerance by time of day, and so the role of 
the circadian machinery in explaining the risks of 
mistimed feeding is emerging [32–34]. This has 
further implications for circulating biomarkers, 
where we have to consider not only the time of 
day the sample was taken, but also the sleep- 
wake, and feeding-fasted cycle of the individual 
[35, 36]. It is estimated that at least 10% of circu-
lating metabolites show a circadian variation, 
with sleep, and feeding also playing important 
roles in affecting amplitude, and phase of the 
oscillation [37].

As the two major zeitgebers for the circadian 
clock are light and food, there is potential for con-
flict if these signals become misaligned. The two 
signals are typically aligned, and reinforce one 
another, with feeding time being determined by 
the SCN, which is itself entrained to the light 
cycles. However, if food is time-restricted to an 
atypical circadian phase a conflict is established. 
Some peripheral organs, such as liver, will follow 
feeding time, with a progressive change in circa-
dian acrophase of about an hour a day. Thus a 12-h 
shift in feeding time will take about 12  days to 
result in complete liver re-setting. After that point 
the metabolic clock oscillates in anti-phase to the 
central clock in the SCN, which follows light 
cycles. Surprisingly, some non-metabolic tissues, 
including lung will also follow feeding time [38]. 
But, for some organs, such as the adrenal, a bipha-
sic response results, with food driving one oscilla-
tion, and sympathetic innervation conveying SCN 
time cues. It has been proposed that the misalign-
ment between phase between organs, or between 
the internal phase, and the external activity cycle is 
particularly damaging for energy metabolism. 
Such misalignment is far more prevalent with 
modern living than at any time during human evo-
lution and may provide an attractive explanation 
for many of the ills seen in modern societies [39].
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A further driver of misalignment is the move 
to fixed time zones, which cover a broad range of 
longitude. In this way people living at the west-
ern edge of time zones live in a state of partial 
jet-lag, or shiftwork, and indeed have been shown 
to have an excess risk of many of the same meta-
bolic disturbances as seen in shiftwork. Even 
within a given location there is a range of chrono-
type within a population, that is preference for 
morning, or evening activity [40, 41]. Chronotype 
varies by sex, and age, and is affected by genetic 
variation, with many loci associated with chrono-
type in GWAS studies [41]. The functional 
importance of chronotype is demonstrated by the 
altered risk of disease associated with chrono-
type, including metabolic disease, neuropsychi-
atric disease, and parameters including 
educational attainment. Within human popula-
tions chronotype variation covers about a 4  h 
interval, but the very late chronotypes seen in 
adolescence, especially in boys, can lead to major 
disruption of education, and social organisation. 
This has led to campaigns for innovations such as 
late school start times in secondary education.

8.3  Nuclear Receptors Within 
the Clock

 A. Core clock: The orphan nuclear receptors 
RORa and REVERBa play essential roles 
within the core circadian oscillator. The 
RORs are considered to be essential regula-
tors of Th17 lymphocytes, a subset of CD4+ 
T helper cells with a pathogenic role in auto-
immunity. The RORs include three receptors 
RORa, NR1F2/RORb, and NR1F3/RORg. 
The RORs transactivate as monomers 
through ROR response elements (AGGTCA), 
with a 5′ AT-rich extension. The same DNA 
element is a target for the REVERBs, which 
are obligate repressors. As RORs, and 
REVERBs tend to be co-expressed in the 
same cells this sets up a dynamic competi-
tion between them [42].

The RORs exist in multiple splice variants, with 
variation in the N terminal portion of the encoded 

protein resulting. RORa is widely expressed in 
liver, muscle, skin, adipose, and brain. RORb is 
very restricted to the brain. RORgt plays a major 
role in T helper 17 (Th17) cells, and has been 
extensively studied in this context. RORg, and 
especially RORgt (or RORg2), is highly 
expressed in immune tissues including thymus, 
but RORg is also found in liver, muscle, adipose 
and kidney [42].

The “staggerer” mouse results from a natu-
rally occurring intragenic insertion within the 
RORa gene, which results in a premature stop 
codon. These mice have a severe cerebellar 
development problem, and under constant condi-
tions show a shortened circadian period length. 
The RORb null mice in contrast have a length-
ened circadian period. No circadian abnormali-
ties result from loss of RORg. As RORa affects 
circadian parameters and as the circadian clock is 
linked to development of energy metabolic 
abnormalities, targeting RORa is an attractive 
idea [42].

Experimental evidence for the benefits of tar-
geting RORa was provided from a drug screen 
for circadian rhythm amplitude enhancing com-
pounds. Here, a compound screen was conducted 
against circadian PER2-luc oscillations in a 
CLOCK haploinsufficient mouse model, in 
which the amplitude of circadian oscillations was 
found to be attenuated. The lead compound was 
found to be a ligand of RORa, and was a natural 
component of citrus fruit skin, nobiletin. In fur-
ther work nobiletin treatment affected circadian 
amplitude in-vivo, and was able to preserve glu-
cose homeostasis in response to high fat diet 
feeding. Further work since then has identified a 
role of nobiletin activated RORa in opposing glu-
cagon action in the liver, possibly part of the 
mechanism explaining its impact on metabolic 
disease [43].

A number of purely synthetic ROR agonists 
have been described, and their actions studied in 
both circadian, and also metabolic contexts. 
Issues with the compounds remain, in that the 
affinity remains relatively low, and the off-target 
effects may be hard to control [44].

REVERBa was considered an orphan receptor 
until it was noted that the drosophila homologue, 
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D75 was found to bind heme when crystallised. 
Indeed, mammalian REVERBs were also found 
to bind heme, and moreover the function of 
REVERB was affected by the ligand concentra-
tion, supporting the idea that heme was a true 
ligand, and not just an inert binding partner [45]. 
It is interesting that REVERB offers negative 
feedback to the synthesis of heme, and with heme 
serving as a REVERB ligand this completes a 
classical negative feedback loop. A number of 
synthetic compound ligands for the REVERBs 
have been identified, with actions which include 
phase shifting the circadian clock, and regulation 
of processes considered to be REVERB targets, 
including inflammation, and energy metabolism 
[46–48]. A metabolic circuit affecting cancer cell 
function has also been identified as potentially 
regulated by REVERB ligands, but the presence 
of off-target effects, and low efficacy has resulted 
in some confusion in the literature about which 
events are primary REVERB regulated, and 
which result from pleiotropic actions of the com-
pounds, which are often tested at very high con-
centrations/doses [47, 49].

The competition between RORs, and REVERBs 
for shared DNA response elements may also be 
further complicated by the idea that the binding of 
one affects the subsequent binding of the other, in 
an assisted loading type model [50].

 B. Clock acting NHRs: The discovery that cir-
cadian clocks were operating in peripheral 
cells, even in cell lines, as well as in the SCN 
was a seminal moment for the circadian biol-
ogy field [14]. It was recognised that a num-
ber of extracellular stimuli were capable of 
entraining the cellular clock, even in a cell 
growing in a dish. Amongst these serum 
shock, and glucocorticoids were powerful 
interventions, with the activated GR transacti-
vating the Period genes 1 and 2. In this way 
glucocorticoids can reset the clock, or in a 
population of cells cycling asynchronously a 
glucocorticoid challenge results in synchroni-
sation, and entrainment.

In vivo the role of glucocorticoids as a time- 
giver is less clear. For some rhythmic processes 

the presence of glucocorticoids is important, but 
not the rhythm of the glucocorticoid concentra-
tion. This has been shown in zebrafish, and also 
in mammalian systems [51]. Analysis of the role 
of the hypothalamic-pituitary-adrenal axis sug-
gests that the long negative feedback loop of 
CRH-ACTH-corticosteroid results in stabilisa-
tion of the circadian rhythm in physiology. Loss 
of the adrenal glands results in more rapid phase 
shifting responses to altered light cycle phasing, 
or relative protection from jet lag [52]. The inter-
section of the circadian machinery, and glucocor-
ticoid action on inflammation raises the 
possibility of productive cross talk between the 
systems. Indeed, circadian variation in tissue 
inflammation could be abolished by adrenalec-
tomy [53]. However, even tonic replacement of 
corticosteroid, by using slow-release pellets, was 
sufficient for restoration of circadian rhythmic 
inflammatory responses. Therefore, ligand- 
activation of the GR is required, but the timing 
sensitivity of tissue response is conferred by the 
target cells, and not the adrenal production of 
ligand. This result is supported by work in zebraf-
ish which showed a strong gain in circadian 
amplitude in glucocorticoid deficient fish, result-
ing from a genetic defect in steroidogenesis, even 
with tonic, long-acting glucocorticoid 
Dexamethasone applied to the water [54].

Many lines of evidence point to differential 
engagement of transcriptional programmes by 
the clock in response to altered physiology. For 
example, in high fat diet induced obesity a num-
ber of liver genes lose, and some gain a circadian 
rhythm [29]. Nuclear receptors have emerged as 
key regulators of this switch, including receptors 
responding to nutritional cues such as the PPARs. 
There are two important considerations here. One 
is the extent to which the re-wiring is tissue 
autonomous, and results from altered circadian 
clock function, or downstream coupling, and the 
second is the role of systemic, or circulating cues, 
including metabolites and hormones reflecting 
nutritional state. A major problem affecting the 
field is the comparison of rhythmicity between 
states. Perhaps most transcripts, proteins, and 
metabolites vary through time, in response to 
delays in feedback, and feedforward loops, and 
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changes in physiological state, but for a molecu-
lar species to be assigned as oscillating with cir-
cadian rhythm additional criteria need to be met. 
There are reviews which address this in more 
detail, but identifying circadian oscillations in 
noisy data, and extraction of key parameters 
including amplitude, phase, and period are all 
important [55]. The concern is that false positive 
and false negative rates can be high, especially if 
highly dimensional data, such as RNA-Seq are 
analysed. This leads to some paradoxical results 
where circadian rhythms are apparently found to 
persist in the absence of a core circadian clock. 
Computational solutions to these problems 
include JTK-cycle, which is freely available, 
widely used and understood, and does address 
some of the false discovery concerns, as well as 
detecting rhythmic species with low amplitude. 
In addition to the analysis of data, care needs to 
be taken in the experimental set up, with attempts 
made to define minimal standards for the elucida-
tion of circadian signals [55]. Until recently it 
was not possible to directly compare circadian 
rhythmicity between states, rather rhythmicity 
was defined for each, and differences were 
inferred from differentially rhythmic lists. More 
recently new computational approaches have 
been developed which allow direct comparison, 
including compareRhythms, and DryR [55]. 
These new approaches will make circadian sci-
ence more robust in the future.

The response to high fat diet obesity has been 
studied extensively. Here, a number of changes in 
circadian rhythmicity in the liver are reported, 
and analysis suggests that a gain of rhythmicity 
results from a gain of PPARα function. The 
numerous links between the core cellular circa-
dian clock and energy sensing also suggest the 
importance of the clock in coping with fluctuat-
ing energy supply in complex organisms. Here, 
AMPKA activity, a cellular energy-deprivation 
sensor, modifies components of the core clock 
negative feedback loop, including 
CRYPTOCHROMES, and thereby reduces their 
stability [56, 57]. This leads to a gain in circadian 
amplitude, and the proposal that fasting or starva-
tion may lead to a gain in circadian amplitude, 

and that perhaps this offers a survival advantage 
under conditions of low food supply. Therefore, a 
loss of circadian amplitude was proposed to 
result from obesity, and loss of AMPKA activity. 
However, a number of newly rhythmic genes 
were found in liver to be PPARα targets, suggest-
ing acquisition of a new circuit, linking free fatty 
acid mobilisation and circadian rhythmic gene 
expression in the liver. In other systems the emer-
gence of new transcriptional master regulators of 
state with major impacts on circadian rhythmic-
ity have emerged, including KLF4 in monocytes 
as a driver of age-related changes in rhythmicity, 
and STAT3  in liver in response to distal cancer 
[58, 59].

8.4  Circadian Impacts of NHR 
Function

As indicated above the function of NHRs may be 
affected by circadian controls on ligand abun-
dance, or receptor expression, but in addition 
cross-talk between the clock machinery and 
NHRs is extensive. It appears that components of 
the negative feedback arm of the clock are capa-
ble of binding to and regulating the function of 
many NHRs. Here, there is evidence for PER, 
CRY, and REVERB proteins [2, 6–8, 60] 
(Fig. 8.3). The profile of target NHRs is surpris-
ingly broad, to the extent that it is not possible to 
consider NHR action in the absence of consider-
ing circadian factors.

The GR has received close attention with 
regard to timing, in part because its actions on 
metabolism are so dependent on time of day, 
and the cycles between fed and fasted state. In 
seminal work the CRYPTOCHROME proteins 
were found to bind to the GR, and serve as tran-
scriptional co-repressors. Essentially the 
CRYPTOCHROMES were conferring the same 
repressive influence of the GR that they do on 
the BMAL1/CLOCK heterodimer. It was fur-
ther shown that loss of the CRYPTOCHROMES 
resulted in a gain in glucocorticoid transactiva-
tion, but not transrepression. This result is sup-
ported by earlier ChIP-SEQ analysis for the 
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Fig. 8.3 Nuclear receptor interactions with core circa-
dian clock factors PER, and CRY

CRYPTOCHROME cistrome in liver, which 
was found to be very extensive, and signifi-
cantly enriched by nuclear receptor binding 
sequences. Further crosstalk between the clock 
and the GR was found to involve REVERBa. 
Here, GR transactivation in the liver was found 
to vary by time of day, but in a REVERBa 
dependent manner, with GR and REVERB 
binding sites found to be closely aligned [7]. A 
number of the metabolic actions of GR in the 
liver were found to be time of day dependent, 
and importantly to be co- regulated by GR, and 
REVERBa. In further analysis of the time-
dependent GR action loss of REVERB caused a 
phase inversion of some of the glucocorticoid 
gene regulatory effects, effectively turned night 
regulated gene to daytime regulated. The GR is 
a post-translationally modified protein, and it 
was detected to cycle between nucleus and 
cytoplasm, and to under circadian phase depen-
dent phosphorylation [61]. Further hints to the 
complex cross-regulation by clock on GR is the 

data identifying GR acetylation by the CLOCK 
core clock transcription factor [62].

8.5  Nuclear Hormone Receptor 
Chronotherapeutics

The idea that timing of drug administration 
impacts on efficacy, and side effect profile has 
been around for decades. Good examples 
include timing statin use at night-time to target 
the strongly circadian HMG CoA reductase, and 
the administration of glucocorticoids in the 
morning to avoid sleep disruption. However, 
with new insights into circadian control of NHR 
expression, and action, it is timely to re-visit 
this concept.

Regulation of liver lipid metabolism is 
strongly circadian, and also under very strong 
fed/fasted control. The emergence of PPARα as 
a dominant regulator of circadian liver gene 
expression in obesity in animal models sug-
gests that therapeutic targeting of the PPARs 
should consider time of day. The anti- 
inflammatory actions of GR are a major drug 
target, with data emerging from new analysis of 
human trials suggesting that time of day affects 
anti-inflammatory efficacy. This has been fur-
ther tested by using re- formulated predniso-
lone, to alter the pharmacokinetics of the steroid 
[63]. In this way enhanced efficacy against 
symptoms of rheumatoid arthritis was detected. 
In addition, analysis of old trials using inhaled 
glucocorticoids for asthma revealed that time of 
day affected therapeutic response, with imme-
diate implications for steroid sparing therapeu-
tic strategies.

However, there are practical difficulties in 
embedding clock logic into NHR therapeutics. It 
is hard to persuade people to take their pre-
scribed medication at all, let alone at specific 
times of day. In addition, an error in time-of-day 
dosing that results in increased toxicity is a 
major risk to patient safety. Nonetheless it is 
likely that some promising drug candidates fail 
in clinic due to testing at the wrong time of day. 
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This was recently identified in the context of 
new therapies for stroke, which has seen many 
promising approaches with pre-clinical model 
support fail in clinic.

8.6  Conclusions

There is a tight co-regulatory link between the 
core circadian clock machinery and the family of 
NHRs. Analysis and interpretation of NHR 
experiments should take into account the clock 
time, or circadian phase. Reporting of in-vivo 
model data, and human clinical trials will need a 
clear description of timing, to allow maximal 
benefit to flow. The pervasive influence of the cir-
cadian clock on physiology and health are exem-
plified by the excess risks of metabolic disease 
and cancer seen in shiftworkers, who can be con-
sidered to be living against their circadian clock, 
and are misaligned with the external light-dark 
cycle. In addition, testing for biomarkers requires 
a record of clock time, and ideally in the future 
some measure of the underlying circadian phase 
of the donor. In this way we have identified how 
clinically used biomarkers can vary by time of 
day so that treatment decisions become captured 
by the time of clinical assessment. This field is 
mature in terms of the underlying biology, and 
mechanisms, but the translation to the clinic and 
to clinical trials remains undeveloped. The chal-
lenge now is to bring the promise recognised by 
the Nobel prize committee in 2017 to the benefit 
of human populations.
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9Vitamin D and Gut Health

James C. Fleet

Abstract

Vitamin D is a conditionally required nutrient 
that can either be obtained from skin synthesis 
following UVB exposure from the diet. Once 
in the body, it is metabolized to produce the 
endocrine hormone, 1,25 dihydroxyvitamin D 
(1,25(OH)2D), that regulates gene expression 
in target tissues by interacting with a ligand- 
activated transcription factor, the vitamin D 
receptor (VDR). The first, and most respon-
sive, vitamin D target tissue is the intestine. 
The classical intestinal role for vitamin D is 
the control of calcium metabolism through the 
regulation of intestinal calcium absorption. 
However, studies clearly show that other func-
tions of the intestine are regulated by the 
molecular actions of 1,25(OH)2 D that are 
mediated through the VDR.  This includes 
enhancing gut barrier function, regulation of 
intestinal stem cells, suppression of colon car-
cinogenesis, and inhibiting intestinal inflam-
mation. While research demonstrates that 
there are both classical, calcium-regulating 
and non-calcium regulating roles for vitamin 
D in the intestine, the challenge facing bio-
medical researchers is how to translate these 

findings in ways that optimize human intesti-
nal health.

Keywords

Vitamin D · Calcium · Absorption · 
Inflammation · Stem cell · Tight junction · 
Cancer · VDR

9.1  Introduction

In 1922, E.V.  McCollum first coined the term 
“vitamin D” to describe the fat-soluble vitamin 
with a critical role in bone health. However, by 
1937, work by Nicolaysen made it clear that 
intestinal calcium absorption is dependent on 
vitamin D [1] and others showed that intestinal 
calcium absorption efficiency is reduced by more 
than 75% during vitamin D deficiency [2, 3]. The 
molecular era of vitamin D research began when 
the active metabolite of vitamin D, 1,25 dihy-
droxyvitamin D (1,25(OH)2D3) [4, 5], and its 
nuclear receptor, the vitamin D receptor (VDR) 
[6], were isolated from the intestinal mucosa. 
Since then, research on the molecular actions of 
vitamin D has revealed how 1,25(OH)2D3 acts 
through the VDR to regulate gene transcription 
(see [7, 8] for a detailed discussion of this topic). 
While the highest expression of VDR is seen in 
the intestinal epithelium [9, 10], VDR protein 
and VDR-mediated gene expression has been 
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identified is many different tissues [11]. In the 
intestine, VDR gene expression is regulated by 
glucocorticoids [12] and estrogens [13], increases 
in the late post-natal period [12, 14], and declines 
with aging [15, 16]. In this chapter, I will build 
upon the critical role that vitamin D signaling has 
on specific intestinal target cells. This informa-
tion is critical to understand the biological role 
that vitamin D has on bone health, colon cancer, 
and inflammatory bowel disease.

9.2  Classical Role of Vitamin D 
as a Regulator of Intestinal 
Ca Absorption

A number of studies show that vitamin 
D-mediated intestinal calcium absorption is the 
single most important role for vitamin D and 
VDR during growth. Global VDR gene knockout 
reduces calcium absorption efficiency by 70% in 
growing mice [17, 18] and this causes reduced 
serum calcium, high serum levels of both 
1,25(OH)2D3 and PTH, and osteomalacia. Mice 
with intestine-specific VDR deletion also have 
the same phenotype as global VDR knockout 
mice [19], thereby demonstrating the critical 
importance of intestine for whole body calcium 
metabolism. As proof of this concept, my 
research group found that intestine-specific trans-
genic expression of VDR could normalize cal-
cium absorption efficiency in VDR knockout 
mice and this was enough to prevent the changes 
in serum PTH, serum calcium, and bone mineral 
density that is normally seen in these animals 
[20].

Careful examination of basal and vitamin 
D-regulated calcium absorption in rodents and in 
Caco-2 cells shows that calcium movement 
across the intestinal barrier occurs through both 
saturable (transcelluar) and non-saturable (para-
celluar) pathways [21–24]. 1,25(OH)2D3 regu-
lates the saturable component of calcium 
absorption [2, 25–27] and this pathway is energy 
dependent [28], highest in the proximal small 
intestine (i.e. the duodenum and proximal jeju-
num) but also occurs in the large intestine [29–
33]. Several groups have shown that VDR 

expression in the colon is also necessary for nor-
mal calcium homeostasis [34, 35] . A compre-
hensive review of vitamin D mediated Ca 
absorption is available elsewhere [36].

 (a) Models of vitamin D regulated intestinal Ca 
absorption: The best studied model to 
describe vitamin D-induced Ca absorption is 
the facilitated diffusion model [37]. In this 
model, the transient receptor potential cation 
channel vanilloid family member 6 (TRPV6) 
mediates basal and vitamin D-induced apical 
membrane calcium uptake [38–41]. Although 
1,25(OH)2D3-induced intestinal calcium 
absorption was not reduced in TRPV6 knock-
out mice [42, 43], the increase in calcium 
absorption induced by a low Ca diet was 
reduced in mice with a non-functional 
D541A variant TRPV6 [44]. Also, my group 
has shown that intestine-specific transgenic 
expression of TRPV6 increased Ca absorp-
tion and recovered the abnormal bone pheno-
type VDR knockout mice [45], thus proving 
that TRPV6 is a bona fide mediator of intes-
tinal Ca uptake. The proposed mediator of 
intracellular diffusion of calcium during 
absorption is the cytoplasmic calcium bind-
ing protein calbindin D9k [37]. However cal-
bindin D9k is not essential for basal or vitamin 
D regulated Ca absorption [43, 46] and data 
from a number of studies suggest that calbin-
dins are more likely intracellular calcium 
buffers than intracellular calcium ferries [47] 
[41] [45]. The final step in the facilitated dif-
fusion model is the extrusion of calcium from 
the cell, a process that is mediated by the 
plasma membrane calcium ATPase 1b 
(PMCA1b) [28, 48, 49]. Deletion of PMCA1b 
(Atp2b1) or 4.1R, a protein that stabilizes 
PMCA1b in the basolateral membrane, 
reduces both basal and 1,25(OH)2D3-induced 
intestinal calcium absorption [50, 51].

Several other models for vitamin D regulated 
intestinal Ca absorption exist and have interest-
ing features, but are less well supported by data 
than the facilitated diffusions model. In the vesic-
ular transport model, Ca is sequestered into vesi-
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cles within the cell as an alternative to the ferry/
buffer role proposed for calbindin D. Consistent 
with a role for vesicles in Ca absorption, 
1,25(OH)2D3 treatment increases the number of 
lysosomes in chick intestine [52], the release of 
lysosomal enzymes from isolated rat enterocytes 
[53], the cycling of lysosomes [54], and the level 
of lysosomal calcium [55]. Although these data 
support a role for vesicular movement during 
intestinal Ca absorption, it isn’t clear what makes 
it specific for calcium. Transcaltachia has been 
described as the rapid absorption of calcium that 
occurs after exposing chick enterocytes to 
1,25(OH)2D3 [56]. Transcaltachia occurs only in 
response to serosal 1,25(OH)2D3 exposure which 
suggests either that VDR has a novel membrane 
signaling role [57] or that transcaltachia is medi-
ated by a multi-functional protein, the membrane 
associated rapid response steroid binding protein 
(MARRS) [58]. Intestine-specific deletion of 
MARRS in mice reduced cellular 1,25(OH)2D3 
binding, disrupted 1,25(OH)2D3 regulated cal-
cium and phosphate uptake into isolated entero-
cytes [59, 60], and reduced basal calcium 
absorption in by 30% [61]. However, there have 
been no reported adverse effects of MARRS 
deletion on bone, despite the critical importance 
of vitamin D mediated intestinal calcium absorp-
tion for normal bone growth [20]. In addition to 
the transcellular calcium absorption models, 
some studies show that vitamin D signaling 
increases paracellular Ca transport in the jejunum 
and ileum [24, 62, 63] due to 1,25(OH)2D3- 
mediated induction of two tight junction proteins, 
claudin 2 and claudin 12 [64]. This may be why 
non-saturable ileal calcium absorption is reduced 
in chronic renal disease patients with low serum 
1,25(OH)2D3 levels [24].

Finally, we have conducted research that sug-
gests additional mechanisms may control vitamin 
D-regulated Ca absorption. By using a forward- 
genetics approach in recombinant inbred lines 
from a cross of C57BL/6 J and DBA/2 J (BXD) 
mice, we mapped multiple loci where genetic 
variation controls intestinal Ca absorption [65]. 
None of these loci contained genes that encode 
the proteins that are central to the Ca absorption 
models described above. As such, our genetic 

mapping study suggests that novel mechanisms 
for Ca absorption exist that have not yet been 
described.

9.3  Gut Absorption 
and Excretion of Vitamin D

While the intestine is a target organ for 
1,25(OH)2D3 action, it is also important for the 
management of vitamin D status by mediating 
absorption of dietary/supplemental vitamin D 
and by mediating the excretion of vitamin D 
metabolites.

Gastrointestinal and hepatobiliary diseases 
that cause fat malabsorption also cause vitamin D 
deficiency in humans [66]. This suggests that 
vitamin D “follows the fat” during its intestinal 
absorption, i.e. it is incorporated into micelles, 
repackaged into chylomicrons, and absorbed into 
the lymphatic system. Consistent with the “fol-
low the fat” model, when rats were given radiola-
beled vitamin D, the label appeared within 
chylomicrons in the lymph [67–69] and this 
required the presence of bile acids [70, 71]. In 
contrast, recent studies show that intestinal 
absorption of vitamin D may also be an active 
process that requires the cholesterol transporters 
SR-BI and NPC1L1 [72]. Regardless of the route 
of absorption, there doesn’t appear to be any reg-
ulation of vitamin D absorption. Rats with exper-
imental nephrotic syndrome lose large amounts 
of vitamin D metabolites in urine and have 
reduced serum 25OHD levels [73] but even under 
these conditions, intestinal vitamin D absorption 
is not elevated. This suggests there is no homeo-
static mechanism to upregulate vitamin D absorp-
tion in times of need.

There is no evidence to suggest vitamin D2 
and vitamin D3 are absorbed by different mecha-
nisms. However, 25 hydroxyvitamin D (25OHD) 
and 1,25(OH)2D3 are absorbed more efficiently 
than vitamin D [69, 70] and 25OHD is better 
absorbed than vitamin D in subjects with stearor-
rhea [74]. This suggests that hydroxylated vita-
min D metabolites don’t use the fat absorption 
pathway. Instead, the higher absorption efficiency 
for 25OHD is due to chylomicro-independent 
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absorption [70] into the lymph where it is associ-
ated with an alpha globulin like the Vitamin D 
Binding Protein (DBP) [69].

While 1,25(OH)2 D can be metabolized to the 
terminal compound calcitroic acid [75], 
1,25(OH)2 D can also be sulfonated and gluc-
uronidated in the liver [76, 77]. These metabo-
lites are then excreted through the bile [78], 
which is the primary route of excretion for vita-
min D metabolites. Although the modified 
1,25(OH)2D3 forms are not biologically active, 
the glucuronide residue can be removed by 
colonic micro-organisms and act locally [79]. 
This releases the active 1,25(OH)2D3 in the 
colonic lumen which can then either be reab-
sorbed (i.e. making an entero-hepatic cycle [80, 
81]) or act locally on colonocytes. In fact, while 
duodenal gene expression is strongly upregulated 
by increases in circulating 1,25(OH)2D3, colonic 
gene expression is more strongly upregulated by 
apical delivery of the hormone [82]. As such, the 
release of glucuronidated 1,25(OH)2D3 into the 
bile may be an important mechanism for activat-
ing vitamin D mediated gene expression in the 
colon.

9.4  Cellular Targets of Vitamin D 
Action in the Intestine

Although the bulk of cells in the intestine are epi-
thelial, it is important to recognize that there is 
significant diversity in the cell populations that 
exist within the intestine. At the base of the crypt 
are multipotent stem cells that give rise to prolif-
erating daughter cells that then receive signals to 
differentiate into either absorptive epithelial cells 
or to secretory lineage cells (i.e. goblet cells and 
enteroendocrine cells) [83]. In addition, under-
neath the epithelial layer are stromal cells, vascu-
lar endothelial cells, and gut associated immune 
cells. Nonetheless, the bulk of research con-
ducted on vitamin D action in the intestine has 
focused on the epithelial cells. In this section I 
will discuss the molecular actions of vitamin D 
that affect the intestinal epithelium, the stem 
cells, and, briefly, the gut associated immune 
cells.

 (a) Molecular Targets in Intestinal Epithelial 
Cells. Before the genomics era, only a few 
genes involved in intestinal Ca absorption 
had been examined for transcriptional regu-
lation following 1,25(OH)2D3 -dependent 
activation of the VDR (e.g. [84, 85]). 
However, genomic profiling permits a more 
comprehensive view of vitamin D action on 
the intestine.

The earliest genomic report was a microarray 
experiment using 1,25(OH)2D3 -treated (24  h, 
100 nM) Caco-2 cells that had been differentiated 
in culture to resemble the cells of the small intes-
tinal villus [86]. Using an Affymetrix array 
(12,635 probesets), this report identified 234 
probesets that were expressed in all samples, sig-
nificant at p < 0.05, and differentially expressed 
by vitamin D treatment; only 13 of these probe-
sets (representing 12 distinct genes) changed by 
more than two-fold. This analysis identified sev-
eral known vitamin D regulated genes (i.e. 
CYP24A1) but also potential new vitamin D tar-
get genes like amphiregulin, ceruloplasmin, sor-
cin, and Jun b. As such, this was important “proof 
of principle” that vitamin D has broader effects 
on intestinal biology than simply to regulate 
intestinal Ca absorption.

The largest reported genomic analysis of vita-
min D action reported to date is one by Lee et al. 
[87] who examined the impact of 1,25(OH)2D3 
treatment (10 ng/g BW, 6 h) on small intestinal 
gene expression in CYP27B1 knockout mice 
using RNA-seq. In mice fed a normal diet, 
1,25(OH)2D3 regulated 599 genes while in mice 
fed a rescue diet to prevent hypocalcemia, it reg-
ulated 119 genes. 45 genes were in common 
across the two diet groups (86% up-regulated), 
including Cyp24a1, Trpv6, S100G, and Atp2b1. 
Ion binding was the most enriched GO term for 
the full vitamin D-regulated gene list, reflecting 
the large number of mineral transporters that 
were upregulated. They subsequently looked for 
enrichment of VDR binding to DNA following 
1,25(OH)2D3 treatment (10  ng/g BW, 1  h) of 
wild-type mice using ChIP-seq. This revealed 
more than 4000 basal and 17,000 vitamin 
D-induced VDR binding sites. The genes for the 
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bulk of the vitamin D regulated transcripts identi-
fied in Cyp27b1 KO mice had VDR binding sites 
associated with them (75% for normal diet, 84% 
for rescue diet; 87% for the overlapping genes). 
This included binding sites in all of the tradi-
tional intestinal vitamin D target genes (Trpv6, 
S100g, Apt2b1, Cyp24a1, Cldn2) and for a num-
ber of new target genes that includes transporters 
like Slc30a10 (Mn export), Slc30a1 (the Zn 
exporter ZnT1), Slc30a5 (the Zn transporter 
ZnT5) and Slc37a2 (a glucose-6-phosphate trans-
porter), ion channels/sensors like Lrrc26 and 
Mctp2, and transcription factors like Pdx1, 
Bach1, and Ppard. The breadth of the functions 
of these new gene targets suggests vitamin D sig-
naling may control some aspects of lipid metabo-
lism (e.g. Pdx1 and Ppard), mineral toxicity 
(Slc30a10, Slc30a1, Slc30a5), and the biological 
response to oxidative stress (Bach1).

Building from the observations of Lee et  al. 
[87], we generated RNA-seq data that reveals 
vitamin D has distinct gene targets depending 
upon the state of cell differentiation or the intes-
tinal segment examined. For this, we cultured 
human duodenal stem cells under conditions that 
either promote differentiation (to make villus- 
like enteroids) or to maintain the proliferating 
stem-cell properties of the culture [88]. When 
treated with 1,25(OH)2D3 (10  nM, 24  h), the 
villus- like enteroids had 387 differentially regu-
lated transcripts while the undifferentiated cul-
tures had 130 differentially regulated transcripts; 
86 transcripts were in both groups and this over-
lap group included the classic intestinal vitamin 
D gene targets. Critically, this experiment dem-
onstrated that intestinal differentiation alters the 
vitamin D target gene profile and suggests that in 
vivo studies that use mucosal scrapings underes-
timate the complexity of intestinal vitamin D 
action. Consistent with this, we have unpublished 
data that show distinct differences in the vitamin 
D regulated transcriptome among the small intes-
tine crypts, small intestine villi, and colon epithe-
lium. While this work confirms some of the 
earlier target genes from Lee et al. [87], it pro-
vides more clarity that some gene regulatory 
events are specific to different functional com-
partments of the intestine.

 (b) Intestinal stem cells

In the base of the crypts of all intestinal segments, 
4–8 multipotent Lgr5+ stem cells exist that are 
the precursor for all of the epithelial cell types in 
intestine [89]. In the colon, these cells are also 
where cancer originates [90]. Lgr5+ stem cells 
express the VDR and are thus vitamin D target 
cells [91, 92]. Several groups have recently 
examined how vitamin D signaling impacts the 
biology of intestinal stem cells. When Peregrina 
et al. [91] examined the impact of low vitamin D 
diets (i.e. the New Western Diet 1 or NWD1) or 
stem cell specific deletion of VDR on Lgr5+ stem 
cells they found that the these interventions 
reduced the percentage of Lgr5+ cells (e.g. by 
30% after 3 months on the NWD1) and that there 
were fewer progeny from Lgr5 cells in the villus 
of these mice. Others have shown that Bmi1+ 
cells are a reserve stem cell population in the 
intestine that expands when the Lgr5+ stem cells 
are damaged (e.g. following radiation) [93]. 
Consistent with this, Li et al. [94] found that as 
the NWD1 reduced Lrg5+ cells, it expanded the 
population of Bmi1+ cells. Feeding the NWD1 
also significantly altered the transcript profile of 
both Lgr5+ and Bmi1+ stem cells. Collectively, 
these data suggest that vitamin D signaling is 
required for the maintenance and balance of 
healthy intestinal stem cell population.

Consistent with a role for vitamin D in the 
regulation of stem cell biology, Sittipo et al. [95] 
found that treatment of small intestinal stem cell 
cultures with 1,25(OH)2D3 for 3 days increased 
markers of lineage differentiation for goblet cells 
(Muc2), Paneth cells (Lyz), enteroendocrine cells 
(Chga), and epithelial cells (Villin). In addition, 
1,25(OH)2D3 reduced the number of budding 
organoids and that this was associated with fewer 
Ki-67 and Lgr5-labeled cells as well as reduced 
proliferation and increased apoptosis. Similarly, 
Fernandez-Barral et al. [92] reported results from 
an RNA-seq study that shows 1,25(OH)2D3 treat-
ment (10 d, 100 nM) suppressed cell proliferation 
in human colonic organoids and promoted a dif-
ferentiated phenotype in colon tumor organoids 
(3 d, 100 nM). 1,25(OH)2D3-treatment also regu-
lated a wide variety of genes involved in path-
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ways that control suppression of proliferation 
and tumorigenesis, promotion of differentiation, 
and maintenance of stemness. These data fit the 
traditional model of 1,25(OH)2D3 as an anti- 
proliferative, pro-differentiating agent.

 (c) Vitamin D regulates tight junctions and bar-
rier function

In addition to its role in regulating nutrient, drug, 
and fluid movement into and out of the body, the 
intestine has a primary role in protecting the 
body by forming tight junctions between cells 
[96] and acting as a barrier to foreign invaders 
[97]. A number of studies have clearly shown 
that vitamin D signaling is crucial to the mainte-
nance of barrier function under normal and 
inflammatory conditions. The earliest study to 
make this connection was by Kong et  al. [98] 
who showed that 1,25(OH)2D3 treatment 
enhanced transepithelial electrical resistance 
(TEER) in Caco-2 cell monolayers through a 
VDR-dependent mechanism that induced 
expression of the tight junction proteins ZO-1 
and claudins, 1, 2, and 5. Consistent with a phys-
iological role for this VDR-dependent strength-
ening of tight junctions, Kong et al. also found 
that TEER was reduced sooner and more severely 
in VDR knockout mice following treatment with 
dextran sulfate sodium (DSS), an agent that 
damages the epithelium and induces colitis. 
Several other studies are consistent with a tight 
junction protective effect of 1,25(OH)2D in 
intestine. Zhao et al. [99] found that in Caco-2 
cells, 1,25(OH)2D3 increased TEER, protein and 
mRNA levels for tight junction proteins, and 
decreased monolayer permeability following 
DSS treatment. Chen et al. [100] later reported 
that 1,25(OH)2D3 treatment prevented lipopoly-
saccharide (LPS)-induced Caco-2 cell mono-
layer damage and prevented LPS-induced 
redistribution of tight junction proteins.

Several groups have reported that VDR knock-
out mice are more susceptible to DSS-induced 
mucosal injury [98, 101, 102]. However, studies 
in global VDR knockout mice are confounded by 

the disruption of calcium metabolism and hair 
loss-related thermoregulation that are central 
phenotypes to this model. To overcome this prob-
lem, we conducted research in two unique mouse 
models, a mouse with colon-epithelial cell spe-
cific deletion of VDR and a VDR knockout 
mouse with transgenic expression of VDR in the 
intestinal epithelium [103]. Using these models, 
we found that intestinal epithelial cell deletion of 
VDR made the intestinal epithelium more sus-
ceptible to DSS induced damage, but that recov-
ery from the damage was normal. In contrast, 
loss of VDR in the cells outside of the epithelium 
prevented recovery from DSS-induced barrier 
damage. Other data from our group [103] and 
others [101] suggest that intestinal epithelial 
healing is regulated by innate immune cells like 
M2 macrophages, and that healing is enhanced 
by activating 1,25(OH)2D3 signaling in these 
cells.

 (d) Regulation of gut associated immune cells

While the focus of vitamin D action in the intes-
tine has been on its role in modulating epithelial 
cell function, the intestine also contains a robust 
mucosal immune system [104]. However, the 
impact of vitamin D on this system has not been 
extensively studied. In contrast, there is a body of 
literature on the role of vitamin D in the regula-
tion of the systemic immune cells (see [105, 106] 
for overviews) that is driven by the observation 
that vitamin D deficiency is associated with 
increased autoimmunity and an increased suscep-
tibility to infection [107].

Although the findings related to the systemic 
immune system may not apply to the mucosal 
immune cells, a brief evaluation of vitamin D’s 
impact on systemic immunity is warranted. The 
vitamin D receptor is expressed in immune cells 
(e.g. T and B cells, and antigen presenting cells) 
and when T cells and monocytes/macrophages 
are activated they can synthesize 1,25(OH)2D3 
and use it as an autocrine signal [108–110]. 
Activation of vitamin D signaling can impact 
both the innate and adaptive immune responses. 
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In the innate immune system 1,25(OH)2D3 stim-
ulates differentiation of monocytes to macro-
phages [111] and regulates genes crucial for 
autophagy and anti-microbial actions [112–
115]. In addition, it reprograms dendritic cells 
(DC) to become tolerogenic in an inflammatory 
setting [116] by altering DC differentiation as 
well as the function of tolerogenic DC [117]. In 
adaptive immunity, vitamin D may create a 
more tolerogenic T helper cell profile. However, 
neither the number nor the type of T cells are 
grossly abnormal in mice lacking VDR [118]. 
Similarly, the function of mature T-cells is not 
strongly influenced by VDR deletion [119, 120]. 
This suggests that VDR does not have a primary 
role for normal T-cell development but that 
1,25(OH)2D3 may be a modulator of T-cell 
mediated immune responses. Consistent with 
this idea, in vitro 1,25(OH)2D suppresses NFkB 
signaling necessary for T1 helper cell activation 
[121] and blocks development of Th17 and Th9 
cells implicated in the pathogenesis of different 
types of autoimmunity and inflammatory dis-
eases [122].

The bulk of research on vitamin D and immu-
nity relevant to the intestine has been on vitamin 
D’s role in reducing the severity or duration of 
colitis and inflammatory bowel disease. This has 
been reviewed recently elsewhere (see [123]). 
However, several research groups have examined 
the role of vitamin D signaling in the biology of 
type 3 innate lymphoid cells (ILC3), a gut resi-
dent immune cell population that participates in 
innate defense of the intestinal mucosa by pro-
ducing IL-17 and IL-22 to regulate the produc-
tion of antimicrobial agents like beta defensin. 
An early study by Chen et al. [124] showed that 
global VDR deletion increased ILC3 cell number 
in small intestine, increased production of anti-
microbial peptides, and caused resistance to 
C.  Rodentium infection. However, several later 
studies have reported opposite findings. Konya 
et al. [125] found that the pro-inflammatory cyto-
kines IL-23 and IL-6 increased ILC3 VDR 
expression and that 1,25(OH)2D treatment sup-
pressed IL-22 and IL-17F production by ILC3 
cells. He et  al. [126] then found that global or 

ILC3-specific VDR deletion or vitamin D defi-
ciency reduced colonic ILC3 cell number and 
proliferation while increasing susceptibility to 
C.  Rodentium infection. These findings were 
confirmed by Lin et al [127] None of these stud-
ies characterized the subtype of ILC3. Thus, 
while it is clear that vitamin D signaling regulates 
these gut-resident innate immune cells, it is also 
clear that additional research is necessary to clar-
ify the molecular mechanisms of action in these 
cells and the physiologic relevance of this 
regulation.

9.5  Conclusions

In this chapter I reviewed the cellular and molec-
ular actions of vitamin D in the intestine. It has 
been clear from the beginning of vitamin D 
research, that the intestine is an important target 
tissue. The earliest studies on vitamin D and 
intestine revealed its critical role as a regulator of 
intestinal calcium absorption, and thus indirectly 
in the development and maintenance of bone 
mass. However, genomics studies clearly show 
that vitamin D has broader intestinal actions that 
the regulation of calcium absorption. Vitamin D 
signaling has distinct actions on intestinal stem 
cells, one undifferentiated crypt cells, on differ-
entiated villus cells, and on gut associated intesti-
nal cells. Thus, in addition to its important role in 
calcium metabolism, vitamin D also regulates the 
cell biology of the intestine in ways that protect 
the stem cell from cancer, limit gut leakiness, and 
both suppresses epithelial injury, promotes epi-
thelial recovery from injury, and reduces intesti-
nal inflammation (Summarized in Fig. 9.1). Yet 
while research suggests a variety of important 
biological roles for vitamin D in the intestine, the 
challenge facing biomedical researchers is how 
to translate these findings in ways that optimize 
human intestinal health.
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Fig. 9.1 A summary of Vitamin D action across the intestinal tract
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Abstract

The estrogen receptor alpha (ERα) is a nuclear 
transcription factor that is expressed in more 
than 70% of all breast cancers. Key genes 
involved in proliferation and tumor progres-
sion are transcriptionally regulated by ERα 
making it an important therapeutic target. 
Indeed, the first class of targeted treatments in 
cancer are endocrine treatments that target 
ERα either by competitive inhibition, reduced 
ligand production or receptor degradation. 
Despite the efficacy of these drugs, resistance 
to endocrine treatment remains a key clinical 
challenge. Only about 50% of patients treated 
with endocrine treatment in early-stage dis-
ease will benefit from adjuvant endocrine 
treatment and nearly all patients treated in the 
metastatic setting will develop disease pro-
gression while on endocrine treatment. 

Multiple mechanisms of resistance to endo-
crine treatment have been identified in pre- 
clinical models and clinical samples. These 
include both intrinsic (de novo) mechanisms 
and adaptive, acquired mechanisms. Over the 
past few years, gain-of-function missense 
mutations of ESR1, the gene encoding ERα, 
have been unveiled and identified as the most 
common genomic mechanism of acquired 
resistance to endocrine treatments. These 
mutations are clustered in a “hot spot” region 
within the ligand binding domain and engen-
der constitutive, ligand-independent activity. 
Clinical studies evaluating these ESR1 muta-
tions in metastatic ERα positive breast cancer 
demonstrate decreased overall survival which 
also highlights their prognostic role. In this 
chapter, we will provide a detailed review of 
structural and biophysical characteristics, 
functional consequences and clinical implica-
tions of the ESR1 mutations. We will also dis-
cuss potential therapeutic strategies to 
overcome treatment resistance in the context 
of ESR1 mutations and implications for future 
treatment selection.
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10.1  Introduction to Estrogen 
Receptor

10.1.1  Structure

The estrogen receptor alpha, also known as ERα 
was first discovered in 1950s by Jenson and 
Jacobsen [1, 2] as a mechanism through which 
the biologic effects of 17β-estradiol could be 
mediated. In 1995, a second estrogen receptor, 
ERβ was discovered [3, 4]. These estrogen 
receptors are among a family of ligand-activated 
nuclear receptors which share similarities in pri-
mary structure, receptor activation and down-
stream regulation [5–8]. Wild-type ERα is a 595 
amino acids long protein with a molecular 
weight of 66.2 kDa that is encoded by the ESR1 
gene located on  chromosome 6 [9, 10]. Wild-
type ERβ is comprised of 530 amino acids with 
a molecular weight of 59.2 kDa that is encoded 
by the ESR2 gene located on  chromosome 14 
[11]. Each gene has 8 coding regions interrupted 
by introns that encodes for the 5 primary domains 
seen in all members of the nuclear receptor fam-

ily: A/B, C, D, E and F [12, 13]. In this chapter, 
we will focus on ERα that is encoded by ESR1, 
generally considered the most relevant gene in 
breast cancer (Fig. 10.1a).

10.1.2  Functional Domains

ESR1 encodes 5 functional components or 
domains [14]. The N-terminus encoded by A/B 
domain is responsible for interactions between 
other proteins and estrogen receptor (ER) domains 
to either activate or repress transcription [15, 16]. 
These interactions may occur in the presence or 
absence of ligand [17–19]. Notable hormone-
independent interactions include growth-factor 
induced, kinase-based phosphorylation for trans-
activation via activation factor-1 (AF-1) and 
inhibitory function of distal N-terminus end with 
hydrophobic surface of C-terminal ligand binding 
domain [20–23] (Fig. 10.1b).

The C domain encodes for a 70–80 amino 
acid DNA-binding domain. This region, as with 
other members of nuclear receptor family, is 
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Fig. 10.1 Schematic representation of structure and 
function. (a) ESR1 gene schematic of 8 ERα protein cod-
ing exons (b) Unfolded ERα protein from N-terminal end 
to C-terminal with primary domains A-F, corresponding 

functional roles and key features in visual schematic con-
taining DNA with estrogen response element (ERE) and 
17β-estradiol (E2) bound to ligand binding domain
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responsible for DNA binding and receptor dimer-
ization through two zinc-binding motifs. The first 
contains a sequence-specific DNA binding region 
called the P-box [13, 15, 24]. The second con-
tains, distal or D-box which provides surface for 
ERs to dimerize on DNA and contributes to bind-
ing of two ER monomers to the estrogen response 
element. DNA (Fig. 10.1b) binding sites in ERα 
have a higher density of TA-rich motifs and 
Forkhead (FoxA1) transcription factor binding 
sites while ERβ had a predominance of classical 
estrogen response elements and GC-rich motifs. 
Inhibition of FoxA1 blocks ERα from associat-
ing with chromatin and subsequent modulation 
of target gene transcription [24–28].

The hinge or D domain encodes a part of the 
nuclear translocation signal and lysine (K) resi-
dues that serve as a target site for acetylation, 
sumoylation and ubiquitination (Fig. 10.1b) [29, 
30]. Sumolyation also enhances transcriptional 
activity and ubiquitination targets receptor for 
proteasome degradation [31, 32].

The ligand binding domain (LBD) or E 
domain is a multifunctional protein folded into a 
three-layered, antiparallel α-helical sandwich 
composed of 12 α-helices (H1–12) and a small 

two-stranded anti-parallel β-sheet [33]. The 
ligand binding cavity consists of a large internal 
hydrophobic core protected from the external 
environment. Ligand binding is supported 
through a combination of complementary hydro-
phobic interactions and hydrogen bonds of a 
wide variety of non-polar ligands that are signifi-
cantly smaller in size relative to binding cavity 
[33–35] (Fig.  10.1b). This highly conserved 
region between ERα and ERβ differs by only 
two amino acids, Leu384 and Met421 versus 
Met336 and Ile373 respectively [36]. This 
domain is responsible for hormone-dependent 
transactivation (AF-2) through helix 12, which 
acts as a dynamic molecular switch capable of 
binding coactivators (ie SRC-1) and corepres-
sors that promote “agonist” or “antagonist” con-
formations, respectively (Fig.  10.2). Other key 
components of transcriptional activation include 
H3, H4, and H5 [34, 35, 37, 38]. It is also respon-
sible for dimerization which is essential to their 
function as transcription factors. Hydrophobic 
N-terminal end of H11 from each monomer 
intertwine to form a strong backbone and then 
H8 from one monomer and parts of H9 and H10 
from the other help to provide additional support 
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Fig. 10.2 Schematic of ERα LBD receptor conforma-
tions. Left Column: Inactive ERα conformation (a) Unbound 
ERα LBD or (b) Tamoxifen-bound ERα LBD with helix 12 
(H12) in unfavorable orientation promoting inactive confor-
mation that (e) blocks dimerization, promotes  corepressor 
recruitment and bocks  ligand- dependent transcription of 

ERα target genes; Right Column: Active or “Apo” ERα con-
formation (b) E2-bound ERα LBD or (c) ERα-mutant LBD 
with H12 in favorable orientation promoting active confor-
mation that (f) promotes dimerization, cofactor recruitment 
and activation of ERα transcriptional program. (Adapted 
from Fig. 10.1b. In Jeselsohn et al. [149])
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[34, 39]. Although possible in the absence of 
ligand and co-activators, dimerization is most 
stable when present [40]. Additional factors such 
as coactivator NR-box act to lock ligand binding 
in cavity, thereby reducing rate of dissociation 
and improving potency in transcription activa-
tion [41].

Lastly, the F-domain at the C-terminal end 
plays an array of modulatory roles and is least 
understood among the 5 domains. It can affect 
the agonist/antagonist activity of antiestrogens 
and E2-dependent transcriptional activation 
[42, 43].

10.1.3  Genomic Signaling

The primary mechanism of signaling for Type I 
nuclear receptors such as ER is through ligand- 
induced receptor activation followed by direct 
genomic interaction via response element on tar-
get gene. However, there are alternative pathways 
such as ligand-independent receptor activation 
and possibly non-genomic signaling [44]. The 
latter is beyond the scope of this chapter.

Ligand-Dependent Activation
The AF-2 domain of ER is key to ligand-induced 
activation [45]. It is able to switch between “ago-
nist” and “antagonist” conformations based on 
ligand binding [46]. Agonist ligand binding leads 
to a confirmation change that orients H12 to seal 
LBD and stabilizes receptor confirmation for 
efficient interaction with α-helical nuclear recep-
tor (NR)-box motifs (LXXLL), which in turn 
facilitates transcription activation [47, 48] 
(Fig.  10.2c). In contrast, antagonist binding 
results in a conformational change that orients 
H12 along hydrophobic coactivator groove which 
favors corepressor binding to antagonize ligand- 
dependent transcriptional activation [34, 38, 46] 
(Fig.  10.2b). Crystallographic studies have 
revealed two mechanisms by which ligands can 
induce “antagonist” conformation. In one sce-
nario the ligand has bulky-side chain extensions 
which sterically inhibit “agonist” confirmation. 
Alternatively, a less bulky ligand that easily fits in 
ligand binding cavity but fails to connect with 

key amino acids lining its surface will destabilize 
“agonist” orientation of H12 [34, 35, 38, 49]. In 
addition to ligand structure, additional studies 
reveal the importance of NR-box sequence [50], 
flanking sequences [51] and additional surfaces 
outside of AF-2 core that are critical in coactiva-
tor interaction with ER [52]. SRC-1 and GRIP-1 
interact with AF-1 and AF-2 coactivators sepa-
rately, but also can promote cooperative associa-
tion of AF-1 and AF-2 to combine N-terminal 
and C-terminal function in the presence of an 
agonist ligand [53–56]. The variability in ER 
ligand binding and receptor confirmations impact 
ER binding kinetics to various ERE sequences 
which ultimately impacts gene selection and 
transcription [57, 58] (Fig. 10.2e, f).

Ligand-Independent Activation
ER is a phosphoprotein like most nuclear recep-
tors. Therefore, its activity can be altered through 
phosphorylation at specific serine and tyrosine 
residues, even in the absence of a ligand. The site 
of phosphorylation is dependent on the protein 
kinase and its activator [59, 60]. Receptor tyro-
sine kinases and mitogen-induced kinases have 
been shown to transduce a variety of extracellular 
signals through membrane receptors [44], such as 
dopamine [61], epidermal growth factor, trans-
forming growth factor α [62], insulin or insulin- 
like growth factor-1 [63], heregulin [64] and 
cyclin AMP [64]. See Sect. 10.2.4 for further 
detail.

10.1.4  Estrogen Response Elements 
and Gene Regulation

Ligand activated ERα regulates gene expression 
as a transcription factor in a dimeric form 
through its interaction with specific sequences 
of DNA known as estrogen response elements 
(EREs) [65]. ER binds to ERE in sequence spe-
cific manner using the first zinc finger while the 
second zinc finger is responsible for dimeriza-
tion and ERE half-site spacing recognition [66, 
67]. This interaction is dependent on multiple 
factors including, ER subtypes (ERα and ERβ), 
and ligand, dimerization partner, anatomy of 
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ERE and location of ERE which in turn impacts 
co- regulatory recruitment [67–69]. The consen-
sus ERE sequence, derived from the African 
clawed frog Xenopus laevis gene and chicken 
apo-VLDL II gene is 5′GGTCAnnnTGACC3′ 
(Fig. 10.1b). It is a 13 base pair perfect palin-
dromic inverted repeat with a 3 base pair spac-
ing of variable bases [70, 71]. However, this 
highly estrogen- responsive sequence is only 
found in a small number of estrogen-inducible 
genes whereas most target genes contain a vari-
ant with reduced affinity [72]. Furthermore, 
some EREs are separated by many base pairs 
and act in combination to form estrogen-
response units [65].

Although there is no clear consensus due to 
variability in assay, analysis pipeline and bio-
logic sample used, CHIP-seq analysis per-
formed by Palaniappan et al. of mouse mammary 
cells revealed 6237 ERα binding sites and 3686 
unique genes that recruit ER in response to 
estradiol [73]. Similar analysis by Grober et al. 
in MCF7 cells revealed 9702 ERβ and 6024 
ERα binding sites in estrogen-stimulated cells 
with 921 genes differentially regulated by ERβ 
[74]. In general, most studies show that ER 
binding sites are in ranges of thousands and 
genes regulated by ER are in the range of hun-
dreds. Thus, many of the sites detected to be 
bound by ER most likely do not impact 
transcription.

10.1.5  Normal Physiologic Functions 
and Tissue Expression

ER is a key regulatory factor in organ develop-
ment and numerous biologic activities that 
include reproduction, bone modeling, cardio-
vascular function, metabolism and behavior 
[75]. Signaling activity is likely a function of 
variable ERα and ERβ expression densities and 
ratios across tissues. In particular, ER is criti-
cal to normal mammary development and dif-
ferentiation, but scientists are still unraveling 
how ER signaling is altered to drive tumori-
genesis [76].

10.2  Wild-Type ERα in Breast 
Cancer

Clinical laboratories at the time of this writing 
evaluate ERα expression using an antibody tar-
geting the ERα receptor [77]. There is some data 
that suggests ERβ plays a role in response and 
resistance, however staining is not currently 
being used in routine clinical care or clinical 
studies due to the unclear role of ERβ in treat-
ment decisions and prognosis.

10.2.1  Prognostic and Predictive 
Implications

American Society of Clinical Oncology and the 
College of American Pathologists for ER assess-
ment in breast cancer require immunohistochemi-
cal (IHC) staining of ≥1 percent using an internally 
validated protocol against a clinically validated 
assay. Recommended antibody clones such as 
SP-1, 6F11 and ID5 are all specific to ERα only 
[77]. The primary purpose of ER status is to pre-
dict if the patient will benefit from anti- estrogen or 
hormone therapy. Numerous studies have demon-
strated benefit from hormone therapy in both early 
stage and metastatic breast cancer with a qualita-
tively positive ER status by IHC [78–82]. 
Conversely, ER negative (ER-) status predicts no 
benefit from hormone therapy [83]. In addition, 
the prognosis of ER positive (ER+) patients is in 
general better than those who are ER-. This is fur-
ther impacted by progesterone receptor (PR) sta-
tus, histologic features and tumor stage [84].

10.2.2  Molecular Subtypes or 
Heterogeneity in ER Positive

Heterogeneity among ER+ patients can be 
described in several ways. The most clinically 
accessible and utilized is based on ER/PR per-
cent and strength of staining. Higher staining 
percent and strength of staining suggests a more 
favorable prognosis and greater likelihood of 
response to endocrine therapy [85, 86]. Reduced 
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or absence of staining in either receptor suggests 
poorer prognosis with potential for reduced ben-
efit from endocrine therapy [87].

The advent of molecular sequencing and 
microarray assays had led to the distinction of 
two molecular subtypes for hormone  receptor- 
positive (HR+) or ERα and/or PR positive breast 
cancer [88, 89]. Luminal A – lower grade, best 
prognosis, least metastatic potential and most 
endocrine sensitive – versus Luminal B – higher 
grade, good but poor prognosis, some metastatic 
potential and less endocrine sensitive [90, 91]. 
Similarly, a number of clinically validated molec-
ular assays, the most prominent being Oncotype 
Dx assay [92] and MammaPrint [93], offer both 
prognostic and predictive information on the ben-
efit or lack thereof for adjuvant chemotherapy in 
the curative setting [94]. Oncotype Dx is a 21 
gene recurrence assay which primarily assesses 
and weighs factors related to estrogen signaling 
and proliferation. Based on the score and other 
clinical factors such as stage, age and meno-
pausal status, patients are deemed likely or 
unlikely to benefit from adjuvant chemotherapy 
[95, 96].

10.2.3  Evidence for Tumorigenic 
Signaling

ER signaling in breast cancer, even in the 
absence of a mutation, is shown to be distinct 
from ER signaling in normal mammary cells. In 
2019, Chi et al. reported transcriptional profil-
ing of normal ER+ mature luminal mammary 
epithelial cells and ER+ breast tumors. Gene 
expression profiles in response to estrogen stim-
ulation were distinct enough to segregate nor-
mal tissue from cancer tissue. Specifically, their 
group discovered increased DNA binding motif 
grainyhead-like transcription factor 2 (GRHL2) 
enrichment in response to estradiol in tumor 
cells compared with normal resulting in distinct 
transcriptional programs. In addition Rho 
GTPase-activating protein, deleted in liver can-
cer 1(DLC1), which exhibited tumor suppressor 
function in normal estrogen stimulated tissue 
was found to have decreased expression in 

breast cancer. Clinical datasets demonstrate 
DLC1 loss and GRHL2 gain predicts for lower 
survival rate [76]. Furthermore, our group has 
demonstrated ESR1 allele specific differences in 
transcriptional programs as well as acquisition 
of neomorphic properties that favor a metastatic 
phenotype [97].

10.2.4  Ligand-Independent 
Activation Through 
Phosphorylation

Canonical ligand-dependent activation of ERα 
requires binding of estrogen to LBD to facilitate 
structural changes and co-factor recruitment that 
promotes binding of dimerized ERs to target DNA 
sequence for modulation of transcriptional activity 
[98, 99]. However, in ligand-independent activa-
tion, this canonical pathway is circumvented 
through phosphorylation via growth factors and 
cytokines [100, 101]. In particular the N-terminal 
is highly susceptible to phosphorylation by multi-
ple different kinases [19, 102]. One of the most 
characterized events is phosphorylation of 
Ser118(S118) by CDK7 upon estrogen stimula-
tion [103, 104]. However, growth factors such as 
epidermal growth factor (EGF) can also phosphor-
ylate Ser118  in the absence of estrogen through 
mitogen-activated protein kinase (MAPK) [18, 
19]. The site of phosphorylation has been shown to 
influence ERα chromatin- binding profile through 
cooperation with different transcription factor 
complexes such AP-1 and PBX-1 [105, 106]. In 
addition, S167 is another important phosphoryla-
tion site in N-terminus of ER.  This is usually 
induced by phosphatidylinositol 3-kinase (PI3K)/
AKT/mammalian target of rapamycin (mTOR) 
and MAPK signaling in response to insulin, insu-
lin-like growth factor (IGF) and EGF [107–109]. 
Other areas of phosphorylation include S305  in 
hinge domain by protein-kinase A (PKA), which 
has been shown to promote receptor activity that is 
refractory to tamoxifen [110] partly through 
expression of oncogene c-MYC [111].

In addition to aberrant cellular signaling 
through growth factors, paracrine signaling, par-
ticularly through cytokines is also a major source 
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of phosphorylation. The tumor microenvironment 
which include a variety of cell types has been 
shown to impact ERα expression, activity, drug 
resistance and tumor progression [112–115]. 
Stromal cells may increase tumor size and meta-
static potential through adipokine leptin and inter-
leukin-6 (IL-6) [116]. Other cells such as 
macrophages, may induce phosphorylation of 
S305 through tumor necrosis factor α (TNFα) and 
IL-1β. Upon cytokine-induced S305 phosphory-
lation of ER, a subset of estradiol-induced genes 
are targeted, some of which have previously been 
shown in MCF7 models to induce extravasation in 
the absence of estradiol. Furthermore, MCF7 
cells can also become resistant to tamoxifen in the 
presence of cytokines like TNFα [101, 117]. 
Alternatively, other cytokines such as transform-
ing growth factor β (TGFβ) may impact ERα 
activity in a SMAD4- dependant manner posi-
tively by repressing tumor growth in early stages 
of disease and then negatively by promoting 
metastasis and epithelial-to- mesenchymal transi-
tion in later stages of disease [118–120].

10.2.5  Downstream Redirection via 
Transcription Factors

ERα binding to chromatin is responsible for tran-
scriptional modulation of target genes [99]. This 
activity is part of a larger transcriptional complex 
that includes transcription factors such as 
FOXA1, PBX1, GATA3 and AP-2γ that can 
directly impact ERα binding to chromatin [28, 
121–123]. For example, there is data 
 demonstrating FOXA1 and PBX1 can function in 
a so-called pioneer mode to modulate chromatin 
accessibility, while TNFα re-directs ERα to 
NF-κB binding site such as at BIRC3 [124, 125]. 
In 2012, Ross- Innes et  al. reported FoxA1-
mediated reprogramming of ER binding on a 
rapid time scale as mechanism of generating dis-
tinct binding combinations with cis-regulatory 
elements that was associated with poor clinical 
outcomes [126]. To further complicate the matter, 
cytokines and growth factors can also influence 
ERα binding to transcription factors thereby 
altering transcriptional activity.

10.3  Endocrine Treatment & 
Resistance in Breast Cancer

More than 70% of all breast cancer diagnoses are 
found to express ERα [127]. These luminal-type 
cancers are driven by pro-oncogenic signaling 
from ERα [88, 89]. Pharmacologic inhibition of 
this pathway can be divided into 3 categories: 
receptor inhibition [128], ligand reduction [129] 
and downstream target/co-stimulatory factor 
inhibition. The latter, which includes CDK4/6 
and mTOR inhibition, is beyond the scope of this 
chapter [130, 131].

10.3.1  Overview of Therapies 
Targeting ER

Receptor Inhibition: Mixed – Selective 
Estrogen Receptor Modulator
Tamoxifen was discovered in 1960s by a chem-
ist named Dora Richardson in a pharmaceutical 
lab (now part of AstraZeneca) in an effort to 
synthesize female contraceptives. It is termed a 
selective estrogen receptor modulator (SERM) 
because of its mixed antagonist/agonist proper-
ties [132]. Specifically, it inhibits ERα-
expressing breast cancer cells but sustains and 
promotes osteoblasts and cells lining the endo-
metrium. The agonist effect of tamoxifen on 
osteoblasts is beneficial in terms of bone den-
sity promotion, however this effect on endome-
trial lining results in an undesirable risk of 
endometrial hyperplasia/carcinoma in the 
uterus. In 1977, the United States Federal Drug 
Administration Authority (FDA) first approved 
its use for advanced breast cancer [133]. 
Numerous clinical trials demonstrated benefit, 
expanding use to the curative setting while 
specifying it to those expressing ERα. 
Tamoxifen, like other SERMS, raloxifene and 
toremifene, competitively binds the ligand- 
binding pocket within the LBD of ERα, thereby 
stabilizing structural conformations that alter 
recruitment of cofactors to AF-2 cleft from 
coactivators to corepressors such as silencing 
mediator of retinoid acid or thyroid-hormone 
receptor (NCOR2/SMRT) or nuclear receptor 
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co- repressor (NCOR1) resulting in an altered 
transcriptional activation and overall inhibition 
[134]. Due to pharmacologic activity at the 
level of the receptor, SERMs have the distinct 
advantage of clinical activity in both menstruat-
ing and post-menopausal women [135].

Receptor Inhibition: Complete – Selective 
Estrogen Receptor Degrader
Fulvestrant, a 7α-alkylsulphinyl analogue of 
17β-estradiol, was derived through a coordinated 
drug discovery effort to uncover a pure antiestro-
gen. Its binding affinity to ERα is reported at 
89% of estradiol compared to tamoxifen at only 
2.5%. Once bound, Fulvestrant impairs receptor 
dimerization and nuclear translocation [128]. It 
also disables both AF1 and AF2 rendering any 
fulvestrant-ER complexes that enter the nucleus 
transcriptionally inactive. Lastly, fulvestrant- 
bound ERα is more hydrophobic making it 
unstable which accelerates ubiquitination and 
proteasome-mediated degradation [38]. 
Clinically, this agent is primarily used as a 2nd 
or 3rd line endocrine agent. Two of its major 
limitations are administration and bioavailabil-
ity. It requires two 250  mg/5  ml intramuscular 
injections in a proprietary formulation of castor 
oils and alcohols which are slowly absorbed to 
maximal levels in anywhere between 2 and 
19 days [136].

Ligand Reduction – Aromatase Inhibition
Third generation aromatase inhibitors primarily 
consist of two non-steroidal agents (anastrazole, 
letrozole) and one steroidal agent (exemestane). 
They inhibit a key enzyme, aromatase, needed 
for the conversion of androstenedione and testos-
terone to estrone and estradiol [129]. For post-
menopausal women, aromatase inhibition is 
generally considered the preferred first-line 
endocrine agent. However, in premenopausal 
women, these agents are unable to effectively 
inhibit ovarian aromatase due to its abundance 
and therefore requires ovarian suppression 
through gonadotropin releasing hormone ana-
logues or bilateral oophorectomy [44].

10.3.2  Mechanisms of Endocrine 
Resistance

Clinically, endocrine resistance in HR+ breast 
cancer is first distinguished as either intrinsic 
(also known as de novo) or acquired [137, 138]. 
Intrinsic, a rarer scenario that is generally defined 
by clinical recurrence within 2 years of starting 
endocrine therapy in adjuvant setting or 6 months 
in metastatic setting, is usually due to a factor 
already present [139], such as insufficient drug 
uptake, failure of metabolic activation, or lack of 
reliance on ER pathway [137]. Meanwhile, the 
more common scenario is an acquired resistance 
that develops over time. There are 3 major cate-
gories of acquired resistance: somatic alterations, 
epigenetic or non-genetic and tumor microenvi-
ronment. Somatic alterations are the most exten-
sively characterized, likely due to rapid advances 
in sequencing over the last 2 decades and have 
revealed important somatic alterations or molec-
ular signatures contributing to resistance in breast 
cancer tissue prior to endocrine treatment [138, 
140–143].

Somatic alterations can be specific to ESR1 
(See Sect. 10.4.1) or extend to genes involved in 
regulatory control of ERα or cross talk with sig-
naling pathways through receptor tyrosine 
kinases [138]. According to some studies, ESR1 
alterations accounts for approximately 30% of 
endocrine resistance [143, 144]. Alterations in 
other genes include those encoding growth fac-
tors such as ERBB2, EGFR, FGFR1, coopera-
tive signaling pathway factors such as PIK3CA, 
PTEN, AKT, NF1, KRAS, BRAF, MAP2K1 
and transcriptional regulators such as MYC, 
FOXA1, CTCF and TBX3. It has also been 
shown by Razavi et al. that alterations in ESR1 
were mutually exclusive from those involving 
transcriptional regulators and MAPK pathway 
components [143].

Epigenetic mechanisms include either repro-
gramming through post-translational modifica-
tions and DNA methylation, or ERα-regulated 
transcriptional programs, or parallel signaling 
pathways that promote cell-cycle progression or 
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survival independent of ERα pathway [138, 
145]. Increased histone H3 lysine 4 (H3K4) 
demethylase KDM5B activity and YY1 tran-
scription factor activity have been implicated in 
acquired endocrine resistance [146, 147]. 
Aberrant activity of cofactors such as HOXB7, 
RUNX2 or FOXA1 can drive endocrine resis-
tance through transcriptional rewiring [148–
150]. Non-genetic mechanisms include 
compensatory cross-talk between signaling 
pathways or feedback loops such as C-terminal 
Src kinase (CSK) inhibiting oncogenic SRC 
family tyrosine kinases such as PAK2 until dis-
ruption of ERα binding downregulates CSK 
transcription [151]. Other non-genetic mecha-
nisms include epithelial-to-mesenchymal transi-
tion and metabolic reprogramming [152, 153].

Lastly, mechanisms of resistance pertaining to 
the tumor microenvironment are least understood 
and characterized [138]. This includes microen-
vironmental factors such as hypoxia [154–156], 
cancer-associated fibroblasts [113, 157, 158], 
collagen [159, 160], inflammatory cytokines 
[101, 161], and immune components [162].

10.4  ESR1 Mutations in Breast 
Cancer

In the 1994, Karnik et  al. evaluated tamoxifen- 
resistant breast cancer tumors and found a muta-
tion in exon 6 of 2 patients, hypothesizing the 
possibility of a constitutively active ERα as a 
possible mechanism of resistance [163]. In 1997, 
Zhang et al’s report of a Y537N ESR1 mutation in 
a clinical sample of metastatic breast cancer cor-
roborated this hypothesis and proposed LBD 
mutations induced ERα conformational changes 
as a mechanism of ERα ligand independence 
[164] which subsequently has been validated by 
molecular dynamic simulations of other LBD 
mutations [165]. In the last decade, a number of 
larger scale studies utilizing deep sequencing 
have identified recurrent ESR1 mutations in 
recurrent/metastatic HR+ breast cancer. The inci-
dence rate of ESR1 mutations in primary 
untreated tissue is low suggesting an acquired 
phenomenon that is not a primary driver of carci-

nogenesis but rather treatment resistance [143, 
144, 165, 166]. Data from 962 primary samples 
in TCGA indicated ESR1 mutation in only 0.5% 
of cases and amplification in only 2.6% of cases. 
In contrast, incidence of ESR1 mutations in 
breast cancer previously treated with hormone 
therapy rises to 20–40% of cases [167]. The 
majority of these datasets note aromatase inhibi-
tors as primary exposure, data on SERMs and 
SERDs is still unclear.

10.4.1  Types of Genomic Alterations

As previously discussed, primary components of 
ERα that the ESR1 gene encodes is AF1, DBD, 
Hinge, AF2 & LBD.  Several ESR-1 related 
genomic abnormalities have been described 
including missense point mutations, copy num-
ber changes and genomic rearrangements result-
ing in fusion proteins [168] (Fig. 10.3a).

Data last accessed March 11, 2019 from 
COSMIC (https://cancer.sanger.ac.uk/cosmic) 
and cBioPortal reported 62 unique missense 
mutations of which 47 are in the LBD (https://
www.cbioportal.org) [169]. The majority involv-
ing Y537 and D538 residues are in helix 12 of the 
LBD. As aforementioned, H12 is a key structural 
component of AF2 and regulator of agonist vs 
antagonist conformation. Other hotspot mutation 
regions include but are not limited to S463, L536, 
P535 and E380Q [168] (Fig. 10.3b). Early studies 
evaluating ESR1 amplification via SNP microar-
ray and FISH suggested high rates ~20%, how-
ever more recent biochemical and next generation 
sequencing studies report an ESR1 amplification 
rate of ~2% in both primary and metastatic breast 
cancer tumors, suggesting a lesser role in resis-
tance [170–173]. Lastly, a few genomic rear-
rangements involving ESR1 that generate fusion 
proteins have been described and associated with 
endocrine treatment resistance (Fig. 10.3c). These 
include but are not limited to ESR1-CCDC170 
where the N-terminally truncated forms fuse with 
ESR1 constitutive promoter, ESR1-YAP1 and 
ESR1-PCDH11X where N-terminal end of ERα is 
fused in frame at C-terminus of YAP1and 
PCDH11X respectively [174, 175]. Functional 
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Fig. 10.3 Types of ESR1 alterations. (a) Wild-type 
ESR1 on chromosome 6 with corresponding unfolded 
ERα protein. (b) Mutant ESR1 with a few commonly 
occurring ESR1 point mutations [Y537 C/N/S, D538G, 
S436P, E380Q and L536R (c) ESR1 fusion with ESR1 

(blue)  – Fusion gene (pink) [i.e. YAP-1 or PCDH11X] 
with corresponding fusion protein; Note numbers at bot-
tom of protein schematic represent amino acid position. 
(d) ESR1 amplification with multiple copies on chromo-
some 6 but otherwise normal ERα proteins

characterization by Lei et al. of latter two ESR1 
fusion proteins demonstrate a capacity to drive 
ligand-independent growth, transcriptional repro-
gramming that promote epithelial-mesenchymal 
transition, metastasis and endocrine therapy  
resistance [153].

10.4.2  ESR1 Ligand Binding Domain 
Mutations

Between 2013 to 2014, five studies described 
mutations in LBD of ESR1 from clinical samples 
through next-generation sequencing [144, 165, 
175–177]. The first study [175] identified ESR1 
LBD mutations in  3 out  of 7 patient-derived 
xenograft models of metastatic ER+ breast can-
cer which were confirmed to be present in origi-
nating tumors specimens [163]. In a second 
study,  HR+ tumor samples from two patient 
cohorts were subjected to targeted next- 
generation sequencing [165]. These two cohorts 

included one cohort of 38 patients and a second 
cohort of 227 patients that participated in the 
BOLERO-2 clinical trial including 44 HR+ meta-
static tumors and 181 primary treatmen- naïve 
tumors. BOLERO-2 was a phase III trial of meta-
static HR+ breast cancer patients who had pro-
gressed on a non-steroidal aromatase inhibitor 
that  were randomized to a steroidal aromatase 
inhibitor, exemestane or exemestane plus everoli-
mus, a mammalian target of rapamycin complex 
1 (MTORC1) inhibitor. Among the metastatic 
HR+ patients, 17.5% were found to have an 
ESR1LBD mutation. In contrast, ESR1 LBD 
mutations were detected in only 3% of the pri-
mary HR+ primary tumors [131]. Another rela-
tively large study of clinical samples with targeted 
next-generation sequencing of 208 breast cancer 
specimens consisted of 115 ER- tumors 76 ER+ 
metastatic tumors and 58 ER+ primary tumors. 
ESR1 mutations were identified in 14.5% of the 
ER+ metastatic tumors and none were detected in 
ER+ primary tumors or ER- tumors. Furthermore, 
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in this study there was a significant correlation 
between the number of prior endocrine treat-
ments and the prevalence of the ESR1 mutations. 
The ESR1 mutations detected were  in biopsies 
from different organ sites, suggesting no specific 
organotropism [144].

10.4.3  Endocrine Resistance 
and Cellular Phenotypes

Of the known genomic alterations in ESR1 in 
breast cancer, missense mutations in LBD are the 
most common and arise following exposure to 
endocrine treatment [143, 144, 165]. This obser-
vation of increased ESR1 mutations in the LBD 
that alter receptor activity in clinically recurrent 
samples suggested a mechanism of resistance 
that has been extensively studied in the preclini-
cal setting [164, 178, 179]. Several breast cancer 
cell line studies evaluating the ESR1 mutations 
involving the LBD, notably Y537S and D538G, 
have demonstrated ligand-independent transcrip-
tional activity indicative of resistance to aroma-
tase inhibitors (Fig. 10.4). In addition, cell lines 
expressing the Y537S or D538G mutation dis-
played decreased sensitivity to ER antagonists 
such as tamoxifen and fulvestrant, suggesting 
relative resistance to these endocrine treatments 
[104, 144, 165, 177].

Molecular modeling estimate that these muta-
tions favor an apo-receptor conformation that is 
constitutively active despite antagonist binding. 
Nettles et al. [180] and Fanning et al. [181] solved 
the crystal structure of the mutant LBD and per-
formed biophysical studies that demonstrate the 
Y537S and to a lesser degree D538G can stabi-
lize H12 in the agonist conformation, similar to 
wild-type ligand-bound ERα (Fig.  10.2d). This 
agonist conformation is believed to aid in dimer-
ization and prevention of proteosomal degrada-
tion of unbound mutant ERα, further supporting 
relative resistance to fulvestrant [144]. In addi-
tion, these studies showed the ERα LBD muta-
tions confer reduced affinity to estrogen and ERα 
antagonists that bind to the LBD, also explaining 
endocrine resistance. Additionally, the ERα LBD 
mutations possess the capacity to recruit co- 

regulators in a ligand-independent manner as 
demonstrated by a nuclear receptor-coregulator 
interaction microarray assay [168]. Consistent 
with these studies, co-immunoprecipitation pro-
tein studies have demonstrated that in the absence 
of ligand mutant ERα binds to NCOA1/SRC1 
and NCOA3/SRC3, key co-activators of ERα. 
Other potential mechanisms of constitutive activity 
and endocrine resistance is ligand-independent 
phosphorylation at S118 and S167 [165]. In addi-
tion, Y537 itself is a phosphorylation site, how-
ever, the impact of ESR1 LBD mutations on this 
phosphorylation site and downstream functional 
consequences to the ERα LBD remains unclear 
[97].

Several groups have studied the transcriptome 
of distinct ESR1 mutations and discovered these 
mutations induce multiple genes that are not 
induced by wild-type ERα upon estrogen stimu-
lation [97, 104, 182, 183]. One study revealed 
transcription of these mutant alleles is associated 
with unique ERα chromatin recruitment/binding 
that contribute to neomorphic properties. The 
unique transcriptome of mutant ERα includes the 
upregulation of genes that are involved in 
epithelial- mesenchymal transition and metasta-
ses. The mechanisms of differential ER binding 
for mutant ERα variants are still unclear. One 
possible explanation supported by this study was 
unique ER-cofactor binding in the presence of 
ESR1 mutations. However, additional studies are 
needed to better understand underlying mecha-
nisms. Follow-up in-vivo studies provided func-
tional evidence for the metastatic phenotypes of 
the Y537S and D538G mutations [97]. A number 
of studies have now shown that the Y537S and 
D538G mutations differ in their transcriptional 
effects, with the Y537S displaying a larger num-
ber of uniquely regulated genes. Other pheno-
types, such as the constitutive transcription are 
also more profound in the Y537S mutation.

The Y537S and D538G allelic mutations are 
the most prevalent LBD mutations. However, 
other recurrent LBD mutations, namely the 
E380Q, S436P, L536H, Y536C, Y537N and 
Y537C were identified in clinical samples of 
ER+ metastatic breast cancer at a lower fre-
quency. Other less frequent mutations include 
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Fig. 10.4 Distinct transcriptional programs for wild- 
type and mutant ESR1. Principal-component analysis of 
transcriptomes from 6 cell lines (colors) under multiple 
treatment conditions [shapes] demonstrates distinct tran-
scriptional programs. D538G-mutant (dark blue) and cor-
responding wild-type (WT) parental line (light blue). 

Y537N-mutant (orange) and corresponding WT parental 
line (light orange). Y537S-mutant (green) and corre-
sponding WT parental line (light green). Treatment condi-
tions include full medium [FM  =  square], 
hormone-depleted [HD = pentagon] and HD + estradiol 
[HD + E2 = circle]. (Adapted from Fig. 10.1b. In Jeselsohn 
et al. [97])

among others S432L, S461V, L466Q, V478L, 
V534E [144, 165, 175]. Cell lines modeling most 
of these mutations revealed ligand- dependent con-
stitutive activity, with the exception of the S432L 
and V534E [165]. Additionally, the Y537S 
appeared to have the greatest effect on ligand- 
independent co-activator binding, phosphoryla-
tion and transcription compared to other 
mutations at the same 537 amino acid (Y537C, 
Y537N and Y537D) [104].

Earlier in vitro mutagenesis experiments iden-
tified LBD mutations that promote agonistic 
activity with tamoxifen or fulvestrant treatment, 
including L540Q, L543A/L544A [184, 185]. 
These variants, called “inversion” mutations, 
were found to have low activity in the absence of 
ligand and therefore are distinct from the recur-
rent constitutively active LBD mutations (Y537 
and D538 alleles) that are found at a high fre-
quency in patients with metastatic disease after 
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treatment with an aromatase inhibitor. A more 
recent study, tested a panel of LBD mutations 
including V534N, L539D, M543K and L544D/E 
and showed that these mutations increase ERα 
transcriptional activity using a reporter assay in 
the presence of tamoxifen, fulvestrant and newer 
SERDS (GDC-0810 and GDC-0927). These 
mutations also have lower co-factor binding in 
the presence and absence of ligand [186]. At 
present, these mutations are infrequently 
observed however, their frequency may increase 
as newer more effective SERDs become 
available.

10.4.4  cfDNA Analysis of Clinical 
Trials

Discovery of ESR1 mutations as a key driver of 
endocrine resistance  in HR+ breast cancer has 
led to several retrospective studies evaluating for 
presence of these mutations in cell free DNA 
(cfDNA) [166, 187–191]. Plasma samples from 
the FERGI study were analyzed for 12 ESR1 
LBD mutations (E380Q, S436P, V534E, P535H, 
L536P, L536H, Y536S, Y536N, Y537C, D538G) 
[187]. FERGI was a phase II study of metastatic 
HR+ breast cancer patients who progressed on an 
aromatase inhibitor that were randomized to ful-
vestrant plus pictilisib, a pan-PI3Kinase inhibi-
tor, versus fulvestrant plus placebo [192]. 
Analysis of 207 baseline plasma samples revealed 
ESR1 mutations  in 37% of patients who  were 
enriched in luminal A type breast cancers and 
PIK3CA mutations. There was no significant 
association between the presence of a plasma 
ESR1 mutation and progression-free survival 
with fulvestrant treatment or the combination of 
fulvestrant and pictilisib. Serial cfDNA testing in 
71 of these patients also showed that a decreasing 
mutant ESR1 allele fraction was associated with 
clinical response [187]. In previously referenced 
BOLERO-2  study-[131], baseline plasma sam-
ples were analyzed for Y537S and D538G muta-
tions and these mutations were detected in 28.8% 
of 541 patients. Among these patients, 30 exhib-
ited polyclonal Y537S and D538G mutations. 
Importantly, patients with either one of these 

mutations or both mutations had decreased over-
all survival, indicating that these mutations are 
prognostic of overall survival in metastatic HR+ 
breast cancer. Worse outcomes were seen in 
patients that had a Y537S mutation compared to 
a D538G mutation [193].

SoFEA was a phase III randomized study in 
which patients with metastatic HR+ breast cancer 
who had demonstrated prior sensitivity to a non- 
steroidal aromatase inhibitor were randomized to 
fulvestrant plus exemestane, fulvestrant plus pla-
cebo or exemestane [194]. Baseline plasma anal-
ysis for 7 ESR1 LBD mutations (E380Q, L536R, 
Y537C, D538G, S436P, Y537N, Y537S) in a sub-
set of 161 patients revealed plasma ESR1 muta-
tions in 39.1% of the patients. These patients had 
decreased benefit from exemestane when com-
pared to a fulvestrant containing regimen (com-
bining the two fulvestrant arms together). In 
contrast, there was no significant difference 
between exemestane and fulvestrant arms in 
patients with no plasma ESR1 mutation [190]. 
Similarly, EFECT was a Phase III study [188] in 
which patients with advanced HR+ breast cancer 
who progressed on a non-steroidal aromatase 
inhibitor were randomized to exemestane versus 
fulvestrant [195]. The combined analysis of the 
SOFEA and EFECT studies included baseline 
cfDNA ESR1 mutation data from 383 patients. 
Of these patients, 30% were found to have an 
ESR1 mutation. The presence of an ESR1 muta-
tion was associated with significantly inferior 
outcomes in patients treated with exemestane 
versus fulvestrant, suggesting ESR1 mutations 
are likely predictive of decreased benefit from an 
aromatase inhibitor [188].

In addition, pre-clinical data suggests ESR1 
mutations may also confer relative resistance to 
tamoxifen and  fulvestrant [144, 165, 175]. 
However, clinical data to determine if the pres-
ence of the ESR1 mutations associates with clin-
ical benefit or lack thereof from tamoxifen or 
fulvestrant  is limited [191]. PALOMA3 is a 
Phase III study in which patients who had pro-
gressed on a prior aromatase inhibitor were ran-
domized to fulvetsrant plus palbociclib and 
fulvetsrant plus placebo [196]. An analysis of 
baseline cfDNA from 151 patients in the fulves-
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trant plus placebo arm only showed ESR1 muta-
tion present in 25% of the patients. Furthermore, 
patients with a mutation had decreased progres-
sion-free survival compared to patients without 
a mutation while on fulvestrant treatment, sug-
gesting the ESR1 mutations were associated 
with decreased benefit from fulvestrant com-
pared to patients with wild- type ESR1. Overall, 
this study is retrospective and does not include a 
multivariate analysis, which limits interpreta-
tion of results [191].

Another  retrospective analyses of base-
line    cfDNA samples from 360 patients on  the 
PALOMA3 trial utilizing  drop digital PCR  
analysis demonstrated ESR1 mutations in 25.3% 
of patients previously treated with an aromatase 
inhibitor. Regardless of ESR1 mutation status, 
patients had improved progression-free survival 
when treated with fulvestrant + palbociclib  
compared to fulvestrant plus placebo [190]. 
Subsequent retrospective cfDNA analysis of 
PALOMA-3 reveals enrichment of Y537S in both 
treatment arms to suggest a relative resistance to 
fulvestrant-based therapies [166].

10.4.5  Preclinical Evaluation 
of Therapeutic Vulnerabilities

Poor prognosis and treatment resistance to ESR1 
have spurred numerous preclinical studies aimed 
at identifying and targeting therapeutic 
 vulnerabilities to ESR1 mutations. Most leverage 
genome wide CRISPR knockout screens and 
transcriptomic analyses to identify potential 
ERα coregulators, kinases, growth factors, 
downstream receptors and epigenetic modifying 
proteins essential for ESR1 mutant tumor growth 
[97, 175, 197].

NCOA3/SRC3 is a well-known co-activator 
in breast cancer [198]. In 2018, Gates et al., per-
formed mass spectrometry based proteomic pro-
filing of wild-type ERα, Y537S and D538G 
protein complexes to reveal NCOA3/SRC3 as 
potential target. In vivo pharmacologic inhibi-
tion of coactivator NCOA3/SRC3  in combina-
tion with endocrine therapy synergistically 
reduced transcriptional activity and growth of 

mutant expressing ERα, specifically Y537S 
[199].

CDK7 phosphorylates ERα at S118 similar to 
EGF which impacts downstream chromatin bind-
ing. In 2017, Harrod et al., demonstrated in vitro 
efficacy of CDK7 inhibitor THZ1 in MCF-7 cells 
expressing Y537S.  Combined with fulvestrant, 
THZ1 reduced S118 phosphorylation, ERα- 
mediated gene expression and growth [104]. Our 
group confirmed these findings in  vivo and 
reported on distinct allele-specific (ERα Y537S 
and D538G) cistromes and transcriptomes [97]. 
Similarly, Scott et  al., noted hyperphosphoryla-
tion of ERα S294 in MCF-7 ESR1 mutant Y537 
and D538G cells compared to wild-type. CDK2 
was discovered to phosphorylate ERα S294 
resulting in ligand-independent ERα-mediated 
transcription. In vivo CDK2 inhibition with 
dinaciclib in combination with tamoxifen resulted 
in tumor regression of Y537S xenograft models 
[200].

In 2016, Mao et  al., reported on constitutive 
hyperactivation of unfolded protein response 
(UPR) in ESR1 Y537S and D538G mutant cells 
resulting in endocrine-resistant phenotype. A 
potent noncompetive ERα biomodulator, BHPI, 
previously discovered by their group [201], that 
activates UPR, was used to treat T47D ESR1 
wild-type and mutant cells revealing decreased 
estrogen stimulated growth. Similarly, treatment 
with BHPI also reduced progestin-stimulated 
growth [202].

Targeting stemness is also garnering signifi-
cant interest. ESR1 mutants demonstrate increased 
stem cell-like phenotype (CD44+/CD24- cells) 
and enhanced Notch signaling compared to wild-
type. Inhibition of Notch by Geelsomini et  al. 
using RO4929097 reduces mammosphere forma-
tion efficiency. However, other inhibitors of stem 
pathways such as Wnt/B- cantenin and sonic 
hedgehog have not been effective [203].

Targeting histone deacetylase (HDAC) is 
another attractive target due to multiple epigene-
tic mechanisms of resistance previously described 
(see Sect. 10.3.2), elevated HDAC levels in breast 
cancer and supportive in  vivo preclinical data 
[204]. ENCORE301 is a Phase 2 study evaluating 
exemestane +/− entinostat (HDAC inhibitor) 
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which revealed PFS 4.3 vs 2.3, OS 28.1 vs 19.8 
[205]. However, disappointingly, E2112, a Phase 
3 randomized placebo control study evaluating 
entinostat with exemestane versus placebo with 
exemestane did not show improved overall sur-
vival [206].

Finally, targeting the tumor immune microen-
vironment, cancer-associated fibroblasts and 
other stromal factors is still in its infancy but cer-
tainly an area of significant interest given success 
of anti-CTLA-4 and anti-PD-1  in other malig-
nancies [138, 207]. The same has not been 
observed in breast cancer [208, 209] but the pos-
sibility remains that a deeper understanding of 
tumor-TME interactions and impact of endocrine 
therapy on immune function may aid in our iden-
tification of novel targets and therapeutic 
strategies.

10.4.6  Future Directions 
for Treatment

The next generation of endocrine therapy for 
breast cancer is heavily focused on ERα degrada-
tion and optimal sequencing of combinations 
with CDK4/6 and mTOR/PI3K/AKT pathway 
inhibitors [76, 210]. Fulvestrant, the only FDA 
approved SERD, is limited by a formulation that 
requires intramuscular injection and variable 
 bioavailability that may limit maximal ERα 
receptor binding and degradation. Newer SERDs 
that offer oral administration are designed to 
optimize ERα receptor binding over time through 
improved absorption and pharmacokinetic prop-
erties. This is particularly attractive for ESR1 
mutations given constitutive ERα activity and 
relative clinical resistance to fulvestrant. Another 
similar but mechanistically different class of 
SERDs are proteolysis targeting chimeras 
(PROTACs) which are designed to leverage cel-
lular ubiquitination machinery for enhanced deg-
radation. Multiple SERDs and PROTACs are 
currently under development and clinical trial 
testing [210]. In 2021, the Menarini Group/
Radius Heath® reported improved PFS and toler-
ability in their phase 3 study (EMERALD trial 

(NCT03778931)) evaluating their oral SERD, 
elacestrant vs either AI or fulvestrant in advanced 
HR+ breast cancer following progression on a 
CDK4/6 inhibitor in combination with either AI 
or fulvestrant. Of the 466 patients treated, 47% 
had ESR1 mutations [211, 212]. Other SERDs in 
clinical development include amcenestrant [213], 
giredestrant [214], camizestrant [215], 
LY3484356 [216], ZN-c5 [217] and rintodestrant 
[218]. Many of these are also exploring first-line 
use in combination with CDK-4/6 inhibitor for 
advanced HR+ breast cancer as well single-agent 
use in early-stage breast cancer [210].

In addition to our evaluation of novel ERα tar-
geting agents and drug combinations, future clin-
ical studies are increasingly focused on 
developing and incorporating biomarkers, such 
as ESR1 status to rationally tailor or personalize 
treatment regimens. Although prognostic, it is 
unclear if ESR1 status will be predictive for any 
of the emerging class of SERDs. Studies such as 
SERENA-6 by AstraZeneca seek to leverage 
cfDNA technology along with biologic rationale 
of ESR1 mutations to inform treatment selection. 
This is a phase 3 evaluating AZD9833 in combi-
nation with a CDK4/6 inhibitor in advanced HR+ 
breast cancer using detectable ESR1 mutation on 
cfDNA before clinical progression to inform 
treatment selection [219]. An improved under-
standing of endocrine resistance and therapeutic 
agents is poised to fuel the next generation of 
advancements in endocrine therapy for breast 
cancer.
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Abstract

Therapeutic interventions for advanced 
castration- resistant prostate cancer (CRPC) 
are focused on inhibiting the androgen recep-
tor (AR) through targeting of its C-terminal 
ligand binding domain (LBD). However, a 
significant subset of CRPC patients demon-
strate primary resistance to androgen depriva-
tion and anti-androgen therapies, suggesting 
that other targets, outside of the AR, might be 
pertinent to the cancer progression. One 
explanation is the expression of androgen 
receptor splice variants (AR-Vs). So far, more 
than 20 AR-Vs have been identified from both 
prostate cancer cell lines and prostate cancer 
tissue biopsies. Most of the AR-Vs have a 
conserved N-terminal domain, but lack the 
LBD, yet retain the ability to bind DNA and 
activate downstream signaling. Although it 
remains unclear whether AR-Vs are principal 
divers or mere bystanders of CRPC progres-
sion, inhibiting AR-Vs, through drugs that tar-
get the AR transactivation function outside of 
the LBD, has been a major emphasis for next 
generation therapeutics in prostate cancer. 
This book chapter is dedicated to the role of 
AR variants and their clinical importance. We 

will review the initial discovery of AR-Vs, 
their regulation and prevalence, as well as 
their biological function in prostate cancer. 
We will provide an overview of the role of 
AR-Vs in the development of metastatic 
CRPC and in promoting clinical treatment 
failures. Lastly, we will present an introduc-
tion to the therapeutic approaches towards 
developing AR-V-targeted therapies including 
the continuing progress, the old challenges, 
and the new prospects.

Keywords

Androgen receptor (AR) · AR variants · 
Prostate cancer (PCa) · Small molecule 
inhibitors · Degraders

11.1  The Androgen Receptor 
and Its Role in Prostate 
Cancer

Prostate carcinoma is one of the leading causes 
of cancer death in men worldwide and the fourth 
most common cancer overall [1, 2]. The under-
lying biological mechanisms contributing to the 
initiation and progression of this disease can be 
attributed to alterations in hormonal factors and 
particularly changes to circulating androgens. 
Androgens bind and control the function of the 
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androgen receptor (AR), a hormone-regulated 
transcription factor which serves as a major 
modulator of normal prostate and prostatic 
tumor growth. In its non-hormone bound state, 
the majority of AR is localized in the cytoplasm 
in complex with molecular chaperones such as 
Hsp70, Hsp90 and immunophilins [3]. However, 
in the presence of androgens, the receptor 
undergoes conformational changes (i.e., phos-
phorylation), dimerizes and translocates to the 
nucleus. Here it recognizes and binds specific 
DNA sequences, known as AR response ele-
ments (AREs), to regulate the expression of 
genes involved in prostate cancer (PCa) cell 
growth.

The AR, like other members of the nuclear 
hormone receptor (NHR) family, consists of four 
distinct functional domains (encoded by eight 
exons): A N-terminal regulator domain (activa-
tion function 1, AF1; encoded by exon 1), a 
highly conserved DNA-binding domain (DBD; 
encoded by exons 2 and 3), a hinge region 
(encoded by exon 4) and a carboxy-terminal 
ligand-binding domain (LBD; encoded by exons 
4–8) (Fig. 11.1). The domain containing the LBD 
is also referred to as activation function 2 (AF2) 
and is made up of 12 helical structures, although 
unlike the LBD of other NHRs helix 2 is missing 
[4]. Upon hormone binding, the 12th helix is 
reorganized to an agonist conformation generat-
ing a hydrophobic surface termed the “coactiva-
tor pocket” for tissue-specific cofactor binding. 
Coactivators and corepressors bind to this 
hormone- induced conformation via a conserved 
“LXXLL” sequence to enhance or repress the 
transcriptional activity of the receptor [5–7]. Due 
to this function, it was long hypothesized that the 
AF2 is the critical domain for the transactivation 
function of the receptor [8, 9]. Although this is 
indeed the case for other NHRs (e.g. estrogen 
receptor (ER) [10]), most of the transactivation 
function of the AR lies within its N-terminal AF1 
domain, subdivided into transactivation units τ1 
(amino acids 100–360) and τ5 (amino acids 360–
528) [11]. This domain presents a site for AR 
interaction with cooperating transcription factors 
and coregulator proteins [12].

All clinically approved AR targeting agents 
for PCa therapy function by competing with the 
endogenous androgens for AR LBD binding, 
thereby inhibiting AR-driven oncogenic gene 
expression [13–15]. Targeting the AR N-terminus 
has been historically challenging, due to a lack of 
enzymatic activity or rigid binding clefts in this 
domain [16]. However, recent therapeutic 
advances have been made in targeting the AR 
N-termini and this is covered in detail later in this 
chapter. Despite targeting the AR AF2 domain, 
endocrine therapies in PCa remain largely suc-
cessful, but their effectiveness is challenged by 
intrinsic and acquired resistance as the disease 
progresses. Typically, after an initial response to 
anti-androgen or androgen-ablation therapies 
tumors will progress, usually in concert with an 
increase in serum prostate-specific antigen 
(PSA). Secondary responses to block adrenal 
androgens may show initial promise, but are 
rarely successful at significantly shrinking the 
existing tumor mass or healing bone metastases. 
This stage of hormone ablation unresponsive 
prostate carcinoma remains incurable to date and 
is referred to as castrate-resistant prostate cancer 
(CRPC) [17–19].

CRPC is brought about by an array of mecha-
nisms, most of which involve alterations of the 
AR itself. Proposed mechanisms include the 
development of AR hypersensitivity to residual 
androgens, or the acquired ability of AR to 
become activated in a ligand-independent manner 
through genetic alterations, such as mutations or 
changes to tyrosine phosphorylation of the recep-
tor [20, 21]. More recently, the occurrence of AR 
variants (AR-Vs) that lack some or most of the 
C-terminal LBD of the full-length AR (AR- FL) 
has been linked with CRPC development and pro-
gression [22–26]. Although their exact signifi-
cance in PCa and CRPC remains unresolved, it is 
widely appreciated that AR-Vs are constitutively 
active and demonstrate resistance to androgen 
ablation therapy [27]. This chapter will focus on 
the AR-Vs, their discovery and regulation, as well 
as their significance in PCa. We will also highlight 
therapeutic advances in targeting AR-Vs includ-
ing recent progress and ongoing challenges.
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Fig. 11.1 Schematic of AR-FL and the most prominent 
AR-Vs in PCa. Image depicting the exon structures and 
functional activities of AR-FL and its variants was adapted 
from Zhu and Luo (2020) [53]. Large exon insertions and 
cryptic exons (CE) are shown in grey and turquoise respec-

tively. Small nucleotide insertions are shown in blue, red 
and purple. The locations of the functional domains of 
AR-FL are shown. AF1 and AF2 Activation function 1 and 
2, DBD DNA-binding domain, H Hinge domain, LBD 
Ligand-binding domain. Images are not drawn to scale

11.2  Discovery of the AR-Vs

The first discovery of AR-Vs dates to the early 
2000s, with the identification of multiple 
80–90 kDa molecular weight bands detectable by 
AR immunoblot in the CWR22Rv1 prostate cell 
line model [28]. Although initially presumed to 
be proteolytic cleavage bands of the AR-FL [29], 
it is now clear that this was the earliest identifica-
tion of AR-Vs in PCa. Characterization of the 
first bona fide AR-Vs followed shortly thereafter. 
These variants contained intact LBDs, but had 
other notable disruptions to their protein struc-
ture. The first variant of this kind to be described 

was AR45. AR variant AR45 (named for its pro-
tein size of 45 kDa) is highly expressed in skele-
tal and cardiac muscle, and although contradicting 
literature surrounding its biological function 
exists, it has largely been described as exerting a 
dominant negative role on AR-FL, at least in the 
heart [30, 31]. Subsequently, AR variant AR23 
was discovered. The transcriptionally inactive 
AR23 has a set of unique 23 amino acids inserted 
in the DBD, which interfere with its ability to 
bind to DNA in chromatin, hence rendering it 
inactive [32, 33]. AR23 is exclusively cytoplas-
mic and unable to translocate to the nucleus. 
Given the lack of AR23 transcriptional activity 
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and lack of endogenous expression in PCa cell 
lines, it is unlikely that this variant is of major 
clinical significance in PCa.

Since these early discoveries, more than 20 
other AR-Vs have been described in PCa cell 
lines, xenografts, and patient tumors [34] 
(Fig.  11.1). Most of the AR-Vs share common 
structural features: conserved DBDs and 
N-terminal domains, but they often diverge in the 
length and composition of their C-terminal AR 
LBDs [35]. One consequence of this is that 
AR-Vs may lack the consensus nuclear localiza-
tion signal (NLS), a small amino acid sequence 
located within the hinge region and LBD of the 
receptor. Since the NLS is essential for the cor-
rect nuclear transport of the receptor, this, at least 
in part, explains why several AR-Vs are exclu-
sively cytoplasmic and do not possess the ability 
to translocate to the nucleus by themselves [36, 
37].

Other features that distinguish the different 
AR-Vs from one another include their relative 
expression levels (in cancer cells and clinical 
PCa samples) and their varying abilities to func-
tion as transcription factors. Of the AR-Vs found 
in PCa some have no known function, while oth-
ers appear to enhance AR-FL activity or can reg-
ulate their own transcriptome [23–25, 38, 39] 
(Fig.  11.1). For example, AR-Vs with an LBD 
lacking exons 7 and/or 8 (e.g., AR-V13 or 
AR-V14) demonstrate no activity, while variants 
lacking exons 5, 6 and 7 are constitutively active 
(ARv567es or ARv7) [24, 40]. It is noteworthy 
that even amongst the constitutively active AR-Vs 
differing levels of activity exist, suggesting that 
other factors might differentially regulate their 
functionality.

One of the most abundant and best-studied 
variants lacking the entire LBD is AR variant 7 
(ARv7, or also known as AR3). This AR isoform 
arises through inclusion of cryptic exon 3 (CE3), 
resulting in a partial hinge region and unique 16 
amino acid C-terminal tail. However, ARv7 con-
tains a conserved N-terminal AF1 domain and 
central DBD.  Due to these structural features 
ARv7, unlike AR-FL, is continuously localized 
to the nucleus and is constitutively active [25]. It 
is notable that ARv7 is one of the best character-

ized AR-Vs. This is particularly the case with 
regards to assessing its abundance in clinical 
patient samples and xenograft models [41], as it 
is one of the few AR-Vs for which a specific and 
selective antibody exists (targeting its unique 
CE3). In fact, ARv7 levels are increased (~20- 
fold) in metastases of CRPC patients compared 
to primary disease [42, 43], and its expression 
can be observed in over 80% of CRPC patient 
samples in the Stand Up To Cancer (SU2C) ini-
tiative PCa cohort [26]. Its expression is also cor-
related with androgen-independent proliferation 
in cell line models [22]. Many studies have con-
firmed this correlation of ARv7 status and dis-
ease progression [44–46]. Moreover, detection of 
ARv7  in patients seems to predict treatment 
response to anti-hormonal therapies [27].

Other variants exist that arise from cryptic 
exon splicing. For example, AR-V3 arises 
through a cryptic exon insertion between exon 2 
and 3 and is highly detectable in circulating 
tumor DNA from CRPC patients [47]. AR-V9 
shares a common 3′ terminal cryptic exon with 
ARv7, is conditionally active and promotes 
androgen-independent AR transcriptional activ-
ity [48]. Similarly, AR-V1 arises from splicing of 
the cryptic exon 3. However, unlike other AR-Vs, 
AR-V1 does not regulate gene expression by 
itself but heterodimerizes with AR-FL (and other 
NHRs) and reduces their ability to translocate to 
the nucleus, creating a dominate negative effect 
[37]. AR-V1 is detectable in non-malignant pros-
tate tissue and primary prostate tumors, but also 
in bone metastasis. In fact, expression of 
AR-V1  in advanced disease and metastases 
seems to be elevated compared to primary tumors 
and this seems to correlate with therapy response 
[25]. In agreement, high AR-V1 expression has 
been demonstrated in a VCaP xenograft model 
following castration [49].

Significant literature also exists on the AR 
variant ARv567es (also known as AR-V12), 
which arises through an intragenic re- arrangement 
of the AR gene (namely deletion of exons 5, 6 and 
7) [50]. Despite containing the sequence for exon 
8, a frame shift that occurs as a consequence of 
exon skipping results in a premature stop codon 
[24]. Like ARv7, ARv567es is constitutively 
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active due to the lack of an LBD and can enhance 
the activity of AR-FL [24]. Although the pres-
ence of ARv567es has been reported in tissue 
from healthy men treated with anti-androgens as 
part of a male contraceptive study [24], its expres-
sion, like that of ARv7, is primarily associated 
with CRPC and its metastases.

Perhaps one of the most unique of the AR-Vs 
discovered to date is AR8. AR8 lacks a DBD and 
is exclusively associated with the plasma mem-
brane. It remains relatively unclear what role 
AR8 plays for disease progression and in the 
development of therapy resistance in PCa. It does 
not seem to function as an active transcription 
factor nor interact with AR-FL [51]. Instead, it 
seems to be involved in intercellular signaling 
pathways by binding to EGFR.

11.3  Regulation of AR-V 
Expression

It has long been hypothesized why AR-Vs exist 
and how their expression and prevalence is regu-
lated. Two major mechanisms driving AR-V 
expression have been reported: alterations in 
splicing (including altered splicing factor expres-
sion) and alterations of the AR gene locus itself 
[52, 53]. Additionally, emerging evidence sug-
gests that long non-coding RNAs (lncRNAs), 
micro RNAs (miRNAs) or even circular RNAs 
(circRNAs) may be involved in the expression of 
AR-Vs [54–58]. Transcription of AR-Vs may 
also be the result of treatment response and can 
be regulated through calpain-mediated cleavage 
of AR-FL [59]. Regardless of the mechanisms 
involved, AR-V expression is dynamic and can 
be rapidly suppressed by androgens or induced 
through AR inhibition (e.g., androgen depriva-
tion, anti-androgens or via genetic tools) [60, 61].

Regulation of AR-V expression through RNA 
splicing is thought to be an adaptive response to 
hormone-deprivation therapy, and specific com-
ponents of the spliceosome that generate the con-
stitutively active AR-Vs can be regulated directly 
by AR itself. For example, the splicing factor 
hnRNPA1 plays a central role in generating 

ARv7 and is highly overexpressed in prostate 
tumors compared to the benign prostate [62]. 
Similarly, Jiménez-Vacas et  al. observed that 
multiple components of the spliceosome machin-
ery are profoundly dysregulated in clinically 
localized PCa compared to adjacent non-tumor 
tissue. SiRNA-mediated knockdown of spliceo-
some factors SNRNP200, SRSF3 and SRPM1 in 
PCa cell lines did not only lead to a decrease in 
AR-V expression, but also resulted in the inhibi-
tion of cell proliferation and migration [63]. 
These data indicate that the generation of AR-Vs 
are not simply random splicing events, but are 
likely specific tumor survival events in response 
to disease progression. In fact, at least in cell line 
models, AR-Vs expression occurs concurrently 
with the expression, activity and recruitment of 
the splicing machinery that regulates them [64].

Alterations of the AR gene have also been 
reported in ~60% of all CRPC cases [52]. In 
addition, AR-V formation as a result of select 
amplifications and genomic rearrangements has 
been identified through the study of PCa cell 
lines and xenograft models (e.g. CWR22Rv1, 
LuCaP and VCaP) [50]. For example, the castra-
tion resistant CWR22Rv1 cell line expresses 
AR-Vs as a result of a tandem duplication of a 
35-kb DNA sequence including exon 3 of the AR 
gene [65]. Similarly, an in-frame deletion/inver-
sion of exon 5, 6 and 7 is responsible for the 
expression of ARv567es in the patient-derived 
xenograft (PDX) LuCaP 86.2 and LuCAP136 
models [66, 67], and in human patient samples 
[52]. Moreover, in the CRPC CWR-R1 model 
a ~ 48 kb intragenic deletion within the AR intron 
1 was identified in a subset of cells with enhanced 
expression of ARv7 [66]. However, not all cell 
line models display such AR gene alterations. 
The LNCaP95 long-term androgen-depleted cell 
line for example, which is derived from LNCaP, 
demonstrates high AR-V (specifically ARv7) 
expression, without an apparent intragenic AR 
gene rearrangement [68]. This clearly highlights 
that different AR-Vs may rely on varying mecha-
nisms for their generation, which may addition-
ally be governed by underlying cell line- and 
tissue/tumor-specific factors.
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11.4  Biological Activity 
and Function of AR-Vs

It remains unclear whether AR-Vs harbor the 
ability to regulate unique transcriptomes, distinct 
from that of the AR-FL, or if they require AR-FL 
for their transcriptional cooperativity [24, 42, 
50]. Multiple studies have demonstrated that 
AR-Vs can dimerize with one another, as well as 
the full-length receptor [42, 60, 69, 70]. In fact, it 
was shown that AR-Vs can enhance AR-FL func-
tion by facilitating the nuclear transport of the 
receptor, particularly in the absence of androgens 
or the presence of AR antagonists [71]. It is there-
fore apparent that AR-V/AR-FL dimerization can 
result in the nuclear localization of the heterodi-
mer, subsequent binding to AREs and, as a result, 
enhancement of AR-FL activity. For example, 
ARv7 and AR-FL are mutually dependent on 
each other when occupying the PSA promoter 
and other canonical AR-regulated genes. 
Moreover, a chromatin immunoprecipitation- 
sequencing (ChIP-seq) study in a cell line engi-
neered to exclusively express AR-Vs revealed 
that the majority of ARv567es binding sites were 
identical to those identified for AR-FL in the 
(wild-type) parental line [72]. Although unique 
AR-V binding was initially identified, these sites 
were considered false positives, as they were 
localized to repetitive DNA sequences and could 
not be verified in a subsequent experiment. The 
study concluded that AR-Vs do not bind to 
unique DNA loci, but instead bind canonical 
ARE sequences in an AR-FL-dependent manner. 
In agreement, using ChIP-seq we demonstrated 
co-dependent binding of ARv7 with AR-FL in 
the CRPC cell line LNCaP95 [73]. Although 
some exclusive ARv7 binding sites could be 
identified, particularly in the absence of andro-
gens, we failed to validate them using shRNA- 
mediated silencing of ARv7, suggesting that such 
binding sites are likely experimental artifacts 
rather than bona fide ARv7 binding sites. 
Moreover, shRNA-mediated knockdown of the 
full-length receptor led to a decrease in binding 
of ARv7 and vice versa, indicating that their abil-
ity to bind chromatin are inherently linked. This 
is in agreement with data from Cai et  al., who 
demonstrated that ARv7 binding sites, although 

enriched under hormone-starvation conditions, 
largely overlapped those of AR-FL upon DHT 
induction [74].

Although these data may indicate that AR-Vs 
require the presence of AR-FL for transcriptional 
activity, many studies corroborate that AR-Vs 
can also act independently of AR-FL [24, 73]. 
AR-Vs seem to possess the ability to homodi-
merize, independently bind to chromatin and 
independently regulate their transcriptome [69, 
75–77]. For example, ARv7, but not AR-FL, was 
shown to bind the ARE sequence within the pro-
moter region of AKT1 in both 22Rv1 and CWR- 
R1 cells [23]. ARv7, as well as other variants are 
also involved in the regulation of UBE2C, an 
enzyme important for the ubiquitin-mediated 
turnover of other proteins [60]. Compellingly, 
UBE2C is significantly upregulated in CRPC, 
when AR-Vs are highly expressed [14, 60, 78]. 
Other reported AR-V-regulated genes include 
genes involved in cell cycle progression, genes 
associated with mitotic and anti-apoptotic path-
ways, and genes involved in DNA damage 
response [60, 73, 79]. Comparable to genes regu-
lated by AR-FL, unique AR-V target genes are 
described to be biphasic and demonstrate 
increased expression under low androgen levels, 
but decreased expression under high androgen 
and AR levels [50].

The divergent transcriptional properties of 
AR-Vs compared to AR-FL (yet shared binding 
sites in chromatin) can be, in part, explained by 
their structural differences, resulting in altera-
tions in their chromatin binding behaviors (i.e., 
residence times) and hence distinct transactiva-
tion function [36]. Additional contributing fac-
tors may be the differential interactions between 
the receptors and transcriptional coregulators 
and cooperating transcription factors. For exam-
ple, we have demonstrated that ARv7 preferen-
tially associates with the transcriptional 
corepressors NCOR1 and 2, resulting in an 
overall transcriptional repressive function of 
ARv7, while AR-FL interacts with both coacti-
vators and compressors, and on balance is asso-
ciated with a slightly more transcriptional 
transactivation [73]. Others have demonstrated 
the necessity of the transcription factor HOXB13 
for ARv7 chromatin binding and ARv7-
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mediated gene expression [77, 80]. It is impor-
tant to note that factors governing the differences 
in transcriptomes between AR-V and AR-FL 
may be cell-context-dependent, which likely 
reflects the heterogeneity of AR-V-driven PCa, 
as reported by others [81].

11.5  AR-V Prevalence 
and Significance in Disease

Although high AR-V levels on a whole are asso-
ciated with disease recurrence, it remains uncer-
tain whether AR-Vs are responsible for CRPC 
progression or are epiphenomena caused by cas-
tration or androgen-deprivation. AR-V expres-
sion in tissue and cell lines of primary disease, 
although inherently linked to AR-FL expression, 
is only approximately 0.1–2.5% of the levels of 
the full-length receptor [38]. However surpris-
ingly, ARv7 expression has been reported in 80% 
of benign and hypoplasia prostate tissues from 
men with no evidence of cancer [42, 82]. Given 
these results it is conceivable that initially (in 
normal tissue or primary disease) AR-Vs may 
only exist at low levels or in a subset of cancer 
cells, but in response to castration and/or AR 
inhibition through targeted therapies, AR-V 
expression may emerge and promote tumor pro-
gression. This hypothesis is supported by data 
from numerous studies which report AR-Vs as a 
driver of PCa progression [40, 42]. Overexpression 
of several AR-Vs, and specifically ARv7, has 
been demonstrated in 20–40% of CRPC patients 
[25, 47, 83, 84], although Ma et al. recently pos-
tulated that ARv7 expression in CRPC may even 
be higher (due to underestimations by previous 
detection methods) [85]. In agreement, human 
xenograft mouse models expressing ARv7, dis-
play significantly higher tumor burdens than the 
same model lacking AR-Vs [23, 38]. In clinical 
patient samples, high AR-V expression has been 
shown in bone metastasis and metastatic CRPC 
tissue [61], and is associated with a shorter time 
to death in men with metastatic CRPC [42]. 
However, not all AR-V expression correlates 
with disease progression. Bernemann et  al., 
recently suggested that expression of ARv567es 

is not correlative with late stage PCa and clinical 
treatment response [86]. It is conceivable that 
variant-specific differences exist or may not have 
been fully captured due to a lack of available 
tools to study them.

It is remarkable that the variants most preva-
lent in human CRPC tissue are those most consis-
tently found following androgen deprivation in 
vitro [22, 61]. This suggests that at least one 
mechanism by which AR-Vs may exert their 
function in disease progression is linked to their 
upregulation in response to PCa therapies and 
treatment response. Watson et  al. reported that 
ARv7 mRNA expression is rapidly upregulated 
(in a reversible manner) following androgen 
deprivation [38]. Similarly, significantly 
increased AR-V expression was observed in 
tumors from xenograft models following castra-
tion [24, 25, 49], or treatment with abiraterone 
acetate, a clinically approved inhibitor of testos-
terone synthesis used in the treatment of CRPC 
[87, 88]. Increases in ARv7 expression also seem 
to correlate with response to the AR antagonist 
enzalutamide, and high levels of AR-Vs are 
detectable in PCa cell lines after long-term cul-
ture conditions with enzalutamide [89]. 
Moreover, a high abundance in AR-Vs is associ-
ated with enzalutamide resistance in xenograft 
models [71, 72], and is observable in patients 
with metastatic CRPC resistant to enzalutamide 
[90]. This work has been corroborated by Zhu 
et  al. who recently demonstrated that 
enzalutamide- resistance is consistently corre-
lated with enhanced ARv7, but not AR-FL 
expression [91]. Although it is unclear whether 
AR-V expression is associated with response or 
resistance to taxanes (i.e., docetaxel) [92–94], 
combined these data suggest that AR-V expres-
sion can be associated with resistance to second- 
generation PCa therapies. In fact, multiple studies 
have demonstrated the use of at least ARv7 as a 
prognostic biomarker in the context of 
AR-targeting therapies [27, 44, 95]. In these 
studies, ARv7 expression was associated with 
reduced overall survival (OS), progression-free 
survival (PFS) and PSA response. This suggests a 
potential causative role of AR-Vs in the contin-
ued failure of therapeutic intervention in PCa.
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11.6  Therapeutically Targeting 
AR-Vs

Many currently available therapies in PCa seem to 
be effective at slowing the progression of the dis-
ease by inhibiting the production or the binding of 
AR LBD-activating ligands. These include sup-
pression of gonadal steroid synthesis by GnRH 
agonists (leuprolide or goserelin) or inhibition of 
androgen biosynthesis (abiraterone acetate), 
which blocks the production of the AR activating 
ligand testosterone [96–98]. Other therapies pre-
vent testosterone conversion to DHT, the higher 
affinity ligand of AR, through inhibition of the 
enzyme 5-α reductase that converts it (finasteride 
or dutasteride) [99–104]. Moreover, other anti-
androgen therapies (bicalutamide, nilutamide, flu-
tamide, enzalutamide, apalutamide, and 
darolutamide) are competitive inhibitors of AR 
ligand binding itself [105–111].

As highlighted earlier in the chapter, multiple 
studies have suggested that AR-Vs can function 
independently of AR-FL and can contribute, or 
even drive CRPC.  From a clinical perspective 
these findings could be capitalized on by generat-
ing AR-V-selective therapies. Multiple 
approaches to target AR-Vs exist. For example, 
AR-V expression may be abrogated by targeting 
the spliceosome machinery that is responsible for 
generating it. It is also conceivable that abroga-
tion of cofactors that regulate AR-Vs through 
interaction with their NTD may pose another 
avenue for therapeutic intervention. However, in 
the interest of the readership, we will be focusing 
this portion of the chapter on the direct AR-V tar-
geting mechanisms, with particular emphasis on 
more developed therapeutics and those currently 
in clinical trials (Fig. 11.2). Moreover, some of 
the newer classes of AR targeting agents are 
being explored in combination with traditional 
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Fig. 11.2 Novel AR targeting agents and their functionality 
in PCa. Emerging new therapies can bind to the AR (AR-FL 
and/ or AR-Vs) at its NTD or DBD.  Targeting the NTD 
blocks the receptor transactivation function and correct 
nuclear transport. In comparison, inhibition of the DBD pre-
vents the AR interaction with DNA in chromatin and poten-

tially receptor dimerization. Moreover, AR degradation 
presents an additional opportunity for therapeutic interven-
tion of the receptor function. This involves reduction of AR 
protein levels in a proteasome-dependent manner. Examples 
of compounds for each category that are under current bio-
logical investigation or in clinical trials are listed
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(androgen competitive) AR inhibitors and results, 
as apparent, are described. It is of note that most 
inhibitory agents directed at AR-Vs likely also 
abrogate AR-FL function. This is due to their 
conserved structural features, particularly for the 
NTD and DBD. Given their dual targeting capac-
ity we will refer to such agents as “AR” inhibitors 
or degraders, encompassing the ability to alter 
both AR-V and AR-FL functionality.

11.7  Inhibition of the AR 
N-Terminal Domain

The NTD, as described earlier in this chapter, is 
critical for the interaction of AR with its cofac-
tors, and consequently for transcriptional activity 
[112]. Inhibiting this domain of the protein 
blocks the AR activity regardless of the presence 
or absence of the LBD. An apparent consequence 
of this is the alteration of the correct receptor 
folding and the aberration of efficient nuclear 
transport of the receptor (Fig. 11.2). Given these 
features, the NTD presents as an attractive 
domain for AR inhibition. However, the identifi-
cation of NTD targeting agents has been chal-
lenging due to its intrinsic disorder, and the lack 
of available structure determination of this 
domain. Nonetheless, some recent advances have 
been made and are outlined below.

Epoxide-based EPI compounds are small mol-
ecule inhibitors (Fig. 11.3), which block AR tran-
scriptional activity [113]. The earliest of its kind, 
EPI-001, a mixture of 4 stereoisomers, was 
shown to bind to the AR NTD covalently and 
irreversibly by nuclear magnetic resonance 
(NMR) [114]. This molecule was reported to 
block the N/C inter-domain interaction of AR but 
did not block ligand binding to the 
LBD. Furthermore, the authors demonstrated that 
EPI-001 blocks the interaction of cofactors, pri-
marily RAP74 and CBP, to the NTD [113]. This 
results in the effective inhibition of both ligand- 
dependent and -independent transactivation of 
the AR, as well as the inhibition of constitutively 
active AR-Vs. However, this molecule lacked the 
efficacy to become a clinical candidate and hence 
the more potent stereoisomer EPI-002 was devel-
oped into the pro-drug, EPI-506 [115]. In a Phase 

I study in men, EPI-506 was well-tolerated, but 
demonstrated poor bioavailability and high pill 
burden, and as a result, the study was terminated 
[116]. A successor of EPI-506, EPI-7386, has 
improved stability and is currently in Phase I/II 
clinical testing as a monotherapy and in combina-
tion with enzalutamide [113, 117].

Sintokamides are natural compounds that 
antagonize AR and are reported to bind the AR 
NTD [118] (Fig.  11.3). Like the EPI series, 
these molecules also inhibit the transactivation 
function of the AR. In vivo, sintokamide A 
(SINT1) caused regression of tumors in CRPC 
xenograft models and reduced the expression of 
the canonical AR target gene PSA. Interestingly, 
combination studies with EPI-002 and SINT1 
demonstrated an additive effect, suggesting that 
these two molecules bind distinct regions of the 
NTD [118]. Subsequent binding studies have 
shown that SINT1 binds to the AF1 domain, but 
closer to the N-terminus and potentially within 
ι1, while EPI-002 binds ι5 [119]. Another pep-
tidomimetic, D2 (Fig. 11.3), disrupts the inter-
action between AR and the coregulator PELP1, 
by mimicking the LXXLL motif in the AF2 
domain of the AR C-terminus [120]. Inhibition 
of this interaction blocks the nuclear transloca-
tion of the AR and inhibits the growth of PCa 
cells [121].

Based on the above-described compounds it is 
apparent that most AR NTD inhibitors concomi-
tantly affect the receptor transactivation function. 
In fact, the N-terminal small molecule inhibitor 
QW-07 (Fig.  11.3), was recently identified in a 
phenotypic screen assessing the NTD transcrip-
tional activity [122]. Although QW-07 is believed 
to directly interact with the AR NTD, further 
work is required to refine the precise binding 
region [122, 123]. Regardless of its site of asso-
ciation, QW-07 was shown to block the transcrip-
tional activity of AR-FL and AR-Vs by blocking 
their interaction with DNA and regulating cofac-
tors. Additionally, treatment with QW-07 inhib-
ited PCa cell growth in vitro and inhibited tumor 
growth in vivo [122]. QW-07 seems to show more 
potent inhibition of transcriptional activity and 
stronger inhibition of proliferation in PCa cell 
lines than EPI-001 [122]. However, to date there 
is no reported clinical data on QW-07.
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Fig. 11.3 Chemical structures of AR targeting agents 
that bind outside of the LBD. Chemical structures, as indi-
cated, of the NTD-targeting small molecules EPI-001, 
EPI-002, EPI-506, Sintokamide A, D2 peptidomimetic 
and QW-07 (pink-shaded box); the DBD-targeting small 

molecules Pyrvinium pamoate, VPC-14449, VPC-17160 
and VPC-17281 (blue-shaded box); and the AR degraders 
Niclosamide, UT-34 and ASC-J9 (yellow-shaded box). 
The structures of additional compounds described in this 
chapter have not been disclosed yet

An alternative modality for targeting the NTD 
is the use of bispecific antibodies (BsAb) to block 
AR signaling. BsAb can target multiple antigens 
(i.e., immune and tumor cells) simultaneously 
and by doing so are associated with reduced 
adverse reactions and drug resistance than tradi-
tional therapies. 340-AR441 is a BsAb engi-
neered based on the monoclonal antibody AR441 
which recognizes an epitope in the AR NTD, and 
is capable of penetrating cells [123]. Although 
this antibody demonstrated highly specific and 
potent in vitro activity in PCa cell lines, no in 
vivo data has been reported as of yet [123]. Next 
generation BsAb are much anticipated.

11.8  Inhibition of the AR-DBD

The conserved DBD presents another avenue in 
targeting AR-Vs by preventing their interaction 
with DNA in chromatin [124]. The crystal struc-
ture of the AR-DBD (in complex with DNA) has 
been previously solved, enabling the use of dock-
ing programs to identify future candidate inhibi-
tors. Binders of the DBD can abolish AR 
transcriptional activity by several different mech-
anisms, including inhibition of DNA binding at 

AREs, prevention of AR dimerization, or inhibi-
tion of AR-V nuclear localization.

Pyrvinium pamoate (PP), a cyanine dye 
derived from quinoline and an anthelmintic drug, 
is a non-competitive inhibitor of the AR 
(Fig.  11.3). Treatment with PP demonstrated 
transcriptional inhibition of AR-FL and AR con-
structs lacking the LBD or NTD in vitro [125]. 
Furthermore, the combined treatment of PP with 
the LBD-inhibitors hydroxyflutamide and bicalu-
tamide synergistically disrupted AR activity, 
leading to decreases in cell growth [125, 126]. 
Comparable results were observed in vivo where 
PP treatment alone reduced tumor weight, but 
more significantly when used in combination 
with an LBD-targeting inhibitor [125, 126]. 
Modelling predicted that PP binds at the interface 
of the DBD of the AR dimer and the minor groove 
of the AR response element [126]. However this 
view has been challenged by the fact that in a 
subsequent study Pal et al. demonstrated a lack of 
significant interaction between P24, a soluble 
derivative of PP, and the AR DBD-DNA complex 
by NMR [127]. Moreover, besides the AR, PP 
also reduces ERα and glucocorticoid receptor 
(GR) signaling [126], presumably through direct 
binding with these NHRs. Additionally, PP seems 
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to inhibit the interaction between AR and several 
splicing factors, such as DDX17 [127]. Combined 
these data point towards an indirect, rather than a 
direct method of action for PP in modulating AR 
function. Further studies are required for a more 
comprehensive understanding of this molecule.

Using an in silico drug design approach has 
enabled the identification of a surface-exposed 
pocket (including residues Ser-579 and Lys-610) 
on the AR-DBD, involved in the head-to-tail 
dimerization of the receptor [124, 128, 129]. This 
site was postulated to be a good alternative site 
for AR inhibition and subsequent computer-aided 
high throughput screening of it led to the discov-
ery of the VPC molecules (Fig. 11.3). The earliest 
lead compound, VPC-14449, did not impede the 
nuclear localization of the AR, but blocked the 
transcriptional activity of both AR-FL and AR-Vs 
within the nucleus. Here it reportedly reduced the 
interaction of the receptor with chromatin, result-
ing in reduced (PSA) gene expression and 
 inhibition of tumor growth [129]. The follow-up 
molecule VPC-17005, disrupted the AR-DBD 
dimerization interface and consequently lead to 
reduced transcriptional activity of the receptor 
and repressed PCa cell growth [124]. However, 
VPC-17005 demonstrated poor metabolic stabil-
ity and was not suitable for in vivo studies [130]. 
Hence, further optimization was required to gen-
erate the chemically diverse VPC-17160 and 
VPC-17281 [131]. Both newer molecules dem-
onstrate improved potency in inhibiting tran-
scription and cell proliferation compared to 
VPC-17005, at least in vitro in ARv7-dependent 
and CRPC cell lines. In addition, VPC-17281 
demonstrates improved metabolic stability, but 
surprisingly also reduces growth of the 
AR-negative PC3 cell line. This suggests poten-
tial off-target activities of at least this VPC mol-
ecule. Combined these results indicate that 
although advances on the VPC molecules have 
clearly been made, further optimization of these 
compounds are necessary to improve their 
potency and drug-like properties.

Another method of inhibiting the DBD 
involves the targeting of polyamides to the ARE 
consensus sequence to block AR interaction on 
the DNA and thus indirectly alter the receptor 

activity [132, 133]. This targeting approach has 
been corroborated by experimental data that sug-
gests that polyamides can bind to ARE sequences 
and reduce the gene expression of select AR tar-
get genes, such as FKBP5 and PSA, resulting in 
the inhibition of PCa cell proliferation [132, 
133]. In in vivo studies, subcutaneous dosing of 
the polyamide ARE-1 reduced xenograft prostate 
tumor sizes by 40% [133]. Although promising 
on face value, a limitation of polyamides as a 
therapeutic agent may be their poor cellular per-
meability and diffusion into tumor tissue which 
may result in poor efficacy as a single agent.

11.9  Degradation of AR

A more recent and potentially more successful 
approach in targeting AR-Vs is induced protein 
degradation. A variety of drugs have been inves-
tigated that degrade AR-FL and AR-V proteins, 
specifically ARv7, resulting in the inhibition of 
its oncogenic signaling.

The recent discovery of proteolysis-targeting 
chimeras (PROTACs) has triggered an interest in 
identifying molecules to degrade the AR. AR 
PROTAC molecules combine known binders of 
AR with known binders to an E3 ubiquitin ligase 
separated by a linker molecule [134–136]. This 
promotes a special proximity between the AR and 
the E3 ligase, resulting in receptor ubiquitination 
and ultimately degradation, in a proteasome- 
dependent manner. Utilizing this technology, 
ARV-110 was discovered and is currently in clini-
cal trials for advanced CRPC [137]. One of the 
liabilities of current AR PROTACs, including 
ARV-110, is their sole affinity to the AR LBD. At 
face value this would support a scenario in which 
only AR-FL and not AR-Vs would get degraded. 
However, it was hypothesized that due to the abil-
ity of AR-Vs to heterodimerize with AR-FL, the 
former could concomitantly be degraded. 
Unfortunately, preclinical studies assessing AR 
degraders in AR-V-expressing cell lines, such as 
22Rv1, CWR-R1 or VCAP, could not identify a 
reduction of AR-V protein levels [138]. 
Presumably a direct interaction between ARV-110 
and AR-Vs is required for degradation.
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Others have reported AR degradation by 
mechanisms outside of the use of PROTAC mol-
ecules. Niclosamide, an anthelmintic drug 
(Fig. 11.3), seemingly degrades ARv7 selectively 
via the proteasome-dependent pathway [139, 
140]. The exact mechanism and binding site for 
niclosamide is not known, however treatment 
with niclosamide reduces ARv7 protein levels 
and thus inhibits its chromatin recruitment and 
expression of the PSA gene. While niclosamide 
reduced tumor growth in enzalutamide-resistant 
C4-2b cells and CWR22Rv1 cells, the combina-
tion of niclosamide with either abiraterone or 
enzalutamide had a more profound effect on 
tumor growth inhibition than treatment of either 
compound alone [141]. Additionally, niclosamide 
was shown to inhibit androgen-independent AR 
activation by blocking the interleukin-6-STAT3 
AR pathway. Constitutively active STAT3 is a 
part of the positive autocrine IL6 loop and STAT3 
activation is thought to be a mechanism of 
enzalutamide resistance [142]. These properties 
imply that niclosamide may be a suitable candi-
date for the treatment of metastatic and treatment- 
resistant CRPC. However, further differentiation 
of the impact of niclosamide on androgen- 
dependent versus -independent pathways will be 
necessary for the therapeutic advances of this 
compound. The outcome of ongoing clinical tri-
als combining niclosamide with abiraterone ace-
tate (NCT02807805) or enzalutamide 
(NCT03123978) in men with CRPC are eagerly 
awaited.

Selective androgen receptor degraders 
(SARDs) are a newly discovered group of mole-
cules that interact with both the AR AF1 and the 
carboxy terminal of the AR LBD.  Mediated 
through these interactions, SARDs reportedly 
degrade both AR-FL and AR-Vs, via the ubiqui-
tin proteasome pathway. UT-34 is the most 
advanced of these compounds [143] (Fig. 11.3). 
In in vivo studies, treatment with UT-34 decreased 
the growth of enzalutamide-resistant, castration- 
resistant xenograft models [144], implying great 
promise for this therapeutic approach in the treat-
ment of CRPC patients. Although work from 
steady-state fluorescence emission spectra sug-
gests that UT-34 binds to the NTD, thus making 

it a good therapeutic agent for both AR-FL and 
AR-Vs, more work is needed to determine the 
exact binding region of this molecule [143].

More recently the nonsteroidal anti-androgen 
ASC-J9 (dimethylcurcumin; Fig.  11.3) was 
reported to inhibit PCa cell proliferation in vitro 
and tumor growth in vivo, by reducing both 
AR-FL and AR-V protein levels [139, 140]. This 
reported degradation is thought to be facilitated 
by the compound-mediated interaction between 
AR and MDM2, an E3 ubiquitin ligase involved 
in AR stability [140]. However, ASC-J9 is 
believed to also have many AR-independent anti- 
cancer activities, including induction of apopto-
sis through NF-κB signaling and inhibition of 
ATF3/PTK2 signaling and STAT3 sumoylation 
[145, 146]. Therefor the specificity and selectiv-
ity of ASC-J9 is questionable.

Given the above data it is conceivable that a 
degradation approach may be the best approach 
going forward to directly target AR-Vs (and 
AR-FL) and ablate their oncogenic signaling. 
Building on the principle of PROTACs, a ligand 
with affinity for the NTD or DBD could be used 
to degrade both receptors and may be the most 
effective way to combat AR-dependent 
CRPC.  Since at least one AR PROTAC has 
already entered the clinic [137], this seems an 
achievable, yet challenging, feat to be tackled.

11.10  Concluding Remarks

The wealth of knowledge now available on the 
biology and function of AR-Vs in PCa are a true 
tribute to the recent advances in the field of AR 
biology. Based on the data presented in this chap-
ter it is apparent that knowledge gained from in 
vitro, in vivo and clinical studies demonstrates the 
importance of AR-Vs in PCa, CRPC development 
and poor treatment response, but they also high-
light the urgent need for further research on them 
to improve patient response. Despite the depth of 
work that has been done, there is a noticeable lack 
of FDA-approved drugs that inhibit or degrade 
AR-Vs. While many anti-AR- V drugs are cur-
rently under investigation, the efficacy of treating 
PCa with such approaches remains to be deter-
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mined. Novel, selective and more potent drugs 
targeting AR-Vs are warranted.
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12ERβ and Inflammation

Linnea Hases, Amena Archer, and Cecilia Williams

Abstract

Estrogen, through the regulation of cytokine 
production, can act both as pro-inflammatory 
and anti-inflammatory signals dependent on 
the tissue context. In breast cancer cells, ERα 
is known to modulate inflammatory signaling 
through interaction with NFκB. Whether ERβ 
has a role in inflammation is less explored. 
Low levels of ERβ have been corroborated in 
several immune-related organs and, for exam-
ple, in colonic epithelial cells. Specifically, an 
impact of ERβ on colitis and colitis-associated 
colorectal cancer (CRC) is experimentally 
supported, using ERβ-selective agonists, full- 
body ERβ knockout mice and, most recently, 
intestinal epithelial-specific knockout mice. 
An intricate crosstalk between ERβ and 
TNFα/NFκB signaling in the colon is sup-
ported, and ERβ activation appears to reduce 
macrophage infiltration also during high fat 
diet (HFD)-induced colon inflammation. 
Finally, the gut microbiota plays a fundamen-
tal role in the pathogenesis of colitis and ERβ 
has been indicated to modulate the microbiota 

diversity during colitis and colitis-induced 
CRC. ERβ is thus proposed to protect against 
colitis, by modulating NFκB signaling, 
immune cell infiltration, and/or microbiota 
composition. Selective activation of ERβ may 
therefore constitute a suitable preventative 
approach for the treatment of for example 
colitis-associated CRC.

Keywords

Estrogen receptor · Colon · Colorectal cancer ·  
NFκB · Circadian clock · Gut microbiota

12.1  Colon Inflammation 
and Colorectal Cancer

Chronic inflammation promotes the development 
of colitis-associated CRC (CAC) [1], and inflam-
matory bowel disease (IBD) is a well-known risk 
factor for CRC. In fact, 20–30% of IBD patients 
will develop CAC during their lifetime [2]. The 
exact etiology of IBD is unknown, but it is under-
stood to be multifactorial. It is driven by a dis-
rupted immune system and/or gut microbiota, 
initiated by environmental factors in a genetically 
predisposed host [3]. IBD patients present an 
increased intestinal permeability with tight junc-
tion abnormalities [4–6], mucus abnormalities 
[7], and gut microbiota dysbiosis [8, 9]. Moreover, 
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IBD patients show increased local and systemic 
levels of TNFα [10, 11].

The majority of CRC cases are sporadic and 
arise without any genetic predisposition [12]. 
These are associated with modifiable risk factors, 
several of which can lead to a low-grade chronic 
inflammation, such as intake of high-fat diet 
(HFD), obesity, low physical activity, and con-
sumption of alcohol and cigarettes [13]. Also, 
alterations of the circadian rhythm (e.g., jet lag, 
“shift” work) has been reported to impact cancer 
development [14, 15]. Epidemiological studies 
support a strong association between a high body 
mass index (BMI) and an elevated CRC risk [16–
18]. Obesity leads to a low-grade chronic inflam-
mation, which can promote tumorigenesis [19]. 
HFD increases the risk, and the CRC incidence is 
increasing in young adults [20], which may be 
explained by an altered life-style. The frequency 
of obesity and IBD is increasing in parallel and 
15–40% of IBD patients are obese, suggesting a 
shared environmental link between the conditions 
[21]. Colon is the first organ to respond to HFD 
[22], with increased intestinal permeability [23], 
inflammation [24, 25], stem cell activity [23, 26], 
and altered gut microbiota [27–30]. HFD-induced 
obesity increases CAC formation in mice [31, 
32]. Pro-inflammatory adipokines produced by 
the adipose tissue may be the mechanism linking 
IBD and obesity [33], and circulating TNFα lev-
els are found in obese individuals [34].

Another plausible mechanism linking the 
conditions is gut microbiota dysbiosis [33]. The 
gut microbiota presents vital benefits to the host. 
It produces short chain fatty acids (SCFAs) by 
fermentation of resistant dietary fibers and 
starches [35]. SCFAs, especially butyrate, are 
important energy sources for the intestinal epi-
thelium that impacts epithelial cell differentia-
tion, apoptosis, and proliferation [36]. Butyrate 
can also regulate gene expression by inhibiting 
histone deacetylases (HDACs), favoring an acet-
ylated state, which remodels the chromatin 
toward an open and transcriptionally active state 
[37]. In addition, SCFAs regulate the immune 
system by increasing the production of mucus, 
strengthening the intestinal barrier, and inhibit-
ing inflammatory responses [38]. Loss of SCFA-

producing beneficial bacteria, outgrowth of 
opportunistic pathogens, and loss of overall bac-
terial diversity characterize gut dysbiosis. 
Resulting increase of gram-negative bacteria 
during dysbiosis can increase the levels of the 
endotoxin LPS, which can cause metabolic 
endotoxemia and obesity- related disorders [29]. 
Interaction of LPS with pattern recognition 
receptors can activate NFκB, which leads to 
increased expression of many pro- inflammatory 
cytokines [29]. Moreover, outgrowth of opportu-
nistic pathogens that secrete enterotoxins can 
cause epithelial cell damage, intestinal permea-
bility, and intestinal inflammation [39]. The gut 
microbiota is important to maintain intestinal 
homeostasis and dysbiosis can contribute to obe-
sity, IBD, and CRC. Dysbiosis is thought to be 
one of the leading causes for CAC, by aggravat-
ing chronic inflammation. The release of toxic 
metabolites during dysbiosis may be associated 
with the neoplastic changes in the intestinal 
epithelium.

Interestingly, in obesity, IBD, and CRC, circa-
dian clock dysregulation has been reported. The 
central circadian clock located in the suprachias-
matic nucleus in the anterior hypothalamus con-
trols several physiological processes including 
feeding time and energy intake. The classical 
regulators include the transcriptional CLOCK 
complex (CLOCK, ARNTL/BMAL1, NPAS2), 
the core clock genes Period (PER1–3), and the 
cryptochrome circadian regulators (CRY1, 
CRY2). Peripheral tissues and cells have also 
their own autonomous circadian clocks, which 
play a central role in metabolic output. In the 
intestinal tract, the circadian clock is involved in 
motility, nutrient absorption, intestinal permea-
bility, metabolism, and cell proliferation. Its 
alteration is associated with changed microbiota 
composition, increased gut inflammation, and 
CRC risks [40]. Furthermore, diet-induced obe-
sity that leads to colonic inflammation with 
increased intestinal permeability and modifica-
tion of the microbiota, alters also the intestinal 
circadian clock as observed in other organs such 
as the liver. Interestingly, estrogenic and sex- 
dependent mechanisms regulate the circadian 
clock [41], and proinflammatory NFκB has been 
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implicated in the maintenance of the circadian 
rhythm in mouse [42].

12.1.1  Pro-Inflammatory Signaling

Chronic inflammation is a hallmark for CRC 
promotion and correlates with poor prognosis. 
The inflammation is driven by cytokines and 
chemokines produced both by the tumor cells 
themselves and by other cells in the tumor 
microenvironment. Pro-inflammatory cyto-
kines, including TNFα, IL-1β, and IL-6, activate 
the oncogenic signaling pathways NFκB and 
STAT3  in the tumor cells, thereby enhancing 
tumor growth and invasiveness. TNFα is one of 
the main pro-inflammatory mediators that trig-
ger inflammatory response. TNFα is involved in 
the pathogenesis of both obesity and IBD. TNFα 
is an early response pro-inflammatory cytokine 
and regulates multiple cellular processes, 
including proliferation, apoptosis, differentia-
tion, and the production of inflammatory mole-
cules, which contributes to epithelial cell injury 
[43]. TNFα promotes inflammation-associated 
cancer by activating NFκB [44]. NFκB induces 
several cytokines and oncogenes involved in 
tumorigenesis and is critical for induction of 
CAC [45–47]. Treatment with anti- inflammatory 
drugs (e.g., aspirin or non-steroid anti- 
inflammatory drugs, NSAIDs) reduces CRC 
incidence in clinical trials [48, 49], by inhibiting 
nuclear translocation of NFκB [50]. Anti-TNFα 
therapy has also been used in IBD patients; 
however patient response is low, and the patients 
that respond may lose response over time [51]. 
The pro-inflammatory cytokine IL-6 activates 
the oncogenic pathway STAT3. STAT3 drives 
several malignant pathways in CRC, including 
proliferation,  anti- apoptosis, epithelial- to- 
mesenchymal transition (EMT), invasion and 
metastasis, and angiogenesis [52]. Currently, a 
number of clinical trials are investigating drugs 
targeting the IL-6/STAT3 pathway in CRC [52]. 
However, the risk-benefit balance of current 
treatments remains poor and there is a need for 
better preventative approaches to reduce CAC 
incidence.

12.2  Estrogen Signaling in Colon 
Inflammation and CAC

Estrogen can act both pro-inflammatory and anti- 
inflammatory, depending on the tissue context. 
Several studies have shown that estrogen recep-
tors (ERs) can repress the transcriptional activity 
of NFκB [53]. This repression can occur via dif-
ferent mechanisms, including prevention of 
NFκB DNA binding, recruitment of corepressors 
into the ER-NFκB complex, competition of 
coactivators, or prevention of NFκB nuclear 
translocation [53]. Treatment with 17β-estradiol 
(E2) in the murine macrophage cell line 
RAW264.7 blocked LPS-induced nuclear trans-
location of NFκB and corresponding inflamma-
tory signaling [54]. Furthermore, E2 inhibited 
inflammation in rat aortic smooth muscle cells by 
two mechanisms: directly inhibiting NFκB bind-
ing to inflammatory genes and promoting synthe-
sis of the NFκB inhibitor IκBα [55]. Contrary, in 
breast cancer cells, estrogen via ERα can par-
tially enhance inflammatory signaling through a 
positive crosstalk with NFκB [56].

There are clear sex differences in CRC inci-
dence, survival, and tumor locations [57–59]. 
Sex differences are present both in incidence and 
onset of CRC, with men at higher risk [60]. Men 
with IBD possess a 60% higher risk to develop 
CRC compared to corresponding women [61]. 
Further, the overall survival for premenopausal 
CRC patients is better than for age-matched 
men, whereas the contrary is seen in postmeno-
pausal patients [62]. Numerous epidemiological 
studies support a protective role of estrogen 
against CRC. Importantly, menopausal hormone 
therapy (MHT) [63, 64], endogenous estrogen 
[65], oral contraceptives [66, 67], and phytoes-
trogens [68] reduce the CRC incidence. MHT 
reduces the CRC incidence with around 20%, 
and estrogen- only therapy had the largest impact 
[63, 69–71]. Interestingly, while obesity is a risk 
factor for CRC in both sexes, this is stronger in 
men compared to women [72], Although the 
incidence of obesity is higher in women, women 
are less prone to develop insulin resistance and 
metabolic syndrome (MetS) than men [73]. 
Studies have linked hyperinsulinemia to 
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enhanced CRC risks [74], highlighting the influ-
ence of obesity on CRC. Estrogen can attenuate 
the deleterious effects of obesity by improving 
insulin sensitivity, serum lipid profile, and fat 
distribution (reviewed in [75]). Absence of estro-
gen worsens the metabolic unbalance and can 
contribute to MetS, type-2 diabetes, and cardio-
vascular diseases. Indeed, women during meno-
pausal transition are at higher risk to gain weight, 
get obese, and develop MetS, while MHT in 
patients with diabetes has been shown to reduce 
obesity, fasting glucose levels, and insulin resis-
tance [76, 77].

Further, estrogen and the gut microbiota have 
synergistic actions that can impact obesity and 
cancer. The gut microbiota is in fact one of the 
major regulators of circulating estrogen, referred 
to as the estrobolome [78]. By producing the 
enzyme β-glucuronidase, microbiota metabolizes 
estrogen-like compounds to an active form by 
deconjugation [78]. Dysbiosis can thereby impact 
the circulating levels of estrogen. Genistein is a 
soy isoflavone metabolized by the gut microbiota 
to compounds with a structure similar to estrogen 
[78]. Genistein has been shown to exert antibac-
terial activities [79], and supplementation with 
genistein in postmenopausal women can induce 
growth of the beneficial soy-fermenting bacteria 
Bifidobacterium [80, 81]. A meta-analysis by 
Fang et al. revealed that dietary supplementation 
with phytoestrogens significantly reduced insulin 
resistance in postmenopausal women [82]. Intake 
of phytoestrogen has also been shown to reduce 
the risk of CRC [68]. There is also evidence that 
sex hormones themselves regulate the microbiota 
composition. The microbiota diversity is lower in 
postmenopausal women compared to premeno-
pausal women [83]. Several human and animal 
studies support that sex impacts the microbiota 
composition, although the results are inconsis-
tent. Clear sex differences in the microbiota com-
position were noted when 89 different inbred 
mouse strains were analyzed independently [84]. 
In addition, E2 treatment impacted the gut micro-
biota both in males and ovariectomized (OVX) 
females on a western diet, where it reduced the 
levels of the opportunistic pathogen 
Proteobacteria and LPS-related functional path-

ways [85]. Further, E2 treatment impacted the 
diversity of the gut microbiota in males with 
induced CAC [86].

The sex difference seen in CRC incidence is 
also evident in mice. In several studies, male 
mice have been shown to present a higher inci-
dence of more and larger tumors compared to 
female mice during colitis-induced tumor forma-
tion (using carcinogen azoxymethane, AOM, and 
irritant dextran sodium sulfate, DSS) model [87–
89]. Furthermore, studies have shown that E2 
treatment protects against colitis and CAC by 
suppressing NFκB signaling. E2 treatment in 
males suppressed NFκB signaling and resulted in 
reduced tumor formation [87]. Moreover, OVX 
females presented increased colitis-induced 
tumor formation, which was reduced by E2 treat-
ment [90]. The E2 treatment in OVX females 
suppressed the NFκB signaling consistent with 
the effects seen in males [90]. Interestingly, 
HFD-induced obesity has been shown to aggra-
vate colitis-induced tumor formation by enhanc-
ing colonic cell proliferation [32]. We have 
shown that HFD feeding increased colonic cell 
proliferation specifically in males, which sug-
gests that endogenous estrogen levels in females 
are protective [89]. In line with this, E2 treatment 
in males could oppose the HFD-induced prolif-
eration [89]. Together, these data support that 
both endogenous and exogenous estrogens pro-
tect against CAC.

12.3  Expression Pattern and Role 
of ERβ in Colon

Multiple studies support that ERβ acts as a 
tumor suppressor in CRC.  However, the 
expression and role of ERβ are debated, due to 
relative low mRNA levels in the colon and the 
use of unspecific antibodies in the literature. 
We have performed an antibody validation of 
13 commercial or in-house anti-ERβ antibod-
ies, including the most used ones [91]. 
Immunohistochemistry (IHC) analysis with 
extensive negative and positive controls, and 
validation of binding with immunoprecipita-
tion (IP) followed by mass spectrometry (MS), 
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revealed that only one antibody, PPZ0506, was 
specific for ERβ [91]. This antibody had not 
previously been used on clinical material. 
Using the PPZ0506 antibody, we performed 
protein expression profiling in 21 malignant 
and 44 normal human tissues. This revealed 
that ERβ protein expression could only be vali-

dated in a few normal tissues, including ovary, 
testis, rectum and colon, and lymphoid cells in 
for example the spleen and lymph nodes 
(Fig. 12.1a) [91]. Further, ERβ protein expres-
sion was found in only three cancer types 
examined: in a majority of granulosa cell 
tumors, and in rare cases of melanoma and thy-

Fig. 12.1 ERβ protein expression obtained through 
IHC with PPZ0506 correlates well with transcript levels 
in a large panel of tissues. (a) mRNA and protein expres-
sion of ERβ in the Human Protein Atlas tissue panel. (b) 
IHC (PPZ0506) showing ERβ expression in intestinal 

epithelial cells in the rectum and lack of expression in 
CRC. (Note: This figure was adopted from Andersson 
et  al. [91] and Hases et  al. [89] both licensed under a 
Creative Commons Attribution 4.0 International 
License)
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roid cancer [91]. This ERβ protein expression 
pattern correlated well to RNA-seq data (e.g., 
from the Genotype-Tissue Expression (GTEx) 
and Human Protein Atlas) but contradicted 
multiple studies using other antibodies.

Both ERα and ERβ have been reported to 
protect against obesogenic effects. While ERα 
clearly improves MetS, the role of ERβ is 
more controversial. Mice lacking ERα 
(αERKO) developed obesity, glucose intoler-
ance, and insulin resistance [92, 93]. Although 
ERβ has been reported to protect against 
HFD-induced MetS, Foryst-Ludwig et  al. 
demonstrated that while ERβ indeed protected 
against HFD-induced obesity it also presented 
pro-diabetogenic effects, as βERKO mice 
exhibited improved insulin sensitivity and 
glucose tolerance [94]. Moreover, we have 
noted that ERβ-selective activation with DPN 
impaired glucose levels in female mice, while 
no effect was seen in males [95]. While ERα 
improves the MetS, and in this respect would 
be beneficial against CRC, most of the 
estrogen- mediated CRC protective effects 
appear to be mediated via ERβ. Polymorphism 
in the ERβ promoter region is associated with 
CRC risk and survival [96, 97]. Data obtained 
from Passarelli et al. demonstrated that three 
out of 99 SNPs tested were statistically sig-
nificant predictors of CRC-specific and over-
all survival, all three in the promoter region of 
ESR2 [97]. Another study by Honma et  al. 
demonstrated that cytosine-adenine repeat 
polymorphism (ESR2 CA rs3223460) located 
within an intron of the ERβ gene correlated to 
CRC risk [96]. ERβ protein, but not ERα, is 
expressed at low levels in normal intestinal 
epithelial cells and loses its expression in 
CRC (Fig.  12.1b) [89]. When ERβ is exoge-
nously expressed in human CRC cell lines, it 
mediates anti-proliferative and anti- 
tumorigenic roles, also in xenografts [98–
100]. βERKO mice present impaired 
cell-to-cell junctions and cell architecture, 
suggesting that ERβ plays a role in the integ-
rity of the intestinal barrier [101]. Moreover, 
multiple in vivo studies support a protective 

effect of ERβ against CRC. Female mice lack-
ing ERβ (βERKO) presented increased tumor 
formation in the CAC model (AOM/DSS) 
[102], and treatment with a selective ERβ 
agonist reduced proliferation and tumor for-
mation in the ApcMin/+ model of intestinal 
tumorigenesis in both sexes [103]. In addi-
tion, ERβ activation with DPN repressed 
HFD-induced effects on the colon in both 
sexes (Fig. 12.2a) [95]. ERβ-selective activa-
tion also opposed the HFD-increased colonic 
infiltration of F4/80+ macrophages in both 
sexes (Fig.  12.2b) [95] along with colonic 
epithelial cell proliferation and modulation of 
circadian clock genes in males (Fig.  12.2c) 
[95]. Conclusively, we have recently demon-
strated that the CAC-protective effect of ERβ 
is mediated by its expression in intestinal epi-
thelial cells. Removing ERβ specifically from 
these cells (ERβKOVil) increased (AOM/DSS) 
tumor formation in a sex-dependent manner 
[89]. ERβKOVil male mice developed signifi-
cantly more tumors whereas ERβKOVil female 
mice developed significantly larger tumors 
compared to their WT counterparts [89].

12.3.1  Intestinal Epithelial ERβ 
Regulates Core Clock Genes

Our use of intestinal ERβ knockout (ERβKOVil) 
mice also revealed that the regulation of core 
clock genes was impacted by intestinal epi-
thelial ERβ in females [95]. Mechanistic stud-
ies revealed that ERβ binds to cis-regulatory 
chromatin regions of the core clock genes 
Bmal1 and Npas2 [95]. ERβKOVil female mice 
presented a significant decrease in the expres-
sion of the core clock genes Bmal1 and Npas2 
during HFD (Fig. 12.3) [95]. Since the circa-
dian clock is important for intestinal homeo-
stasis, and its impairment can impact cell 
proliferation, the immune system, intestinal 
permeability, and the microbiota composition 
[104–107], this may be a critical mechanism 
whereby ERβ impacts colon inflammation 
and cancer.
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Fig. 12.2 Schematic illustration of the proposed estro-
genic regulation of colon and its microenvironment during 
HFD-induced obesity and supportive data. (a) The pro-
posed model for estrogenic regulation during HFD. (b) 
The HFD-induced macrophage infiltration was signifi-
cantly counteracted by ERβ in both sexes (bottom left and 

middle). (c) Further, the HFD-induced cell proliferation 
and impaired colonic clock gene expression was signifi-
cantly opposed by ERβ activation in males. (Note: This 
figure was modified from Hases et al. [95] licensed under 
a Creative Commons Attribution 4.0 International 
License)

12.3.2  Intestinal Epithelial ERβ 
Regulates NFκB Signaling 
and Gut Microbiota

Intestinal ERβ mediated protection against tumor 
formation, and its loss, resulted in increased 
expression of TNFα and NFκB target genes, 
including IL-6 [89]. Also ex vivo, intestinal 
organoids from ERβKOVil mice presented 
increased TNFα-induced epithelial cell damage, 
demonstrating a local regulation between intesti-
nal epithelial ERβ and TNFα that is independent 

of the microbiota and the systemic immune 
response [89]. Mechanistic studies in human 
CRC cell lines revealed that ERβ could bind and 
regulate the expression of NFκB regulators, 
including ATF3, BCL3, and BIRC3, mimicking 
regulations observed in vivo [89]. The intestinal 
epithelial levels of ERβ are relatively low, but 
effects of its removal on CAC in vivo were rela-
tively strong. Interestingly, using ERE-luciferase 
transactivation assay in a CRC cell line with 
exogenously expressed ERβ, we found that acti-
vation of ERβ was significantly increased by 
TNFα [89]. This suggests a protective feedback 
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Fig. 12.3 Intestinal epithelial ERβ binds chromatin 
by and regulates core clock genes in females. ERβ 
binds to cis-regulatory chromatin regions of the core 
clock genes BMAL1 and NPAS2 in CRC cell lines 
with exogenously expressed ERβ. Intestinal epithe-

lial ERβ regulates the expression of the two core 
clock genes in females fed HFD. (Note: This figure 
was modified from Hases et al. [95] licensed under a 
Creative Commons Attribution 4.0 International 
License)

mechanism in which the inflammatory state 
amplifies the activity of ERβ, which in turn inhib-
its the TNFα-induced NFκB inflammatory sig-
naling and results in reduced tumorigenesis 
(Fig. 12.4). The expression of IL-6 was increased 
in ERβKOVil mice during induced (AOM/DSS) 
tumor formation, and further studies are needed 
to explore the role of ERβ in the regulation of 
IL6/STAT3 pathway.

Although this shows that intestinal epithelial 
ERβ can attenuate TNFα-signaling locally in the 
colon, other mechanism may contribute. ERβ 
may impact the microbiota composition, which 
in turn can impact the tumor formation. ERβKOVil 
mice presented a significant compositional dis-
similarity compared to WT mice during DSS- 
induced colitis, as analyzed by 16S rRNA 
sequencing of stool samples [108]. This signifi-
cant difference, however, disappeared during 
later stages of CAC, when the more acute DSS- 
induced inflammatory state had subsided. During 
DSS-induced colitis, ERβKOVil mice presented 
an increased expression of many SCFA- 
producing bacteria and an increase in the gram- 
negative bacteria Desulfovibrio (phylum 

Proteobacteria) [108], which is a major producer 
of hydrogen sulfide (H2S). This may cause 
increased SCFAs and H2S levels in ERβKOVil 
mice. Increased levels of the SCFA butyrate can 
inhibit intestinal stem cell proliferation [109], 
and may lead to an impaired ulcer healing after 
DSS treatment. Increased levels of H2S can be 
detrimental to the intestinal epithelium by inhib-
iting butyrate oxidation, the major source of 
energy for the intestinal epithelium, and impair 
DNA repair [110]. Decreased butyrate oxidation 
may cause intestinal epithelial starvation and 
increased intestinal permeability [110]. 
Additionally, H2S can reduce the disulfide bonds 
in the mucus, which can lead to an impaired 
intestinal barrier [111]. Further, the levels of the 
bacteria Faecalibaculum was reduced in 
ERβKOVil mice [108]. Faecalibaculum has been 
shown to decrease tumor growth in both AOM/
DSS-induced and ApcMin/+ spontaneous tumor 
formation models [112]. Our study implicating a 
role for intestinal epithelial ERβ on the microbi-
ome was a relatively small study, where limited 
sex and genotype stratifications and interactions 
were performed [108]. Larger studies, ideally 
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Fig. 12.4 A proposed model for how ERβ protects 
against colitis and CRC based on animal studies. Intestinal 
epithelial ERβ suppresses TNFα signaling by controlling 
NFκB regulators and diminishing NFκB-induced inflam-
matory signaling. The reduced inflammation leads to 
decreased levels of Ccl2 and Ccl4, which can result in 

reduced infiltration of TNFα secreting pro-inflammatory 
macrophages, and subsequent reduced tumor formation 
and growth. (Note: This figure was adopted from Hases 
et al. [89] licensed under a Creative Commons Attribution 
4.0 International License)

using whole genome metagenomic sequencing 
analyses, would be needed to corroborate and 
further characterize the role of intestinal epithe-
lial ERβ in the regulation of the microbiota 
composition.

12.4  Concluding Remarks

CRC represents the third most deadly form of 
cancer in the Western world and the incidence is 
increasing among young adults. This highlights 
the need for better preventatives to reduce CRC 
mortality. Studies support that ERβ in intestinal 
epithelial cells protects against colon inflamma-
tion and CAC.  Natural ERβ-selective agonists 
(phytoestrogens) in clinical trials have been 
proven to be safe [113, 114], and ERβ-selective 

agonists have been proposed as a promising 
approach to lower CRC incidence [115]. We have 
recently demonstrated that intestinal epithelial 
ERβ protects against induced tumor formation in 
a sex-dependent manner by modifying NFκB sig-
naling. Further, selective activation of ERβ sup-
presses HFD-induced macrophage infiltration 
and downregulates core clock genes in the colon 
of both sexes and opposes HFD-induced epithe-
lial cell proliferation in males. The regulation of 
the core clock genes Bmal1 and Npas2 was 
indeed regulated by intestinal epithelial ERβ in 
females. The protective effects of ERβ may in 
part be regulated by its modulation of the gut 
microbiota. Measuring the levels of microbiota 
metabolites would provide an improved under-
standing of the impact of the microbiota changes 
on the colon. Interestingly, the expression of 
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colonic ERβ is reduced in antibiotic-treated mice 
[116], which suggest that the microbiota and its 
metabolites might regulate ERβ expression.

In addition to the circadian clock being dys-
regulated during HFD-induced obesity, it is also 
disrupted in induced (DSS) colitis. This sug-
gests a common disease mechanism between 
HFD- and DSS-induced colon inflammation, 
which might involve ERβ. Clock gene disrup-
tion is an early event in IBD [117], and Bmal1-
knockout mice present elevated severity of 
DSS-induced colitis [118]. We have demon-
strated that intestinal ERβ regulate clock genes, 
and restoring the circadian clock by safe thera-
pies, such as a selective agonist for ERβ, may be 
an ideal target for preventing CAC in for exam-
ple IBD patients. Interestingly, the circadian 
clock regulates ERβ expression trough the con-
served E-box motif located in the ERβ promoter 
region [119]. Further studies are needed to 
investigate the role of ERβ in the regulation of 
the colonic circadian rhythm and vice versa. 
Altogether, there is evidence that an ERβ selec-
tive agonist may constitute a novel chemopre-
ventive approach against CAC.
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13Genomic Insights into Non- 
steroidal Nuclear Receptors 
in Prostate and Breast Cancer

Sajad A. Wani and Moray J. Campbell 

Abstract

Alterations in transcriptional programs are a 
fundamental feature of prostate (PCa) and 
breast cancer (BrCa), and frequently target the 
actions of the principal steroidal nuclear 
receptors (NRs), namely the androgen recep-
tor (AR) and the estrogen receptor alpha 
(ERα), respectively. Indeed, the functions of 
AR and ERα are central to both prostate and 
mammary gland biology. The genomic inter-
actions of these NRs become highly distorted 
in part by changing how they functionally 
interact with a cohort of non-steroidal Type II 
NRs, which are by contrast relatively under-
studied compared to their steroidal cousins. 
For example, the AR cistrome overlaps with 
cistromes of different Type II NRs, which sug-
gests a high potential for integrated NR func-
tions to tailor transcriptional signals. Over 
recent years the cistromes of these Type II 
NRs, including HNF4s, RARs, PPARs and 
VDR, have been studied in PCa and BrCa 
revealing convergence and functional conse-
quences, and are reviewed in the current 
chapter.

Keywords

Breast cancer · Prostate cancer · Non- 
steroidal nuclear receptors · Cistrome · 
Transcriptome · Bookmarking · Epigenetics

13.1  Nuclear Receptor Genomic 
Interactions Are Highly 
Integrated and Sense a Wide 
Variety of Inputs

The collective transcriptional actions of nuclear 
receptors (NRs) form a central conduit for hor-
monal, dietary and environmental compounds to 
signal to the genome. Specifically, NRs act as 
sensors that respond to both the presence and 
absence of a diverse array of ligands and in turn 
initiate and fine-tune transcriptional events. The 
impact of NR gene regulatory complexes is evi-
dent in development, metabolism, circadian 
rhythm and cell fate decisions including differen-
tiation phenotypes. Reflecting this widespread 
importance, there is clear evidence for their dis-
ruption acting as disease drivers for various syn-
dromes including cancer [1–5].

The classical sex steroids bind cognate recep-
tors with high affinity; estradiol binds estrogen 
receptor, NR3A1/ERα, and dihydrotestosterone 
binds the androgen receptor, NR3C4/AR. Beyond 
these ligands seco-steroids, retinoid derivatives 
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and bioactive dietary-derived factors such as fatty 
acids, oxysterols, heme, and bile acids act as 
ligands and regulate the genomic interactions of a 
broader group of the NRs. More broadly, these 
integrated and environmentally-driven 
NR-genomic interactions are central to concepts 
such as nutrigenomics and provide the rationale 
for positioning a wider panel of NRs as promis-
ing therapeutic targets in cancer [6–8]. Finally, 
other NRs, without known ligands, have also 
been identified, known as orphan receptors [9]. 
Collectively, the interaction of all these NRs 
allows for the highly dexterous transcriptional 
outputs, underpinned by the dynamic and mobile 
NR-genomic interactions, known as NR cis-
tromes. In turn, the NR cistrome gene-regulatory 
functions are regulated by NR-associated coregu-
lators including coactivators, corepressors and 
other transcription factors (TFs) and thereby pro-
vide a further level of control to regulate tran-
scription [10–13].

NRs are classified based on mode of action as 
Type I, II, III, or IV [14]. Steroid NRs are Type I 
and in the absence of ligand these receptors are 
often largely cytoplasmic associated with heat 
shock proteins. Ligand binding results in their 
dissociation from heat shock proteins and NR 
homo-dimerization and translocation to the 
nucleus. Type II NRs, in contrast, reside in the 
nucleus as heterodimers (for example with 
RXRs) and bound to genome even in the absence 
of ligands [15]. Types III and Type IV are orphan 
receptors, for which ligands are unknown, or pos-
sibly don’t exist, and are also generally located in 
the nucleus and bind DNA as homodimers (Type 
III) or monomers (Type IV).

The impact of NRs is highly evident across 
many high-profile and impactful hormone- 
dependent cancers, including not only prostate 
cancer (PCa) and breast cancer (BrCa), but also 
other cancers including ovarian, endometrium, 
testis, thyroid, and pancreas. An appreciation of 
the relationship between steroids and cancers of 
the reproductive system was pioneered by the 
work of Sir George Beatson in the nineteenth cen-
tury, who began to define the relationship between 
estrogen and BrCa risk [16]. Subsequently, in the 
1940s this concept was echoed by the work of Dr. 

Charles Huggins and colleagues who established 
the endocrine synthesis of androgens and the rela-
tionship to PCa [17]. As a result, the genomic 
functions of AR and ERα in PCa and BrCa, 
respectively, are highly studied and these are well 
understood TFs. Additionally, there is a parallel 
and, in many cases, emerging appreciation of how 
these cancers are impacted by non-steroidal NRs, 
and the potential for the genomic cross-talk 
between steroidal and non-steroidal NRs. For 
example, there are physiological and gene regula-
tory studies that strongly support the concept that 
Type I and Type II NRs function in a range of 
cooperative and antagonist cross-talk signaling 
mechanisms, for example centered around AR 
[18–23], and ERα [24–29].

The focus of the current chapter is to summa-
rize genomic insights into the Type II NRs in 
hormone-dependent cancer including the vitamin 
D receptor (NR1I1VDR), retinoic acid receptors 
(NR1B1/RARα, NR1B2/RARβ, and NR1B3/
RARγ), and peroxisome proliferator-activated 
receptors (NR1C1/PPARα, NR1C2/PPARδ, and 
NR1C3/PPARγ) [9], summarized in Table 13.1. 
Clearly, orphan receptors, given they have no 
identified ligands, also fall under the classifica-
tion of non-steroidal receptors. In parallel, the 
understanding of adopted nuclear orphans and 
orphan NRs is evolving, and reveal further 
insights into NR functions in terms of genomic 
distribution and cross-talk with signaling path-
ways including those that are key targets for 
pharmacological pathways [30].

13.2  Genomic Interactions 
of Non-steroidal Nuclear 
Receptors in PCa and BrCa

13.2.1  The Vitamin D Receptor

Supporting an anti-tumorigenic role for the VDR 
men whose prostate tumors have higher VDR 
expression have significantly lower prostate- 
specific antigen, lower Gleason score and less 
advanced tumor stage [31]. The circulating pre- 
hormone vitamin D3 is the precursor to the active 
hormone calcitriol (1alpha,25dihydroxyvitaminD3 
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Table 13.1 Nonsteroidal nuclear receptors

Receptor Symbol Ligands

TRα NR1A1 Thyroxine (T4), triiodothyronine (T3)

TRβ NR1A2 Thyroxine (T4), triiodothyronine (T3)

RARα NR1B1 All-trans and 9-cis retinoic acid

RARβ NR1B2 All-trans and 9-cis retinoic acid

RARγ NR1B3 All-trans and 9-cis retinoic acid

PPARα NR1C1 Fatty acids

PPARβ/δ NR1C2 Fatty acids

PPARγ NR1C3 Fatty acids

Rev-Erbα NR1D1 Heme

Rev-Erbβ NR1D2 Heme

RORα NR1F1 Oxysterols

RORβ NR1F2 Oxysterols

RORγ NR1F3 Oxysterols

LXRβ NR1H2 Oxysterols

LXRα NR1H3 Oxysterols

FXR NR1H4 Bile acids
VDR NR1I1 Calcitriol (1′,25′-dihydroxy vitamin D3)
PXR NR1I2 Bile acids
CAR NR1I3 Androstanol, androstenol

HNF-4α NR2A1 Fatty acids

HNF-4γ NR2A2 Fatty acids

RXRα NR2B1 9-cis-retinoic acid

RXRβ NR2B2 9-cis-retinoic acid

RXRγ NR2B3 9-cis-retinoic acid

TR2 NR2C1 All-trans retinoic acid
TR4 NR2C2 All-trans retinoic acid
TLX NR2E1 Not known
PNR NR2E3 Benzimidazoles
COUP-TF I NR2F1 Not known
COUP-TF II NR2F2 Retinol/ATRA
EAR2 NR2F6 Not known

(1α,25(OH)2D3)) that binds to the VDR. 
Epidemiological approaches have identified rela-
tionships between low circulating vitamin D3 and 
cancer incidence, and that 1α,25(OH)2D3 sup-
presses early prostate carcinogenesis by regulat-
ing genes involved in proliferation, differentiation 
and apoptosis [32]. Underscoring the potential 
importance of this signaling axis, genomic studies 
in murine VDR knockout cells as well as human 
studies have suggested that 1α,25(OH)2D3 can 
regulate as much as 3% of the mouse or human 
genome directly and/or indirectly [33].

Several studies have assessed the VDR cis-
trome in PCa [34, 35] by VDR chromatin 
immunoprecipitation sequencing (ChIP-Seq). 

Work by Fleet et  al [34] identified binding at 
~3400 protein- coding genes, ~680 long non-
coding RNAs, and  ~  470 miRNAs. This 
included VDR- bound peaks at known VDR tar-
get genes including CYP24A1 and IGFBP3. 
Peak distribution was evenly divided between 
intergenic and intronic regions, supporting both 
long-range and proximal regulation. These 
studies also suggested that 1α,25(OH)2D3 
amplifies signals mediated through other TFs 
including NF-Kappa-B Inhibitor Alpha 
(NFKBIA) and FOXO1, and some peaks near 
immune response related genes (e.g., L1R2) 
hint towards VDR regulation of immune 
processes.
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A further VDR-ChIP Seq study in non- 
malignant prostate cells (PrEc) [35] identified 
~5000 VDR binding sites, again including well- 
known targets (e.g., CYP24A1) and, interest-
ingly, ligand activation led to a significant 
decrease in the number of VDR-ChIP peaks, 
reflecting perhaps an active role for the basal 
VDR in gene expression. Sites with loss of peaks 
include aminoacyl tRNA synthetase genes, 
which in turn leads to decreased proliferation. 
VDR also binds near genes regulating neural dif-
ferentiation, which raises a possibility that itmay 
also be linked to neuroendocrine trans differen-
tiation in PCa.

Finally, a recent study from our lab [doi.
org/10.1101/2022.01.31.478573] addressed 
VDR function in the context of PCa health dis-
parities by examining a panel of European 
American (EA) (HPr1-AR and LNCaP) and 
African American (AA) cell lines (RC43N, 
RC43T, RC77N and RC77T). These analyses 
lent strong evidence to the concept that the VDR 
is a significantly more potent transcriptional reg-
ulator in AA than EA prostate cells, and that in 
PCa this signaling is distorted and suppressed. In 
non-malignant RC43N cells, VDR ChIP-Seq 
identified significant basal and 1α,25(OH)2D3 
dependent VDR binding sites, with ~1300 in total 
associated with transcriptional responses 
enriched for circadian rhythm and inflammation 
networks. In parallel, 1α,25(OH)2D3-dependent 
ATAC-Seq also revealed the greatest impact on 
chromatin accessibility in RC43N cells, with sig-
nificant gain of nucleosome-free regions at 
enhancers. By contrast, in malignant EA and AA 
cell models 1α,25(OH)2D3 led to a loss of VDR 
binding. Motif prediction identified a diverse set 
of enriched motifs within peaks, including the 
VDR motif and other NRs including the AR and 
RARs. The suppressed transcriptional responses 
in AA PCa cells associated with reduced expres-
sion of Bromodomain adjacent to zinc finger 
domain protein 1A (BAZ1A), a component of the 
human SWI/SNF complex, and restored expres-
sion of this protein led to significantly enhanced 
1α,25(OH)2D3-regulated transcriptome.

There are also equally compelling epidemio-
logical associations between vitamin D3 and 

breast cancer incidence. For example, the Vdr 
−/− mouse [36, 37] displays a range of mam-
mary gland phenotypes in terms of disrupted 
development of the gland, and then changing sen-
sitives to the control of programmed cell death 
within epithelial cells. In parallel there are a wide 
range of pre-clinical studies which all support a 
potentially anti-tumorigenic role in BrCa [38].

Two studies have examined VDR genomic 
interactions which revealed that in MCF-7 BrCa 
cells, VDR has ~2300 VDR-binding sites in the 
absence of 1,25(OH)2D3, and ~7,400 sites fol-
lowing ligand stimulation (4  h). Out of these, 
~700 sites remained unchanged in both presence 
and absence of ligand. A significant numbers of 
VDR-binding sites were detected in intergenic 
regions, and distal from promoters, and VDR- 
bound enhancers were enriched in apoptotic and 
metabolic pathways. In a series of comprehen-
sive studies led by Kevin White and coworkers 
[39, 40] multi-cistrome analyses were undertaken 
for a range of more than 20 NRs including non- 
steroidal ones in BrCa cancer cell lines [39–41]. 
Within these studies VDR binding was analyzed 
in MCF-7 cells and also reported ~7000 binding 
regions, which were more distal to TSS regions 
than many of the other NRs, and in terms of net-
work topology demonstrated lower interconnect-
edness compared to NRs such as the retinoic acid 
receptors. These workers were able to undertake 
integrative regions.

Together these data strongly support the VDR 
playing an important role in the biology of the 
prostate and mammary glands, and suggest dis-
ruption of VDR signalling is carcinogenic by dis-
rupting a wide number of gene regulatory 
mechanisms including overlap with other NRs.

13.2.2  Retinoic Acid Receptors

The NR1B1/RARα represents one of the earliest 
examples of targeted cancer therapy, involving all-
trans retinoic acid in acute promyelocytic leuke-
mia [42, 43]. This was a major catalyst for the 
development of the field of differentiation therapy, 
whereby compounds such as retinoic acid would 
be in cancers to limit their proliferation and induce 

S. A. Wani and M. J. Campbell

http://doi.org/10.1101/2022.01.31.478573
http://doi.org/10.1101/2022.01.31.478573


231

either differentiation or programmed cell death 
[44, 45]. In part, these actions were the motiva-
tions for cistromic studies on the VDR, RARs and 
multiple NRs in PCa, and BrCa [44, 45].

In the prostate, retinoic acid regulates normal 
differentiation and the Rarγ knockout mouse 
exhibits prostate metaplasia [46, 47], both sug-
gesting the receptor plays a role in control of cell 
growth. Reflecting this, NR1B3/RARγ is com-
monly down-regulated in PCa3, for example 
because of up-regulated miR-96-5p, and this 
leads to significant changes to AR signaling [48]. 
In a non-malignant prostate cell line, RWPE-1, 
under basal conditions the RARγ cistrome is 
~1250 peaks and interestingly the addition of a 
RARγ-selective ligand (CD437) restricts the 
number of peaks to ~350, which are mostly 
shared with the basal state (only ~50 appear 
unique). These data also revealed that RARγ sig-
nificantly enhanced AR function, and regulation 
of AR target genes, and that the RARγ cistrome 
significantly overlapped with AR binding at 
active enhancers. In turn, reduced expression 
genes that were annotated RARγ binding was 
associated with aggressive PCa [48].

In MCF-7 BrCa cells, RARα/γ and ERα form 
a genomic antagonism [40] in a so-called “Yin 
and Yang” manner to regulate proliferation and 
survival. These NRs balance expression of shared 
gene targets in part because RARs overlaps sig-
nificantly with ERα binding in a genome wide 
fashion. These co-occupied regions are in the 
vicinity of genes for which estrogen and retinoic 
acid regulate antagonistically. The number of 
peaks in the presence of selective RARα (AM580) 
and RARγ (CD437) ligands was ~7300 for RARα 
and ~ 3200 for RARγ sites, and using a generous 
distance cut-off of 1 kb between the center of the 
peaks there was a significant overlap of sites; it is 
unclear how many of the peaks actually overlap 
as opposed to being closely adjacent. This there-
fore suggests convergence at the level of gene- 
regulatory actions rather than perhaps direct 
chromatin-accessibility [40]. Together, these data 
suggest significant genomic interactions between 
RARs and both AR and ERα in PCa and BrCa.

Interestingly, the related paralog, RARβ, 
appears to be a bona fide tumor suppressor in 

BrCa and PCa. For example, methylation pat-
terns of the CpG islands associated with the 
RARβ promoter are exploited in algorithms to 
predict tumor grade and progression risks in 
these tumors [49–52]. Against this backdrop it is 
perhaps surprising that there are no cistrome data 
for this receptor in these cancers, although it has 
been undertaken in brain tissues [53].

13.2.3  RAR Related Orphan Receptor C

NR1F3/RORC encodes RORγ and is amplified 
and upregulated in metastatic recurrent PCa 
tumors following androgen deprivation therapy. 
It acts as an upstream regulator of AR and appears 
to drive AR expression, as well as to facilitate 
recruitment of coactivators such as Nuclear 
Receptor Coactivator 1 and 3 (NCOA1/3, 
SRC1/3). Furthermore, pharmacological target-
ing with an antagonist to RORγ reduces expres-
sion of AR as well as the oncogenic AR splice 
variant 7 and reduces AR genomic binding, and 
as a result reduced expression of various AR tar-
get genes. This regulation appears to be a targeted 
AR event, as inhibiting RORγ does not alter 
genome-wide histone modifications associated 
with chromatin accessibility [54].

Studies on RORγ in BrCa have suggested that 
its function is an essential activator of the 
cholesterol- biosynthesis program, as it binds to 
cholesterol-biosynthesis genes, and it facilitates 
the genomic recruitment of Sterol regulatory 
element- binding protein 2 (SREBP2) in Triple- 
negative BrCa [55]. From a genome-wide per-
spective there appear to be a massive number of 
RORγ binding sites in the HCC70 BrCa cell line, 
in excess of 30,000, and these are highly shared 
with SREBP2 binding sites. Again, similarly to 
PCa, a RORγ antagonist very potently inhibits 
BCa tumor growth in  vitro and in xenografts 
[55]. Similarly, the related RORα is also a poten-
tial tumor suppressor and a therapeutic target for 
BrCa [56, 57] but as yet cistromic studies have 
not been undertaken and so the extent of genomic 
cooperation between these two receptors remains 
unknown. RORγ therefore plays a paramount 
role in regulating cholesterol-biosynthesis 
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through its own genomic binding leads to the 
recruitment of SREBP2 at the gene targets to 
stimulate the cholesterol-biosynthesis.

13.2.4  Peroxisome Proliferator- 
Activated Receptors

PPARs regulate energy production, lipid metabo-
lism, and inflammation [58]. In triple negative 
BrCa MDA-MB-231 cells, ChIP-Seq and tran-
scriptomic analyses identified ~500 PPARδ peaks 
and, amongst these, the hormone ANGPTL4 was 
a significant PPARδ target [59]. In another study, 
using a transformed variant of the non-malignant 
breast epithelial cell, MCF10A-NeuT cells, 
PPARγ binds to a large number of sites and regu-
lates genes and notably EphA-Amphiregulin as 
well as genes involved in chemokine signaling 
[60]. Similarly, PPARα, PPARδ and PPARγ bind 
to ~2230, ~3250 and  ~  6300 genomic regions 
respectively in MCF7 cells with PPARγ binding 
as sites at a greater distal distance to TSS [39] 
than the other PPARs. Interestingly, the PPARδ 
cistrome shared a significant proportion (~70%) 
of its binding sites with RARα and RARγ, and in 
part this led to the concept of high occupancy tar-
get (HOT) regions in the genome. Specifically, 
these are regions that are significantly shared by 
multiple NRs and other TFs, and appear to be 
found disproportionately associated with genes 
associated with cancer development and 
 progression. The functional significance of these 
sites is illustrated by shared PPARδ and RARs 
binding sites at target genes, which in turn are 
associated with poor prognosis in BrCa. More 
widely these genomic findings also support a 
concept of selectively targeting RARs and PPARδ 
to inhibit synergistically BrCa growth.

Set against these interesting data, to date there 
are no cistromic studies of PPARs in PCa. This is 
all the more striking given that there is a consid-
erable literature on PPARs [61–65] and the PPAR 
coregulator PPARGC1α [66–68] playing signifi-
cant roles in PCa carcinogenesis. Such studies 
would also be able to address the concept of HOT 
regions in PCa, and how these cistromic patterns 
impact AR signaling.

13.2.5  Hepatocyte Nuclear Factor 4 α 
and γ

In PCa, NR2A1/HNF4γ appears to function as a 
pioneer factor that generates and maintains 
enhancer landscape at lineage genes, for example 
those associated with neuronal lineages, and 
which impacts AR signaling in a more nuanced 
manner. For example, restoring HNF4γ expres-
sion reduces AR sensitivity towards androgen 
deprivation therapy [69], and increased HNF4γ 
expression does not alter the AR cistrome or AR 
signaling directly, but increased FOXA1 binding 
at a subset of HNF4γ sites. Approximately 35% 
of HNF4γ peaks share binding FOXA1, and a 
smaller proportion of HNF4γ peaks directly 
overlap with AR peaks. Therefore, HNF4γ bind-
ing sites appear to cooperate with FOXA1 to 
establish and maintain enhancers that facilitate 
lineage-specific transcriptomes in the prostate; 
this is potentially corrupted in PCa progression 
[69]. Similarly, NR2A2/HNF4α appears to exert 
a tumor suppressor function and has reduced 
expression in PCa tissues, cell lines, and xeno-
grafts of androgen deprivation therapy recurrent 
PCa [70] through epigenetic mechanisms. For 
example, HNF4α binds constitutively to binding 
sites in the promoter of CDKN1A, which guides 
AR to bind upon dihydrotestosterone stimula-
tion. Indeed, the motifs of HNF4α are over- 
represented within unique AR-binding loci, and 
the cistrome shows significant overlap with 
AR-binding sites [71]. Again, given these potent 
cooperative actions between HNF4 receptors 
with a principal steroid hormone receptor, it is 
perhaps surprising that similar studies haven’t yet 
been undertaken in BrCa.

13.2.6  COUP Transcription Factor 
I and II

NR2F1/COUP-TF I is one of the earliest cloned 
NRs, first being identified in the late 1980s [72], 
and subsequently led to the discovery of NR2F2/
COUP-TF II [73]. Several studies [39, 74, 75] 
have analyzed the COUP-TF II cistrome in BrCa. 
High expression of COUP-TF II is related with 
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better survival in ERα-positive BrCa patients but 
not in ERα-negative patients, and COUP-TF II 
cooperates with pioneer factors such as FOXA1 
and GATA3 to promote ERα function [74, 75]. 
These findings suggest a cooperativity between 
ERα and COUP-TF-11, and although estradiol is 
not required for COUP-TF II binding, inhibition 
of COUP-TF II decreases ERα binding, chroma-
tin accessibility (ATAC-Seq peaks were reduced 
by 70% after COUP-TF II depletion), and 
estradiol- dependent cell growth suggesting a 
protein- protein interaction. Together, these data 
suggest a complex interdependency between 
estradiol, ERα and COUP-TF II. In MCF-7 cells, 
approximately, 40% of ERα binding sites overlap 
with FOXA1, 60% with COUP-TF II and 70% 
with GATA3, and there is evidence for shared 
binding at super-enhancers on a wide-spread 
scale which directly leads to high de novo tran-
scription. Indeed, this integration also impacts 
other NRs downstream, including RARβ [76]. 
These roles for COUP-TF II in regulating ERα- 
mediated transcription make it an interesting 
potential therapeutic target in BCa. In parallel 
studies COUP-TF I-specific agonists suppress 
metastasis supporting a wider role for COUP- 
TFs to interact with ERα and to regulate antican-
cer actions [77].

13.2.7  NUR77

NR4A1/NUR77 is an orphan NR that acts in a 
ligand-independent manner. In a recent study 
[78], NUR77 was reported to regulate immediate 
early genes, suppressing replication stress in BCa 
and acting as a master regulator through a tran-
scriptional processing checkpoint. Genome-wide 
analyses revealed that NUR77 binds the gene 
body and 3’ UTR of immediate early genes, 
inhibits transcriptional elongation, generating 
R-loops and accessible chromatin domains. 
Under stress, dissociation of NUR77 leads to a 
burst of expression of these transcriptionally 
poised genes thereby suggesting a role for 
NUR77 in governing transcriptional responses to 
chronic replication stress. Although there are no 

genome-wide cistrome studies of NUR77 in PCa, 
there is strong evidence for it regulating pro-
grammed cell death in this cancer [79, 80].

13.3  Mechanisms of NR 
Cooperation: Bookmarking 
Functions by Non-steroidal 
NRs

Mitotic bookmarking functions to retain epigen-
etic states throughout the cell cycle at gene loci 
that are poised for immediate reactivation post- 
mitotically (Fig.  13.1). This involves the reten-
tion of histone variants, regulatory proteins and 
modifications, and some selected TFs. 
Bookmarking mechanisms prevent the spreading 
of heterochromatin into genomic regions which 
are pre-marked for TF future actions. In this man-
ner, these epigenetic mechanisms regulate genes 
that coordinately control cell growth and lineage 
maintenance following mitosis. Furthermore, it is 
clear these mechanisms are corrupted in carcino-
genesis and tumor maintenance leading to dereg-
ulated proliferation and compromised control of 
differentiation [81–86].

Several Type II NRs have been reported to 
have bookmarking properties independent of 
ligand exposure, again reflecting their predomi-
nant nuclear location. NR1I2/PXR remains con-
stitutively associated with mitotic chromatin 
specifically at the CYP3A4 promoter during mito-
sis [88]. A region of PXR contains a ‘mitotic 
chromatin binding-determining region’ which 
exerts these functions. The bookmarking property 
of PXR is impeded by direct interaction with the 
orphan NR small heterodimer partner (SHP) per-
haps underscoring the importance of this function 
[89]. Other examples of NRs appearing to play a 
bookmarking function include NR3B2/ESRBB, 
which is a major pluripotency TF that remains 
bound to key regulatory regions during mitosis 
[90]; it is bound widely with at least 10,000 bind-
ing sites and maintains nucleosome positioning 
during mitosis to ensure the rapid post-mitotic re-
establishment of functional regulatory complexes 
at selected enhancers and promoters [91]. 
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Fig. 13.1 A model for bookmarking function by Type II 
nuclear receptors for Type I nuclear receptors. As cells go 
through the cell cycle and division chromatin assumes dif-
ferent conformations, becoming most compacted during 
metaphase of mitosis. Prior to this, many proteins to chro-
matin associations are lost as a result of degradation and 
displacement. However, a number of transcription factors 

are retained such that transcription, or the marking of sites 
for transcription, can be activated rapidly in G1. This func-
tion is termed bookmarking and there is evidence that 
Type II nuclear receptors that are nuclear resident in both 
the presence and absence of ligand (mitosis, purple open 
symbols) can serve this function for other nuclear recep-
tors (G1, purple solid symbol)

Similarly, HNF4α bookmarks specific genomic 
regions and keeps them competent for future acti-
vation during liver development [92].

The raises an interesting question of whether 
this bookmarking property is a generalized fea-
ture of NRs, and specifically those NRs that are 
nuclear resident independent of ligand exposure 
maybe retaining enhancer access through mitosis 
for other NRs. This concept is supported by 
examples above of Type II and Type I NR co- 
regulation of gene expression programs. Given 
that non-steroidal NRs in PCa and BrCa are fre-
quently disrupted for example with decreased 
expression (e.g., RARγ), this may suggest that 
Type II NRs bookmark and regulate the actions 
of AR and ERα. However, there is also evidence 
of ligand activated (and therefore nuclear resi-
dent) AR and ERα being associated with mitotic 

chromatin although it is unclear if these com-
plexes are the cause or consequence of other 
NRs/TFs serving as bookmarking factors [87].

More generally, there are clear examples of 
AR and ERα being genomically relocated to 
other sites during cancer initiation and progres-
sion, and in response to NR-targeted therapies. 
For example, the AR is reprogrammed specifi-
cally to genomic sites that are normally regulated 
in development only in the transition to meta-
static PCa by reactivating latent regulatory ele-
ments active in fetal prostate organogenesis [93]. 
It is a tantalizing prospect that the interactions 
between Type II and Type I NRs is in part under-
pinned by Type II NR bookmarking enhancers 
and regulatory regions that are regulated by Type 
I NR binding to promote cell fate decisions such 
as differentiation. Furthermore, disruption of 
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these Type II NR complexes potentially disrupts 
these functions.

13.4  Genomic Approaches 
to Defining Type I and II NR 
Cistromes and Interactions

Methods to map histone and TF genomic interac-
tions emerged in the 1990s with the development 
of ChIP approaches [94–96], and became 
genome-wide with the advent of microarray tech-
nologies giving rise to so-called ChIP–chip [97] 
approaches, and then subsequently ChIP-Seq 
[98]. This key technology has been profoundly 
improved and diversified to tackle limitations 
such as protein abundance, cross-linking effi-
ciency and antibody availability and specificity. 
For example, Cleavage Under Targets & Release 
Using Nuclease (CUT&RUN) and CUT&Tag 
has made it easier to study TF binding and his-
tone modifications at genome scale [99, 100]. 
Similarly, the development of ATAC-Seq 
(Transposase Accessible Chromatin followed by 
high-throughput sequencing) [101] has enabled 
the measurement of chromatin accessibility and 
has also been refined to address single cells and 
to improve accuracy. More widely, genomic 
approaches are advancing rapidly to encompass 
single cell resolution, which allows ever more 
complex biological questions to be addressed 
[102]. In parallel, CRISPR technologies are 
enabling the tagging of proteins, and DNA and 
epigenome editing, to more establish conditional 
cell contexts with which to test NR functions 
more accurately [103, 104].

Matching these wet-lab advancements has 
been an equally explosive growth in the dry-lab 
to develop and refine the analyses of cistromic 
data and combine it with parallel transcriptomic 
data. This challenge of integrating cistrome to 
transcriptome data is surprisingly complex. For 
example, defining NR:enhancer:gene interac-
tions that are driven by NRs is challenging 
because of the large number of NR and coregula-
tor interactions, which are altered by diverse and 
interdependent genetic and epigenetic mecha-
nisms, and are further controlled by the 3-D 
genome [105–107]. Thus, NR:enhancer:gene 

relationships are dynamic and non-linear, with 
each gene regulated by multiple enhancers in a 
time- and signal-dependent manner [108, 109], 
and occur over large genomic distances [110].

Defining the statistical significance of NR:gene 
relationships, or even NR:NR:gene relationships, 
is a question of whether a NR signal- to-gene-
expression relationship is occurring more than 
predicted by chance, which in turn requires defin-
ing the background of NR:gene relationships. 
Random sampling methods such as bootstrapping 
can be used to simulate the distribution of 
NR:gene relationships changes across the genome 
for statistical comparison [111, 112], and parsi-
monious annotation of the genome, for example 
with the ChromHMM algorithm [113] to define 
epigenetic states, or the ROSE algorithm to define 
super-enhancers [114] [115] can refine these sta-
tistical challenges. Furthermore, testing the over-
lap of target NR ChIP-Seq data with comprehensive 
data sets, such as contained in Cistrome DB [116], 
allows co-enrichment testing of hundreds of TF 
and histone modification ChIP-Seq datasets to 
reveal the extent of enrichment with other NRs 
and their coregulators. RNA-Seq undertaken in 
parallel treatments can be matched with these 
highly annotated cistromic data to define cis-
trome-transcriptome relationships and test their 
phenotypic associations for example using 
Kolmogorov–Smirnov tests to examine differ-
ences in cumulative distribution plots for cistrome 
binding sites with respect to nearest gene, and 
again using bootstrapping approaches to measure 
how the specific cistrome- relationships associate 
with gene expression patterns [117].

Thus, there are many routes through testing 
NR:gene relationships and this most likely 
underpins the frequently divergent findings in 
the literature. On top of this there are multiple 
methods for cistrome [118, 119] or transciptome 
[120, 121] analyses and as yet there are few 
commonly accepted protocol standards, in con-
trast, for example to the MIAME-compliant pro-
tocols for microarray analyses [122]. Therefore, 
it is unsurprising that for a given NR there is lit-
tle consensus on the number of significant bind-
ing sites, what motifs are most enriched, what 
the genomic distribution is and how it relates to 
transcription.
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13.5  Conclusion

Non-steroidal NRs have been somewhat 
neglected from a genomic perspective, although 
it is clear their actions and interactions with ste-
roidal NRs are biologically impactful. In this 
chapter we attempted to provide a broad over-
view of the advances in understanding non- 
steroidal nuclear receptor cistromes and their 
interaction with other AR and ERα in PCa and 
BrCa and highlighted the expanding impact of 
the genome wide studies in NR biology. These 
NRs are potential therapeutic targets in cancer 
and may be exploited to augment traditional 
therapeutic approaches. Cistromic studies are 
rapidly advancing and revealing unprecedented 
insights into the interactions between Type I 
and Type II NRs, even with some methodologi-
cal ambiguities.FundingMJC acknowledge sup-
port in part from the Prostate program of the 
Department of Defense Congressionally Directed 
Medical Research Programs [W81XWH-20-1 
-0373; W81XWH-21-1-0850]; the Breast program of 
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Abstract

The nuclear receptor superfamily is a group of 
transcriptional regulators that orchestrate mul-
tiple vital processes such as inflammation, 
metabolism, and cell proliferation. In recent 
years, it has become clear that some nuclear 
receptors form condensates in living cells. 
These condensates contain high concentrations 
of proteins and can contain millions of mole-
cules. At these sites, high concentrations of 
nuclear receptors and co-factors potentially 
contribute to efficient transcription. While con-
densate formation has been observed for some 
nuclear receptors, the majority have unknown 
condensate formation abilities. Condensate 
formation abilities for these NRs would impli-
cate an additional layer of regulation for the 
entire nuclear receptor family. Here, we con-
sider the nuclear receptor superfamily, the cur-
rent evidence for condensate formation of 
some of its members and the potential of the 
whole superfamily to form condensates. 
Insights into the regulation of assembly or dis-

assembly of nuclear receptor condensates and 
our considerations for the understudied family 
members imply that condensate biology might 
be an important aspect of nuclear receptor- 
regulated gene transcription.

Keywords

Transcriptional regulation · Nuclear receptors 
· Condensate formation · intrinsically 
disordered regions · Biomolecular conden-
sates · Liquid-liquid phase separation

14.1  The Nuclear Receptor 
Superfamily

The nuclear receptor (NR) superfamily is a group 
of transcription factors (TFs), of which many 
members are activated by different ligands such 
as steroid and thyroid hormones [1, 2]. There is a 
lot of interest in these receptors because ligand- 
activated NRs regulate multiple essential pro-
cesses such as inflammation, metabolism, and 
cell proliferation. NRs regulate these processes 
by recruiting co-factors to specific promoter or 
enhancer sites, which results in transcriptional 
activation or repression [2–6]. Dysregulation of 
several NRs is implicated in cancer, atherosclero-
sis, diabetes, and other pathologies [2–6].

Currently, 48 members of the NR family are 
known in humans [6, 7]. These differ in their 
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ligand and DNA binding domains, which is well 
summarized elsewhere [7, 8]. In general, NRs 
have a standard protein structure that consists of 
multiple domains in a specific order: the 
N-terminal domain (NTD), DNA binding domain 
(DBD), hinge, ligand binding domain (LBD), 
and the C-terminal domain [3, 5, 9, 10]. The NTD 
contains an activator function-1 region (AF1), 
which is responsible for interactions with co- 
factors, and this region is also important for tran-
scriptional activation [3, 5, 9, 11]. The DBD is 
the most conserved region in the NR, comprises 
two zinc fingers and is responsible for targeting 
the NR to a specific DNA sequence. The hinge 
region is not only described to function as a con-
necter between the DBD and the LBD involved 
in nuclear translocation, but is in many cases also 
described as a region that is post-translationally 
modified, and this influences NR transactivation 
and ligand sensitivity [3, 5, 7]. The LBD is 
formed by 12 conserved α-helical regions num-
bered from H1 to H12 that undergo allosteric 
changes after ligand binding, leading to the acti-
vation of the NR. The activator function-2 region 
(AF-2) is a part of the LBD, which is responsible 
for transcriptional activation by recruitment of 
coregulator proteins and the transcription com-
plex [3, 11–13].

In addition to the similarities in structure 
between the NRs, the transcriptional activation 
and repression by NRs are also regulated in a 
common way. Some NRs behave as transcrip-
tional repressors when their ligand is absent. 
This repression is mediated by the recruitment 
of co- repressors such as NCoR1 (nuclear recep-
tor co- repressor) in the unliganded state. This 
leads, for example, to the mobilization of his-
tone deacetylases, and the resulting deacety-
lated histones lead to a more condensed 
chromatin structure. This prohibits RNA poly-
merase II binding, preventing transcriptional 
activation [7, 14–16]. Upon ligand binding and 
the resulting conformational change in the NR, 
the co-repressor complex is released [7, 15, 17]. 
Other NRs are localized in the cytosol in the 
unliganded state. Upon binding of the ligand, 
the NR translocates to the nucleus and binds to 
the DNA.

Subsequently, co-activators are recruited to 
the NR. Over 350 NR co-activators are known, of 
which some co-activators have histone acetyl-
transferase (HAT) activity which, in contrast to 
the histone deacetylases, leads to histone acetyla-
tion and decondensation of the chromatin [7, 18, 
19]. Co-activators also support initiation of tran-
scription by catalyzing the assembly of the tran-
scription preinitiation complex at promoters [7, 
18, 19].

Activated NRs bind as monomer to a specific 
DNA hexameric sequence, or as a homodimer or 
heterodimer to a dual hexameric repeat, which 
can be positioned in an inverted, everted, or direct 
orientation [3, 5, 7, 9, 12, 17]. Ultimately, 
NR-cofactor binding to these so-called hormone 
responsive elements (HRE) results in the recruit-
ment of RNA polymerase II and the activation of 
transcription.

For transcriptional activation, it is vital that 
ligand, co-factors, RNA polymerase II and NR 
find each other in the crowded environment of the 
cell at the appropriate time and place to regulate 
transcription successfully [20–23]. As we will 
highlight in the next paragraphs, it is thought that 
NR condensation is the means by which this 
intricate process is achieved.

14.2  A Condensate Model for NR 
Transcriptional Regulation

Compartmentalization of the necessary proteins 
into organelles with membranes (e.g., nucleus, 
endoplasmic reticulum, lysosomes) is one of the 
methods by which a cell regulates the spatial and 
temporal localization of proteins required to 
assert certain functions. The second way this 
localization is regulated is the formation of mem-
braneless organelles [20, 22, 24].

These membraneless organelles, also called 
biomolecular condensates, are compartments 
within a cell in which biomolecules such as pro-
teins and nucleic acids assemble, and are typified 
by their droplet-like structure [20–25]. Although 
consensus around the biomolecular condensate 
term is recent, these structures have been 
observed since the late 1800s, when E.B. Wilsons 
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described a liquid droplet-like organization in 
protoplasm using simple light microscopy [20, 
26]. Recently, it has been demonstrated that sev-
eral TFs, including some NRs (e.g., estrogen 
receptor alpha (ERα), glucocorticoid receptor 
(GR)), can form condensates within the nucleus 
[16, 20–25, 27, 28]. Moreover, these condensates 
have been observed to play a role in efficient 
transcriptional regulation [16, 20–25]. 
Condensates are likely to be formed through a 
biophysical process of phase separation. In phase 
separation, part of a homogenous solution de- 
mixes into two phases, a dense phase and a dilute 
phase [20, 23, 26, 29]. In cells, a specific type of 
phase separation can drive condensate formation 
by forming a liquid compartment in a liquid envi-
ronment; this process is called liquid-liquid phase 
separation (LLPS) [20, 23, 26].

Currently, the evidence for LLPS underlying 
condensate formation is incomplete, mainly 
because some of the characteristics of LLPS are 
difficult to demonstrate in a cellular context [23]. 
However, there are now numerous examples that 
show that many different proteins can form con-
densates, which result in cellular compartments 

with high concentrations of these proteins. 
Among these examples are several NRs and co- 
factors, indicating that condensate biology likely 
plays a role in NR function.

Formation of protein condensates is driven by 
weak multivalent interactions between proteins, 
and is dependent on protein concentration [20–
25]. These weak multivalent interactions often 
involve prion-like domains or, more broadly, 
intrinsically disordered regions (IDRs). Prion- 
like domains in proteins are defined by the ability 
to assume multiple conformational states, and 
one of these states enabling binding to other cop-
ies of the same protein, which is favorable for 
condensate formation [30, 31]. An IDR is charac-
terized by a low number of hydrophobic amino 
acids and enrichment in polar, charged and aro-
matic residues [21, 22, 25, 32]. These IDR prop-
erties also result in lack of a fixed 3D structure 
and these amino acids facilitate multivalent inter-
actions that can potentially drive condensate for-
mation (Fig. 14.1) [21, 25, 32].

The importance of these domains in conden-
sate formation was demonstrated using OCT4 
(octamer-binding transcription factor 4). OCT4 

Fig. 14.1 Schematic overview of NR condensate forma-
tion. Upon ligand binding, NRs bind to the hormone- 
responsive elements in DNA. Interactions with Mediator 

complex, specific protein structural elements (e.g. IDR 
and prion-like domains), and different environmental fac-
tors promote NR condensate formation
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induced the formation of condensates that 
included the essential co-factor complex 
Mediator [33]. Disrupting the IDR of OCT4 
blocked the formation of condensates, demon-
strating the dependency of condensate formation 
on the IDR of OCT4. Interestingly, the lack of 
condensate formation was accompanied by a 
lower transcriptional output of OCT4 target 
genes [20, 33, 34]. Besides showing the impor-
tance of certain IDRs for condensate formation, 
this example suggests that condensate formation 
is involved in increasing the activation potential 
of TFs, which may include NRs.

Besides IDRs, important factors that influence 
condensate formation of TFs are the DNA acces-
sibility and density of TF binding motifs. 
Digestion of DNA in situ disrupts condensate 
formation and adjusting the density of DNA ele-
ments controls condensate nucleation, indicating 
a role for DNA in nucleating condensates 
(Fig. 14.1) [22, 35, 36]. In addition to DNA, envi-
ronmental factors such as temperature, ionic 
strength, protein and RNA concentrations, osmo-
larity, and pH levels have been suggested to play 
a role in condensate formation [20, 25, 36–38] 
(Fig. 14.1). The capacity of condensates to inte-
grate so many biological signals, together with 
their effect on transcriptional output, suggests 
condensate formation is an additional layer of 
regulation of TFs, including NRs.

14.3  Evidence of NR Condensate 
Formation

Since condensate formation results in the assem-
bly of TFs, transcription complexes and co- 
factors, thereby increasing the transcription of 
target genes, this suggests an additional regula-
tory mechanism for NR-mediated transcriptional 
regulation (Fig. 14.1). Recently, condensate for-
mation has been established for some NRs, 
mainly the group of steroid receptors. One of 
these steroid receptors is the glucocorticoid 
receptor (GR), which is activated upon glucocor-
ticoid binding in the cytoplasm. GR subsequently 
translocates to the nucleus and binds to its HRE 
[39]. The existence of GR condensates has been 

shown via expression of a GFP-fusion construct 
in several cell lines [35, 36, 40, 41].

Several GR domains have been implicated to 
be essential for its condensation. Deletion of 
either the DBD or LBD reduced the number of 
GR condensates in cells [36, 42]. Moreover, 
mutation of a single amino acid (phenylalanine at 
position 623) decreased ligand binding, which 
reduced the number of condensates compared to 
wild-type GR, suggesting that ligand binding is 
essential for GR-condensate formation [42, 43]. 
Interestingly, deletion of the NTD did reduce the 
number of condensates in  vitro, but not in cell 
culture experiments [36, 41, 42]. This is remark-
able because the NTD contains an IDR, which 
are often found to be crucial in condensate for-
mation [20, 33, 34].

Nevertheless, the NTD has a function in the 
formation of condensates under certain environ-
mental circumstances [36, 41]. An increase in 
NaCl, osmolarity, or temperature induces a rise in 
the number of condensates for wild-type GR [36, 
41] and is reversible, suggesting that the formed 
condensates are not the result of abnormal aggre-
gate development [36]. However, NaCl treatment 
could not induce an increase in condensate for-
mation of GR lacking the NTD [36]. This sug-
gests that the NTD in GR is involved in 
condensate formation upon specific environmen-
tal cues. Contrarily, the LBD and DBD are essen-
tial for condensate formation independent of 
environmental cues [36, 41, 42]. This shows that 
specific domains within one protein can have dif-
ferent effects on condensate regulation.

To investigate the potential role of DNA den-
sity in the formation of GR condensates, Stortz 
et  al. performed a GR condensate formation 
assay [36]. This demonstrated that GR conden-
sates are formed independently of a particular 
chromatin state, which is in contrast to other TFs 
[35, 36, 41]. In addition, the condensate forma-
tion assay revealed that stimulation with a GR 
agonist results in GR condensate development at 
specific locations in the nucleus. Moreover, a 
lack of specific GR DNA binding motifs leads to 
a decrease in GR condensate formation [41]. 
Overall, these results indicate that specific GR 
binding DNA sequences are necessary for con-
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densate formation. In these condensates, co- 
factors, such as Mediator, G9a, and SRC (steroid 
receptor co-activator), colocalize with GR [35, 
41, 44].

The GR is not the only NR for which conden-
sate formation has been described. Condensates 
containing ERα [28, 33, 45–48], mineralocorti-
coid receptor (MR) [49, 50], progesterone recep-
tor (PR) [51, 52], and androgen receptor (AR) 
have also been demonstrated [46, 53, 54]. Similar 
to the GR, the LBD and DBD are essential in 
condensate formation of these NRs [50, 51, 54]. 
These NRs do not have prion-like domains, but 
do contain an IDR located in the NTD [11, 31, 
41]. Interestingly, only the NTD of the AR has 
been found to have a crucial role in condensate 
formation, independent of environmental cues or 
other domains [50, 51, 54]. The contribution to 
condensate formation of the NTD is still debated 
for other NRs [45, 48, 53, 54].

Like GR, the condensates of ERα, PR, and AR 
colocalize with Mediator, but also with other 
NR-specific cofactors [45, 51, 53, 54]. For exam-
ple, condensates of ERα together with MegaTrans 
components were observed at enhancer clusters 
together with estrogen responsive genes upon 
estrogen stimulation [28]. Interestingly, knock-
down of Mediator decreased AR condensate for-
mation and transcriptional output, which was not 
the case for GR (Fig. 14.1) [54]. This indirectly 
suggests that AR-condensate formation influ-
ences transcription. Another way of investigating 
the effect of NR condensate formation on target 
gene expression is with the aliphatic alcohol 
1,6-hexanediol (HD) [36, 54, 55]. HD disrupts 
hydrophobic interactions between proteins and is 
used to target condensate formation. Despite 
pleiotropic effects of HD, it was shown that HD 
treatment disrupts ERα and AR condensates, 
which led to decreased gene activity of their tar-
get genes [28, 45, 47, 48, 54]. While these meth-
ods to determine transcriptional effects of 
condensate formation do not demonstrate a direct 
effect, Wei et al. showed a direct link between TF 
condensate formation and transcription by estab-
lishing that nascent RNA is enriched in the con-
densates, compared to an even distribution of 
RNA when these condensates are absent [56]. 

These results suggest that also for NRs there can 
be a direct link between condensate formation 
and transcriptional regulation.

In conclusion, condensate formation has been 
demonstrated for multiple NRs. The exact role of 
the different NR structures, such as the IDR, and 
the precise mechanism behind condensate forma-
tion are still unknown or might differ for each 
NR. However, the expectation is that NR conden-
sate formation can influence transcription.

14.4  Potential Condensate 
Formation of the NR 
Superfamily

Currently, condensate formation has been 
described for five NRs (ERα, PR, AR, GR, and 
MR). These five NRs have characteristics typi-
cally associated with condensate formation, such 
as an IDR and interaction with Mediator 
(Fig. 14.1). To estimate the relevance of conden-
sate biology for the NR family, we here predict 
the potential to form condensates for the other 
NR family members based on the characteristics 
of these five NRs.

To gain insight into the ability of the other 
NRs to form condensates, we have used different 
phase separation prediction tools. The character-
istics of the condensate forming GR [35, 36, 40, 
41, 57, 58], AR [54], MR [49, 50], PRs [51, 52], 
and ERα [47] were used to set a baseline for pre-
dicting condensate formation.

Typically, phase-separation prediction tools 
use one aspect that is important for phase separa-
tion, such as the presence of an IDR, a prion-like 
domain, or charged amino acids. However, 
dSCOPE (Detecting Sequence Critical fOr Phase 
sEparation) uses a combination of these factors to 
predict if a protein has a phase separation domain, 
a domain that has a combination of factors favor-
able for phase separation including IDRs, charged 
amino acids, low complexity, hydropathy, polar-
ity, and a prion-like domains [59]. Therefore, 
dSCOPE was used to predict the presence of a 
“phase separation domain” in all 48 NRs 
(Table 14.1). dSCOPE predicted a phase separa-
tion domain in 22 out of the 48 human NRs. 
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Table 14.1 Overview of the prediction analysis of all 48 NRs on their condensates formation characteristics

Name NR Abbreviation
Gene 
symbol

% 
disordered

Predicted 
Phase 
separation 
domain

Predicted 
Prion-like 
domain

Reported 
Mediator 
interaction

Mineralocorticoid receptor MR* NR3C2 66 Yes Yes –
Androgen receptor AR* NR3C4 60 No Yes + [64]
Progesterone receptor PR* NR3C3 58 Yes No –
Glucocorticoid receptor GR* NR3C1 54 No No + [64]

Estrogen receptor-α ERα* NR3A1 47 Yes No + [64]

Rev-Erbα Rev-Erbα NR1D1 67 Yes No –

Neuron-derived orphan receptor 1 NOR1 NR4A3 64 Yes No + [64]

Retinoid X receptor-β RXRβ NR2B2 64 Yes No + [64]

Retinoic acid receptor-γ RARγ NR1B3 61 Yes No + [64]

Neuron-derived clone 77 NUR77 NR4A1 59 Yes No + [64]

Retinoic acid receptor-α RARα NR2B1 59 No No + [64]

Retinoic acid receptor-β RARβ NR2B2 58 No No + [64]

Photoreceptor cell-specific 
nuclear receptor

PNR NR2E3 58 No No –

Nuclear receptor related 1 NURR1 NR4A2 55 Yes Yes + [64]

Rev-Erbβ Rev-Erbβ NR1D2 55 Yes Yes –

Liver X receptor-β LXRβ NR1H2 54 Yes Yes + [65]

Retinoid X receptor-γ RXRγ NR2B3 54 Yes No + [64]

Estrogen-related receptor-α ERRα NR3B1 53 No No –

Retinoid X receptor-α RXRα NR2B1 52 No No + [64]

RAR-related orphan receptor-γ RORγ NR1F3 50 Yes No –

Farnesoid X receptor FXR NR1H4 49 Yes Yes + [66, 67]
Steroidogenic factor 1 SF1 NR5A1 49 Yes No –

Estrogen receptor-β ERβ NR3A2 49 No Yes + [64]

Liver X receptor-α LXRα NR1H3 49 No No + [65]

Hepatocyte nuclear factor-4-γ HNF4γ NR2A2 48 No No + [64]

Liver receptor homolog-1 LRH-1 NR5A2 48 No No + [68]

Thyroid hormone receptor-α TRα NR1A1 47 No No + [64]

Germ cell nuclear factor GCF NR6A1 47 No No –

Hepatocyte nuclear factor-4-α HNF4α NR2A1 46 No No + [64]

RAR-related orphan receptor-α RORα NR1F1 46 Yes No –

Chicken ovalbumin upstream 
promoter-transcription factor I

COUP-TFI NR2F1 43 Yes Yes –

V-erbA-related EAR-2 NR2F6 43 Yes No –

Estrogen-related receptor-γ ERRγ NR3B3 43 Yes No –

Testicular receptor 4 TR4 NR2C2 43 No No –
Chicken ovalbumin upstream 
promoter-transcription factor II

COUP- 
TFII

NR2F2 42 Yes Yes –

Estrogen-related receptor-β ERRβ NR3B2 41 Yes No –

Testicular receptor 2 TR2 NR2C1 40 No No –
Pregnane X receptor PXR NR1I2 40 No No –
Vitamin D receptor VDR NR1I1 37 No No + [64]
Homologue of the drosophila 
tailless gene

TLX NR2E1 34 No No –

(continued)
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Table 14.1 (continued)

Name NR Abbreviation
Gene 
symbol

% 
disordered

Predicted 
Phase 
separation 
domain

Predicted 
Prion-like 
domain

Reported 
Mediator 
interaction

Dosage-sensitive sex reversal, 
adrenal hypoplasia critical region, 
on chromosome X, gene 1

DAX NR0B1 33 No No –

RAR-related orphan receptor-β ROR-β NR1F2 32 No No + [69]

Thyroid hormone receptor-β TRβ NR1A2 32 No No + [64]

Small heterodimer partner SHP NR0B2 30 Yes No –
Peroxisome proliferator- activated 
receptor-β/δ

PPAR-β/δ NR1C2 30 No No + [64]

Peroxisome proliferator- activated 
receptor-α

PPARα NR1C1 29 No No + [64]

Constitutive androstane receptor CAR NR1I3 29 No No + [64]
Peroxisome proliferator- activated 
receptor-γ

PPARγ NR1C3 25 No No + [64]

The * symbol indicates NRs with described condensate formation

However, only three out of the five described 
condensate-forming NRs (ERα, PR, AR, GR, and 
MR) were predicted to have a phase separation 
domain by dSCOPE. To avoid relying on a single 
algorithm, two other common prediction pro-
grams were investigated for their ability to pre-
dict condensate formation.

Firstly, PondR (Predictor Of Naturally 
Disordered Regions) with predictor VSL2 was 
used (Table 14.1 and Fig. 14.2) [60, 61]. PondR 
provides a disorder score for each amino acid in a 
particular protein and when applied to the NR 
family it showed an IDR in most of the 48 NR 
family members, including each of the five 
benchmark NRs.

Secondly, PLAAC (Prion-Like Amino Acid 
Composition) was used to predict a prion-like 
domain in NRs. PLAAC predicts a prion-like 
domain in only two out of the five NRs known to 
form condensates, so the prion-like domain is 
unfit to predict condensate formation on its own. 
These results illustrate the difficulty of accurately 
predicting condensate formation. However, by 
comparing the results of the three prediction pro-
grams for these five NRs, some features seem to 
be common and potentially required for the for-
mation of these condensates and could be used as 
criteria to estimate the likelihood of NR conden-
sate formation.

Firstly, the presence of an IDR and the pres-
ence of either phase separation or prion-like 
domain(s) correlate with a higher likelihood to 
form condensates. A second, data-informed, fac-
tor is interaction with the Mediator complex 
which has been demonstrated to influence con-
densate formation not only for some NRs but also 
for other TFs [47, 51]. We have ranked the 48 NR 
factors according to likelihood of condensate for-
mation based on the information above 
(Table  14.1). Based on the different prediction 
methods, all of the NRs have some hallmarks 
associated with condensate formation and we 
estimate that it is likely that a large portion of the 
family will indeed form condensates in vivo.

Future studies will validate whether the NRs 
indeed form condensates. Overexpression stud-
ies should be interpreted with care and at least be 
validated with endogenous NR expression (for 
example, by generating knock-in of an endoge-
nously expressed NR-mEGFP fusion). Next, 
condensate formation upon ligand addition can 
be determined by confocal microscopy [36, 62]. 
To exclude aggregate formation, fluorescence 
recovery after photobleaching (FRAP) should be 
performed, to establish that the NR condensates 
are dynamic structures that exchange molecules 
with their surroundings [36, 62]. Together, such 
experiments will validate whether NRs can form 
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Fig. 14.2 PONDR Predictions for the NR family. See text for more information

liquid-like condensates in cells. Subsequently, 
essential NR domains can be investigated by 
means of deletion mutants or inactivating point 
mutations. Lastly, the effect on transcription 
should be demonstrated by nascent RNA label-

ing in the presence and absence of NR conden-
sates [63]. These studies will provide insight in 
the function of condensate formation as a mech-
anism of transcriptional regulation for NR target 
genes.
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Detailed understanding of NR condensates 
will be crucial to identify new methods to manip-
ulate transcriptional output. In conclusion, based 
on the chosen prediction tools, many more NRs 
outside the five for which experimental evidence 
is available likely have the ability to form protein 
condensates.

14.5  Conclusion and Future 
Perspectives

The past few years have provided a lot of new 
insights into NR condensate formation suggest-
ing that nuclear protein condensates partly regu-
late NR function [70, 71]. We used three different 
prediction programs to predict NR condensation 
for the complete NR family based on the charac-
teristics of the five NRs (ERα, PR, AR, GR, MR) 
for which condensate formation has been estab-
lished [59, 61, 72]. This showed that NR conden-
sate formation is likely to be much more common 
than current experimental data has shown, poten-
tially affecting a broad swathe if not all of the NR 
family.

Current knowledge of NR condensates and the 
implications for transcription is based on experi-
ments using HD to disrupt interactions or by 
knocking out co-factors [45, 47, 48, 54], which 
need to be carefully interpreted because the 
pleiotropic effects of HD or potential indirect 
effects of co-factor knock-out. Therefore, detailed 
studies of NR condensate formation and its influ-
ence on transcription are necessary to provide 
more insight into how NR transcription is 
regulated.

Other transcriptional regulators, such as 
TAF15 (TATA-binding protein-associated factor 
15) and p300, can form condensates that enhance 
transcriptional output and gene activation [56, 
70]. This demonstrates that these transcriptional 
regulators influence transcription, implicating 
that NR condensates can potentially also directly 
influence transcriptional output. The different 
prediction tools showed that TAF15 has a pre-
dicted percentage disordered of 93%, a phase 
separation domain and prion-like domain [56, 
59, 61, 72]. This supports our suggestion that a 

high fraction of disordered protein combined 
with a phase separation domain, and a prion-like 
domain enhance the chance of condensate 
formation.

However, there is an important difference 
between NRs and other TF such as TAF15. TF 
activation is complex and can involve different 
intracellular signal transduction pathways, while 
NRs are directly activated by lipophilic ligands 
[73]. The five described NRs form condensates 
only in the presence of their ligand, suggesting a 
role for ligands in NR condensate formation [39]. 
NR ligands thereby add to the complexity of con-
densate regulation.

Further detailed studies on the underlying 
forces of NR condensate formation and the influ-
ence of condensate formation on transcription 
will provide a better understanding of how NR 
condensate formation can influence transcription, 
and could potentially be exploited to manipulate 
this therapeutically.
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15Prostate Cancer Epigenetic 
Plasticity and Enhancer 
Heterogeneity: Molecular Causes, 
Consequences and Clinical 
Implications

Jeroen Kneppers, Andries M. Bergman, 
and Wilbert Zwart

Abstract

Prostate cancer (PCa) proliferation is dictated 
by androgen receptor (AR) signaling, which 
regulates gene expression through cis- 
regulatory regions including proximal and dis-
tal enhancers. The repertoire of AR interactions 
at enhancers is dependent on tissue and cellu-
lar contexts and thus shape a spectrum of phe-
notypes through such epigenetic heterogeneity. 
Moreover, PCa is a multifocal disease and dis-
plays a high degree of intra- and inter-tumor 
heterogeneity, adding to the phenotypic com-
plexity. It is increasingly becoming clear that 
PCa may be considered an epigenetic disease 
caused by various molecular causes with pro-
found consequences and clinical implications 
which are underpinned by enhancer interac-
tion heterogeneity.

In this review, we provide a detailed over-
view of molecular interactors that affect pros-
tate cancer epigenetic heterogeneity, such as 
coding and non-coding somatic variants, large 
scale structural variations, pioneer factor 
 binding at enhancers and various contexts that 
influence enhancer engagement heterogeneity 
in PCa development and progression. Finally, 
we explore how the vast heterogeneity in epi-
genetic profiles identified in recent omics stud-
ies results in distinct genomic subtypes which 
predict disease progression and thus offer 
opportunities in biomarker discovery and fur-
ther personalizing cancer treatment. As such, 
heterogeneous enhancer interactions take cen-
ter stage in elucidating mechanisms of prostate 
cancer progression, patient prognostication, 
therapy discovery and overcoming acquired 
treatment resistance.
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Abbreviations

AR Androgen receptor
ARBS Androgen receptor binding site
ARE Androgen response element
ADT Androgen deprivation therapy
ChIP-seq Chromatin immunoprecipitation fol-

lowed by sequencing
CRPC Castration resistant prostate cancer
DHT Dihydrotestosterone
GWAS Genome wide association study
NR Nuclear receptor
PCa Prostate cancer
PDX Patient derived xenograft
PIN Prostatic intraepithelial neoplasia
PTM Post-transcriptional modification
SE Super enhancer
SNP Single nucleotide polymorphism
TAD Topologically associating domains
TF Transcription factor
TSS Transcriptional start site

15.1  Introduction

Enhancers were first discovered in 1981 when 
researchers of two independent groups found 
simian virus (SV40) DNA sequences 3kb dis-
tal to the SV40 promoter capable of stimulat-
ing transcriptional output of a linked β-globin 
gene by 200-fold when transfected in mam-
malian cells [1, 2]. These experiments gener-
ated a more complete understanding of how 
gene regulation emerges from an interplay 
between often distally located enhancers and 
proximal promoter regions. An onset of sub-
sequent studies discovered not only that 
enhancers are general genomic features in a 
variety of organisms including mammals [3–
7], but also that defects in enhancers can lead 
to pathogenesis [8–11]. Although the human 

genome contains approximately 20,000 pro-
tein coding genes [12], currently roughly fifty 
times more non-coding regulatory regions 
have been described across tissue types [13, 
14], prompting a reassessment of non-coding 
genome functionality. Moreover, genome-
wide association studies (GWAS) have shown 
that variants involved in human disease are 
enriched at non-coding regulatory elements 
over coding sequences [15]. Early genome-
wide studies identified the total repertoire of 
promoter and enhancer sequences based on a 
combination of ChIP-seq and chromatin 
accessibility assays with specific histone 
modifications such as high H3K27ac signal 
[16–18], whereas later a high proportion of 
H3K4 mono- versus tri-methylation allowed 
researchers to separate enhancers from pro-
moters [19, 20].

Successive research endeavors character-
ized enhancer sequences to have the follow-
ing properties: (1) activated enhancers 
mediate strong transcriptional activation of 
the gene it controls [1, 2], (2) activation is 
independent from the orientation of the 
enhancer element [1, 2], (3) enhancers func-
tion in a tissue specific manner [3], (4) 
enhancer sequences are bidirectionally tran-
scribed as short enhancer RNA (eRNA) tran-
scripts [21], (5) enhancers possess regulatory 
multiplicity, in which a single enhancer can 
activate multiple promoters of linked genes, 
whereas multiple enhancers can also regulate 
a single  promoter [22, 23], (6) activation can 
be exerted in cis over genomic distances up to 
megabases away [24], (7) enhancers are scat-
tered throughout 98% of the non-coding 
human genome [25]. The last property was an 
unexpected finding of modern genome 
sequencing and annotation by the 
Encyclopedia of DNA Elements (ENCODE) 
project, showing that a large proportion of 
the non-coding genome has regulatory con-
trol over the expression of the coding genome 
[25]. Interestingly, changes in non-coding 
regulatory elements are frequently observed 
in oncogenesis [10, 11, 26].
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15.2  Prostate Cancer as Enhancer- 
Driven Disease

Prostate cancer (PCa) is the second-most com-
monly diagnosed malignancy in men worldwide 
[27]. PCa is mainly driven by the nuclear recep-
tor androgen receptor (AR) [28], that acts as a 
master transcription regulator of cell prolifera-
tion when bound to its cognate ligand dihydrotes-
tosterone (DHT) [29, 30]. While blockade of the 
AR signaling axis using androgen deprivation 
therapy (ADT) as a first line of treatment is ini-
tially successful [31, 32], over time resistance to 

ADT inevitably occurs and remaining cancer 
cells rebound as lethal castration resistant pros-
tate cancer (CRPC) [33, 34]. AR signaling per-
sists during CRPC despite castration level 
circulating testosterone, which highlights the 
essentiality of AR signaling in PCa cells. 
Sustained successful PCa treatment is challenged 
by the heterogeneous nature of PCa, which is 
present on multiple levels (Fig. 15.1).

PCa is a multifocal disease with ~60–90% of 
patients presenting multiple independent primary 
tumor foci at time of diagnosis [35–38]. Such 
foci exhibit inter-lesion heterogeneity, which 
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manifests in differences in cell morphology, 
tumor microenvironment and degrees of aggres-
siveness [39, 40]. Contrastingly, metastatic PCa 
lesions were reported to predominantly share a 
homogeneous, monoclonal background [41]. 
While primary local interventions, such as radio-
therapy and prostatectomy, affect the entire 
 prostate and treat all foci successfully, these 
treatments are associated with significant adverse 
effects [42, 43]. An alternative approach revolves 
around limited local treatments that ablate only 
the largest tumor focus while sparing the prostate 
and limiting adverse effects. However, these 
strategies are complicated by PCa heterogeneity, 
as remaining lesions may still metastasize at a 
later stage [44, 45]. Second, intratumoral hetero-
geneity is observed in genetically diverse cell 
populations within a single tumor focus and 
arises from tumor microenvironmental cues, lin-
eage plasticity, as well as genetic and epigenetic 
defects [46–50]. Genomic inter-tumor heteroge-
neity manifests itself in the shape of small-scale 
genetic mutations like single nucleotide variants 
(SNVs), while copy number alterations (CNAs) 
and translocations of large-scale genomic ele-
ments are even more likely to impact tumor 
development [46, 51, 52]. Third, such events also 
impact cis-regulatory elements such as enhancers 
that tightly control expression on the same DNA 
strand, which disrupts epigenetic regulatory net-
works leading to profound phenotypic differ-
ences and loss of cellular identity [53].

An increasing amount of evidence illuminates 
a role for heterogeneous epigenetic regulation in 
PCa through AR [37, 54, 55], but how can intra- 
and intertumoral heterogeneous enhancer inter-
actions shape a spectrum of phenotypes and 
outcomes in PCa? As heterogeneity seems to be 
pervasive in tumors, one can ask the question 
what the contributions of different sources of het-
erogeneity in the progression of PCa are. Clearly, 
research questions and efforts have converged on 
elucidating the role of AR as oncogenic driver 
and the emergence of resistance. Can we apply 
such knowledge of AR chromatin interaction 
profiles and their dysregulation to attempt over-
coming resistance by optimizing and personaliz-
ing PCa treatment based on heterogeneity? In 

this review, we aim to address these questions by 
providing a comprehensive overview of recent 
progress that has been made on this subject and 
indicate which therapeutic avenues future 
research might illuminate.

15.3  AR Biology and Enhancer 
Regulation in Prostate 
Cancer

Historically, nuclear receptors were investigated 
in the context of their activity at promoter ele-
ments. For AR and PCa, prostate specific antigen 
(PSA; encoded by KLK3) represents a highly 
characterized example of AR promoter binding, 
with specificity to prostate tissue and high andro-
gen inducibility [56, 57]. However, later studies 
revealed that AR binding at promoters is an 
exception and represents a relatively rare event, 
as compared to AR binding at enhancers [58]. 
Activated steroidal (Type I), nuclear receptors 
like AR possess the capacity to regulate tran-
scription of target genes through binding at 
enhancer elements that are located distally from a 
target gene’s transcriptional start site (TSS) [59, 
60]. Such distal regulation offers tight, but also 
highly modular control of transcription in 
response to hormonal cues, with many co- 
regulators involved in transcriptional output [61]. 
Specifically, AR becomes activated upon binding 
with its cognate ligand dihydrotestosterone 
(DHT) in the cytosol, dimerizes and subsequently 
translocates to the nucleus where it binds to AR 
binding sites (ARBS) [29, 62]. Although AR’s 
DNA binding domain recognizes and binds 
androgen response elements (AREs) consisting 
of dihexameric palindromes on the DNA [63], 
ARE presence is not a strict requirement for 
DNA binding, since AR cooperates with interact-
ing TFs bound at AP-1, MYC, KLF and SREBF 
motifs [64, 65].

Recruitment of co-factors to enhancers is 
required for DNA looping and subsequent 
enhancer-promoter interactions. Factors bound 
at enhancers provide scaffolding for the large 
mediator complex to bind transiently and further 
recruit the transcriptional machinery [66–69]. 
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Indeed, mediator’s MED1 subunit contains 
LXXLL binding motifs that strongly interacts 
with the AR-AF2 domain in a ligand-dependent 
manner [70] and recently a cryo-EM study 
reported steroid receptor coactivator 3 (NCOA3/
SRC-3) to interact with an FXXLF binding motif 
in AR’s N-terminal domain, enabling  p300/
CREB-binding protein (CBP) recruitment [71]. 
Since mediator recruits RNA polymerase II 
(RNAPII) and activates expression at promoters, 
enhancers can affect expression over large dis-
tances without direct promoter contact, which 
was demonstrated for PCa and AR by collabora-
tion with ERG [72]. We provide a graphical 
overview of proteins involved in AR promoter-
enhancer interactions in Fig. 15.2.

Additionally, transcription also occurs at 
enhancer loci when active AR complexes recruit 
RNAPII polymerases [73]. In contrast to RNAPII 
activity at gene-coding promoters resulting in 
mRNAs, bidirectional transcription at RNAPII- 
occupied enhancers gives rise to small, unstable 
eRNAs [21]. Ascribing specific functionality to a 
number of eRNAs has succeeded in the context 

of gene expression [74, 75] and fine-tuning co- 
activator function at gene promoters [76]. 
Although defining general functionality of 
eRNAs remains challenging, TF activity at 
enhancers can be inferred through RNAPII sto-
chastic models quantifying co-localization of TF 
binding motifs and eRNAs [77, 78]. These find-
ings were further corroborated by transgenic 
embryonic assays, showing that  enhancer func-
tionality can be predicted by the level and direc-
tionality of eRNA transcription [79]. Finally, 
combining RNA-seq with chromatin accessibil-
ity data through ATAC-seq has been used to map 
eRNA transcript abundance on a genome-wide 
scale in neuronal cell populations in different 
activation states, providing first evidence that 
eRNA function is dependent on genomic context 
and partially dependent on sequence [80]. Next 
to eRNA transcription at enhancers, other studies 
also revealed the existence of large and dynamic 
transcriptional hubs at highly active loci of TF 
binding [81–83]. Such loci containing many 
active enhancer elements often regulate key dif-
ferentiation processes in development and tissue 
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Fig. 15.2 Graphical overview of AR action at enhanc-
ers: AR binds DHT and dimerizes in the cytoplasm prior 
to nuclear translocation. Pioneer factor FOXA1 opens 
chromatin wrapped tightly around histones, allowing AR 
dimers to bind the chromatin through AREs and other 

regulatory elements. Co-factors and transcriptional 
machinery components such as SRC-3, CBP, p300, AP1, 
mediator complex and RNAPII are recruited to facilitate 
gene transcription, while RNAPII activity at AR-bound 
enhancers results in bidirectional transcription of eRNAs
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identity and have been dubbed ‘super enhancers’ 
(SEs). Since clusters of enhancers in close prox-
imity recruit many TFs, SEs form phase- separated 
condensates [84] with a local high-density bio-
molecule assembly of RNAPII [83], co-activators 
MED1, BRD4 [82, 83] and KLF4 [85]. However, 
the true number, distribution, and the proposed 
synergistic transcriptional activation of SEs is a 
matter of ongoing research and scientific debate 
[86].

15.4  PCa-Specific Pioneer Factors 
as Source of Regulatory 
Heterogeneity in AR Binding

Transcriptionally silent chromatin is required for 
maintaining correct cellular identity dictated by a 
specific subset of genes transcribed from active 
chromatin, tightly regulating cell fate decisions. 
Pioneer factors like forkhead box protein A 
(FOXA1) open up condensed chromatin [87], so 
that transcription factors (TFs) and ultimately 
transcriptional coactivator complexes such as 
CBP and p300 [88, 89] and other coregulators 
like SRC-3 can bind [90, 91]. Additionally, SWI/
SNF chromatin remodelers (or human BAF com-
plex: ATP-dependent BRG1/BRM associated 
factors) and other co-modulators can bind to acti-
vate and repress expression through inducing 
chromatin conformation changes [61].

Transcriptionally inactive chromatin or het-
erochromatin is nucleosome-dense and com-
pactly folded DNA characterized mainly by 
histone tail post-transcriptional modifications 
(PTMs) of up to three methyl groups at histone 
H3 lysine 9 (H3K9me1-3) and H3 lysine 27 
(H3K27me1-3) [92]. Consequently, gene tran-
scription is silenced as TFs are physically blocked 
by nucleosomes from binding heterochromatin at 
enhancer elements [92]. However, pioneer fac-
tors open chromatin and enhancer sequences for 
TF binding [87]. In PCa development, FOXA1 
and homeobox B13 (HOXB13) expression levels 
are increased while their mode of action is repro-
grammed, allowing for altered regulation of 
AR-mediated transcription [61, 93]. Additionally, 
GATA2 and OCT1 have also been found to coop-

erate with AR to mediate androgen response in 
PCa growth [58, 94].

As a result of these functions, pioneer factors 
facilitate AR binding through nucleosome dis-
placement, thereby inducing an open chromatin 
conformation which is characterized by ‘active’ 
enhancer histone modifications and which is 
 permissive to TF binding [95–98]. AR binding at 
DNA is mostly pioneered by FOXA1 binding to 
chromatin, marked by hypomethylated DNA and 
presence of histone modifications H3K4me1 and 
H3K4me2 [99–101]. FOXA1 was first identified 
as an AR interactor when FOXA1 binding motifs 
were found located adjacent to ARBS in prostate 
gene regulatory regions for human PSA and rat 
probasin (PSA orthologue) [102]. Additionally, 
AR’s DNA binding domain interacts directly 
with FOXA1’s forkhead domain [102, 103]. 
Genome-wide FOXA1-bound sites were shown 
to be cell-line specific and differentially func-
tional between breast and PCa cell lines [99, 
104], with genome-wide FOXA1 binding at the 
majority of ARBS later confirmed specifically in 
PCa cell lines LNCaP and VCaP [105, 106]. 
Interestingly, silencing of FOXA1 triggers a 
switch in AR binding at ARBS, altering gene 
expression profiles in PCa cell lines [105–108]. 
As such, transcriptional activity of diverse gene 
networks resulting from FOXA1’s pioneer factor 
activity, are tissue- specific and control cellular 
identity [87, 109].

Interestingly, ARBS are rarely found at pro-
moters, as the vast majority of ARBS are found at 
putative enhancer sequences located distally of 
the target gene’s locus depending on tissue and 
cellular context [93, 110]. Taken together, such 
distal cis-regulatory ARBS constitute the AR cis-
trome; the term cistrome was first coined in a 
2008 study on FOXA1 and ERα binding sites in 
breast cancer [99]. As such, an AR cistrome is a 
collection of ARBS that describes the transcrip-
tional regulatory potential of activated AR in a 
specific context, which have been extensively 
reported in many different contexts such as 
healthy prostate tissue, PCa cell lines and tissues 
from varying stages of PCa [61, 93, 110–114]. 
Additionally, AR cistromes also vary in different 
cell type contexts like fibroblasts [115], macro-
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phages [116], male breast cancer [111] and 
female breast cancer [117]. In this review, we 
focus on AR function in prostate epithelial cells, 
mostly in the context of PCa. In the following 
section, we address the question of how context- 
dependent AR cistromes influence PCa heteroge-
neity and how shifts in AR cistromes affect tumor 
progression.

15.5  AR Cistromes are 
Heterogeneous Between 
Different Tissue, Cellular 
and Tumor Contexts

Prostate development is a complex process 
dependent on the presence of androgens and 
developmental pathways requiring activation 
of diverse genes at different stages and tissue 
identities [118]. As such, various types of pros-
tate tissue are thought to be driven by different 
AR cistromes during development and tissue 
maintenance, but also during tumor initiation 
[119, 120]. One of the first studies to dissect 
the differences between AR cistromes in pros-
tate tissue compared histologically normal 
prostate tissues with prostate cancers, which 
were both enriched in epithelial cell content 
[93]. A core set of tumor associated ARBS 
(T-ARBS) was found to co- localize with 
FOXA1 and HOXB13 binding, which was 
absent at normal associated ARBS (N-ARBS), 
providing the first clinical evidence of AR cis-
trome reprogramming [93].

Furthermore, overexpression of FOXA1 and 
HOXB13  in benign prostate cells induced a 
change in AR cistrome reminiscent of repro-
gramming in PCa cells, showing that in tumori-
genesis HOXB13 may act as a pioneer factor and 
induces different AR cistromic repertoires that 
influence disease progression [121, 122]. This 
finding was later confirmed by a study that found 
somatic structural variants to impact master TF 
cis-regulatory regions, altering binding for vari-
ous factors including AR, FOXA1, HOXB13 and 
SOX9, which in turn may influence prostate 
oncogenesis [123]. Additionally, such a 
malignancy- associated shift in AR signalling can 

also be pioneered by GATA2 and c-JUN [58, 124, 
125]. GATA2 is a zinc-finger TF that normally 
regulates developmental gene expression but also 
influences AR chromatin binding by enabling 
access to additional putative ARBS prior to 
androgen stimulation [94]. Newly accessible 
ARBS include those near the AR locus, resulting 
in a GATA2-pioneered elevation of AR expres-
sion, which can further be enhanced by co- 
occupancy by FOXA1 at GATA2-pioneered sites 
[94]. c-JUN dimerizes with FOS to form the 
AP-1 complex which transactivates gene expres-
sion of PCa driver ETV1 [124]. Moreover, 
c-JUN’s expression levels were found to corre-
late with AR transcriptional activity and knock-
down of c-JUN abrogated AR-dependent PCa 
cell proliferation [64, 126]. Although c-JUN can 
control AR binding and has been implicated in 
AR malignancy shift, pioneering activity by 
c-JUN has not been formally proven. Taken 
together, an ensemble of TFs modulates AR 
through enabling chromatin accessibility at 
newly activated ARBS, thereby expanding the 
repertoire of possible AR cistromes that are asso-
ciated with a context-dependent PCa AR signal-
ling malignancy shift.

Acquired cancer therapy resistance is deeply 
rooted in inter- and intra-tumor heterogeneity, in 
which a certain cell population manages to over-
come and adapt to therapy-induced selection over 
other populations [49]. In androgen-depleted 
conditions, PCa cell subpopulations that lose 
prostate differentiation while gaining resistance 
to AR signaling inhibition have been shown to 
survive and acquire an aggressive pathological 
phenotype [127]. As such, tumor progression can 
be viewed as an evolutionary dynamic process, in 
which tumor cells not only reprogram epigenetic 
control of cell identity or acquire a new pheno-
type, but also communicate differentially with 
their tumor microenvironment (TME) [50, 128]. 
While PCa cell lines -mostly derived from 
patients with advanced disease- are typically typ-
ical studied in the absence of a TME context, 
recently a push has been made to boost the diver-
sity of clinical stages represented in PCa models 
in which a TME is present, using patient-derived 
xenografts (PDXs) [129].
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Diverse PCa cell lines and PDX models con-
tain ARBS that are shared, but there are also 
ARBS that are specifically found in a single cell 
line, that partly recapitulate the intrinsic inter- 
patient heterogeneity [113]. Although AR cis-
tromes in prostatic epithelial cells and tissues 
take center stage, AR cistromes are also hetero-
geneous between cell types of the prostate TME, 
which can interact with tumors and influence 
growth [47]. AR cistromes of PCa stroma con-
stituent cells like fibroblasts and macrophages 
have been dissected and were found to deviate 
from AR cistromes reported in epithelial cells 
[115, 116, 130]. The context dependency of the 
AR cistrome in these TME-associated cell con-
stituents functionally contributes to PCa progres-
sion by affecting PCa migration potential or by 
supporting PCa invasiveness through AR 
signaling.

On a final note, diverse AR cistromes are 
also found in both ER+ and ER- (molecular apo-
crine) breast cancer. AR cistromes in both 
breast cancer subtypes are also facilitated by 
FOXA1, yet with opposing forces on tumor 
driving potential, with AR acting as driver in 
ER- but as tumor suppressor in ER+ breast can-
cers [111, 117, 131, 132]. Clearly, the topic of 
cancer cistrome heterogeneity is wide-ranging 
and has been reviewed previously [133–135]. 
Therefore, we will focus on which AR cistro-
mic heterogeneity occurs within the different 
stages of PCa progression from initiation to 
development of metastatic CRPC.

15.6  AR Cistromic Heterogeneity 
Progressively Develops 
from PCa Initiation 
to Neuroendocrine 
Differentiation

Early stage primary PCa is confined to the pros-
tate, with lesions initiating in the glandular tis-
sue lesions in the form of prostatic intraepithelial 
neoplasia (PIN) lesions in which DNA damage 
caused by oxidative stress and inflammation in 
the prostate gland plays an important role [136–

138]. PCa tumorigenesis is genomically char-
acterized by the occurrence of SNVs, small 
deletions and gene fusions, while AR activity is 
highly heterogeneous among tumors [37, 54]. 
Interestingly, different primary tumor foci in 
the same prostate rarely share SNVs or struc-
tural variation at regulatory elements, further 
highlighting the multiclonal heterogeneous 
nature of primary tumors [123]. SNV accumu-
lation in tumor foci was also found to rarely 
drive pro- oncogenic processes, providing a 
potential explanation for PCa indolence [51, 
139, 140]. However, the myriad of SNVs pres-
ent at regulatory elements alter the transactiva-
tion potential of enhancers, especially of those 
regulating master TF activity [123]. Moreover, 
primary tumors do have an enrichment of SNVs 
in ARBS that are somatically acquired in 
tumors, thus providing a source of genetic het-
erogeneity in PCa that may affect epigenetic 
regulation [123]. To study epigenetic regulation 
in PCa, we previously undertook epigenetic 
analyses to dissect AR cistrome heterogeneity 
in primary tumors by integrating gene expres-
sion data with AR cistrome data with enhancer-
mapping histone modification marks (H3K27ac, 
H3K27me3 and H3K4me3) [55].

Three major epigenetic subtypes were 
revealed in primary PCa tissues, two of which 
were dominated by TMPRSS2-ERG fusion 
status, while a third was characterized by low 
activity and chromatin binding of AR, but with 
high WNT and FGF signalling [55]. 
TMPRSS2-ERG fusions lead to a particularly 
reprogrammed cistrome, as evidenced by a 
different H3K27ac profile that enables co-opt-
ing of ERG of AR, FOXA1 and HOXB13 
resulting in AR cistromic heterogeneity [141]. 
Although AR profiles in primary disease do 
not appear to have prognostic potential by 
themselves, AR cistrome reprogramming con-
tinuously occurs during disease progression 
[55]. Somatic structural variants, such as 
either TMPRSS2-ERG gene fusions or coding 
mutations in FOXA1 and SPOP are also found 
associated with AR cistrome plasticity and are 
discussed in-depth later.
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15.7  Metastatic PCa 
Heterogeneity

PCa mortality is predominantly caused by meta-
static disease, in which tumor cells preferentially 
spread from a primary lesion to locoregional 
lymph nodes and bones [27, 142, 143]. 
Somatically acquired large-scale structural 
enhancer variants are common in cancer [144]; a 
process which accelerates in metastatic disease 
[145] and affects TF binding, chromatin organi-
zation and gene expression [146]. In metastatic 
PCa, large scale structural variations at either 
coding or cis-regulatory sequences represent a 
class of key oncogenic events often coupled with 
copy number alterations (CNAs) such as gains at 
critical oncogenes including AR, MYC, CDK12, 
or losses at tumor-suppressor genes including 
TP53 and BRCA2 [147]. Recently, a study was 
reported that integrated pan-cancer genomics 
data with clinical information and functional 
genome-scale CRISPRi screens in metastatic 
PCa models to discover additional drivers of met-
astatic PCa, revealing that KIF4A knockdown 
alters genome-wide chromatin accessibility and 
acts as a driver of metastatic PCa aggressiveness 
with concomitant poor prognosis [148].

Prognostication of PCa patients based on 
pathological and genomic biomarkers could dis-
tinguish those patients with high-risk of develop-
ing aggressive disease over those with indolent 
PCa, paving the way for prognostication based 
on epigenetic status [149–151]. Another study 
from our group compared genome-wide AR 
binding, chromatin accessibility and gene expres-
sion between primary PCa and ADT-resistant 
tumors and integrated these with publically avail-
able clinical and genomic cancer databases [151]. 
The resulting gene expression signature could 
predict outcome in primary PCa patients in inde-
pendent cohorts, suggesting that an underlying 
pro-metastatic AR cistrome may already be pres-
ent in patients with primary patients whose dis-
ease eventually progressed [151]. This notion 
was further supported by a study that epigeneti-
cally profiled tissues in the disease progression 
spectrum from normal prostate epithelium to pri-
mary PCa to metastatic disease [121]. Normal 

prostate epithelium already displays regulatory 
elements that are prepopulated by FOXA1 and 
HOXB13, which AR later binds in metastatic 
PCa to drive fetal prostate developmental pro-
grams [121]. These two studies together under-
line the relevance of studying PCa state transitions 
epigenetically as a crucial method to understand 
molecular underpinnings underlying PCa pro-
gression and it critically suggests that inter-tumor 
PCa heterogeneity is strongly associated with 
cistromic heterogeneity.

Difficult to treat metastatic castration resistant 
prostate cancer (mCRPC) arises once metastatic 
PCa growth has been restored through reactiva-
tion of AR signaling pathways in an ADT- 
induced, low testosterone environment [152]. 
mCRPC is characterized by a distinct AR cis-
trome that is reprogrammed by CRPC specific 
TFs such as STAT, MYC and E2F, while such 
heterogeneity is not captured by cell lines but 
only found in tissues [113]. Later, a first report on 
AR, FOXA1 and CTCF binding in multiple met-
astatic tumors in an individual patient confirmed 
a robust, metastasis-specific transcriptional pro-
gram despite few inter-lesion differences in the 
AR cistrome, showing that the metastatic AR cis-
trome between different affected organs is sur-
prisingly similar [153]. Potent AR inhibitors such 
as enzalutamide and darolutamide are adminis-
tered to suppress the AR signaling axis after 
CRPC emerges [154, 155]. Under the pressure of 
such therapies, mCRPC can further differentiate 
towards lethal neuroendocrine prostate cancer 
(NEPC) in the last stages of PCa, which rarely 
arises de novo and is characterized by absent AR 
signaling, neuroendocrine marker expression and 
loss of TP53 and RB1 [156, 157]. Additionally, 
neuroendocrine differentiation is characterized 
by a concomitant aberrant global shift in DNA 
methylation and altered expression of epigenetic 
modifiers and TFs [156, 158, 159]. Support for 
such epigenetic deregulation in NEPC was 
recently reported in genetically engineered 
NEPC mouse model by using single cell tran-
scriptomics and chromatin accessibility methods, 
which revealed that Ascl1 and Pou2f3 are differ-
entially regulated in dedifferentiated cell popula-
tions marked by shifts in global DNA methylation 
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[160]. Moreover, the FOXA1 cistrome is exten-
sively reprogrammed during NEPC [161]. Taken 
together, an image emerges in which enhancer 
plasticity in each of the different PCa stages leads 
to adaptation and progression through rewiring 
of AR cistromes.

15.8  Non-coding and Protein 
Coding Somatic Mutations 
Induce AR Cistromic 
Heterogeneity

Somatic mutations are a prominent feature of 
metastatic PCa [147, 162–164], in which AR 
plays a key role. A multitude of studies reported 
that in the metastatic disease setting CNAs can 
lead to the amplification of a SE cluster driving 
AR expression, providing evidence for de novo 
rewiring of the AR cistrome as a powerful onco-
genic driver [147, 162, 165]. Moreover, it was 
recently reported that AR binding sites are 
highly mutated in PCa, potentially due to faulty 
base excision repair at abasic sites [166]. 
Similarly, during NEPC differentiation, the 
FOXA1 promoter loses regulatory contact with 
its key enhancer while simultaneously acquiring 
de novo regulation from a further distally 
located super- enhancer [161]. Therefore, 
somatic mutations in pioneer factor binding 
sites represent another distinct class of non- 
coding somatic mutations causing epigenetic 
heterogeneity in PCa.

Conversely, FOXA1 protein coding somatic 
mutations are frequently occurring across dis-
ease stages [54, 167], with a substantial subset 
of primary PCa, mCRPC and NEPC tumors har-
boring recurrent SNVs in the FOXA1 coding 
sequence [168–170]. SNVs in FOXA1 that alter 
its pioneering function are mostly truncations, 
indels and missense mutations that converge on 
three mutational hotspots: the Wing2 region, the 
forkhead DNA binding domain and C-terminal 
truncations [171, 172]. Firstly, Wing2 hotspot 
mutants make up roughly half of all FOXA1 
coding mutations which are enriched in the pri-
mary stage of PCa, suggesting emergence dur-

ing localized disease. Moreover, Wing2 mutants 
exhibit greater pioneering activity than the 
effect of overexpression of wild-type FOXA1 
[171, 172]. Secondly, forkhead DNA binding 
domain mutation R219 affects a highly con-
served part of the forkhead domain that contacts 
the DNA, altering pioneering activity and acti-
vating a mesenchymal/neuroendocrine tran-
scriptional program driven by WNT-signaling 
[171, 172]. Interestingly, FOXA1R219 is acquired 
in PCa transitioning from primary to metastatic 
disease and its binding motifs differ markedly 
from canonical FOXA1-binding motifs, shut-
ting down normal luminal differentiation pro-
grammes [171, 172]. Finally, 20% of FOXA1 
mutations are frameshift truncations that result 
in loss of FOXA1’s C-terminal transactivating 
domain. Such mutants show markedly higher 
DNA binding affinity resulting in altered chro-
matin binding, engaging an expanded total cis-
trome for FOXA1 [171–174]. Taken together, 
FOXA1 mutations are powerful drivers of AR 
cistromic reprogramming and plasticity by co-
opting novel ARBS and transcriptional 
programs.

Another powerful and frequently recurring 
oncogenic driver in AR cistromic rewiring is the 
TMPRSS2-ERG fusion event that occurs in 
~50% of patients and is a common initiator of 
prostate tumorigenesis [175–178], while tumor 
suppressor PTEN loss co-occurs with TMPRSS2- 
ERG in aggressive metastatic PCa [179–182]. 
Specifically, the promoter of TMPRSS2 is fused 
to the proto-oncogenic transcription factor ERG 
(ETV1, 4 or 5), causing aberrant overexpression 
of ERG that in turn drives a PCa oncogenic tran-
scriptional program through ERG-mediated AR 
recruitment at novel and existing ARBS [110, 
141, 178, 183]. Moreover, overexpressed ERG 
was recently reported to co-opt AR and FOXA1 
bound sites to drive expression of DLX, a 
homeobox- containing TF whose elevated 
expression is linked to aggressive metastatic dis-
ease [184]. These findings further highlight the 
biological role of TMPRSS2-ERG fusions in 
advanced PCa beyond its better-understood role 
in primary disease.
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Moreover, mutations occurring in speckle- 
type pox virus and zinc finger protein (SPOP) 
were proposed to further exacerbate ERG-
driven PCa [185], since the E3 ubiquitin ligase 
SPOP is a tumor suppressor gene and frequently 
mutated in PCa [168, 186, 187]. Wild-type 
SPOP promotes ubiquitination and subsequent 
proteolytic degradation of critical PCa drivers 
including ERG [185, 188], AR [189, 190], Myc 
[191], BRD4 [192, 193] and SRC-3 [194], 
while SPOP’s suppressing function is disrupted 
by binding cleft mutations [90, 189, 194], lead-
ing to a reprogrammed AR cistrome [195]. For 
instance, SRC- 3’s oncogenic role as steroid 
receptor coactivator in PCa is supported by its 
association with poor prognosis and aggressive 
phenotype [90, 91, 196, 197]. SRC-3 was 
proven to associate with AR at enhancers under 
androgen stimulation, increasing PSA expres-
sion [198] and later to be involved in expression 
of many AR-driven genes [199]. Many prolif-
eration pathways are activated by SRC-3, 
amongst which MAPK/ERK signaling [200, 
201] and Akt-mTOR signaling in PCa cells 
[91], while homozygous SRC-3 knockout in 
mice leads to PCa tumor growth arrest and pro-
longed survival [202].

Interestingly, co-occurring SPOP and ERG 
mutations are mutually exclusive [203] and 
the initially proposed SPOP-mutant stabiliza-
tion was later explained as case of synthetic 
lethality that prevents appearance of this phe-
notype [204]. Bromodomain histone reader 
ZMYND11 is stabilized by mutated SPOP 
which in turn represses ERG function [204], 
further corroborating earlier observed para-
doxal antagonism of ERG on AR signaling 
through auto-inhibitory PRMT5 methylation 
of AR [110, 205]. Additionally, an LXXLL 
AR interacting motif in the ETS domain of 
ERG was identified with affinity similar to 
AR coactivating peptides [206] through muta-
tional studies and ERG-stimulated AR activa-
tion, suggesting that AR and ERG can directly 
interact resulting in a reprogrammed AR cis-
trome [207].

15.9  Risk SNPs and Somatic 
Mutations are Enriched 
at AR-Bound Enhancers

Another source of heterogeneity in AR cistro-
mics comes in the form of germline and somatic 
sequence variation. With 80% of the cancer risk 
single nucleotide polymorphisms (rSNPs) [208] 
mapping to intronic and intergenic regions, a 
relatively large subset of these are enriched in 
bona fide enhancer elements over other non- 
coding regions when correcting for size [15, 26]. 
PCa genome-wide association studies (GWASs) 
and subsequent studies functionally annotated 
rSNPs as risk enhancers [209], associated rSNPs 
with higher risk of developing disease [210] and 
catalogued rSNPs found from a large pool of PCa 
tumors [211]. All studies report overrepresenta-
tion of rSNPs in enhancer elements that are 
linked to PCa master TFs with potential tran-
scriptionally altering consequences. Further 
screening using high-throughput measurement of 
protein-bound oligo retention times, in which 
TFs in nuclear extracts bound to SNP-containing 
oligos are pulled down, found that 20 rSNPs were 
associated with decreased AR binding in LNCaP 
[212]. Interestingly, one rSNP was located at the 
center of a cluster of AR, HOXB13 and FOXA1 
binding sites, of which specifically FOXA1 bind-
ing was decreased which translated to lower reg-
ulatory and transcriptional potential of PCa 
oncogene RGS17 [212].

Similarly, some PCa rSNPs within well- 
characterized enhancers influence PCa cell via-
bility [123], as exemplified by enhancers that are 
located in a single topological associating domain 
regulating MYC [213, 214]: PCAT1 and PCAT2 
[215–218]. Another high-throughput epigenomic 
study provides evidence that rSNPs create or per-
turb TF binding sites including AR, as exempli-
fied by a rSNP abrogating AR-mediated 
repression of the putative oncogene 
CDKN2B-AS1 which influences cell cycle regu-
lation [219]. Generally, heritable PCa risk is 
associated with a strong enrichment of PCa 
rSNPs in prostate-lineage specific enhancers 

15 Prostate Cancer Epigenetic Plasticity and Enhancer Heterogeneity: Molecular Causes, Consequences…



266

[121]. As such, rSNPs contribute to AR cistromic 
heterogeneity by perturbing and creating TF 
binding sites that affect PCa progression.

15.10  Clinical Implications 
and Biomarker Development 
of Heterogeneity 
in Epigenetic Subtypes

It is increasingly becoming more apparent that 
PCa may be considered an epigenetic disease in 
which many key cell identity processes are dis-
rupted and different transcriptional programs 
are initiated through AR cistromic rewiring, 
orchestrated by reprogrammed FOXA1 and 
HOXB13 [121, 161, 220]. The future clinical 
potential of targeting enhancer-gene pairs in 
cancer is promising, as such interactions have 
been systematically charted for in the TCGA 
pan-cancer dataset, with aberrant enhancer acti-
vation observed in most cancers [221]. Since 
aberrant enhancer activation and cistromic het-
erogeneity appears to be a key feature of PCa, 
specific epigenetic states and biomarkers ensu-
ing from such states offer great opportunities 
for informed clinical decisions based on epi-
genetic subtypes.

Our previous integrative epigenetic profil-
ing study in primary prostate cancer has 
revealed a PCa subtype independent of 
TMPRSS2-ERG status, characterized by low 
mutational burden together with neutral copy 
number and AR expression but a contrast-
ingly low AR activity and chromatin binding 
[55]. Since this subtype with heterogeneous 
TMPRSS2-ERG status is potentially driven 
by NGF, FGF and WNT signaling and associ-
ated with poor outcome [119], therapeutic 
opportunities may exploit applying small 
molecule inhibitors (SMIs) targeting these 
pathways [222–224], particularly for this 
subpopulation of patients. Further comparing 
AR chromatin binding patterns between dis-
ease states and contexts allows for the dissec-
tion of heterogeneous epigenetic subtypes 
and may accelerate PCa progression bio-

marker discovery [151, 225], expanding cis-
tromic studies to other proteins such as CTCF 
[226, 227], ETS [178, 228], FOS [229, 230], 
HOXB13 [151, 225], KLF9 [151, 231, 232], 
SP1 [233, 234], SPOP [204, 228] and XBP1 
[113, 151, 235].

Another distinct class of SMIs are epigenetic 
drugs targeting histone deacetylases (HDACs) 
expressed highly in primary PCa [236] and the 
enzymatic subunit of the polycomb repressive 
complex EZH2, which is overexpressed in 
CRPC [237] and co-occupies reprogrammed 
AR cistromes in NEPC [238]. Both HDAC and 
EZH2 promote transcriptional silencing 
through remodeling chromatin conformation, 
either deacetylation or methylation of histone 
tail modifications. Inhibition of EZH2 with 
SMIs [239] could help overcome ADT resis-
tance and increase effectiveness of AR inhibi-
tion in CRPC patients and is suggested to 
potentiate PCa tumors to PD-1 checkpoint inhi-
bition [240]. Although the HDAC inhibitor 
vorinostat is an effective inhibitor of PCa pro-
liferation by synergizing with AR antagonists 
in cells and in vivo [241, 242], HDAC inhibi-
tion is associated with significant toxicity in 
patients which currently prevents phase III 
clinical investigation for PCa [243, 244]. 
Alternatively, FOXA1 chromatin binding can 
be indirectly repressed through inhibition of 
H3K4 demethylation by transcriptional repres-
sor KDM1A (LSD1), which synergizes with 
AR antagonists in vivo and associates with 
FOXA1 [245]. Contrastingly, direct inhibition 
of FOXA1 with the SMI JQ1 abrogates FOXA1 
binding with co- repressors, which alleviates 
repression of gene pathways associated with 
PCa invasion [246].

Finally, PCa’s inclination towards inter- 
and intra-tumor heterogeneity necessitates 
enhanced minimally-invasive biomarker 
detection relying on a combination of classic 
and novel urine- or blood-based prognostic 
biomarkers [247, 248], which can be highly 
impactful by preventing the reported system-
atic overtreatment of patients with indolent 
disease [139, 211, 249, 250].
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15.11  Future Outlook

The dissection of heterogeneity among popula-
tions of tumor cells and their TME has recently 
made exceptional progress through the imple-
mentation of single-cell omics technologies [251, 
252]. First, a massive transcriptomic heterogene-
ity was found within tumors, with multiple dis-
tinct transcriptional programs and cellular subsets 
associated with PCa progression [253]. Second, 
persistent resistant cells without stem cell proper-
ties were found to repopulate tumors upon treat-
ment [254], with high cell cycle turnover in 
resistant cells showing a heterogeneous response 
towards ADT therapies, such as with enzalu-
tamide [255]. Finally, single cell epigenomics 
and cistromics studies are yet to be reported for 
PCa, but such technologies have been applied for 
identifying heterogeneous chromatin states in 
breast cancer [256] and were demonstrated to 
infer single cell heterogeneity in chromatin 
accessibility [257, 258]. These studies uncover 
the clinical impact of shifts in heterogeneous cell 
populations under therapeutic pressure, and 
underline how single-cell genomics and tran-
scriptomics have improved our understanding of 
intra-tumor heterogeneity. Clearly, the future 
application of single cell epigenomics and cistro-
mics technologies would provide a formidable 
tool to understand the consequences of epigene-
tic heterogeneity in the context of cancer and 
facilitate the identification of novel drug targets.

Tracing multiple foci in patients using their 
genomic profiles allows for dissection of hetero-
geneous patterns of metastatic spread [259]. It is 
becoming increasingly clear that PCa metastatic 
seeding occurs heterogeneously through asyn-
chronous and cross-metastatic seeding [260, 261] 
with tumor lineages evolving differently [143, 
262], which may have direct consequences on the 
level of epigenetic heterogeneity [153] as well as 
clinical decision-making [45]. As such, longitu-
dinal sampling might offer the most comprehen-
sive and dynamic view of heterogeneity in AR 
cistromes during the course of PCa, which to date 
has only been applied for blood-derived cfDNA 
methylomes [263]. Although currently unre-
ported, we anticipate longitudinal translational 

studies with coupled single cell epigenomics and 
cistromics, so that epigenetic developments 
become embedded as an intrinsic component of 
clinical trials, allowing for a precise identifica-
tion of the dynamics and heterogeneity of 
 epigenetic subtypes to ultimately contribute to 
improved data-driven clinical decision-making.

Concluding, PCa presents many heteroge-
neous facets that diverge in AR cistromic repro-
gramming and contribute to PCa development, 
progression and therapy response. Taken together, 
there appear to be distinct and programmatic epi-
genetic alterations in which normal enhancer 
binding is altered during PCa initiation and pro-
gression, ultimately leading to heterogeneous AR 
cistromes between tumors, dictating markedly 
different transcriptional programs with different 
prognostication between patients. Future techno-
logical developments may facilitate a full epig-
enomic and cistromic characterization of PCa 
heterogeneity in patient samples, ultimately con-
tributing to personalized medicine. Knowledge 
gained from such cistromic studies may facilitate 
the discovery of novel biomarkers for tailored 
therapeutics and lead to better patient prognosti-
cation. As such, AR cistrome heterogeneity in 
PCa resembles a shifting fingerprint of the tumor: 
personal and reflective of a specific transcrip-
tional regulatory potential, yet dynamic and sub-
ject to change over time.
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Abstract

The androgen receptor (AR) is a ligand- 
activated transcription factor belonging to the 
nuclear receptor (NR) superfamily. As with 
other members of the NR family, transcrip-
tional activity of the AR is regulated by inter-
actions with coregulatory proteins, which 
either enhance (coactivators) or repress (core-
pressors) its transcriptional activity. AR asso-
ciated coregulators are functionally diverse, 
but a large fraction are epigenetic histone and 
chromatin modifiers. Epigenetic coregulators 
are recruited to gene regulatory regions as part 
of multi-protein complexes, often acting in a 
dynamic and inter-dependent manner to 
remodel chromatin, thereby allowing or inhib-
iting the access of AR-associated transcrip-
tional machinery to target genes; functional 
consequences being regulation of transcrip-
tional output. Epigenetic modifiers, including 
those that function as AR coregulators, are fre-
quently mutated or aberrantly expressed in 
prostate cancer and are implicated in disease 
progression. Some of these modifiers are 
being investigated as therapeutic targets in 
several cancer types and could potentially be 

used to modulate aberrant AR activity in pros-
tate cancer. In this chapter we will summarise 
the functional role of epigenetic coregulators 
in AR signalling, their dysregulation during 
prostate cancer progression and the current 
status of drugs targeting these enzymes.

Keywords

Epigenetics · Androgen receptor coregulators 
· Transcriptional regulation · Histone modi-
fiers · Remodellers · Prostate cancer · 
Therapy

16.1  Introduction

The androgen receptor (AR) is a ligand-acti-
vated, DNA-binding transcription factor (TF), 
belonging to the nuclear receptor (NR) super-
family, that mediates responses to the andro-
genic (“male”) steroid hormones, most 
prominent of which are dihydrotestosterone and 
testosterone [1]. The AR-driven transcription 
program is a key determinant of organ morpho-
genesis during development and regulates func-
tioning of the normal adult prostate, but is also 
the main driver of prostate carcinogenesis and 
disease progression [2, 3].

To activate its full transcriptional program, the 
AR must be bound and activated by ligands such 
as testosterone and dihydrotestosterone. AR 
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binds to sequence-specific regulatory regions in 
the genome, where it interacts with accessory 
proteins called coregulators and transcriptional 
machinery to drive target gene expression [4]. 
Coregulators can be broadly defined as members 
of multi-protein complexes that associate directly 
or indirectly with transcription factors (TFs) and 
affect their output. These proteins are indispens-
able for TF functioning since they are rate- 
limiting factors for transcriptional activity that 
can either promote (coactivators) or supress 
(corepressors) target gene expression, without 
affecting basal transcriptional levels [5–7]. 
Coregulators also dictate target gene specificity, 
with each coregulator associated with transcrip-
tion of specific subsets of TF target genes [8]. 
The AR is associated with coregulators that 
encompass a wide variety of functional diversity 
and modes of action which can be broadly 
 classified into the categories (not mutually exclu-
sive) of epigenetic regulators, chaperones, tran-
scriptional regulators, DNA repair proteins, 
cytoskeletal proteins and signal transducers, 
among others [9].

Epigenetic proteins are a key subset of 
coregulatory partners of AR and many other 
TFs as they are essential for transcriptional pro-
cesses, regulating chromatin structure as well 
as accessibility. Alterations in epigenetic 
machinery proteins are frequent in prostate 
cancer and have been suggested to drive carci-
nogenesis and evolution of treatment resis-
tance, as well as contribute to inter and/or intra 
tumoral heterogeneity [10, 11]. A number of 
these outcomes are the result of altered epigen-
etic coregulators disrupting AR signalling and 
such coregulators thus represent potential tar-
gets for therapeutics.

16.2  AR Structure 
and Coregulator Binding 
Interactions

The androgen receptor is a 919 amino acid pro-
tein (although size can vary due to the presence 
of a polymorphic polyglutamine tract) that can 
structurally be divided into four distinct domains: 
an N-terminal activation domain, (AF1), a DNA 
binding domain (DBD), a hinge region, and a 
ligand binding domain (LBD). The LBD con-
tains the ligand binding pocket, a ligand- 
dependent activation domain (AF2) and binding 
function 3 (BF3) site [12–14]. A nuclear local-
ization signal (NLS) is present in the DBD and 
hinge region [15]. In its unliganded form, the AR 
is largely localized in the cytoplasm in a hetero-
complex with chaperones and immunophilins, 
which maintains it in a conformation conducive 
to ligand binding [16]. Upon binding to ligands, 
the AR dissociates from the chaperone complex 
and translocates to the nucleus where it homodi-
merizes and binds to palindromic dihexameric 
recognition sequences, termed androgen 
response elements (AREs), within regulatory 
regions (enhancers or promoters) of target genes 
[17, 18]. At AREs, the AR recruits and cooper-
ates with other factors including coregulators; 
interactions between AR and partner protein 
domains leading to the assembly of large multi-
protein complexes that are necessary for tran-
scriptional regulation (Fig. 16.1A).

Coregulator recruitment by the AR is deter-
mined by type of ligand. Binding of an agonist 
within the LBD causes a conformational change, 
inducing formation of the AF2 hydrophobic 
binding cleft that recruits coactivators for recep-
tor transactivation [19]. Interaction with AF2 is 

Fig. 16.1 (continued) elements (AREs) and associates 
with coregulatory proteins and transcriptional machinery 
(B) Pioneer factors open compacted chromatin, allowing 
AR to access DNA (C) AR-associated ATP-dependent 
chromatin remodellers enhance chromatin accessibility 

(D) Histone modifiers are recruited by the AR and modify 
surrounding histones (E) Epigenetic readers “read” his-
tone marks and act as a link to recruit other protein com-
plexes (f) Chromatin looping is required to link enhancers 
elements to gene promoters
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Fig. 16.1 Epigenetic regulation of androgen receptor 
signalling (A) Schematic diagram of AR mediated tran-
scription in prostate cells. Testosterone is converted to 

dihydrotestosterone (DHT) in prostate cells. DHT binds 
to the AR, promotes its dimerization and translocation to 
the nucleus. In the nucleus AR binds to androgen response 
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mediated by short, alpha-helical LXXLL or 
FXXLF motifs (L = leucine, F = phenylalanine, 
X = any amino acid) in coactivators, although the 
AR AF2 appears to preferentially bind to the 
FXXLF motif [20, 21]. Corepressors use 
extended LXXLL-like motifs, called corepressor 
nuclear receptor boxes (CoRNR boxes); these 
can interact with the AR following antagonist 
binding, which promotes conformational changes 
that accommodate this bulkier motif [22]. The 
AF2 coactivator binding site is blocked by this 
conformation of antagonist-bound AR [23]. 
Although these are the best-characterised modes 
of interaction, coregulator recruitment can also 
occur via interactions between the AR BF3 site, 
N-terminal AF1 or DBD and with regions other 
than the LXXLL/FXXLF motif in coregulators 
[13, 14, 19, 24].

16.3  AR-Coregulator Mediated 
Alteration of the Chromatin 
Landscape

Genomic DNA in eukaryotic nuclei is complexed 
around histone octamers to form nucleosomes, 
arrays of which are further coiled into hetero-
chromatin. Chromatin is further compacted into 
higher order fibres, i.e. chromosomes [25, 26]. 
This compact organization of genomic DNA, by 
hindering indiscriminate access of transcription 
factors to binding sequences, facilitates tight reg-
ulation of gene expression. Key steps in gene 
transcription include dynamic reorganization of 
chromatin by transcription factor complexes, 
recruitment of basal transcription machinery, 
assembly of the preinitiation complex (PIC) at 
promoters and RNA polymerase activity [27].

The AR transcription complex assembled at 
target gene regulatory regions contains several 
coregulators that are modifiers of chromatin 
structure. This includes nucleosome remodellers, 
histone modifying/interacting proteins and medi-
ators of chromatin looping (Fig.  16.1). 
Coregulators are initially recruited by interac-
tions with the AR but subsequent coregulator 
recruitment is also dependent on targeting by and 
interplay with coregulators that are already part 

of the complex [28]. The coregulator composi-
tion within an AR complex is likely to be both 
cell and target gene specific.

16.3.1  Pioneer Factors

Due to the aforementioned supercoiling of chro-
matin, most regions of genomic DNA are inac-
cessible for binding by transcription factors so 
their initial binding to recognition sequences is 
often facilitated by pioneer factors. These pro-
teins have the unique ability to bind to and “relax” 
compacted chromatin, enabling access for other 
transcription factors and regulatory proteins 
(Fig.  16.1B) [29]. Pioneer factors have various 
mechanisms for de-compacting chromatin which 
include disrupting histone-DNA contacts to 
destabilize chromatin, evicting histones and 
recruiting chromatin modifiers [30, 31].

Pioneer factors collaborate with nuclear recep-
tors to regulate distinct tissue-specific transcrip-
tional programs [32]. The AR-associated pioneer 
factors FOXA1, HNF4α and AP-2α, for instance, 
regulate distinct AR cistromes (i.e., genome-wide 
AR binding sites) in the prostate, kidney and epi-
didymis, respectively [33]. Besides FOXA1, 
other pioneer factors such as GATA2 and 
HOXB13 regulate the AR cistrome in normal as 
well as prostate cancer cells [34]. Indeed, these 
factors are critical for prostate cancer transforma-
tion and progression. Overexpression of FOXA1, 
for example, has been shown to increase AR 
chromatin binding to facilitate prostate cancer 
growth [35], while ectopic expression of FOXA1 
and HOXB13 in a normal prostate epithelial cell 
line was shown to redistribute AR binding sites to 
resemble the pattern in prostate tumours [36]. 
Moreover, silencing of FOXA1 reprograms AR 
binding in prostate cancer [37]. Besides the full- 
length AR, both FOXA1 and GATA2 contribute 
to androgen deprivation therapy (ADT) resistant 
prostate cancer by acting as pioneer factors for 
the DNA binding of AR variants [38, 39]. In 
addition to enabling chromatin access directly, 
pioneer factors also facilitate recruitment of his-
tone modifiers and remodellers for further chro-
matin decompaction [40, 41].
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16.3.2  Nucleosome Remodellers

Besides binding to regions of the genome that 
are already open, AR also has the ability to fur-
ther influence chromatin accessibility by regu-
lating nucleosome occupancy at target enhancers 
[42–44]. To mediate these changes, the AR 
recruits a class of regulators that remodel chro-
matin using the energy from ATP hydrolysis to 
remove or reposition nucleosomes (Fig. 16.1C) 
[45]. AR activity is primarily coactivated by two 
subfamilies of ATP-dependent chromatin 
remodellers  – the SWItch/Sucrose Non-
Fermentable (SWI/SNF) and Chromodomain 
Helicase DNA-binding (CHD) proteins 
(Table 16.1).

The SWI/SNF remodelling complex is a large 
complex comprised of 11–15 subunits (variable 
by context) including ATPases (BRG1, BRM) 
and core or associated factors that confer speci-
ficity [87, 88, 91]. Of these, BAF60a, BAF57 and 
SRG3 (a mouse homolog of human BAF155) 
interact with/coregulate the AR [87, 88, 91]. The 
ATPase present may also confer specificity, as 
BRG1 appears to regulate chromatin accessibil-
ity for a subset of AR target genes [92]. Most 
tumour types have mutations in one or more sub-
units of the SWI/SNF complex [93]. Unlike in 
other malignancies however, mutations of SWI/
SNF subunits are uncommon in PCa but expres-
sion levels are often altered during disease pro-
gression [89, 94]. In benign and malignant 
prostate tissues BRG1 and BRM are reciprocally 
expressed, with increased BRG1/decreased BRM 
expression associated with cancer progression 
and metastasis [89]. Loss of BRM is also associ-
ated with prostatic hyperplasia and castration 
resistance in murine prostatic epithelia, but 
BRM-containing SWI/SNF complexes appears 
to be preferred for AR activity in cell line models, 
which is likely to be sustained by BRG1 or other 
remodelling complexes upon loss of BRM [95, 
96]. SWI/SNF subunits can coactivate AR inde-
pendently of the remodeller complex’s ATPase 
function  – SRG3, a core subunit of the mouse 
SWI/SNF complex, enhances AR transactivation 
even in the absence of both BRG1 and BRM 
[91].

The CHD family of remodellers consists of 
nine members (CHD 1-9) characterized by an 
N-terminal chromodomains and a central ATPase 
domain [97]. While some CHD proteins function 
as monomers, others are part of multiprotein 
complexes [98]. Members  of the CHD family, 
have divergent functions, for example CHD8 acts 
as an AR coactivator and is upregulated in PCa 
whereas CHD1, which is associated with AR 
transcription at specific enhancers, is frequently 
deleted in PCa [90, 99]. Interestingly, although 
AR and CHD1 associate on chromatin and have 
significant overlap in their chromatin-bound 
interactome, they do not appear not to interact 
directly but may be bridged by overlapping inter-
acting coregulators [99, 100].

16.3.3  Histone Post-translational 
Modifiers

Besides pioneer factors and nucleosome remod-
elling complexes, histone post-translational mod-
ifiers are also major regulators of chromatin 
accessibility (Fig.  16.1D). Histone octamers 
within nucleosomes consist of two copies of each 
of the canonical histones H3, H4, H2A and H2B 
[101]. Variant versions also exist, which can sub-
stitute for canonical histones and play essential 
roles during replication, gene regulation and 
repair [102]. Structurally, histone proteins con-
tain a histone fold region and a tail region, with 
the fold regions responsible for formation of the 
octamer. Histone tails protrude out of the nucleo-
some and are targets for modifications that regu-
late chromatin structure (Fig.  16.2). Histone 
modifications occur on multiple residues within 
these N-terminal tails and also in the histone 
body [103]. Currently, at least 80 histone post 
translational modifications (PTMs) have been 
identified and include acetylation, methylation, 
phosphorylation, ubiquitylation, cronoylation, 
succinylation, and sumoylation events. These 
modifications are frequently regulated in a coor-
dinated manner with combined modifications 
governing regulatory events. Mechanisms by 
which histone PTMs modulate DNA accessibil-
ity differ: acetylation and phosphorylation for 
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Fig. 16.2 Histone 
structure and formation of 
octamers. Histone proteins 
are characterized by a tail 
region and a histone fold 
motif made up of a loop 
(I), central helix (II) and a 
short helix (III). The fold 
domain facilitates histone 
heterodimerization: two 
H2A-H2B dimers and a 
H3-H4 tetramer combine 
to form the octamer around 
which DNA is wound to 
form nucleosomes. Histone 
tails protruding from 
nucleosomes are targeted 
for post translational 
modifications

instance, alter the charge on histones thereby dis-
rupting electrostatic interactions with DNA, 
whereas methylation enhances or disrupts inter-
actions with chromatin binding factors [104].

Histone modifying/interacting proteins can be 
broadly classed as: writers, which deposit marks; 
those that remove marks, termed erasers; and 
readers that sense the modification and effect 
changes. AR associated histone writers and eras-
ers modulate gene expression largely via changes 
in acetylation at lysine residues and methylation 
at lysine/arginine residues in histone tails 
(Table 16.1).

16.3.3.1  Histone Acetylases/
Deacetylases

Histone acetylation is generally permissive of 
gene activation, and deacetylation is generally 
restrictive, with marks such as H3K27ac, 
H4K16ac, H3K9Ac and H3K14Ac enriched at 
active enhancers and/or promoters [105, 106]. 
Histone acetyl transferases (HATs), such as 
members of the NCOA/p160/Steroid Receptor 
Coactivator (SRC) family, p300/CBP and PCAF, 
are some of the earliest coregulators recruited by 
agonist activated AR [107]. Although p160/SRC 
proteins have weak histone acetylase activity 
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Table 16.1 AR-associated epigenetic coregulators and their published roles in prostate cancer

Coregulator Function
Coregulator 
type Role in PCa References

Acetylases/Deacetylases
CBP Acetylates various residues on 

H1, H2, H3, H4
Coactivator Upregulated in CRPC [46, 47]

p300 Acetylates various residues on 
H1,H2,H3,H4; Acetylates AR

Coactivator Upregulated in CRPC [46, 47]

PCAF H3K14, H3K9 acetylase Coactivator Oncogenic [48]
KAT5/TIP60 Acetylates various residues on 

H2A, H3, H4; Acetylates AR
Coactivator Upregulated in aggressive PCa [49]

KAT7 H3K14/K23, H4K5/K8/K12 
acetylase

Corepressor Unknown [50]

KAT8 H4K16 acetylase Coactivator Oncogenic [51]
NCOA1/
SRC1

H3, H4 acetylase Coactivator Oncogenic; Upregulated in PCa 
metastases

[52]

NCOA2/
SRC2/TIF2

Weak histone acetylase activity Coactivator Overexpressed in recurrent PCa [53]

NCOA3/
SRC3/AIB1

H3, H4 acetylase Coactivator Oncogenic [54]

HDAC1 Deacetylates H2A, H2B, H3 and 
H4

Corepressor Upregulated in PCa [55, 56]

HDAC2 Deacetylates H2A, H2B, H3 and 
H4

Corepressor Upregulated in PCa [56, 57]

HDAC3 Deacetylates H2A, H2B, H3 and 
H4

Corepressor Upregulated in PCa [56, 57]

HDAC7 Deacetylates H2A, H2B, H3 and 
H4

Corepressor Unknown [58]

SIRT1 Deacetylates H1 H2A, H2B, H3 
and H4; Deacetylates AR

Corepressor Upregulated in PCa [59, 60]

NCOR1 Required for recruitment and/or 
activity of HDACs

Corepressor Downregulated in PCa [61, 62]

NCOR2/
SMRT

Required for recruitment and/or 
activity of HDACs

Corepressor Reduced expression associated 
with shorter disease-free survival

[62, 63]

Methylases/Demethylases
CARM1 Asymmetric H3R16, R26 

methylase
Coactivator Upregulated in PCa [64]

EZH2 H3 methylase Coactivator Oncogenic [65]
PRMT1 H4R3 methylation Coactivator Oncogenic [66]
NSD1 H3K36me2 methylase Coactivator Upregulated in metastatic PCa [67, 68]
NSD2 H3K36me1/2 methylase Coactivator Pro-metastatic [69, 70]
SET1 H3K4 methyltransferase Coactivator Oncogenic [71]
SET9 H3K4me1,2 methylase, 

methylates AR
Coactivator Oncogenic [72, 73]

G9A H3K9 methylation Coactivator Upregulated in PCa [74]
KDM1A/
LSD1

H3, H4 demethylase Coactivator Oncogenic [75]

KDM3A/
JMJD1A

H3K9me1/2 demethylase Coactivator Oncogenic [76]

KDM4A/
JMJD2A

H3K9me3 demethylase Coactivator Oncogenic, Upregulated in PCa [24]

KDM4B/
JMJD2B

H3K9 demethylase Coactivator Oncogenic, Upregulated in PCa [77]

(continued)
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Table 16.1 (continued)

Coregulator Function
Coregulator 
type Role in PCa References

KDM4C/
JMJD2C

H3K9 demethylase Coactivator Oncogenic [78]

KDM4D/
JMJD2D

H3K9me3 demethylase Coactivator Upregulated in PCa [24]

KDM5B/
JARID1B

H3K4 demethylase Coactivator Upregulated in PCa [79]

KDM7A H3, H4 demethylase Coactivator Oncogenic; Upregulated in PCa [80]
KMD8/
JMJD5

H3K36me2 demethylase Coactivator Upregulated in PCa [81]

Epigenetic readers
ING1b H3K4me3 reader Corepressor Tumour suppressive; 

Downregulated in CRPC
[82]

ING2 H3K4me3 reader Corepressor Tumour suppressive [83]
ING3 H3K4me3 reader Coactivator Oncogenic [84]
TRIM24 H3K4, H3K23Ac reader Coactivator Oncogenic; Upregulated in CRPC [85]
TDRD3 Asymmetric H3R17me2 and 

H4R3me2 reader
Coactivator Unknown [86]

Chromatin remodellers
BAF57 SWI/SNF subunit Coactivator Oncogenic [87]
BAF60a SWI/SNF subunit Coactivator Unknown [88]
BRG1 SWI/SNF subunit Coactivator Oncogenic [89]
BRM SWI/SNF subunit Coactivator Oncogenic [89]
CHD8 CHD remodeller Coactivator Oncogenic [90]

they have been proposed to act as a bridge, 
recruiting the more potent p300/CBP and PCAF 
HATs as well as the methyltransferase, 
coactivator- associated arginine methyltransfer-
ase 1 (CARM1) [107–109]. Members of the 
p160/SRC family are required for optimal expres-
sion of AR targets, with disruption of the interac-
tion between AR and SRC-1 shown to selectively 
inhibit AR activity [110].

p300 and CBP are paralogous proteins that 
serve as critical coactivators of NR activity and 
are associated with the H3K18Ac/H3K27Ac 
active marks [111]. Both proteins interact with 
the AR, are recruited to regulatory regions of AR 
targets such as PSA and promote AR transcrip-
tional activation [112]. p300, however appears to 
be dominant in the context of AR signalling, reg-
ulating many more AR targets than CBP [113, 
114]. p300/CBP and the acetylation marks it 
deposited also appear to be necessary for recruit-
ment of the SWI/SNF complex [28]. Several 
members of the evolutionarily conserved MYST 

family of HATs also serve as AR coregulators: 
while Tip60/Kat5 and KAT8 are coactivators, 
KAT7 has been shown to repress AR activity [50, 
115, 116].

Histone deacetylases (HDACs), which 
catalyse the removal of acetyl groups from his-
tone and other proteins, are often recruited in 
cooperation with corepressors by antagonist 
bound AR: HDAC1 and 2, for instance, are 
recruited to AR target promoters along with the 
NCOR and SMRT corepressors in the presence 
of the AR antagonist bicalutamide [107]. 
Bicalutamide also represses AR transcriptional 
activity by recruiting the HDAC sirtuin1 (SIRT1), 
which in turn likely contributes to gene repres-
sion by deacetylating histone H3 at target pro-
moters and enhancers [117]. Additionally, SIRT1 
is able to reduce AR coactivation by p300 [59]. 
Some HDACs, such as HDAC1 and HDAC3, 
however, are required for transcription of AR 
activated genes as they facilitate coactivator and 
RNA PolII recruitment, suggesting that hyper-
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acetylated chromatin may in some circumstances 
inhibit recruitment of these essential factors 
[118].

Both HATs and HDACs can also influence AR 
transcriptional activity independently of their 
histone modifying properties, by modifying the 
AR itself. The AR can be post-translationally 
modified by acetylation, phosphorylation, meth-
ylation and sumoylation; these affect protein sta-
bility, interactions with other proteins, 
localization and structure [119]. AR acetylation, 
carried out by p300, PCAF and TIP60/KAT5, 
occurs at lysine residues within a conserved 
KLKK motif in the AR hinge region and is criti-
cal for hormone induced activation, augmenta-
tion of AR activity, corepressor detachment and 
coactivator recruitment [55, 120, 121]. 
Conversely, HDACs serve to inhibit AR activity. 
This can happen either directly, such as when 
HDAC1 deacetylates AR to downregulate its 
activity, or indirectly by HDAC4 through a 
SUMOylation dependent mechanism [55, 122]. 
Interestingly, both TIP60/KAT5 and HDAC1 can 
co-exist in the same complex along with AR, 
potentially antagonizing each other’s actions to 
control AR activity [55].

16.3.3.2  Histone Methylases/
Demethylases

The effects of histone methylation on gene activ-
ity are nuanced, and depend on the residue being 
modified and the number of methyl groups added 
[123]. Histone methylation is regulated by 
 histone methyl transferases (HMTs) or demethyl-
ases (HDMs) which modify either arginine or 
lysine residues. Generally, methylation at H3K4, 
H3K36, H3K79 and H3R17 is associated with 
gene activation, while methylation at H3K9, 
H3K27 and H4K20 is associated with repression 
[124, 125].

As part of AR transcriptional complexes, 
HMTs/HDMs work in concert with other coregu-
lators to affect modification at multiple histone 
residues, with different outcomes on AR activity. 
Examples of AR associated histone lysine modi-
fiers include SET9, which activates transcription 
by methylating H3K4 at enhancers and TSS 

regions, but prevents deposition of repressive 
dimethylation marks on H3K9 and JARID1B, 
which inhibits transcription via the removal of 
two and three methyl groups from H3K4 [72, 
79]. Some methyltransferases are recruited to the 
AR transcriptional complex by HATs: e.g. 
CARM1, which methylates H3, requires the 
presence of the acetylases NCOA1/SRC1 or 
TIF2 to enhance AR activity [126]. On the other 
hand, methyltransferase activity can facilitate 
histone acetylation – the PRMT1 methyltransfer-
ase influences AR activity by methylating H4R3, 
which consequently results in H4 acetylation by 
p300, while SET9 is necessary for androgen 
induced recruitment of P/CAF [66, 72]. These 
interactions between different histone modifica-
tion events also underscore the complexity of 
these regulatory events to finely tune and condi-
tionally regulate transcription.

Other instances of interplay between histone 
modifiers include the demethylases KDM1A/
LSD1 and JMJD2C, which act cooperatively to 
demethylate H3K9 resulting in activation of AR 
transcriptional activity [78]. KDM1A/LSD1, 
however, can also form a complex with the 
RCOR1/CoREST corepressor to demethylate 
H3K4, thereby turning off AR responsive enhanc-
ers [127, 128]. Histone acetylation and methyla-
tion at AREs can also involve crosstalk with 
phosphorylation. Protein kinase C-related kinase 
1 (PRK1) acts in an androgen dependent manner 
to phosphorylate H3T11, which subsequently 
enhances demethylation of H3K9 by JMJD2C or 
LSD1and acetylation of H3K9/K14, resulting in 
upregulation of AR activity [129]. PRK1 also 
promotes phosphorylation of H3T6 via protein 
kinase C beta I (PKCβI), which prevents 
KDM1A/LSD1 from demethylating H3K4 dur-
ing AR-dependent gene activation [130].

Like acetylation, methylation of the AR pro-
tein at the KLKK (K  =  Lysine, L  =  Leucine) 
motif also affects its activity. Thus far, the HMT 
SET9 has been shown to directly methylate AR 
and enhance transcriptional activity. The demeth-
ylase KDM4B however can indirectly stabilize 
AR by interacting with it and potentially masking 
ubiquitin acceptor sites [73, 77].
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16.3.4  Epigenetic Readers

Epigenetic marks established by modifiers are 
recognized and interpreted by effector proteins, 
called epigenetic readers, to modify chromatin 
structure. Reader proteins contain domains such 
as the plant homeodomain (PHD), Bromodomain 
and extra terminal (BET), Chromodomain 
(CHD), WD40 repeat (WDR) or Tudor domains 
which determine binding specificity, with the 
PHD, CHD and Tudor domains recognizing 
methylated lysine/arginine residues while BET 
proteins bind to acetylated lysines [131]. Reader 
proteins/domains link histone marks to other his-
tone modifiers, or to remodelling, transcription, 
repair or other complexes (Fig.  16.1E). Of the 
PHD domain proteins the ING family, which 
binds to the H3K4 methylation mark and subse-
quently recruit HATs and HDACs, are AR coreg-
ulators [104]. While ING1 and 2 are corepressors, 
ING3 promotes AR transcriptional activity [82–
84]. ING1 and ING2 are potentially recruited to 
AR transcriptional complexes through their 
reader activity. Their corepressor activity may 
relate to their role in recruiting the mSIN3A/
HDAC repressor complex [82, 83]. While ING3 
can target the AR coactivator HAT TIP60/Kat5 to 
H3K4me3 marks through its PHD reader activity, 
this mechanism does not appear to be contribute 
to ING3 mediated AR transactivation. In this 
instance, ING3 has a cytoplasmic role scaffold-
ing and increasing cytoplasmic TIP60 and AR 
interaction, subsequently enhancing receptor 
acetylation and nuclear translocation [84]. 
TDRD3, a Tudor domain reader of H3/H4 argi-
nine marks, is an AR transcriptional coactivator 
likely functioning as a scaffolding molecule for 
assembly of protein complexes [86].

16.3.5  Chromatin Looping

Most AR enhancers, like enhancers generally, are 
located distal to promoters of target genes, which 
necessitates long-range interactions if they are to 
regulate gene expression. Regulatory regions for 
AR target genes were initially defined as located 
within 20–50  kb of the gene but an AR-bound 

enhancer-target gene interaction spanning 650 kb 
has recently been reported [132, 133]. These 
interactions are mediated by AR and other pro-
teins (including coregulators) bound at both sites 
and lead to the formation of chromatin loops 
(Fig.  16.1F). Several well-known AR targets, 
including PSA and TMPRSS2, are regulated by 
chromatin looping [134, 135]. The Mediator 
multi-subunit complex is a key regulator of gene 
expression through the formation of enhancer- 
promoter chromatin loops. The mediator com-
plex bridges TFs at the enhancer with RNA pol II 
and preinitiation complex at promoters [136]. 
The MED1/TRAP220 subunit of this complex is 
a coactivator for the AR and other NRs, co- 
recruited along with the AR to AREs upon andro-
gen stimulation [137]. MED1 depletion, or 
inhibition of its interaction with AR, leads to a 
reversal of androgen induced transcriptional 
changes in prostate cancer cell lines [137].

16.4  Dysregulated Expression 
and Function of Coregulators 
Promotes PCa Progression 
by Multiple Mechanisms

The AR plays a central role in in prostate carcino-
genesis and targeting it by ADT, with drugs such 
as enzalutamide, remains the standard of care for 
recurrent, advanced, and metastatic disease. ADT 
aims to block the action of the AR by either 
reducing levels of AR agonists (androgens) or by 
inhibiting the AR with antagonists (antiandro-
gens). While this is initially successful, patients 
usually progress to ADT-resistant prostate cancer 
(ADT-R-PC) within a few years [138]. ADT- 
R- PC is characterized by disease progression 
despite ADT, but the AR signalling axis remain-
ing active in the majority of cases. Resistance to 
ADT via persistent AR signalling can occur via a 
number of AR signalling alterations, including 
AR amplifications, mutations, variants and 
coregulator associated mechanisms [138].

Dysregulated coregulator function and expres-
sion is a frequent feature of ADT-R-PC, suggest-
ing an important role in disease progression and 
therapy resistance (Table  16.1) [8]. Indeed, 
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mechanisms by which epigenetic coregulators 
can induce aberrant AR signalling include (i) 
activating AR under low hormone conditions, (ii) 
post-translational modification of the AR or asso-
ciated proteins (iii) facilitating interactions 
between AR and other factors and (iv) inducing 
expression of AR target genes in the absence of 
AR.

Taking the first such mechanism, coregulators 
can enable activation of the AR in the absence or 
low levels of agonists, thus escaping ADT- 
induced androgen blockade. TRIM24, for exam-
ple, is a bromodomain containing histone acetyl 
reader that displays increasing expression in 
recurrent disease and as PCa progresses from pri-
mary to CRPC. Under low hormone conditions, 
TRIM24 can promote proliferation of PCa cells. 
This is attributed to its ability to regulate more 
AR responsive and cell cycle associated genes 
under hormone-starved compared to hormone- 
stimulated conditions [85]. Additionally, AR and 
TRIM24 coactivated genes are upregulated in 
CRPC and are predictive of recurrence [85]. This 
has been proposed to be a result of TRIM24 con-
comitantly binding to acetylated histones and 
AR, thus anchoring AR to chromatin, under 
androgen-depleted conditions [85]. As another 
example, increased levels of NCOA2/SRC-2/
TIF2 in post-ADT recurrent PCa are proposed to 
activate AR signalling by increasing responsive-
ness of AR to lower affinity androgens [139]. 
Changes in SWI/SNF remodelling components 
are also able to contribute to disease progression 
and hormone independent disease. BAF57, which 
is upregulated with increasing tumour grade, 
enhances AR transactivation under androgen- 
depleted conditions [140].

Epigenetic coregulators that modify histones 
often also possess the ability to modify and stabi-
lize AR and other proteins, thus contributing to 
androgen independence through this mechanism. 
For instance, overexpression of TIP60 in CRPC 
increases levels of acetylated AR, stabilizing it 
and consequently leading to increased localiza-
tion in the nucleus despite the absence of andro-
gens [141]. Increased expression of p300 has 
been demonstrated to be directly correlated with 
PCa proliferation, and to be a potential marker 

predictive of aggressiveness and acquired ADT 
resistance. One mechanism for this might be its 
ability to acetylate and stabilize the histone 
demethylase JMJD1A, which results in enhanced 
AR activity and resistance to enzalutamide [142, 
143]. In the case of the MED1 mediator subunit, 
phosphorylation by ERK or CDK7 is required for 
its coactivator activity [137, 144]. In enzalu-
tamide resistant PCa cells, increased levels of 
phosphorylated MED1 are suggested to contrib-
ute to restored AR signalling [137].

Additionally, the ability of some coregulators 
to scaffold interactions between AR and other 
factors can indirectly promote aberrant AR activ-
ity. ING3 promotes activation of the AR by serv-
ing as a scaffold to increase interaction between 
AR and TIP60 [84]. This consequently leads to 
increased AR stability through acetylation, and 
activation of target gene transcription [84]. ING3 
is potentially important for androgen indepen-
dent growth since knockdown of this protein pre-
vented cell growth under conditions that mimic 
ADT [84].

Finally, coregulators have been shown to com-
pensate for loss of AR signalling by inducing 
expression of genes that drive PCa growth. 
Phosphorylated MED1 can induce expression of 
the AR target UBE2C through chromatin loop-
ing, in both AR positive and negative ADT-R-PC, 
to drive cell growth [145]. In another example, 
p300 promotes androgen-independent expression 
from the canonical AR target PSA promoter fol-
lowing long-term exposure of cells to IL-6, a 
cytokine elevated in patients with androgen- 
independent disease [146].

16.5  Therapeutic Targeting of AR 
Epigenetic Coregulators

Epigenetic enzymes have been of interest as ther-
apeutic targets for the last few decades for several 
reasons, including: the reversible nature of epi-
genetic modifications; the tendency of epigenetic 
proteins to be differentially expressed in disease 
conditions; and the ability to inhibit these pro-
teins using small molecule inhibitors [147]. 
Several small molecule inhibitors are available 
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for epigenetic coregulators that coactivate AR 
function, and have been tested preclinically or in 
early clinical trials for prostate cancer 
(Table 16.2). For the p300/CBP HAT, perhaps the 
most promising candidate so far is CCS1477 
(Inobrodib), a potent and selective bromodomain 
inhibitor currently in Phase1/2 trials for meta-
static PCa and other solid tumours [46]. In vitro, 
this molecule inhibits PCa cell growth as well as 
signalling by AR or AR splice variants, and dem-
onstrates anti-tumour activity in vivo [46]. Of the 
MYST family of HATs, inhibitors exist for 
KAT5,7 and 8 coactivators, although none have 
progressed beyond testing in cell line models. 
The NU9056 inhibitor for KAT5/TIP60 can 
affect AR levels and expression of PSA in PCa 
cell lines, potentially via inhibiting acetylase 
activity [49]. Furthermore, ADT-R-PC cell line 
models were more sensitive to NU9056 com-
pared to androgen responsive lines, suggesting 
therapeutic potential [49]. Likewise, histone 
deacetylase inhibitors (HDACIs) are antiprolif-
erative in preclinical models of prostate cancer. 
Inhibiting HDACs in PCa may seem counterin-
tuitive given that HAT activity activates AR sig-
nalling, however HDACs are frequently 
upregulated in PCa and their inhibition has been 
found to supress AR signalling. As mentioned 
earlier, HDAC 1 and 3 can activate AR transcrip-
tion by coactivator and PolII recruitment, an 
effect that is abrogated by HDACIs [118]. As 
another example, the LAQ824 HDACI represses 
AR activity by inducing acetylation of the HSP90 

chaperone protein, which leads to its dissociation 
from the AR and subsequently AR degradation 
[153]. HDACIs also reduce AR mRNA and pro-
tein at the transcriptional level [118]. HDACIs 
are more effective in AR-positive prostate cell 
lines supporting the concept of these drugs acting 
in part through AR signalling Indeed, synergistic 
effects have been observed in vitro on combining 
HDAC inhibitors with the anti-androgen bicalu-
tamide and such combinations have been assessed 
in clinical trials [154, 155]. Bicalutamide has 
been shown to repress AR gene expression by 
recruiting HDACs [117], so synergistic effects 
observed on cotreatment with HDACIs are poten-
tially mediated by other pathways. Histone meth-
yltransferase and demethylase inhibitors are 
similarly promising candidates for therapeutic 
use with some, like the EZH2 inhibitor GSK126, 
showing synergistic effects with enzalutamide 
[151] (Table 16.2). Unlike acetylation, transcrip-
tional effects of methylation tend to be  residue 
specific, hence either methyltransferase or 
demethylase inhibitors may be required for inhib-
iting growth.

16.6  Conclusion

Androgen receptor coregulation by epigenetic 
enzymes is integral to its transcriptional activity. 
Epigenetic coregulators modulate AR transcrip-
tional activity by diverse mechanisms, some of 
which have been adapted by prostate cancer cells 

Table 16.2 Inhibitors targeting androgen receptor epigenetic coregulators in prostate cancer

Coregulator Inhibitors Testing status in prostate cancer References
p300/CBP CCS1477 Phase 1/2 clinical trial [46]
HDACs Panobinostat, Vorinostat Phase 1/2 clinical trial (with Bicalutamide) NCT00878436

NCT00589472
TIP60/KAT5 NU9056 Cell lines [49]
CARM1 EZM2302 Cell lines [148]
NSD2 MCTP-39 Cell lines, mouse xenografts [69]
KDM7A TC-E 5002 Cell lines [80]
KDM1A/LSD1 INCB059872 Cell lines [149]
KDM4A/B NSC636819 Cell lines [150]
EZH2 GSK126

PF-06821497
Cell lines
Phase 1 clinical trial
(for CRPC)

[151]
NCT03460977

TRIM24 TRIM24-C34 Cell lines [152]
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to drive disease progression and/or therapy resis-
tance. Epigenetic targets represent promising tar-
gets for PCa therapy, but only a few have currently 
made it to clinical testing. Further investigations 
into the role of these proteins in AR signalling 
have the potential for developing new therapies, 
particularly those that can work in combination 
with androgen pathway targeting therapy.
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17Clinical Translation: Targeting 
the Estrogen Receptor

Ciara Metcalfe and Jennifer O. Lauchle

Abstract

Estrogen Receptor alpha (ERα) stands as one 
of the most successfully prosecuted drug tar-
gets in oncology, beginning with the approval 
of tamoxifen for women with ERα positive 
(ER+) breast cancer over 40  years ago. The 
field continued to advance with the develop-
ment of aromatase inhibitors and the pure 
antiestrogen fulvestrant. With multiple endo-
crine therapies approved for the treatment of 
ER+ breast cancer, efforts to generate novel 
ERα-targeted therapeutics somewhat dimin-
ished in the early 2000s. Today however, there 
are at least eight new molecular entities target-
ing ERα under active clinical investigation, 
each with the aim of bringing further benefit 
to patients. This remarkable re-energizing of 
the field was spurred in part by the discovery 
of highly prevalent ERα mutations as a mech-
anism of resistance to standard-of-care thera-
pies, which provided unequivocal evidence of 
the continued, and broad, dependence of 
tumors on ERα, despite relapsing after earlier 
lines of endocrine therapy. Re-engagement of 

the pharmaceutical and biotechnology indus-
tries with ERα as a drug target has been fur-
ther underpinned by the impressive advances 
made in medicinal chemistry, enabling desir-
able mechanistic features – high potency full 
ERα antagonism  – to be combined with 
improved drug-like properties – oral bioavail-
ability and optimized pharmacokinetics. In 
this chapter, we describe the rich history and 
science behind the currently evolving land-
scape of ERα targeting in breast cancer.

Keywords

Breast cancer · Estrogen receptor · Endocrine 
therapy · Tamoxifen (SERM) · Aromtase 
inhibitors · Fulvestrant (SERD)

17.1  Looking Back: 
The Beginnings of Endocrine 
Targeting

Though tamoxifen stands as the first approved 
small molecule agent for the treatment of ER+ 
breast cancer, modulation of the endocrine axis 
has been exploited therapeutically since the late 
1890s. Dr. George Beatson, ascribing to the phi-
losophy that an understanding of normal physiol-
ogy can inform our understanding of the diseased 
state, leveraged observations from the mammary 
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glands of lactating sheep and rabbits to hypothe-
size that the ovaries may provide key prolifera-
tive signals supporting breast cancer growth [1]. 
Motivated by this hypothesis, he was the first to 
perform a bilateral oophorectomy, and reported 
meaningful clinical benefit. This surgical strategy 
became standard-of-care for advanced breast 
cancer in the following years, and was subse-
quently replaced by oophorectomy by radiation, 
and then in the mid 1990s by chemical ovarian 
suppression, through treatment of premenopausal 
women with synthetic analogs of luteinizing hor-
mone releasing hormone (LHRH agonists) [2].

17.2  The Advent of Small 
Molecule Modulators of ER 
Function

The identification and isolation of the “primary 
ovarian hormone” now known as estrogen, at the 
beginning of the twentieth century, ultimately 
unlocked our ability to manipulate relevant hor-
monal signaling events with small molecules [3]. 
This discovery by Edgar Allen and Edward Doisy 
paved the way for the creation of synthetic estro-
gens, as well as anti-estrogenic derivatives. One 
such derivative was ICI 46,474 (later known as 
tamoxifen), synthesized by Dora Richardson at 
Imperial Chemical Industries (ICI, which was to 
become Zeneca, and subsequently AstraZeneca). 
Initially designed as an anti-estrogen in the con-
text of ICI’s oral contraceptive program, tamoxi-
fen was found to stimulate, rather than suppress 
ovulation in women, scuppering its potential as a 
contraceptive agent. Fortunately, Arthur Walpole, 
the biologist who led the contraceptive research 
team at ICI had a parallel interest in leveraging 
anti-estrogens for the treatment of breast cancer. 
When the contraceptive program stalled, Walpole, 
working together with V. Craig Jordan and oth-
ers, kept tamoxifen alive as an anti-cancer agent. 
The non-linear development path and series of 
serendipitous events leading to the approval of 
tamoxifen, first as a treatment for advanced breast 
cancer, and then as the first chemopreventive/
adjuvant treatment for any cancer, is well 

described and documented by V. Craig Jordan [3, 
4] and also by Viviane Quirke [5].

The surprising observation that tamoxifen 
stimulated, rather than suppressed, ovulation in 
women was an early indicator of the complex 
pharmacology for which tamoxifen is now well- 
recognized. Today, tamoxifen is designated as a 
selective ERα modulator, or SERM, describing 
its function in modulating, rather than fully and 
consistently antagonizing, ERα activity. This 
nuance is tied to the molecular make-up of the 
ERα protein, which harbors three major func-
tional domains: (1) the N-terminal activation 
function 1 (AF1) domain (2) a central DNA- 
binding domain and (3) a C-terminal ligand bind-
ing domain (LBD), that receives the endogenous 
activating ligand, estrogen, as well as the sup-
pressive therapeutic ligands. Both the AF1 and 
LBD regions have the potential to regulate 
expression of ERα target genes. Upon binding to 
the LBD, tamoxifen [more specifically, its active 
metabolite 4-hydroxytamoxifen (4-OHT)] 
induces a conformation that prevents recruitment 
of co-activator proteins to this domain. The abil-
ity of tamoxifen to outcompete estrogen for bind-
ing to the LBD, together with “deactivating” this 
domain, provides a molecular basis for the reduc-
tion of ERα activity - meaning lower expression 
of ERα target genes - relative to what is achieved 
by estrogen. Importantly however, despite dis-
abling the LBD, tamoxifen triggers ERα dimer-
ization and increased binding of ERα to 
chromatin, allowing for activity of the AF1 
domain, which can drive some degree of ERα tar-
get gene expression, so-called “partial agonist” 
activity [6, 7]. Since the AF1 domain is sensitive 
to input from other pathways and co-activator 
proteins, the relative strength of such partial ago-
nist activity is highly context dependent [8]. 
Specifically, tamoxifen’s partial agonist activity 
is deemed to be relatively weak in therapy-naïve 
breast cancer, and stronger in endometrial cells, 
in line with its ability to suppress estrogen- 
dependent proliferation of breast cancer cells, 
while driving estrogen-like signaling and mor-
phological phenotypes in the uterus.

The partial agonist property of tamoxifen is 
relevant both from a safety perspective, causing 
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an increased risk of endometrial cancer and 
thromboembolism, and also from the perspective 
of therapeutic resistance. Continuous in vivo pas-
saging of MCF-7 breast cancer cells in the pres-
ence of tamoxifen results in cellular adaptations 
and a “dialing-up” of its partial agonist proper-
ties, ultimately generating tumors in which 
tamoxifen acts to stimulate ERα signaling and 
proliferation [9, 10]. Such cellular adaptation, 
whereby the partial agonist effect of tamoxifen is 
amplified, is likewise thought to contribute to 
tamoxifen resistance, and sub-optimal activity, in 
patients.

17.3  Alternative Strategies 
for Endocrine Suppression: 
Targeting the Ligand

During the time that the tamoxifen work was 
unfolding, Angela and Harry Brodie proposed 
that targeting the production of estrogen may be 
a more effective strategy for inhibiting ERα 
activity than targeting the receptor, and may be 
associated with fewer safety concerns. Estrogen 
is produced primarily in the ovaries, but can addi-
tionally be synthesized from the peripheral con-
version of androgens via aromatization. The 
aromatase enzyme, encoded by the CYP19A1 
gene and expressed in a number of non-ovarian 
tissues including adipose and bone, is thus the 
key regulator of estrogen production in women 
with ovarian suppression, encompassing post- 
menopausal women.

The Brodie team embarked on a systematic 
series of structure/function studies, examining 
nearly 100 steroidal aromatase inhibitors (AIs), 
which led to the identification of 4-hydroxy- 
androstenedione (4-OH-A) [11]. A collaborative 
group including Angela Brodie, Charles 
Coombes, Paul Goss and Mitch Dowsett launched 
the first clinical trial of 4-OH-A as a candidate 
selective AI for the treatment of breast cancer, 
and demonstrated efficacy of 4-OH-A (subse-
quently named formestane), including in women 
who had progressed on tamoxifen. The full his-
torical account of the development of aromatase 

inhibitors has been described by the Brodies and 
colleagues in two excellent reviews [12, 13].

There are currently three highly potent and 
selective AIs approved for the treatment of ER+ 
breast cancer: exemestane, a type I steroidal 
inhibitor, and letrozole and anastrozole, type II 
non-steroidal inhibitors. Exemestane is an analog 
of the natural aromatase substrate androstenedi-
one, and is converted by aromatase into a reactive 
intermediate that covalently interacts with the 
substrate binding domain, permanently deactivat-
ing it, and leading to destabilization of the 
enzyme. It was hypothesized that irreversible 
inhibition of aromatase by exemestane may lead 
to superior outcomes versus the irreversible inhi-
bition achieved by the non-steroidal AIs letrozole 
and anastrozole. The mild androgenic effect of 
exemestane was additionally speculated to be 
therapeutically advantageous relative to the non- 
steroidal inhibitors. However, a large adjuvant 
study of exemestane versus anastrozole in over 
7500 postmenopausal women with early breast 
cancer (NCIC CTG MA.27) showed neither to be 
superior [14]. The results of this long-term 
study  – showing that the steroidal and non- 
steroidal AIs were associated with similar effi-
cacy – were consistent with what was observed in 
a Phase III neoadjuvant study, in which post-
menopausal women with early breast cancer 
were exposed to 16 weeks of either exemestane, 
letrozole, or anastrozole prior to surgery 
(ACOSOG Z1031) [15].

Critically, clinical trials comparing the activ-
ity of the AIs to tamoxifen bore out the early 
hypothesis that targeting the synthesis of estro-
gen may be more therapeutically effective than 
modulating the activity of its receptor with 
tamoxifen. Specifically, in the ATAC trial com-
paring anastrozole to tamoxifen in postmeno-
pausal women with localised breast cancer, 
anastrozole significantly prolonged disease-free 
survival, time-to-recurrence, and significantly 
reduced distant metastases. Anastrozole was also 
associated with fewer side-effects than tamoxi-
fen, in particular gynecological and vascular 
events, but arthralgia (bone pain) and bone frac-
tures were increased [16]. The Breast International 
Group (BIG) 1-98 Collaborative Group likewise 
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demonstrated that in postmenopausal women 
with endocrine-sensitive breast cancer, adjuvant 
treatment with letrozole reduced the risk of recur-
rent disease, especially at distant sites, relative to 
what was achieved with tamoxifen [17]. Notably, 
the superiority of AIs over tamoxifen in these 
large adjuvant trials, each of which included the 
study of over 8000 women, were in line with 
observations generated in short-term neoadjuvant 
studies. In particular, the IMPACT study was spe-
cifically designed to test the hypothesis that the 
clinical and/or biologic effects of neoadjuvant 
anastrozole and tamoxifen might predict the out-
come of ATAC adjuvant therapy trial. While there 
was no significant difference in tumor objective 
response between the treatment arms, as assessed 
by both caliper and ultrasound, there was a sig-
nificant difference in suppression of the prolifera-
tion marker Ki67, after both 2 and 12 weeks of 
treatment, with anastrozole being superior to 
tamoxifen [18, 19]. Interestingly, apoptosis was 
not increased in any of the treatment arms, pro-
viding the first biological demonstration in 
patient tumors that ERα signaling supports the 
progression of cells through the cell cycle, but is 
not required for cell survival. The P024 trial simi-
larly compared both clinical and biological 
effects of neoadjuvant AI, in this case letrozole, 
to tamoxifen, and likewise demonstrated that 
letrozole was significantly more effective than 
tamoxifen in reducing tumor proliferation, as 
measured by immunohistochemistry of Ki67 
[20]. Together, these studies demonstrated the 
potential of neoadjuvant trials to predict long- 
term outcomes comparing different endocrine 
therapies, and additionally highlighted the value 
of such studies in providing material for explor-
atory correlative science.

The AIs have additionally been demonstrated 
to be superior to tamoxifen in the metastatic set-
ting (reviewed in [21]). Despite making improve-
ments relative to tamoxifen, resistance to AIs still 
emerges relatively rapidly in metastatic disease, 
with median time to progression in those pivotal 
studies being in the range of 8 to 11  months. 
Sequencing of metastatic tumor DNA and circu-
lating tumor DNA (ctDNA) has revealed that a 
major source of therapeutic resistance to the AIs 

is through acquisition of hotspot mutations in the 
LBD of ERα. Such mutations have been demon-
strated to support estrogen-independence of ERα, 
allowing for re-activation of ERα signaling and 
its downstream proliferative program despite the 
action of AIs in suppressing synthesis of the acti-
vating ligand. The discovery of the mutations in 
NR3A1/ESR1 (encoding ERα), their biological 
features, and how they impact patient outcomes 
is described in more detail in Chap. 12.

17.4  In Pursuit of a Pure 
Antiestrogen

While the Brodie team had proposed aromatase 
inhibition as a means to overcome the partial 
agonist effect of tamoxifen, a team at ICI, princi-
pally Jean Bowler and Alan Wakeling, proposed 
seeking ERα binding ligands that could achieve 
“complete blockade of all stimulatory actions of 
estrogens”, which they defined as pure antiestro-
gens. They speculated that treatment of breast 
cancer patients with such ligands “may result in a 
more rapid, complete and longer-lasting tumor 
remission” relative to what could be achieved 
with the SERMs [22]. The ICI team drew inspira-
tion from work conducted by a group of French 
researchers, Robert Bucourt and colleagues, who 
were developing an affinity chromatography sys-
tem for the purification of ERα protein. Bucourt 
et  al. generated a series of estrogen derivatives 
intended to capture ERα protein and showed that 
chemical “spacer chains” added to the 7α-position 
of estradiol maintained binding to ERα [23]. This 
observation led to a systematic medicinal chem-
istry effort to identify novel pure antiestrogens 
via modification of long-chain alkyl substitutes 
in the 7α-position of estradiol. The uterus of rat 
and mouse was used as a key in vivo screening 
tool, leveraged to identify derivatives that were 
capable of completely blocking the trophic 
actions of estrogens AND that were devoid of any 
estrogenic activity themselves, and were thus 
unlike the SERMs that had been described thus 
far. This effort led to the synthesis and character-
ization of the first steroidal pure antiestrogen ICI 
164384, which was further optimized for potency 
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to generate ICI 182780, now known as fulves-
trant, named to reflect full estrogen receptor 
antagonism [24].

After the identification of fulvestrant as a 
“pure antiestrogen”, mechanistic studies con-
ducted in ovariectomized adult female mice 
showed that fulvestrant treatment led to an acute 
loss of ERα protein in the uterus, without decreas-
ing the expression of the ESR1 gene. This data 
led to the hypothesis that fulvestrant “may cause 
its antagonistic effect by producing a rapid dis-
appearance of the ER from the target tissue, 
resulting in an insufficient amount of ERα to bind 
the native ligand and elicit agonist responses” 
[25]. Subsequent preclinical studies, including in 
ER+ breast cancer cell lines, supported that origi-
nal observation and further showed fulvestrant- 
induced ER turnover to be mediated by the 
ubiquitin-proteasome system [25–29]. A clinical 
comparison of fulvestrant and tamoxifen addi-
tionally showed that a single 250 mg intramuscu-
lar dose of fulvestrant led to a greater decrease in 
ERα protein levels than was achieved by 
14–21 days of daily oral tamoxifen dosing (59% 
decrease by fulvestrant versus 39% by tamoxifen 
[30];). This same study additionally evaluated 
levels of the progesterone receptor (PR), as an 
ERα target gene, and showed fulvestrant to 
decrease PR protein (−67%), while tamoxifen 
treatment elevated PR levels (63%), consistent 
with distinct transcriptional effects of these two 
agents. The term SERD (selective ERα down-
regulator) was coined to reflect the distinct 
behavior of fulvestrant in increasing ERα turn-
over, and has over time displaced the original 
descriptors of “pure antiestrogen” and “full ERα 
antagonist”, which were based on the intended 
signaling effects sought in the campaign leading 
to the identification of fulvestrant.

While fulvestrant’s capacity to deplete ERα 
protein provided a seemingly compelling mecha-
nistic explanation for its full ERα antagonism, 
work conducted by Suzanne Wardell and Donald 
McDonnell raised questions about this proposed 
mechanism. In interrogating the contribution of 
ERα degradation to the overall pharmacology of 
fulvestrant, they demonstrated that ERα degrada-
tion is a saturable process that is separable from 

its antagonist efficacy [31]. They argued that it is 
fulvestrant’s ability to (1) competitively displace 
estrogen from the LBD and (2) induce a confor-
mational change in ERα that is incompatible with 
transcriptional activation, that are likely to be the 
most important pharmacological characteristics 
of this pure antiestrogen. Indeed, prior to that 
work, the Mancini team, working with Bert 
O’Malley, made the observation using live-cell 
imaging, that tamoxifen and fulvestrant differen-
tially impacted the mobility of ERα, with fulves-
trant dramatically and acutely slowing the 
dynamic movement of ERα within the nucleus 
[32]. These data, together with the observations 
from the McDonnell laboratory, suggested that 
there was perhaps more to the pharmacology of 
fulvestrant than increased ERα turnover. The 
subsequent discovery of chemically distinct pure 
antiestrogens later provided an opportunity to 
revisit these important mechanistic questions, 
and is further described below.

As a pure antiestrogen, fulvestrant harbors the 
highly desirable mechanistic property of fully 
suppressing the effects of estrogen without exhib-
iting any estrogenic action on its own; precisely 
the features ICI was seeking to improve upon the 
SERMs. However, the clinical development of 
fulvestrant, and the ability to formally test the 
hypothesis that full ERα antagonism would lead 
to superior clinical outcomes, has been chal-
lenged by fulvestrant’s poor drug-like properties. 
Specifically, fulvestrant’s lack of oral bioavail-
ability has necessitated delivery by large-volume 
intramuscular injection, which created difficul-
ties in determining an optimal dose. Fulvestrant 
was initially explored in the clinic at 125 mg, but 
a planned interim analysis found no evidence for 
clinical efficacy, leading to halting that particular 
study (reviewed in [33]). Pivotal Phase III studies 
(Trials 0020 and 0021) comparing fulvestrant to 
anastrozole in second line metastatic breast can-
cer were subsequently conducted at a once per 
month 250  mg intramuscular dosing schedule, 
and showed fulvestrant to be at least as effective 
as anastrozole with respect to time to progres-
sion, leading to the first approval for fulvestrant 
in advanced breast cancer [34]. Pharmacokinetic 
(PK) analyses conducted in the course of these 
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studies demonstrated that it takes approximately 
3–6 months for fulvestrant to reach steady-state 
levels [34, 35]. Based on those PK observations, 
the 250  mg once per month schedule was next 
evaluated with an additional “loading dose” at 
day 14  in the first month of treatment, though 
eventually, the recommended dose was increased 
to 500 mg once per month, plus a day 14 loading 
dose, supported by results from the CONFIRM 
trial [36]. Critically, this 500 mg dosing regime 
of fulvestrant proved to be superior to the AI 
anastrozole, providing proof of concept that 
direct ERα antagonism by a pure antiestrogen 
may be superior to indirect targeting of ERα via 
suppression of estrogen synthesis, for patients 
with locally advanced or metastatic breast cancer 
that were endocrine therapy-naïve [37]. A sub- 
group analysis from this study suggested that 
there may be enhanced treatment effects with ful-
vestrant versus anastrozole in patients with non- 
visceral disease in particular. Interestingly, a 
meta-analysis of visceral versus non-visceral 
metastatic ER+ breast cancer, that also included a 
focused assessment of liver metastases, sug-
gested that the efficacy of endocrine therapies 
may be dependent on both the particular agent 
and also the disease-site [38]. Importantly 
though, beyond ESR1 mutations, the full set of 
clinical and biological features that might predict 
for better outcomes for fulvestrant (and SERDs 
in general) versus AIs remain to be more deeply 
explored and understood.

17.4.1  Prospective Optimization 
of ERα Degradation: 
Contemporary SERD/SERM 
Hybrids

The challenges faced by fulvestrant, related to 
lack of oral bioavailability and its route of admin-
istration, suggested that there may still be room 
for improvement for antiestrogens with this par-
ticular mechanism of action. Indeed, clinical 
imaging studies leveraging labeled estradiol to 
measure ERα availability in metastatic breast 
cancer tumors showed that fulvestrant, at the cur-
rently recommended dose, does not achieve tar-

get saturation in all patients i.e. full ERα 
occupancy [39]. Importantly, residual ERα avail-
ability was associated with early progression. 
Such data suggests that gains in target saturation 
(meaning increased engagement of antagonists 
with ERα protein), ideally with an orally bio-
available drug, may drive improvements in 
patient outcomes. This hypothesis, together with 
a growing appreciation for the high prevalence of 
the estrogen-independent ESR1 mutations, that 
promote resistance to the AIs, has triggered a 
huge wave of investment in the identification of 
orally bioavailable SERDs.

Given that a key feature of fulvestrant is its 
ability to deplete ERα protein, ERα degradation 
particularly in the context of MCF-7 cells, which 
have served as a workhorse model, took center 
stage in strategies to identify orally bioavailable 
SERD molecules. The first two new molecular 
entities to emerge from prospective optimization 
of ER degradation, and that were clinically inves-
tigated, were GDC-0810 (originally developed 
by Seragon and subsequently acquired by 
Genentech), and AZD9496, developed by 
AstraZeneca. Intriguingly, while both molecules 
robustly degraded ERα in MCF-7 cells in vitro 
and in vivo, consistent with a fulvestrant-like 
mechanism of action, they both exhibited partial 
agonist-like effects in the rodent uterus, albeit to 
a lesser extent than tamoxifen [40, 41].

Such context-dependent SERD vs SERM 
activity was initially believed to be tissue- 
dependent, with partial agonism being restricted 
to the endometrial context. However, further 
investigation showed that these molecules do 
exhibit partial agonist activity in a subset of ER+ 
breast cancer cell lines, which negatively impacts 
their anti-proliferative potential relative to the 
pure antiestrogens that show no estrogenic activ-
ity in the uterus, nor in breast cancer cell lines 
[42]. Thus, neither GDC-0810 nor AZD9496 met 
the definition of a “pure antiestrogen” originally 
articulated by Bowler, Wakeling and colleagues 
i.e. those molecules that would “complete effec-
tively with oestradiol without inducing any 
oestrogen- like actions” [22, 42]. Indeed, though 
oral bioavailability was achieved with AZD9496, 
it failed to demonstrate superiority over fulves-
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trant in a pre-surgical study assessing various 
pharmacodynamic biomarkers related to on- 
target pathway suppression and proliferation 
([43], described further below), perhaps high-
lighting the importance of maintaining full ERα 
antagonism for maximal pathway suppression 
and anti-proliferative effect.

17.4.2  Latest Generation ER 
Antagonists: The -Esterants

GDC-0927 followed GDC-0810 in development, 
as a more potent ERα antagonist that lacked 
estrogenic activity in the uterus and in breast can-
cer cell lines, more clearly fitting the criteria of a 
“pure antiestrogen” [44]. While GDC-0927 made 
potency and mechanistic gains over GDC-0810, 
it suffered from suboptimal PK properties, lead-
ing to a significant pill burden that precluded pro-
gression to pivotal clinical trials. Importantly 
though, the discovery of GDC-0927 as an addi-
tional pure antiestrogen, which has a nonsteroidal 
chemical structure unrelated to that of fulves-
trant, provided an opportunity to revisit the 
mechanism by which this class of agents avoids 
ERα agonism. Guided by prior observations from 
the study of fulvestrant [31, 32], we dissected 
molecular events following engagement of ERα 
with GDC-0927, compared to a partial ERα ago-
nist from the same chemical series [42]. These 
studies showed that the impact of the pure anties-
trogens and the partial ERα antagonists diverged 
prior to depletion of ERα protein. In particular, 
acute treatment with partial agonists establishes 
accessibility at ERα binding motifs, while the 
pure antiestrogens maintain reduced chromatin 
access at those same sites, despite largely similar 
ERα chromatin binding. These data were consis-
tent with the hypothesis from the McDonnell 
team, that features independent of ERα degrada-
tion may drive functional antagonism of ERα. 
Further, the phenotype of nuclear ERα immobili-
zation described for fulvestrant was shown to 
extend to GDC-0927, but not to the partial ago-
nist from the same chemical series. A set of point 
mutations in helix 12 of the LBD, including those 
identified by Benita Katzellenbogen and others 

as altering the full antagonist profile of fulves-
trant [45–47], were shown to prevent ERα immo-
bilization caused by GDC-0927, and impart 
partial agonist activity to this molecule. Together 
these data suggest that immobilization of ERα by 
the pure antiestrogens is a key feature leading to 
functional suppression of ERα, likely through 
disabling the N-terminal intrinsically disordered 
transactivation domain as well as the LBD, with 
proteasome-mediated turnover of ERα following 
its immobilization. These observations follow a 
growing appreciation that the dynamic move-
ment of transcription factors in general, is critical 
for their function [48, 49].

Independent, highly intensive medicinal 
chemistry campaigns to generate further- 
optimized candidates for clinical investigation 
led to the identification of orally bioavailable 
pure antiestrogens/SERDs that include giredes-
trant (GDC-9545), amcenestrant (SAR439859), 
camizestrant (AZD9833), imlunestrant 
(LY3484356), rintodestrant (G1T48) and 
OP-1250 (see Table 17.1) [50–54]. Notably, gire-
destrant, amcenestrant, camizestrant each immo-
bilize nuclear ERa at saturating concentrations 
in  vitro, consistent with ERa immobilization 
being a general phenotype of the pure antiestro-
gens ([55], and data not published). This observa-
tion additionally suggests that the mechanism of 
these molecules is likely highly similar, suggest-

Table 17.1 Classification of ER antagonists

Therapeutic Class Name
Currently approved 
agents (as 2022)

Tamoxifen (SERM), 
Exemestane (AI, type I), 
Anastrozole (AI, type II), 
Letrozole (AI, type II), 
Fulvestrant (SERD)

Investigational full 
ER antagonists/
SERDs

Amcenestrant, Camizestrant, 
Giredestrant, Imlunestrant, 
OP-1250

Investigational 
SERD/SERM 
hybrids

Bazedoxifene, Elacestrant, 
Lasofoxifene

Investigational 
covalent ER 
antagonist 
(SERCA)

H3B-6545

Investigational ER 
PROTAC

ARV-471
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ing that differentiation in the clinic will most 
likely be driven by a combination of features that 
include potency, DMPK, safety, and in the con-
text of combination studies (with CDK4/6 inhibi-
tors for example), drug-drug interactions. A 
series of potentially registrational clinical trials 
are currently underway, assessing the efficacy 
and safety of a number of these molecules, com-
pared to standard-of-care therapies, in both meta-
static and early ER+ breast cancer. For a detailed 
comparative description of these molecules see 
review from Chen et al. [56]. In addition to the 
new molecular entities described above, mole-
cules originally identified as SERMs but retro-
spectively observed to have context-dependent 
ER degradation potential (perhaps best classified 
as SERD/SERM hybrids) are additionally being 
revisited in the context of ER+ breast cancer, 
including elacestrant (RAD1901) [57, 58],, 
lasofoxifene [59] and bazedoxifene [60, 61].

17.5  Novel Approaches to ER 
Antagonists: 
Heterobifunctional 
Degraders and Covalent 
Binders

While much of the recent activity in developing 
next generation ERα therapeutics has focused on 
monomeric pure antiestrogen/SERD molecules, 
with fulvestrant serving as inspiration, there have 
been parallel efforts to pursue novel classes of 
ERα antagonists. In particular, Arvinas have 
identified a heterobifunctional proteolysis target-
ing chimera (PROTAC®), ARV-471, for develop-
ment in ER+ breast cancer [62]. PROTACs rely 
on the chemical induction of proximity between 
a target of interest, in this case ERα, with an E3 
ligase, in order to drive ubiquitination of the tar-
get, and its subsequent degradation by the protea-
some. The complexity of these molecules, 
requiring optimization of two ligand/target inter-
faces, together with their increased size relative 
to traditional small molecule therapeutics, is such 

that achieving optimal drug-like properties, 
including oral bioavailability, has been a major 
challenge. Importantly however, the entry of 
ARV-471 into the clinic, and the demonstration 
of on-target pharmacodynamics as well as early 
signs of anti-tumor activity upon oral delivery 
[63], has provided important proof-of-principle 
for the PROTAC approach, setting the stage for 
its application not only to ERα, but also to addi-
tional therapeutic targets. Critically, the mecha-
nism by which ARV-471 degrades ERα, via direct 
recruitment of an E3 ligase and independent of 
ERα immobilization, is entirely distinct from 
ERα degradation driven by the -esterants, which 
is immobilization dependent. As such, it seems 
possible that mechanisms of resistance to these 
classes of agents will also differ, pointing to the 
possibility of sequencing them, should they prog-
ress to approval.

H3B Biosciences have taken yet another 
approach, leveraging a reactive cysteine in the 
LBD to generate a covalent (meaning irrevers-
ible) inhibitor, defined as a SERCA, selective ER 
covalent antagonist. The SERCA H3B-6545 is 
currently being evaluated in a Phase I/II study 
with preliminary evidence of clinical benefit in 
patients with mBC who have received prior endo-
crine therapy [64]. Preclinical data from an ear-
lier generation SERCA, H3B-5942, showed this 
molecule to exhibit partial agonism similar to 
that of tamoxifen in rats, as might be anticipated 
from a potent LBD binder/inhibitor that fails to 
disable the N-terminal domain through either ER 
immobilization or degradation [65]. Intriguingly 
though, H3B-5942 was unlike tamoxifen in its 
lack of agonism in the Ishikawa cell line in vitro 
and also in its biochemical co-activator binding 
profile. Together, these data suggest that while 
the SERCA class can exhibit ERα agonism, its 
activity may be distinct from tamoxifen and other 
SERMs. The full preclinical and clinical profile 
of H3B-6545, and how those features relate to 
efficacy and differentiation from oral SERDs and 
other ER-targeted therapies currently under eval-
uation in clinical trials, remain to be described.
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17.6  Bringing It Back 
to the Biology: Neoadjuvant 
Studies as Potentially 
Valuable Testing Grounds

Neoadjuvant studies of ER+ breast cancer have 
been utilized to compare the biological effects of 
ERα therapies. Though pathologic complete 
response (pCR) is rare in ER+ breast cancer, 
tumor samples can be leveraged to measure post- 
treatment changes in ERα protein levels, pathway 
activity (via levels of target genes) and Ki67. 
Reduction in Ki67 following neoadjuvant endo-
crine therapy (often for 2 weeks) is understood to 
be a valid marker of suppression of cellular pro-
liferation, and correlates with recurrence free sur-
vival outcomes for adjuvant therapy (reviewed by 
Dr. Arteaga and colleagues [66]). Results com-
paring endocrine therapies in neoadjuvant trials 
have resulted in similar conclusions as the out-
comes of large adjuvant trials, which make it an 
attractive setting in which to generate data early 
in the development of new therapies for breast 
cancer. In addition to comparing effects of differ-
ent endocrine therapies, for example tamoxifen 
versus AI, these studies have also been used to 
evaluate multiple doses of a particular agent. Two 
fulvestrant regimens (500 mg day 1 and day 14 
then every 4 weeks versus 250 mg every 4 weeks) 
were compared in the NEWEST trial with 
16 weeks of dosing prior to surgery [67]. After 
4 weeks of treatment, reductions in Ki67 mean 
label index (mean percent change from baseline 
−78.8% versus −47.7% p  <  0.0001) and both 
ERα and PR were significantly greater with the 
500 mg dose of fulvestrant than the 250 mg dose 
(ER 50% vs. 14%, p < 0.0001, PR 81% vs. 46%, 
p = 0.0018). The pattern of greater reduction in 
the 500 mg cohort compared with 250 mg per-
sisted in the tumor samples evaluated after 
16 weeks but were not statistically significant. As 
the fulvestrant dose of 500 mg led to improved 
outcomes compared to the 250 mg dose in ran-
domized trials in metastatic breast cancer [36], 
the possibility that incorporating pharmacody-
namic data from neoadjuvant studies may have 
influenced dose and clinical development deci-
sions, potentially minimizing the number of 

patients treated with lower doses of fulvestrant, 
should be considered as we evaluate the clinical 
activity of the latest collection of novel ERα tar-
geted therapies relative to standard-of-care.

Recently discovered ERα therapeutics have 
employed neoadjuvant studies for both explora-
tion of dose and comparison with current endo-
crine therapies to guide subsequent clinical trials. 
The first presurgical study to evaluate target inhi-
bition of an oral SERD/SERM hybrid was a com-
parison of 250  mg of AZD9496 for 5–14  days 
with Fulvestrant 500  mg. AZD9496 exposure 
resulted in reduction in ERα and PR H-scores, 
and Ki-67 levels from baseline, but AZD9496 
was not superior to fulvestrant in any of these 
measurements [43].

Giredestrant was initially evaluated in the 
metastatic setting at doses from 10 mg to 250 mg 
with several patients demonstrating clinical ben-
efit at the lowest dose levels. Given that all dose 
levels were well tolerated, this raised questions 
about the most appropriate dose to further 
develop. To address this challenge a window of 
opportunity neoadjuvant study was conducted to 
evaluate 3 doses of GDC-9545 (10  mg, 30  mg 
and 100  mg) following 2  weeks treatment. 
Biological readouts of giredestrant activity 
included an assessment of ERα and PR protein 
levels, a predefined ERα activity signature by 
RNAseq, and reduction in Ki67. The study con-
cluded that the 30 mg dose achieved maximal on- 
target activity and supported the decision to 
further develop giredestrant at this dose level 
[68]. Similarly, in the SERENA-3 neoadjuvant 
breast cancer trial, patients will be randomized to 
receive one of two doses of camizestrant for 
approximately 1  week and will compare ERα 
protein levels post treatment as primary outcome. 
Based on this initial dataset, the study has the 
potential to open a second stage and compare 
several doses of camizestrant and possibly ful-
vestrant [69].

The results of the first study comparing an oral 
SERD/pure antiestrogen versus an aromatase 
inhibitor in the neoadjuvant setting were reported 
in December 2021. The coopERA study was 
designed to compare the Ki67 reduction from 
baseline following 2  weeks of treatment with 
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either giredestrant or anastrazole as the primary 
analysis [70]. Following 2  weeks of treatment 
with single agent endocrine therapy, patients had 
the CDK4/6 inhibitor palbociclib added to their 
treatment regimen, for 16 weeks, prior to surgery. 
The coopERA study met its primary endpoint of 
superior Ki67 suppression of giredestrant com-
pared to anastrazole at 2  weeks. The relative 
reduction of Ki67 from baseline to week 2 was 
75% in the giredestrant arm and 67% in anastra-
zole arm. Furthermore, a greater number of 
tumors exhibited CCCA (complete cell cycle 
arrest, defined as a Ki67 score less than or equal 
to 2.7%) in the giredestrant arm compared to the 
anastrazole arm, for both Ki67 high and low sub-
groups. Additional neoadjuvant studies and adju-
vant studies are comparing novel endocrine 
therapies with aromatase inhibitors. The results 
of these trials will determine if novel ERα agents 
result in improved outcomes in adjuvant therapy 
and will further our understanding of the ability 
of neoadjuvant studies to predict benefit in adju-
vant treatment regimens.

Many of the neoadjuvant studies extend phar-
macodynamic assessments beyond ERα and PR 
protein levels by IHC by, for example, leveraging 
RNA sequencing to assess ERα transcriptional 
activity, and including an assessment of potential 
blood-based biomarkers such as circulating 
tumor DNA.  The community is gathering data 
and outcomes of trials to assess the potential of 
these novel biomarkers to inform prognosis and 
therapeutic benefit of endocrine therapies. 
Neoadjuvant studies additionally have the poten-
tial to inform rational combinations of endocrine 
and targeted therapeutics and may also be lever-
aged to explore potential mechanisms of resis-
tance. In particular, tumor samples collected 
from patients enrolled in the FELINE trial com-
paring letrozole and letrozole plus ribociclib 
allowed for the application of single cell tran-
scriptomics to study tumor response. This cre-
ative approach to sample interrogation revealed 
that resistance patterns were distinct in patients 
treated with single agent endocrine therapy (AI) 
versus combination treatment of endocrine ther-
apy (AI) plus CDK4/6 inhibition, with combina-
tion therapy selecting for apparent estrogen 

independence and upregulation of growth factor 
receptors [71].

Neoadjuvant studies may have some limita-
tions in predicting the maximal clinical benefit of 
a therapeutic in the adjuvant setting given the 
short duration of dosing for comparisons. For 
example, ESR1 mutations are rare in newly diag-
nosed HR+ BC, and estrogen-independence, a 
major limitation of AIs, may evolve only after 
long-term treatment. However, these short- 
duration biomarker-focused studies do provide a 
unique opportunity early in development of new 
agents for pre- and on-treatment biopsies to gen-
erate a dose response relationship for target inhi-
bition and cellular activity, as well as insights 
into potential mechanisms (or limitations) of 
therapeutic benefit. These rich biological datasets 
can be used in combination with data from clini-
cal trials in patients with metastatic breast cancer 
to assist in optimization of dose and design of 
adjuvant trials.

17.7  Outlook

The optimized nature of the ER therapeutics cur-
rently being clinically evaluated, relative to ear-
lier generations, is such that the community is 
now in a position to explore more fully the 
hypothesis first articulated by ICI in the 1990’s, 
that “complete blockade of all stimulatory actions 
of estrogens” will bring further benefit to patients. 
Advances in technologies that support high reso-
lution profiling of patient samples, for example 
single cell RNA-sequencing and high-sensitivity 
ctDNA analyses, are further aiding our ability to 
interrogate the impact of these emerging thera-
peutics on tumor biology. The simultaneous pur-
suit of numerous next-generation ERα-targeted 
agents by a variety of pharmaceutical and bio-
technology companies has created a highly com-
petitive landscape. The intense competition in 
ER+ breast cancer has accelerated and elevated 
resource investments in these clinical programs, 
and has also spurred creative trial design and 
sophisticated measures of tumor response and 
evolution, centered around demonstrating and 
maximizing the potential benefit of these agents 
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for patients. While it is impossible for us to pre-
dict the outcome of the multitude of studies that 
are currently ongoing, the much hoped-for sce-
nario is that at least one of these agents will dem-
onstrate meaningful gains over the current 
standard of care, providing important additional 
options for women with ER+ breast cancer.
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18Drugging the Undruggable: 
Targeting the N-Terminal Domain 
of Nuclear Hormone Receptors

Marianne D. Sadar

Abstract

This chapter focuses on the development of 
drugs targeting the N-terminal domain of 
nuclear hormone receptors, using progress 
with the androgen receptor as an example. 
Historically, development of therapies target-
ing nuclear hormone receptors has focused on 
the folded C-terminal ligand-binding domain. 
Therapies were traditionally not developed to 
target the intrinsically disordered N-terminal 
domain as it was considered “undruggable”. 
Recent developments have now shown it is 
possible to direct therapies to the N-terminal 
domain. This chapter will provide an introduc-
tion of the structure and function of the 
domains of nuclear hormone receptors, fol-
lowed by a discussion of the rationale support-
ing the development of N-terminal domain 
inhibitors. Chemistry and mechanisms of 
action of small molecule inhibitors will be 
described with emphasis on N-terminal 
domain inhibitors developed to the androgen 
receptor including those in clinical trials.

Keywords

Androgen receptor · Intrinsically disordered 
protein · Drugs · Ralaniten · EPI-002 · 
Sintokamide

18.1  Introduction

Nuclear hormone receptors share a common mod-
ular structural organization that includes a vari-
able N-terminal domain (NTD or A/B domain), a 
DNA-binding domain (DBD or C domain), a non-
conserved hinge region (D domain), and a 
C-terminal ligand-binding domain (LBD or E 
domain) [33]. Here we focus on members of 
nuclear receptor subgroup 3, that include the 
androgen receptor (AR), two closely related 
estrogen receptors (ERα and ERβ), glucocorticoid 
receptor (GR), mineralocorticoid receptor (MR), 
and progesterone receptor (PR). These are soluble 
proteins that mediate the effects of lipophilic ste-
roids to regulate the expression of thousands of 
genes to control the growth and function of cells 
and tissues [36, 39, 70, 119]. Steroidal hormones 
diffuse across the cell membrane to bind to the 
LBDs of hormone receptors, which sets off a 
series of events that are necessary for transactiva-
tion or repression of target genes. First there is a 
conformational change of the receptor that 
involves the shedding of interacting chaperones 
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followed by translocation of the receptor to the 
nucleus. The DBD directs binding of the receptor 
to specific genomic regions on the DNA and 
dimerization, followed by recruitment of coregu-
latory proteins, chromatin remodelers, and the 
general transcriptional machinery necessary for 
regulating the transcription of target genes [12, 
33, 36, 63, 70, 119]. There are two regions within 
the NTD and LBD called activation functions 1 
and 2 (AF-1 and AF-2) respectively that provide 
the surfaces for interaction with coregulators and 
the transcriptional machinery [22, 34, 56, 62, 85]. 
To date, all clinically approved therapies directed 
against these hormone receptors target AF-2  in 
their LBDs. However, the recent breakthrough of 
the discovery of small molecule inhibitors that 
directly interact with AF-1 of AR has yielded the 
first ever small molecules that directly interact 
with the previously-considered “undruggable” 
NTD of a hormone receptor. The success of drug 
development against the intrinsically disordered 
NTD of AR is a precedent in the field of hormone 
receptors, but it is also worth noting that these 
molecules were the first drugs that directly bind to 
any intrinsically disordered target to reach human 
clinical trials (NCT02606123). Since success in 
drugging the “undruggable” NTDs of hormone 
receptors is currently restricted to AR, this review 
focuses on AR to provide insight into drug devel-
opment that may have application for other 
nuclear hormone receptors.

18.2  Modular Structure of Nuclear 
Hormone Receptors

Nuclear hormone receptors are modular proteins. 
The steroid hormone receptors vary in size from 
less than 600 amino acid residues to over 900 
residues. Their modular structure includes an 
intrinsically disordered N-terminal domain 
(NTD), DNA-binding domain (DBD), hinge 
region, and C-terminus ligand-binding domain 
(LBD). There can be substantial amino acid 
sequence similarity depending on the domain and 
hormone receptors being compared. For exam-
ple, the AR-LBD shares 54% sequence similarity 
with PR-LBD and hence some antiandrogens can 

inhibit the transcriptional activity of PR [10, 84]; 
the AR DBD is 76% identical to that of the 
GR-DBD and not surprisingly they share some 
common regulatory DNA sequences within the 
same chromatin loci [20, 102]. This is an impor-
tant consideration in drug development since the 
specificity of these hormone receptors involves 
multiple mechanisms including receptor-specific 
residues within their ligand-binding pockets but 
also importantly tissue-specific expression of a 
hormone receptor which, if not appreciated, 
could lead to unexpected toxicity in other tissues 
(for a review see [19]). For example, benign pros-
tate tissue expresses AR but does not express GR, 
yet in advanced prostate cancer both GR and AR 
are expressed [52].

18.2.1  Intrinsically Disordered 
N-terminal Domain (NTD)

The NTDs of these hormone receptors have little 
sequence conservation (<15%) and vary enor-
mously in size from only 182 amino acid residues 
for ERα to over 600 residues for MR. The NTD 
contains activation function 1 (AF-1), which 
interacts with an abundance of coregulatory pro-
teins [42, 57, 64, 68]. AF-1 of the majority of hor-
mone receptors contains most or all of the 
transcriptional activity, with the exception of 
ERα which has most of its transcriptional activity 
within AF-2 in its LBD [8, 22, 48, 56, 62]. AF-1 
and AF-2 can act independently, as demonstrated 
with deletion and mutational experiments, but 
generally maximum activity is obtained when 
AF-1 and AF-2 cooperate in concert ([64, 81]). 
AF-1 is generally considered ligand-independent. 
However, AR AF-1 has two transactivation  
units -1 and 5 (tau-1 and tau-5, respectively) 
(Fig. 18.1). Tau-1 is considered to be dependent 
on ligand binding to the receptor and encom-
passes amino acid residues 101-370, the majority 
of which are acidic. Amino acid residues 360-485 
comprise tau-5, which is considered to be ligand- 
independent. Deletions of small regions of 
approximately 100 residues of tau-1 do not elimi-
nate AR transcriptional activity, suggesting that 
the activity of tau-1 is not attributable to a single 
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Fig. 18.1 Modular structure of the androgen receptor. 
AF-1 is within the N-terminal domain (NTD) and con-
tains the ligand-dependent tau1 and ligand-independent 
tau5. The DNA-binding domain (DBD) contains 65 amino 

acid residues. The hinge region connects the DBD to the 
LBD and contains a nuclear localization signal. AF-2 is 
within the ligand-binding domain (LBD) and contains 249 
amino acid residues
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Fig. 18.2 Illustration of the AR displaying the intrinsically disordered NTD and hinge region compared to the folded 
DBD and LBD

small structural element [55]. This point is of rel-
evance in drug development because it could 
mean that any small molecule inhibitor, or anti-
body, directed to tau-1 would need to impact the 
conformation broadly and not merely a small dis-
crete region. Theoretically this would imply that 
the recently developed bispecific antibody 
3E10-AR441, that binds within tau-1 at residues 
299-315 [37], would not be efficacious in block-
ing all AR transcriptional activity. Additionally, 
loss of AR-LBD shifts the transcriptional activity 
of AR from tau-1 to tau-5 [55], which has impli-
cations for finding a small molecule inhibitor that 
blocks both full-length AR in response to ligand 
(activity mediated through tau-1) and truncated 
splice variants of AR (AR-Vs) that lack LBD 
(activity mediated through tau-5).

NTDs of hormone receptors are not amenable 
to structural analysis by X-ray crystallography due 
to their intrinsic disorder, thereby impeding drug 
development (Fig. 18.2). Amino acid residues dic-
tate the disordered state and thereby are “intrinsic” 
to the coding sequence. Generally, intrinsically 
disordered proteins or regions are enriched in 
amino acid residues that have a high net charge, 
low hydrophobicity, and abundance of proline 
residues [30, 117, 118]. Cysteine residues can 
form disulfide bridges that stabilize the protein 
structure in an oxidizing environment, but under a 

reducing environment, the disulfide bridges are 
broken, resulting in the protein becoming less 
ordered. Figure 18.3 shows a Ronn plot that pre-
dicts regions of disorder within the AR-NTD 
based upon its amino acid sequence. Post-
translational modification such as phosphorylation 
also impacts intra- and intermolecular interactions 
[7], which in turn impact the conformation of the 
structure and binding partner preference, plus the 
protein half-life [23, 40, 124]. Aromatic residues 
may reveal a molecular recognition region (MoRF) 
within a region of intrinsic disorder. These MoRFs 
are of high interest in drug development due to the 
potential to undergo a disorder-to-order transition 
with specific interactions or binding. Looking at 
the amino acid sequence of AR-NTD, there are 
multiple repeat regions that vary in length that 
include the polyproline tract (average 9 repeats), 
polyglycine tract (average 16 repeats), and poly-
glutamine tract (average 21 CAG repeats). 
Importantly the AR NTD has several potential 
MoRFs such as aromatic residues W433, Y445 
and F437. An example that emphasizes the quali-
ties that impact structure and function of intrinsi-
cally disordered proteins is the interaction of 
RAP74 with the AR NTD. RAP74 interacts within 
amino acids residues 423-446 that contain these 
MoRFs and has weak affinity in the millimolar 
range (KD = 1749 μM) that substantially improves 
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Fig. 18.3 Ronn plot of AR-NTD showing some mapped 
protein-protein interactions, post-translational modifica-
tions, and binding sites for small molecules that directly 
interact with this domain. The probability of protein disor-
der across the amino acid residues of the NTD. A proba-
bility score below 0.5 is considered ordered (folded) 
whereas a score above 0.5 is considered disordered. 
Transactivation units (tau) 1 and 5 are shown within the 
NTD.  The binding sites for EPI-002, sintokamide, and 

3E10-AR441 are shown. Regions of posttranslational 
modification and interactions with some other proteins on 
the N-terminal domain are shown. Phosphorylation (P) 
and sumoylation (S). Protein interactions shown include 
chaperones hsp40 and hsp90; AF-2, activation function-
 2 in the AR LBD for N/C interaction; RAP74 of the basal 
transcriptional machinery; p300/CBP, BRD4, TAB2, 
CHIP, MAGE-11, BAG1L, Gli, STAT3, and SRC

with phosphorylation of S424 of AR to a KD of 
702 μM [26, 109] (Fig. 18.4). Thus, an inhibitor of 
AR NTD even with an IC50 in the very high μM to 
millimolar range may still have therapeutic value 
in blocking this weak interaction with RAP74, if 
such blood levels are achievable without toxicity 
to other tissues. This difference in molecular 
mechanism of protein-protein interactions in the 
NTD compared to ligand-binding to LBD is criti-
cal to understand when considering differences 
between an AR NTD inhibitor and LBD inhibi-
tors, as in the latter case an antiandrogen such as 
enzalutamide has to compete with the physiologi-
cal ligand such as dihydrotestosterone (DHT) that 
has affinity in the low nM range.

The structural plasticity of the NTDs of hor-
mone receptors allows this domain to exist as 
multiple and changing conformations depending 
on the environment and interacting partner, but 
also makes this domain a difficult drug target [17, 
29, 35, 82]. The lack of a stable binding site 
together with shallow clefts for interactions with 
other proteins creates a challenge in drug devel-

opment that is unique from the classic “lock-and- 
key” model for folded proteins. Intrinsically 
disordered proteins or regions tend to have high 
specificity and low affinity thereby allowing a 
rapid interchange of binding partners. Examples 
for the AR NTD are RAP74 (as described above) 
and Hsp70, which have binding affinities in the 
μM range [26, 31]. The degree of helical second-
ary structure of hormone receptor NTDs increases 
with binding to interacting proteins to conform to 
a molten-globule-like conformation referred to as 
‘collapsed disordered’ [61, 71, 97]. NTD- 
interacting proteins that that are known to 
increase α-helical content include TATA-binding 
protein (TBP) [34, 65, 66, 116], CREB-binding 
protein (CBP) [61], RAP74 subunit of human 
transcription factor IIF [61, 97] and Jun dimer-
ization protein 2 (JDP2) [116]. These protein- 
protein interactions induce α-helical structure 
and lead to additional protein-protein interactions 
to impact transcriptional activity [106, 121]. 
Exchange of binding partners may involve 
unfolding of structured regions in AF-1 with 
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Fig. 18.4 EPI binding sites within tau5 of AR-NTD in 
the context of RAP74’s binding site. Residues in the three 
EPI-002 binding sites (underlined) and the flanking resi-
dues are shown. Phosphorylation of S424 impacts the 
affinity of RAP74 binding to tau5. MoRFs within the 

RAP74 site of interaction. Other post-translational modi-
fications that affect AR transcriptional activity and could 
possibly impact the binding of EPI-002 to tau5 that 
include Y363 that is phosphorylated by Ack and 
sumoylation of K386

increased structure within an adjacent region 
[89]. It is this plasticity that permits hormone 
receptors to act as a hub of interactions with an 
extremely large repertoire of binding partners 
[43, 59, 122]. Recently, low-resolution cryoelec-
tron microscopy revealed that the structure of 
transcriptionally active full-length AR is unique 
from ERα in its direct interaction with steroid 
receptor coactivators (SRCs) and its orientation 
of dimerization [123]. AR homodimerizes in a 
head-to-head and tail-to-tail manner and consists 
of two different conformations of NTD [123]. 
One AR NTD conformation interacts with a sin-
gle SRC-3 molecule close to its 23FQNLF27 motif 
[123], consistent with earlier coimmunoprecipi-
tation studies that showed SRC interacts within 
amino acid residues 1-233 of the AR-NTD [111]. 
Conversely, a single p300 molecule interacts with 
both conformations of NTD [123]. Interaction of 
a hormone receptor with DNA can also induce 
tertiary structure and α-helical content of the 
NTD/AF-1 to encourage protein-protein interac-
tions with cofactors and bridging factors to ulti-
mately impact transcriptional activity [8, 79, 80].

18.2.2  DNA-Binding Domain (DBD) 
and Hinge Region

The crystal structures of DBDs of hormone 
receptors have been resolved [105]. This domain 
is the most conserved in sequence compared to 
the other domains at greater than 75% for MR, 

GR, PR, and AR DBDs and 57% between ERα 
and AR DBDs. Hormone receptor DBDs have 
three α-helices that are comprised of two zinc fin-
ger motifs and a C-terminal extension (CTE). 
Each zinc finger has four cysteine residues that 
bind a zinc ion. The first zinc finger subdomain 
interacts with the major groove of base-specific 
regions of DNA and is called the P-box. The sec-
ond zinc finger subdomain stabilizes receptor- 
DNA interaction through non-specific contacts 
with the DNA backbone and also contains the 
distal box (D box) that is involved in receptor 
dimerization [98]. The 22Rv1 human prostate 
cancer cell line is commonly used to analyze the 
effects of drugs on the transcriptional activity of 
AR including its constitutively active AR-Vs, but 
this cell line is unique in that its AR carries dupli-
cation of exon 3: this encodes an additional zinc 
finger within its DBD thereby impacting its prop-
erties such as protein half-life [108].

The CTE mediates the specificity of AR to 
recognize androgen response elements (AREs). 
The majority of AREs have been mapped to 
enhancers in the regulatory regions of genes reg-
ulated by androgens and consist of a repeat of 
two hexamers separated by a 3 base-pair spacer. 
It is important to note that there are general 
response elements that are recognized by all ste-
roid hormone receptors with the exception of ER 
[112], as well those that are specific to a receptor 
[18, 27, 38, 54, 119]. Due to this high degree of 
similarity in sequence and structure across the 
steroid hormone receptors’ DBDs, this domain 
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has been generally considered to be a poor drug 
target due to challenges to achieve specificity. 
Although the DBD functions to steer the receptor 
to specific regulatory regions of the genome, as 
mentioned above it also primes the NTD for 
interactions with specific coregulatory proteins. 
The genomic sequence of a particular response 
element can influence the transcriptional response 
of a gene [45].

DBDs are linked to LBDs by the hinge region, 
which is unstructured. The hinge region is impor-
tant in the nuclear translocation of the receptor 
and is sequestered in the absence of ligand [93]. 
It contains part of the CTE involved in interac-
tions between the DNA and receptor as well as 
having other functions that are regulated by post- 
translational modifications within this region [21, 
44]. Upon binding DNA there can be a change in 
conformation of the CTE which stabilizes intra-
molecular interactions [44] and creates a binding 
site for coregulatory proteins [13, 95]. Hormone 
receptors can alter the conformation of DNA to 
facilitate the assembly of multi-protein com-
plexes within the enhancer or promoter regions 
of target genes [44].

18.2.3  Ligand-Binding Domain (LBD)

LBDs of hormone receptors function to mediate 
the effects of steroids and have been the primary 
target for drug development. The AR-LBD is the 
direct or indirect target for all currently FDA- 
approved drugs against the androgen axis. For 
example, indirect drug targets for AR-LBD are 
those therapeutics that reduce the levels of andro-
gen that bind to the AR-LBD and include LHRH 
analogues and CYP17 inhibitors (e.g. abiraterone) 
that block steroidogenesis. Drugs that directly tar-
get AR-LBD include both agonists that are called 
selective AR modifiers or “SARMs” as well as 
antagonists that are called, “antiandrogens”. 
Antiandrogens can be steroidal or non-steroidal; 
non-steroidal antiandrogens have the stem name 
“lutamide” and include flutamide, nilutamide, 
bicalutamide, enzalutamide, apalutamide, and 
darolutamide. Antiandrogens are competitive 
inhibitors with androgens for the AR-LBD and 

induce an AR conformation that is not transcrip-
tionally active. The “lutamides” have evolved 
since the first in class drug flutamide to be more 
bulky and thereby more effective in disrupting 
protein-protein interactions. Sequence similarity 
in the LBDs of hormone receptors manifests with 
some steroids able to bind to other receptor LBDs 
in addition to their cognate receptor, based upon 
the concentrations of steroid and also the exis-
tence of point mutations within this domain. For 
example, AR LBD shares 54% sequence similar-
ity with PR-LBD and not surprisingly steroidal 
progestins (e.g., cyproterone acetate/6-chloro-17-
hydroxy-la,2a- methylenepregna- 4,6-diene-3,20-
dione acetate) were the first inhibitors discovered 
against AR [92]. Similarly, the non-steroidal anti-
androgens such bicalutamide and enzalutamide 
bind to PR-LBD to inhibit its transcriptional 
activity [10, 51].

The crystal structures of LBDs of all hormone 
receptors have been resolved, in complex with 
various ligands, with only an agonist-bound con-
formation available for the AR. The lack of suc-
cess in obtaining a crystal structure of the 
AR-LBD in an antagonist conformation has 
impeded drug development against this impor-
tant drug target. Crystal structure analyses have 
revealed that LBDs of hormone receptors are 
folded into 3 layers that form an anti-parallel 
α-helical sandwich with up to 12 α-helices (H1- 
12) and up to 4 short β-strands that may form 
β-sheets [14, 44, 67, 107, 120]. Hormone recep-
tors lack helix 2 so have 11 helices, with the 
exception of ER that has all 12 helices [44]. 
Generally, the binding of an agonist induces con-
formational changes such that helix 12 stabilizes 
and covers the ligand-binding pocket to form a 
hydrophobic cleft and expose the AF2 region. 
This conformational change provides a binding 
interface for AF-2 to interact with LxxLL motifs 
of coactivators such as SRCs [14, 41, 44, 67].

In the absence of ligand, LBDs repress AF-1 
transcriptional activities as shown for PR, GR 
and AR. For these receptors, when their LBDs 
are deleted the results are constitutively active 
receptors [8, 22, 48, 55]. Here the ER stands out 
from the other receptors and emphasizes that its 
transcriptional activity is largely through AF-2. 
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Deletion of ER LBD results in a 95% decrease of 
its transcriptional activity [68], compared to the 
truncated AR lacking LBD becoming constitu-
tively activated [55]. As mentioned above, AR- 
LBD also dictates the contribution of 
transcriptional activity from tau-1 versus tau-5. 
For the truncated constitutively active AR-Vs that 
lack LBD, tau-5 would be the dominant tau driv-
ing transcriptional activity and thereby a critical 
drug target.

In diseases such as prostate cancer and some 
breast cancers, there are some structural altera-
tions in the AR-LBD that are considered to drive 
the disease and confer resistance to therapies that 
target the AR-LBD. These structural alterations 
include deletion or truncation of AR LBD, result-
ing in constitutively active AR-Vs that are inde-
pendent of androgens [55]; gain-of-function 
mutations in the AR-LBD underlying antiandro-
gen withdrawal syndromes [74]; as well as point 
mutations that result in promiscuous binding to 
other steroids [32].

18.3  Androgen Receptor

Full-length AR molecular mass is calculated as 
98.9 kDa but when run on SDS-PAGE it migrates 
as a band of approximately 110 kDa. AR NTD 
has several polymorphic tracts (see above) that 
result in its variability in length (generally 547–
556 residues), a folded DBD (65 residues), a dis-
ordered hinge region (49 residues) and folded 
LBD (249 residues). Full-length AR is encoded 
from 8 canonical exons and 7 cryptic exons in the 
AR gene. This gene resides on the X chromosome 
(AR locus: Xq11-Xq12); both males and females 
have only one functional copy of AR due to 
X-inactivation. The AR gene has binding sites for 
SP1, NFkB, and c-MYC but lacks elements for 
TATA and CCAAT in its regulatory region (for 
reviews see [15, 50]). Tissue-specific activity of 
AR is modulated by regulation of expression in 
response to androgen [50] and tissue-specific 
expression of its coregulators [87]. This results in 
tissue-specific expression of AR target genes 
such as prostate-specific antigen (PSA), which is 
a biomarker for prostate cancer.

Full-length AR mediates the effects of andro-
gens such as testosterone and dihydrotestoster-
one (DHT) that are required in males for sexual 
differentiation, maintenance of spermatogenesis, 
and male gonadotropin regulation. Male repro-
ductive tissue such as the prostate is dependent 
upon functional AR signaling. The dependency 
of prostate tissue on androgens provides the 
rationale for targeting full-length AR for the 
treatment of prostate cancer using androgen 
deprivation therapy (ADT) and antiandrogens. In 
addition to prostate cancer, the androgen axis 
plays a role in other pathologies such as alopecia, 
polycystic ovarian syndrome, spinal bulbar mus-
cular dystrophy, androgen insensitivity syn-
drome, and some breast cancers, thereby 
emphasizing the need for therapeutic inhibitors 
of AR transcriptional activity (for a review see 
[75]).

18.4  Rationale for Developing 
Inhibitors to the NTD

Interest in developing drugs to the intrinsically 
disordered AR-NTD predominantly comes from 
the discovery of constitutively active AR-Vs 
lacking LBD that are associated with resistance 
mechanisms in lethal castration-resistance pros-
tate cancer (CRPC) [4, 5, 103, 104] and have 
been discovered in breast cancer tissues [1, 24, 
43, 49]. The fact that all of the transcriptional 
activity of AR resides in its NTD, also means that 
inhibitors of the AR-NTD would be effective 
against full-length AR, gain-of-function muta-
tions in AR-LBD, and other mechanisms of 
maintained AR transcriptional activities. In other 
words, an inhibitor to the AR-NTD should block 
the transcriptional activities of all AR species. 
Also beneficial is that AR-NTD has little 
sequence similarity (<15%) to its most closely 
related hormone receptors and is thereby pre-
dicted to be a highly specific drug target.

Due to challenges in discovery of small mol-
ecules that directly bind to an intrinsically disor-
dered target, an approach has been to target 
folded proteins that interact with AR-NTD. The 
first in vivo proof-of-concept that this could yield 
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a therapeutic response for CRPC was provided 
using decoys that sequestered AR-NTD interact-
ing proteins [91, 96]. There have also been a 
number of studies that target an individual inter-
acting binding partner of AR-NTD such as: 
hsp40/70 to induce degradation of AR-Vs and 
reduce aggregation of full-length AR with 
extended polyQ tracts [28, 31, 78, 88]; BRD4 [6]; 
BAG1L [16, 69, 73]; and SRC-1 and 3 [114] 
(Fig. 18.3). The approach of targeting an interact-
ing protein rather than the AR-NTD directly has 
the inherent risk of lack of specificity to blocking 
AR function since most interacting partners are 
not unique for AR and interact with many other 
proteins. Thus, discovery of drugs that directly 
bind to AR-NTD is of high interest.

18.5  Small Molecule Inhibitors 
of AR-NTD

Currently all small molecule inhibitors proven to 
directly bind to the AR-NTD were originally iso-
lated from natural compound libraries [100]. 
These were libraries of marine sponges that were 
screened to discover: sintokamides [11, 101]; 
naphatenones [10, 86]; and EPI-001/ralaniten [3, 
90] (Fig. 18.5). Of these three unique chemical 
scaffolds, the EPI-001/ralaniten analogues were 
the first drugs against AR-NTD to reach human 
clinical trials. Importantly, ralaniten was also the 
first drug that directly binds to any intrinsically 
disordered target to reach clinical testing, mark-
ing a breakthrough in drug discovery for intrinsi-
cally disordered proteins. Recently, a 
second-generation analogue of ralaniten began 
clinical trials in heavily pretreated men with 
CRPC (NCT04421222) and in combination with 
enzalutamide ([46]; NCT05075577). 
Combinations of EPI compounds have shown 
improved therapeutic responses for CRPC when 
combined with antiandrogens [46], radiation [9], 
PIN1 inhibitors [76], palbociclib [110], mTOR 
inhibitors [58], taxanes [83], and sintokamides 
[11]. The sintokamides are still under develop-
ment for the clinic as potential imaging agents 
and to use in combination with tau5 inhibitors. 
Drug development for naphatenones, that were 

first isolated from the marine sponge Niphates 
digitalis, was stopped due to their reactivity and 
alkylation of glutathione [10, 86].

Sintokamides A to E were isolated from the 
marine sponge Dysidea sp. These were the first 
small molecules that inhibited the AR-NTD to be 
published [101]. Sintokamide A (SINT1) directly 
binds AR AF-1 region to specifically inhibit 
transactivation of AR NTD and block transcrip-
tional activities of full-length AR and AR-Vs 
[11]. In vivo studies with sintokamide using 
human prostate cancer xenografts grown in cas-
trated mice revealed regression of tumours and 
reduced expression of the AR-regulated gene, 
PSA [11]. Interestingly, additive inhibition was 
evident when SINT1 was combined with ralani-
ten, which suggested SINT1 binds to a site on 
AF-1 that is unique from that bound by ralaniten 
[11]. Through studying well-characterized 
protein- protein interactions with the AR-NTD, 
differences in blocking interaction of STAT3 
with AR-NTD between these compounds 
revealed that SINT1 probably interacts more 
N-terminally within tau-1 whereas ralaniten 
interacts with tau-5 [11, 25]. The inability of the 
sintokamides to impact IL-6 transactivation of 
AR and STAT3 interaction with AR-NTD pre-
dicts that these compounds would be ineffective 
against prostatic bone lesions that have elevated 
levels of IL-6 and are prevalent in men with 
advanced prostate cancer.

The first EPI compound, EPI-067, was iso-
lated from the marine sponge Geodia lindgreni 
[2, 99, 100]. Structure activity relationship stud-
ies of several hundred analogues yielded EPI-
002, a single stereoisomer of the mixture called 
EPI- 001, that was developed for first-in-human 
clinical trials. These compounds have a chlorohy-
drin and consistent with the literature were dem-
onstrated to not be reactive as shown at 
physiological pH in vitro [11] and in vivo using a 
radioactive imaging agent [51], as well as from 
patient clinical samples [94, 113]. EPI-002 was 
established as a first-in-class compound called 
ralaniten by the USAN Council with a stem name 
of “aniten” based upon its unique mechanism of 
action that distinguishes these compounds from 
the “lutamide” antiandrogens such as enzalu-
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Fig. 18.5 Chemical structures of small molecules vali-
dated to directly bind to AF-1 within the AR-NTD. 
Sintokamides do not block IL-6 transactivation of the 
AR-NTD or STAT-3 interaction with AR-NTD so are 
being developed as imaging agents rather than as thera-
peutics. Niphatenones were reactive and formed glutathi-
one adducts and have been dropped from clinical 
development. EPI-compounds showing the discovery 
compound, EPI-067, isolated from a marine sponge [2]. 

EPI-001 is a mixture of 4 stereoisomers including the 
active compound ralaniten (EPI-002) which was delivered 
as a prodrug (ralaniten-acetate or EPI-506) to prostate 
cancer patients [100]. Addition of a halogen (iodine) to a 
phenyl ring, I-EPI-002 (EPI-10000), improved the 
potency by 10-fold compared to EPI-002 [51]. Removal 
of the primary alcohol as with the second-generation com-
pound EPI-7170 improves the in vivo efficacy presumably 
due to reduced metabolism [9, 94]

tamide. Ralaniten predominantly binds residues 
341-446 of tau-5, including the core unit 

435WHTLF439, plus some overlap into tau-1 (101-
370) [25] (Figs.  18.3 and 18.4). As predicted, 
ralaniten inhibits the transcriptional activities of 
full- length AR, AR-Vs, gain-of-function 
AR-LBD mutations, AR with altered polyQ 
tracts, and AR-transcriptional activities with 
aberrant expression of coactivators and amplified 
levels of AR [3, 90, 121]. Inhibition of AR tran-
scriptional activity by EPI was specific, with no 
impact on related human hormone receptors. EPI 
analogues inhibited AR-NTD interaction with 
CREB- binding protein (CBP) and RAP74 [3]. 
They do not induce AR nuclear translocation in 
the absence of androgen [3]. Importantly EPI 
analogues block AR DNA binding in the promot-
ers and enhancers of target genes to decrease 

expression of these genes in response to andro-
gens [3, 90]. In vivo efficacy of EPI as a thera-
peutic for prostate cancer was demonstrated 
using xenografts of human prostate cancer cell 
lines, patient- derived xenografts, and the 
Herschberger assay [3].

The technical hurdle of aggregation of recom-
binant intrinsically disordered proteins makes it 
difficult to provide evidence of direct binding 
using cell-free assays. In spite of this, evidence of 
direct interaction of the EPI analogues with the 
AF-1 region of AR was shown by application of 
recombinant AF-1 protein in a cell-free assay by 
fluorescence emission spectroscopy [3] and 
Click-chemistry probes [90]. Importantly, cell- 
free assays may be prone to producing artifacts 
because of the sensitivity of the conformation(s) 
of an intrinsically disordered protein on its envi-
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ronment and protein-protein interactions. The 
first evidence of direct binding for any intrinsi-
cally disordered protein in cells was provided 
when EPI bound the endogenous AR in LNCaP 
human prostate cancer cells. A number of 
approaches were employed that included both 
click-chemistry probes and radiolabelled ana-
logues [51, 90]. In vivo data from castrated mice 
injected with a radiolabelled EPI analogue also 
provided strong evidence of specificity of EPI 
compounds for the AR as well as proof-of- 
concept of the potential of these compounds to 
image tumours that express AR-NTD [51]. Later, 
Dr. Salvatella and his team provided NMR data 
confirming that EPI compounds bind specifically 
to AF-1 within tau-5 and identified the amino 
acid residues required for this interaction [25]. 
There were three regions within AR AF-1 that 
were required for EPI to bind, implying that EPI 
binds within a pocket rather than to linear amino 
acid sequence (Fig.  18.4). Of note, the EPI-
binding site on AF-1 is also where RAP74 inter-
acts [26]  thereby supporting earlier studies 
showing EPI blocked this interaction [3]. Post-
translational modifications within this region that 
may alter the binding of EPI include phosphory-
lation of Y363 and S424 as well as sumoylation 
of K386 within the flanking region. Studies to 
address the impact of post-translational modifica-
tions on EPI binding to AR-NTD will be impor-
tant to predict potential resistance mechanisms.

18.6  First-in-Human Clinical Trials

In November 2015, the prodrug of ralaniten, 
called ralaniten-acetate and also known as EPI- 
506, was administered to the first CRPC patient 
enrolled in first-in-human clinical trials 
(NCT02606123). This marked an important 
event of ralaniten being the first drug that directly 
binds to any intrinsically disordered protein to 
reach a clinical trial - in oncology and even more 
notably in any disease. This Phase I clinical trial 
was a dose-escalation study in 28 heavily pre-
treated CRPC patients in whom abiraterone and/
or enzalutamide had previously failed. The drug 
did show signs of efficacy in some patients as 

evidenced by a reduction of serum PSA and sta-
ble disease, especially in those patients receiving 
higher doses. A few patients remained on ralani-
ten for more than 1  year with stable disease. 
These indications of efficacy were in spite of 
patients having steady-state Cmin blood concen-
trations that were 50× lower than what would be 
optimal based upon in vitro data of 25 μM [100]. 
Notably, the most highly dosed patients who 
received 3600 mg/daily had blood trough levels 
of only 200  ng/mL which is equivalent to 
0.5 μM. These blood levels are also 48- to 58-fold 
lower than steady-state Cmin for enzalutamide and 
its active metabolite respectively [53]. This 
extremely poor pharmacokinetic profile for rala-
niten resulted in excessive pill burden and ulti-
mately stopping its clinical development, in spite 
of it being well-tolerated. Subsequent analyses of 
samples from these patients revealed that ralani-
ten was oxidized and glucuronidated predomi-
nantly at the alcohol groups  [94]. A second 
generation set of analogues have been designed 
to improve the metabolic stability of this class of 
drugs and these include EPI-7170 [9] and the 
clinical compound EPI-7386, which entered clin-
ical trials in June 2020 for men with metastatic 
CRPC (NCT04421222). Early data released at 
ASCO-GU in February 2021 stated, “Despite the 
suboptimal 200 mg dose, one out of three patients 
who completed 12 weeks of therapy experienced 
a prostate specific antigen (“PSA”) decline of 
more than 50% after three cycles of EPI-7386 
therapy (12 weeks) with ongoing continued PSA 
declines continuing through six cycles of therapy, 
despite previously having failed enzalutamide 
and abiraterone acetate” [72, 77].

18.7  Conclusions

It is estimated that 33–50% of the proteome is 
intrinsically disordered or has intrinsically disor-
dered regions [115]. The plasticity of intrinsi-
cally disordered proteins allows for multiple and 
changing conformations to enable the exchange 
of numerous binding partners. Proteins that pos-
sess intrinsic disorder tend to have functions 
within signaling networks and include transcrip-
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tion factors such as nuclear hormone receptors 
and regulators of the cell cycle. Thus, it is not 
surprising that intrinsically disordered proteins 
are associated with many diseases such as cancer, 
diabetes, cardiovascular disease, and amyloidosis 
(for a review article see [60]) and are a rich poten-
tial source of drug targets. Progress on develop-
ing inhibitors that directly bind to the intrinsically 
disordered AR NTD, that are the first to reach 
clinical trials in humans for this class of proteins, 
may help lead future successes against other 
intrinsically disordered drug targets.
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Abstract

While genome-wide association studies 
(GWAS) on levels of nuclear receptors are 
sparse, the genetics of ligands of these recep-
tors (steroid hormones, thyroid hormones, and 
liposoluble vitamins) have been extensively 
studied in GWAS of predominantly European 
populations. Hundreds of genetic variants 
across the genome have been associated with 
serum levels of nuclear receptor ligands, shed-
ding light on the physiology of hormone 
metabolism. These GWAS findings have been 
used to explore causal associations of these 
hormones with complex human traits and dis-
eases in Mendelian randomization (MR) stud-
ies, and in studies using polygenic risk scores 
to quantify the genetic predisposition to higher/
lower hormone levels. As such, besides provid-
ing insights into hormonal pathophysiology 
and its causal relationship with clinical com-
plications, GWAS- identified genetic markers 

could ultimately play an important role in the 
daily clinical management of patients. As large 
trans-ethnic GWAS on levels of nuclear recep-
tor ligands emerge, and with the fast advances 
in genotyping techniques and constant decrease 
of the genotyping costs, studying an individu-
al’s genetically predicted hormonal profile 
could be the next step in personalizing the 
management of patients with pathologies 
related to nuclear receptors and their ligands.

Keywords

Nuclear receptors · Ligands · GWAS · 
Mendelian randomization · Polygenic risk 
scores

19.1  Introduction

In the decade following 2010, genome-wide 
association studies (GWAS) have improved our 
understanding of the polygenic architecture of 
ligands of nuclear receptors (NR), such as steroid 
hormones, thyroid hormones, and vitamins A and 
D. This was done by assessing the genetic factors 
linked to the amounts of these ligands in the cir-
culation in cohorts of thousands of individuals, of 
predominantly European ancestry. Although 
GWAS data on circulating levels of NR them-
selves are scarce, a wealth of genetic variants 
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across the genome have been related to levels of 
their direct and indirect ligands in large-scale 
GWAS. These findings have shed light on the 
physiology of hormone metabolism. Also, they 
have been leveraged to explore causal associa-
tions of those hormones with complex human 
traits and diseases (i.e., common diseases and 
traits of polygenic etiology) in Mendelian ran-
domization (MR) studies, and in studies using 
polygenic risk scores (PRS) to quantify the 
genetic predisposition to higher/lower hormone 
levels.

Earlier studies have explored the genetics of 
complex traits, for instance levels of vitamins and 
steroid hormones, through a candidate gene 
approach, where genetic variants or genes, sup-
ported by prior knowledge on their biological 
functions, were assessed for association with a 
target disease or trait. Contrarily, GWAS follow a 
hypothesis-free approach within which usually 
500,000–800,000 genetic variants across the 
complete genome (known as single nucleotide 
polymorphisms or SNPs) are genotyped in each 
study participant using SNP-arrays. Then, using 
genomic imputation to reference panels (libraries 
of whole-genome sequenced individuals), up to 
10–20  million additional SNPs are imputed. 
Subsequently, each SNP is tested against the phe-
notype of interest. To account for multiple test-
ing, a corrected p-value threshold of 5 × 10−8 is 
employed to attenuate the risk of false-positive 
findings. Effect sizes of the individual SNPs are 
typically small, as often expected for common 
variants (SNPs with minor allele frequency-MAF 
>5%). These studies therefore require large-scale 
collaborations to achieve a sufficient number of 
subjects for adequate statistical power to detect 
significant associations. Within the recent years, 
Whole Genome Sequencing (WGS) studies 
became more accessible and less costly. These 
studies result in far more information than GWAS 
on imputed genotype-wide genotyping data, and 
have enabled identification of rare variants (ie 
SNPs with a MAF below 1%) with larger effect 
sizes [1].

MR represents a study design in genetic epi-
demiology allowing for causal inference [2]. In 
MR studies, rather than measuring directly the 

amount of a circulating biomarker (such as a hor-
mone or a vitamin) and testing its causal associa-
tion with an outcome (trait or disease), SNPs 
associated with a given biomarker at a genome- 
wide level are used as instruments to infer its lev-
els. Since the assignment of genetic variants at 
conception is random (according to Mendel’s 
second law), these SNPs are not influenced by 
environmental factors which could confound the 
association between a biomarker and a disease 
outcome in traditional epidemiological studies 
[3]. As such, MR limits bias by confounding and 
moreover addresses reverse causation, which 
happens when a disease outcome influences the 
levels of a measured biomarker. In the past 
10  years, the two-sample MR study design 
(where genetic variants related to an exposure 
and an outcome are assessed in distinct popula-
tions) [2] has enabled the use of large-scale 
GWAS data for biomarker levels (among which 
serum levels of vitamins and hormones) to 
explore their causal associations with human dis-
eases and traits.

As mentioned above, GWAS have identified 
SNPs that are linked to a range of traits and com-
plex diseases. Despite the small individual con-
tributions of those SNPs [4], a major portion of 
the variance of a disease may be explained by 
adding the individual effects of all identified 
SNPs across the genome. To put it another way, a 
strategy to utilize the knowledge gained from 
GWAS is to summarize the risk from multiple 
disease-causing SNPs in PRS which can be com-
puted from individuals’ genotype data [5]. These 
scores are either simple counts (unweighted) or 
weighted sums of the disease-causing SNP- 
alleles. By assigning a unique score per individ-
ual and placing it in a specific percentile of a 
normal distribution, PRS allow disease risk strat-
ification [5]. Also, genomic-based prediction of 
risk could enable risk stratification for a variety 
of complex diseases and traits (for which PRS 
exist) in individuals who have previously under-
gone genome-wide genotyping [6–8]. Further, 
such genotyping must be undertaken only once 
over the lifetime and its cost is decreasing rapidly 
(currently <$50 USD in a research context). 
Therefore health care systems are increasingly 

M. Yazdanpanah et al.



329

investing in genome-wide genotyping of their 
populations [9, 10].

In this chapter, we are discussing the results of 
the most recent GWAS on levels of NR ligands, 
and the clinical applications of those findings, 
specifically in MR studies assessing the causal 
role of NR ligands in human traits and diseases 
and in PRS predicting disease risk.

19.1.1  GWAS on NR Levels

The absence of commercialized assays to directly 
measure circulating levels of NR in the blood and 
of established norms, and also the increased cost 
related to measuring such levels in large popula-
tions explain partly the sparsity of GWAS in this 
field. To date, a single GWAS has assessed circu-
lating levels of the estrogen receptor alpha (ERα) 
[11]. One common SNP within the HRG (histi-
dine rich glycoprotein gene) was identified to be 
associated at a genome-wide significant levels 
with levels of the ERα. This GWAS assessed lev-
els of up to 1124 circulating proteins using the 
SOMAscan platform in 997 individuals of 
European ancestry. Genome-wide significant 
associations were identified for 539 proteins and 
replicated in a multi-ethnic sample of 338 indi-
viduals [11]. No MR studies on NR levels are 
published so far using the aforementioned GWAS 
data. As an alternative to those approaches, it is 
potentially attractive to assess the impact of cir-
culating ligands for NR.

19.1.2  25 Hydroxyvitamin D 
(Calcidiol)

Calcidiol or 25 hydroxyvitamin D (25OHD) is 
the precursor of the 1,25 dihydroxyvitamin D 
(calcitriol), which is the direct ligand of the vita-
min D receptor. Because of the stability of its 
serum levels (in contrast to that of calcitriol 
 levels), 25OHD is the established biomarker of 
vitamin D status in humans. 25OHD levels in 
humans are highly heritable, with estimates of 
heritability in twin and family studies of up to 
40% [12, 13]. In the past decade, at least 6 GWAS 

[14–19] studies were published on levels of 
25OHD in Europeans, and two small GWAS 
were published in non-European populations [20, 
21]. No large GWAS on calcitriol levels are avail-
able up to now.

Earlier GWAS on 25OHD levels leveraging 
data from almost ~80,000 individuals have iden-
tified SNPs in 6 loci across the genome, among 
which four genes with direct role in vitamin D 
synthesis and metabolism (7-Dehydrocholesterol 
Reductase (DHCR7), Cytochrome P450 Family 
2 Subfamily R Member 1(CYP2R1), GC and 
Cytochrome P450 Family 24 Subfamily A 
Member 1(CYP24A1)) [15]. SNPs in these four 
genes explained a limited portion of the variance 
in 25OHD levels (2.4%). Recently, two large 
GWAS [16, 19] including up to ~430,000 
Europeans have substantially increased our 
understanding on the polygenic architecture of 
25OHD levels, indicating over 140 25OHD- 
related loci. The heritability of 25OHD explained 
by all SNPs across the genome identified in these 
two studies was estimated to 16%.

Improved understanding of the genetic deter-
minants of 25OHD has helped re-assess the role 
of vitamin D in the pathogenesis of skeletal and 
extraskeletal outcomes through MR.  Taken 
together, the evidence from over 60 vitamin D 
MR studies published to date [22] does not sup-
port a causal role for the overwhelming majority 
of studied outcomes, including osteoporosis, dif-
ferent kinds of cancer, cardiovascular disease 
(CVD), autoimmune diseases and all-cause mor-
tality. Despite this, in certain cases where the evi-
dence from MR supported a causal role of vitamin 
D, for example in multiple sclerosis [23–26], 
these results had important clinical implications. 
This is for instance reflected in recent clinical 
care guidelines for the use of cholecalciferol in 
preventing multiple sclerosis in those at risk, 
published by the MS Society of Canada. The 
recent identification of over 140 25OHD- 
associated genetic variants [16, 19], allowing a 
deeper understanding of the genetic determinants 
contributing to variation in circulating 25OHD 
levels, will likely potentiate the utilization of 
these variants as instruments for 25OHD levels in 
MR studies. Indeed, the most recent MR studies 
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have used up to 250 SNPs as instruments for 
25OHD levels to study various outcomes [19, 
27].

Vitamin D PRS are being explored as tools to 
stratify individuals for risk of vitamin D defi-
ciency [28]. In some studies, PRS were applied to 
study associations of genetically determined vita-
min D levels and disease outcomes, using a vari-
able number of SNPs [29, 30]. The variance 
explained of 25OHD levels was relatively low, 
varying from 0.3 to 13%. Recently, new vitamin 
D PRS explained a substantially larger portion of 
the variance of 25OHD (up to 22%) [31, 32], 
which facilitates their clinical implementation.

19.1.3  Thyroid Hormones (Thyroxin 
and Triiodothyronine)

It is estimated that 40–65% of the inter- individual 
variation in markers of thyroid function is con-
trolled by genetic factors [33]. To characterize 
these factors, various linkage and candidate gene 
studies have been performed, which have identi-
fied only a limited number of genes. Within the 
last 10 years, GWAS in the field of thyroid func-
tion have identified numerous new genes, while 
whole-genome sequencing efforts have also 
yielded interesting findings. While most GWAS 
focused on levels of thyroid-stimulating hormone 
(TSH) or diseases causing thyroid dysfunction 
(Graves disease, Hashimoto thyroiditis), some 
studies [34–42] explored directly the genetic 
architecture of thyroxin (free tetraiodothyronine 
or FT4) and of total triiodothyronine (T3), the 
results of which are discussed below.

To date, a minimum of 63 SNPs in 48 loci 
have been associated at a genome-wide signifi-
cant level with FT4 and/or T3 levels. Among 
these loci, certain have a known role in TSH syn-
thesis (ex LIM Homeobox 3 [LHX3]); the TSH 
signaling cascade (ex Phosphodiesterase 8B 
[PDE8B]); transcription factors expressed in the 
thyroid gland (ex Forkhead Box E1 (FOXE1)); 
thyroid angiogenesis (ex Vascular Endothelial 
Growth Factor A [VEGFA]); deiodination steps 
which convert T4 to the bioactive T3 or its inac-
tive form (ex Iodothyronine Deiodinase 1[DIO1] 

and Iodothyronine Deiodinase 2[DIO2]); thyroid 
hormone transportation (ex Solute Carrier Family 
17 Member 4(SLC17A4)); or participate in the 
hepatic metabolism of thyroid hormones (ex 
Aminoadipate Aminotransferase [AADAT]). 
Other associations are driven by exogenous thy-
roxine administration. As an example, PTCSC2 
or (Papillary Thyroid Carcinoma Susceptibility 
Candidate 2) variants have been described in sub-
jects with a history of thyroid cancer, who are 
typically on high doses of L-thyroxin post 
thyroidectomy.

In the first WGS GWAS of serum TSH and 
FT4 levels in a total of 16,335 individuals [36], a 
new variant at Beta-1,4-Galactosyltransferase 
6(B4GALT6) with a MAF of 3.2% was identified 
for FT3. B4GALT6 is a galactosyltransferase, 
which is known to inhibit production of cAMP in 
TSH-stimulated cells.

GWAS-identified variants in a recent study 
explained 5.6% and 2.3% of the variance in 
serum TSH and FT4 levels respectively [35]. 
Applying a PRS based on these variants, it was 
demonstrated that subjects with scores within the 
highest PRS quartile had a 6.7 times increased 
risk of (sub)clinical hypothyroidism compared to 
subjects with a score within the lowest quartile 
[35].

19.1.4  Estradiol

Estradiol is the ligand for the ERα sex hormone 
NR, and has widespread biological effects, being 
the primary estrogen during reproductive years. 
Estradiol levels have a well-established role in 
disease susceptibility, particularly cancer in 
reproductive tissues in both men and women 
[43–46].

Family aggregation and twin studies among 
women estimate the heritability of estradiol lev-
els to up to 45% [47, 48]. Earlier candidate gene 
studies established associations of estradiol lev-
els with variants within the Cytochrome P450 
Family 19 Subfamily A Member 1(CYP19A1) 
gene in post-menopausal women [49–52]. 
Notably, CYP19A1 variants have been linked to 
both estradiol levels and endometrial carcinoma 
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[50–63], but no association was shown with 
breast cancer [51, 64]. Also, in postmenopausal 
women Estrogen Receptor 1(ESR1) gene 
(encodes ERα) haplotypes are related to higher 
plasma estradiol levels [65, 66], Finally, evidence 
from candidate gene studies have identified the 
vWF (vin Willebrand Factor) to be associated 
with Estradiol levels [67].

GWAS have identified only a low number of 
loci associated with sex hormone levels, with 
several reproductive hormones yet to be assessed. 
As an example, a locus in an intron of the 
Anoctamin 2 (ANO2) gene on chromosome 12 
was shown to predict estradiol level [68]. A pre-
vious GWAS of estradiol levels in postmeno-
pausal women failed to identify any genetic 
variants reaching genome-wide significance in 
this region, though this GWAS might have been 
underpowered to detect this signal. In total, 11 
GWAS loci associated with estradiol explained 
6.5% of the variance in age-adjusted log- estradiol 
levels [52]. For several of these loci our knowl-
edge on their regulatory mechanisms remains 
incomplete.

Observational studies have shown a correla-
tion between estradiol concentration and disease 
risk, yet not been able to distinguish between a 
causal relationship or an association driven by 
confounding. MR studies have therefore pro-
vided good evidence that higher post-menopausal 
estradiol levels are indeed a causal risk factor for 
endometrial carcinoma, and have a causal effect 
on estimated bone mineral density (BMD) and 
fracture risk [69]. A recent MR study, suggested 
a causal effect of estradiol on BMD in men and 
confirmed that CYP19A1 was an important 
genetic regulator of bone health in men [70], 
together with two other independent loci on the 
X-chromosome linked to estradiol levels, and 
two loci (Tripartite Motif Containing 4(TRIM4) 
and Cytochrome P450 Family 11 Subfamily B 
Member 1/ Cytochrome P450 Family 11 
Subfamily B Member 2(CYP11B1/B2)) 
 associated with levels of estrone, the main sex 
steroid in women in menopause [70]. Using as 
instruments variants within the CYP19A1 gene, 
estradiol levels were inversely associated with 
risk of thromboembolism in a MR study [71].

Results from MR on causal effects of geneti-
cally predicted estradiol on systemic inflamma-
tion among women are controversial [72]. Adding 
to the prevailing body of observational evidence 
[73, 74], the results of MR on endogenous estro-
gen exposure and colorectal cancer risk were 
inconsistent [75].

Altered reproductive hormone levels have 
been shown to be involved in the pathophysiol-
ogy of depressive disorders [76–79], and a nega-
tive association was found between PRS for 
estradiol levels and whole hippocampal volume. 
However, the PRS failed to predict the occur-
rence of depressive disorders [80].

19.1.5  Testosterone and its 
Precursors

Testosterone is the main androgen in men pro-
duced by the testicles, and is predominantly 
bound to sex hormone-binding globulin (SHBG) 
while a smaller fraction is loosely bound to albu-
min [81]. There is growing evidence that serum 
testosterone could be a valuable biomarker of 
men’s overall health status. Evidence from sev-
eral epidemiological studies indicating that low 
serum testosterone concentrations are related to 
higher risk of common complex diseases includ-
ing cardiovascular morbidity, metabolic syn-
drome, dyslipidemia, hypertension, type 2 
diabetes, stroke, atherosclerosis, osteoporosis 
[82–88] and increased risk of mortality in men 
[89, 90].

Although testosterone is often thought of as a 
male hormone, females also produce testoster-
one, albeit at lower levels. Elevated testosterone 
levels in women have been described in the con-
text of polycystic ovarian syndrome, insulin 
resistance, dyslipidemia, and hypertension [82, 
91]. Genetics studies on testosterone levels in 
females failed to yield significant results [52].

Evidence from twin studies suggests that the 
heritability of serum testosterone levels in men 
varies between 57% [92] and 60% [93]. Another 
study reported comparable heritability estimates 
in younger males (64% in 9-year- olds and 70% 
in 12-year- olds) [94].
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GWAS have determined multiple variants 
that influence testosterone regulation in healthy 
adults [52, 68, 95–98], also including variants in 
SHBG. GWAS studies have explained only 5% 
of variance in testosterone [68]. In earlier 
GWAS, two autosomal gene loci (Jumonji 
Domain Containing 1C (JMJD1C) and SHBG) 
have shown genome- wide association with 
serum testosterone [99]. However, the genetic 
determinants of serum testosterone and there-
fore the genetic risk factors for low concentra-
tions remain poorly understood. More recently, 
a GWAS meta-analysis on total testosterone lev-
els in males identified three loci, including two 
within the SHBG [95]. A GWAS in post-meno-
pausal women did not detect genetic variants 
associated with testosterone levels [52], in 
accordance with previous studies [52].

MR studies have examined the association of 
genetic predictors of testosterone with CVD and 
associated risk factors in men using genetic vari-
ants from the Family With Sequence Similarity 9 
Member B (FAM9B), SHBG, CYP19A1 and 
Estrogen Receptor 2(ESR2) genes. Interestingly, 
none of the observed loci supported a causally 
protective effect of testosterone [89, 100–102] 
but instead indicated potential harms for blood 
pressure [89, 103], lipids [100] and cardiac func-
tion [102]. Notably, an intrinsic limitation for 
MR of sex hormones is that genetic predictors of 
testosterone on SHBG exert pleiotropic effects 
[95, 97, 99].

MR found a causal link between higher testos-
terone levels and CVD using Jumonji Domain 
Containing 1C (JMJD1C) variants amongst men 
in the UK Biobank [104]. Further MR studies in 
men observed a causal relationship of testoster-
one with cognition [105] and BMI [106]. While 
there is an extensive focus on men, few testoster-
one MR studies included women [107, 108]. The 
latter studies did not observe evidence of causal 
links between testosterone and a range of cardio-
vascular risk factors in women [108]. Evidence 
from MR also supports an association of elevated 
testosterone levels with both BMI and waist cir-
cumference [109] in both sexes, and of a decreas-
ing effect of testosterone predominantly in men’s 
height [108, 110].

Flynn et  al. constructed sex-specific PRS 
which showed an improved predictive perfor-
mance for testosterone levels over a sex- combined 
model [109]. Interestingly, PRS have been 
applied to access the relationship between sex 
hormone and mental traits. For instance, PRS for 
testosterone level was associated with fluid intel-
ligence in middle-aged females [111].

19.1.6  Vitamin A

Vitamin A (VA) is present in the blood mainly in 
the form of retinol and provitamin. VA is crucial 
to human health and is involved in many meta-
bolic and physiological processes, for example in 
vision [112–115], cell differentiation [116, 117], 
embryonic development [118, 119] and immu-
nity [120]. Retinol is among the foremost bio-
logically active forms of vitamin A and is 
hypothesized to influence a large range of human 
diseases including asthma, CVD, infectious dis-
eases and cancer [121].

There is evidence that genetic variants influ-
ence circulating retinol level. Family studies have 
estimated that 30% of the variation in serum reti-
nol is heritable [122]. One case study demon-
strated that a mutation in the gene encoding 
retinol-binding protein 4 (RBP4), a major trans-
port protein for retinol in circulation, resulted in 
abnormally low retinol concentrations [123], 
while inactivation of the transthyretin (TTR) 
gene, the other major retinol transport protein, 
also resulted in hypovitaminosis A in mice [124].

GWAS recently examined the genetics of 
serum retinol concentration in a healthy popula-
tion, but did not identify variants associated with 
serum retinol at a genome-wide significance level 
[125]. Thus, it remains unclear whether common 
SNPs can explain variations in retinol concentra-
tion within the normal range. Another GWAS 
found two distinct regions that influence circulat-
ing retinol levels. The SNPs showing the stron-
gest signal localize to regions that include the 
biologically plausible candidate genes, Retinol 
Binding Protein 4 (RBP4) and TTR [126].

Previously, a GWAS meta-analysis of 
α-carotene concentrations, which combined 
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results across three diverse study populations, 
found one locus to be associated with pro- vitamin 
A carotenoids at a genome-wide level. 
Specifically, SNPs within the BCO1 (beta- 
carotene oxygenase 1, alias BCMO1) locus were 
associated with significantly higher circulating 
concentrations of β-carotene and the same locus 
was associated to a lesser extent with α-carotene 
concentrations [125]. BCO1 catalyzes the pri-
mary step of conversion of pro-vitamin A carot-
enoids to vitamin A (retinol) in the small intestine. 
The association between SNPs in BCO1 and 
α-carotene was weak, relative to its association 
with β-carotene [127]. Three novel loci related to 
serum α-carotene concentrations in a GWAS on a 
population that consumed a controlled diet. In 
this study, the Calpain 2/ Calpain 8(CAPN2/
CAPN8) locus provided compelling evidence for 
association with serum α-carotene concentra-
tions [128].

The evidence from genetics was utilized to 
investigate the causal relationships between vita-
min A levels and disease. SNPs near the Retinol 
Binding Protein 4 (RBP4) gene have been linked 
to vitamin A–related diseases, such as retinitis 
pigmentosa [129]. A pooled analysis of 9226 
cases and 10,420 controls found no association 
between BCMO1 individual SNPs or weighted 
multi-SNP scores and breast cancer risk [130].

Observational studies have suggested associa-
tions between greater levels of dietary-derived 
antioxidants and a lower risk of coronary heart 
disease (CHD), while randomized clinical trials 
showed no reduction in CHD risk following anti-
oxidant supplementation. Evidence from MR did 
not support a protective effect of genetic predis-
position to higher antioxidant levels on coronary 
heart disease risk [131]. Similarly, MR did not 
support a causal association between antioxi-
dants such as β-carotene and retinol, and isch-
emic stroke [131]. Furthermore, evidence from 
MR suggested that higher exposure to β-carotene, 
or retinol, does not lower the risk of Alzheimer 
disease [132].

Common variants linked to schizophrenia in a 
large GWAS aggregated in retinoid genes and 
were used to formulate a PRS, which was signifi-
cantly correlated with risk of schizophrenia. The 

same study detected through whole-genome 
sequencing a rare variant in the retinoic acid 
receptor beta gene (RARB) in individuals with 
severe cognitive deficits [133].

19.1.7  Cortisol

Cortisol secretion is regulated by the 
hypothalamic- pituitary-adrenal axis in response 
to a variety of biological and environmental fac-
tors [134], and psychological stressors [135], and 
is marked by a circadian rhythm [136], which 
lead to substantial variation of cortisol levels 
throughout the day. Cortisol is transported in the 
circulation by the corticosteroid-binding globulin 
(CBG), which binds ~90% of the total plasma 
cortisol; nevertheless, only the free cortisol can 
access tissues and have biological effects [137].

Plasma and saliva cortisol levels have been 
utilized in twin studies to study the heritability of 
cortisol in humans. The heritability of diurnal 
cortisol secretion has been estimated at 62% 
[138]. For acute plasma cortisol measures, the 
estimates range from low (14%) to moderate her-
itability (45%) [139–141]. Two studies [142, 
143] detected no heritability for morning saliva 
cortisol levels and total day-time secretion, but 
observed an important contribution of shared 
environment (>40%).

A mixed candidate gene and GWAS approach 
found variation within the FKBP Prolyl Isomerase 
5 (FKBP5) gene to be related to both cortisol lev-
els and depression risk [144]. In a GWAS meta- 
analysis for plasma cortisol in 12,597 individuals 
from the CORtisol NETwork (CORNET) consor-
tium, three common SNPs explained approxi-
mately 0.5% variation in morning plasma cortisol 
levels [145]. These SNPs located within the 
Serpin Family A Member 6 (SERPINA6) gene 
which codes CBG, and the Serpin Family A 
Member 1 (SERPINA1) gene which encodes 
α1-antitrypsin (which inhibits cleavage of the 
reactive centre loop that releases cortisol from 
CBG) [145].

Several population-based cross-sectional 
studies have reported morning plasma levels of 
cortisol to be positively linked to plasma glucose, 
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blood pressure and other cardiovascular risk fac-
tors [146–150]. A cross-sectional study of the 
association between circulating cortisol levels 
and CVD events was inconclusive [151], while a 
prospective nested case-control study showed a 
positive association between morning plasma 
cortisol and incident CVD [151]. A recent study 
found an enrichment of cortisol and testosterone 
associations among known CVD loci [152], 
while two plausible candidate genes (Cytochrome 
P450 Family 11 Subfamily B Member 1 
(CYP11B1) and Cytochrome P450 Family 11 
Subfamily B Member 2 (CYP11B2)) were 
detected among these loci, which catalyze the 
conversion of deoxycortisol into cortisol. 
However, an MR study showed that genetically 
predicted cortisol level (using 6 SNPs from the 
CORNET GWAS) was not related to ischemic 
heart disease, ischemic stroke, type 2 diabetes, or 
CVD [153]. In another MR study, a genetic 
instrument for morning plasma cortisol compris-
ing 3 SNPs in the SERPINA6 explaining 0.5% of 
the variation in morning plasma cortisol levels 
was causally related to CVD [154]. A recent 
study identified new SNPs in the SERPINA6/A1 
locus to be associated with morning plasma cor-
tisol level [155], which were also shown to influ-
ence expression of SERPINA6 in the liver, and 
expression of adipose tissue genes, suggesting 
that variations in CBG level can influence the 
delivery of cortisol to peripheral tissues. The 
same study used an MR design to demonstrate 
that genetically determined CBG level is causally 
linked to ischemic heart disease and myocardial 
infarction [155].

Some studies have reported an improvement 
in neuropsychiatric disorders after resolution of 
hypercortisolism, suggesting a causal effect of 
cortisol on depression [156]. In line with obser-
vational studies, an MR study provided evidence 
that genetic predisposition to higher serum morn-
ing cortisol level was associated with an increased 
depression score [157]. In this MR, 18 SNP- 
alleles conferred a 0.07 standard deviation 
increase in the serum morning cortisol level, 
while 2 of these alleles were associated with a 
0.12 standard deviation increase in salivary corti-
sol level [157]. In another MR study, genetically 

determined cortisol and glucocorticoid receptor 
expression level, using as instruments SNPs in 
SERPINA6 and NR3C1 (the gene encoding the 
glucocorticoid receptor) increased risk of psy-
chosis [158]. In females, an MR study using a 
variant in NR3C1 showed an independent causal 
effect of glucocorticoid receptor expression on 
psychosis risk [158].

PRS constructed from 6 SNPs in SERPINA6, 
Serpin Family A Member 2 (SERPINA2), and 
SERPINA1 loci, previously associated with 
increased morning plasma cortisol levels in 
adults, also correlated with higher diurnal and 
stress-induced salivary cortisol patterns in a 
cohort of 8-year-old children [159].

19.2  Discussion

In the previous sections, we have provided an 
overview of the present state of knowledge on the 
genetic basis of NR ligands, including vitamins A 
and D, steroid hormones, and thyroid hormones. 
In this final section of this chapter, we are dis-
cussing the constraints of the existing studies, 
strategies to uncover their missing heritability, in 
addition to directions for future research.

19.2.1  Missing Heritability

The total variation in levels of NR ligands esti-
mated to be determined by genetic factors in fam-
ily and twin studies is often significantly higher 
than the variance explained by GWAS findings. 
This “missing heritability” may be uncovered in 
several ways. First, increasing sample size could 
be a reasonable step, as GWAS are statistically 
limited by the fact that many genetic variants are 
tested, for which a stringent multiple testing cor-
rection is required. The contribution of an 
increasing sample size in optimizing power for 
discovery in GWAS has been demonstrated by 
the increasing number of genes related to NR 
ligands in larger-scale GWAS. Second, it has 
been known that the circulating amount of many 
NR ligands, notably steroid and thyroid hor-
mones, are sex-dependent. Despite this, most 
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published GWAS did not perform gender- spe-
cific analyses. Future GWAS should make sure to 
also include variants on the X chromosome. 
Third, rare variants with possibly larger effect 
sizes, not yet identified by GWAS, are expected 
to substantially contribute to this total variance. 
Larger GWAS, together with exome and WGS 
studies are needed to identify and study the 
effects of these rarer variants. Fourth, next to the 
GWAS-identified SNPs, part of the variance in 
NR ligand levels can be attributed to copy- 
number variations (CNV), as well as epigenetic 
factors, including DNA methylation and histone 
modifications, which are themselves likely con-
trolled by SNPs in the regulatory enzymes and 
targeting complexes. While these epigenetic fac-
tors are shown to play an important role in vari-
ous complex traits, only few efforts have been 
made to investigate these factors in relation to 
NR ligands in epigenome-wide association stud-
ies [160].

19.2.2  Ethnic Representation

It has been estimated that ~80% of all published 
GWAS have been performed in populations of 
European descent. This is also true in GWAS for 
NR ligands, leading to a strong need for genetic 
studies in ethnically diverse populations, includ-
ing Asians and Africans. This can allow imple-
mentation of PRS and MR studies using data of 
these GWAS in populations of African or Asian 
descent.

19.2.3  Limited Access 
to Measurements of Direct 
Ligands of NR

Due to the complexity of measuring intracellular 
levels of NR ligands (which bind directly to the 
NR), there are no GWAS assessing directly these 
levels. As such, the presence or absence of MR 
evidence on causal association of the circulating 
levels of ligand and a disease does not preclude 
those intracellular levels of ligands for NR could 
have the same causal influence on disease out-

comes. GWAS studies looking specifically at 
intracellular levels of ligands for NR are practi-
cally unfeasible, since they require measurement 
of these levels in large samples. An alternative 
could be to perform GWAS on circulating free 
levels of sex steroid hormones, or levels of the 
active compounds of vitamins (such as the 1,25 
dihydroxyvitamin D), which are the direct NR 
ligands and exert the intracellular effects.

19.2.4  Functional Follow-Up

The identification of genetic variants associated 
with levels of hormones and vitamins is impor-
tant for various reasons. First of all, they provide 
insights into the biological mechanisms regulat-
ing hormonal and metabolic functions in humans. 
In this direction, unveiling the missing heritabil-
ity could uncover new pathways in steroid hor-
mone physiology. Functional studies for the 
newly identified genetic variants might enhance 
our understanding on the role of these genes in 
regulating levels of these hormones.

Second, while variation in levels of NR ligands 
has been associated with various adverse out-
comes in observational studies, there is still much 
debate about the presence of true causal effects 
on clinical endpoints, due to conflicting results 
between studies, probably resulting from con-
founding factors and reverse causality. In the past 
years, MR studies have helped assessing causal 
associations between NR ligands and the above 
outcomes by circumventing these factors. A 
major limitation in MR is the limited variance in 
the levels of the NR ligands explained by the 
GWAS SNPs. The identification of more genetic 
determinants of levels of NR ligands and NR 
themselves will thus potentiate future MR studies 
to test causality of these biomarkers on human 
complex disease. Another limitation of the MR is 
the presence of pleiotropic effects of the GWAS 
SNPs used as instruments to infer levels of ste-
roid hormones, which can bias the MR results. In 
the absence of evidence on the role of these SNPs 
in steroid hormone physiology, it is impossible to 
fully address pleiotropy in MR. In this direction, 
functional follow-up of the GWAS findings could 
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facilitate the detection of invalid instrument in 
future MR studies.

19.2.5  Future Clinical Applications

Besides providing insights into hormonal patho-
physiology and its causal relationship with clini-
cal complications, genetic markers could 
ultimately have an important role in the daily 
clinical management of patients. For instance, 
genetic variation in the deiodinase genes has 
been proposed as a predictor of response to thy-
roid hormone replacement therapy in hypothy-
roid patients [34]. Moreover, the very polygenic 
architecture of most NR ligands opens new ven-
ues for studies on the potential clinical applica-
tion of PRS. Specifically, these PRS could play a 
role in predicting individuals with levels of these 
molecules at the extremes of normal variation. 
While in other fields of medicine large-scale 
studies have been performed to study disease risk 
prediction using PRS, few such efforts have been 
made in field of steroid hormones and vitamins 
[31], and the predictive power of such scores is 
currently still too limited to be used in clinical 
practice. Despite this, these studies have pro-
vided the first insights into the potential clinical 
use of PRS for NR ligand levels. Larger GWAS 
on levels of NR ligands will enhance the perfor-
mance of future PRS to predict individuals with 
extreme high/low levels of these hormones. With 
the fast advances in genotyping techniques, thou-
sands of these variants can currently be deter-
mined from a single blood sample, for less than 
50 USD per patient. Studying the clinical use of 
these genetic markers will therefore be the next 
translational step towards personalizing the man-
agement of patients with pathologies related to 
NR and their ligands.
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