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Abstract. Chinese character learning is difficult, as the character’s def-
initions in dictionary are simple but abstract. The image representations
of Chinese character’s definitions are easy to understand and helpful
to remember. To assist learning Chinese character and understanding
definitions, we design an intelligent dictionary which supports text and
image of printed character as input and text, image and video as output
modes. Particularly, users could query each definition in text to obtain
the corresponding image definition via the designed cross-modal retrieval
mechanism. Besides, we also build the image database of character evolv-
ing process as well as the video databases of micro-lectures for extended
learning. A mobile version of the dictionary has been developed, which
supports the multimodal query and output information for the individual
Chinese character.
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1 Introduction

Chinese character learning is a challenging task for learners, as it is hard to
recognize single character, understand its multiple meanings, make appropriate
phrases and form long-term memories. Chinese dictionary is an efficient and
useful tool to learn Chinese characters, mainly containing pinyin, glyph infor-
mation and multiple definitions. Pinyin refers to the character’s pronunciation
and glyph typically includes character’s structure, radical (semantic or phonetic
component), and number and sequence of strokes. Definition is the statement of
character’s meanings in different context using simple but abstract description.

By leveraging the current Chinese dictionary, learners could obtain the nec-
essary information of the individual character as well as the commonly used
phrases. However, it is still difficult for learners to get a quick understanding
and form long-term retention of all the character’s information, especially the
character’s multiple and ambiguous definitions. The previous studies show that
images are appropriate for representing abstract scenario and unusual objects [5].
According to the dual coding theory [4], the verbal and visual dual representation
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Fig. 1. The simplified block diagram of the designed dictionary.

could enhance learner’s memory, especially when word and image are strongly
associated with each other [7]. Hence, we design and implement an intelligent
Chinese dictionary featured with multimodal input and output. Each definition
of the character could be queried to show its image representation. Besides, since
most Chinese characters have their unique historical evolving processes, where
the original script is pictorial and may reflect the visual meaning from the per-
spective of character formation [8], we also provide characters’ evolving process
images and correspondent micro-lectures videos for extended learning.

2 Dictionary Design

Figure 1 illustrates the block diagram of the dictionary. The dictionary sup-
ports two types of retrieval functions, namely multimodal information search
and cross-modal retrieval.

2.1 Multimodal Information Search

In Fig. 1, the whole framework except the cross-modal retrieval part is the mul-
timodal information search part. The input supports either typing a character or
uploading an image of the printed character, where the optical character recog-
nition (OCR) service is used to extract the queried character from the image.
Based on the queried character, the system requests the online API of Xinhua
dictionary, which is the most popular Chinese dictionary, for the character’s
basic text information, including pinyin, glyph information and definitions. For
the character evolving process, we build a dedicated database to store the image
collections of characters in five chronologically formed scripts from calligraphy
works. We also build another database for 15 exemplary characters by manu-
ally recording 1-2 min micro-lectures for each character to further explain their
glyphs and definitions from the historical perspective.
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Fig. 2. The simplified block diagram and its query results of cross-model retrieval.

2.2 Cross-modal Retrieval

Based on the multimodal information search results, the system supports learner
clicking on each text definition to query its image definition. As shown in Fig. 2,
the queried Chinese character is “Yuan” and each definition could be split into
a description and example phrases. Fach of them is a query string. The cross-
model retrieval mechanism firstly extracts each text’s feature by text encoder and
searches the image with maximum cosine similarity in the cross-modal database.
After that, the image from text-image pairs with the maximum similarity would
be selected as the image definition. The image features are extracted and stored
in the database in advance.

In practice, the text and image features are extracted by encoders from large-
scale multimodal pre-trained model BriVL [1,2]. Specifically, BriVL is a two-
tower training framework consisting of two replaceable text and image encoders,
which are connected by InfoNCE loss in the training process. After the pre-
training, the two encoders could work independently and provide APIs that we
utilized. The image encoder is based on Efficient-Net_B7 [6] and the text encoder
is based on the Chinese pre-trained version of RoOBERTa_Large [3]. Both of them
are followed by self-attention block and multi-layer perception (MLP) block to
project features to the same cross-modal space. The pre-trained model is learned
from 650 million image-text pairs crawled from web. The wide coverage of topics
and scenarios is rationally enough for our retrieval design.
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2.3 User Interface

A mobile version of the dictionary has been developed as the user interface,
which could be accessed without downloading, as shown in Fig. 3. Users could
look up the dictionary in either formal or informal learning environment. The
input could be either typing or simply uploading a picture of the printed char-
acter for both native and non-native speakers. To reduce the cognitive load and
deepen the impression of the definition, learner could choose to click on each
text definition and show its image definition. For extended learning, the char-
acter evolving process and micro-lectures are provided. From the perspective of
character formation, micro-lectures analyze character’s glyph, original meanings,
shape changes during the historical process and its current usages in phrases.
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Fig. 3. The user interface of the dictionary.

3 Conclusion and Future Work

By leveraging the multimodal pre-trained model, we design and implement the
intelligent Chinese dictionary with interactive image representation for each def-
inition to smooth the learners’ path to acquire Chinese characters. Besides, 15
exemplary characters’ evolving processes and micro-lectures are provided and
implemented on the mobile version, which would be constantly enlarged to cover
more basic Chinese characters. For the future work, the text-to-image retrieval
recall of the encoders needs further improvement by updating state-of-art single-
modal encoders for BriVL and fine-tuning the cross-modal framework. Besides,



An Intelligent Multimodal Dictionary for Chinese Character Learning 83

user’s feedback mechanism would also be useful to correct inaccurate image def-
initions and collect bad cases for model fine-tuning. Additionally, considering
cloud storage load, images should be collected from online resources and only
image URL-feature pairs are stored locally with the regularly validation check-
ing. We are currently deploying the dictionary to serve the school students and
teachers, and the usability study is also in plan.
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