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Preface

The 23rd International Conference on Artificial Intelligence in Education (AIED 2022)
was hosted by Durham University, UK. It was organized in a hybrid face-to-face and
online format. This allowed participants to meet in person after two years of running
AIED online only, which was a welcome change. However, as the world was only just
emerging from the COVID-19 pandemic and travel for some attendees was still a
challenge, online participation was also supported. AIED 2022 was the next in a
longstanding series of annual international conferences for the presentation of
high-quality research on intelligent systems and the cognitive sciences for the
improvement and advancement of education. It was hosted by the prestigious Inter-
national Artificial Intelligence in Education Society, a global association of researchers
and academics who specialize in the many fields that comprise AIED, including
computer science, learning sciences, educational data mining, game design, psychol-
ogy, sociology, linguistics, and many others.

The theme for the AIED 2022 conference was “AI in Education: Bridging the gap
between academia, business, and non-profit in preparing future-proof generations
towards ubiquitous AI.” The conference hoped to stimulate discussion on how AI
shapes and can shape education for all sectors, how to advance the science and
engineering of intelligent interactive learning systems, and how to promote broad
adoption. Engaging with the various stakeholders – researchers, educational practi-
tioners, businesses, policy makers, as well as teachers and students – the conference set
a wider agenda on how novel research ideas can meet practical needs to build effective
intelligent human-technology ecosystems that support learning.

AIED 2022 attracted broad participation. We received 243 submissions for the main
program, of which 197 were submitted as full papers, 37 were submitted as short
papers, and nine were submitted as extended abstracts. Of the full paper submissions,
40 were accepted as full papers and another 40 were accepted as short papers. The
acceptance rate for both full papers and short papers was thus 20%.

Beyond paper presentations and keynotes, the conference also included a Doctoral
Consortium Track, an Industry and Innovation Track, Interactive Events,
Posters/Late-Breaking Results, and a Practitioner Track. The submissions for all these
tracks underwent a rigorous peer-review process. Each submission was reviewed by at
least two members of the AIED community, assigned by the corresponding track
organizers who then took the final decision about acceptance. The conference also
included keynotes, panels, and workshops and tutorials.

For making AIED 2022 possible, we thank the AIED 2022 Organizing Committee,
the hundreds of Program Committee members, the Senior Program Committee
members, the AIED Proceedings Chair Irene-Angelica Chounta, and our Program



Chair assistant Jonathan DL. Casano. They all gave of their time and expertise gen-
erously and helped with shaping a stimulating AIED 2022 conference. We are extre-
mely grateful to everyone!

July 2022 Maria Mercedes (Didith) T. Rodrigo
Noboru Matsuda

Alexandra I. Cristea
Vania Dimitrova
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The Black-Box Syndrome: Embracing
Randomness in Machine Learning Models

Z. Anthis(B)

University College London, Gower St, London WC16BT, UK
qtnvzan@ucl.ac.uk

Abstract. Acknowledging the ‘curse’ of dimensionality, the educational sector
has reasonably turned to automated (in some cases autonomous) solutions, in the
process of extracting and communicating patterns in data, to promote innovative
teaching and learning experiences. As a result, Learning Analytics (LA) and Edu-
cational DataMining (EDM) have both been relying on variousMachine Learning
(ML) techniques to project novel and meaningful predictions. This inclusion has
led to the need for developing new professional skills in the teaching commu-
nity, that go beyond digital competence and data literacy. This paper seeks to
address the issue of ML adoption in educational settings by using an interac-
tive Exploratory Learning Environment (ELE) to test the potential impact of ran-
domness on explainability. The goal is to investigate how misconceptions about
stochasticity can lead to distorted projections or expectations, and potentially
expose any lack of transparency (to teachers), indirectly affecting the overall trust
in artificially intelligent tools.

Keywords: Learning Analytics (LA) · Educational Data Mining (EDM) ·
Machine Learning (ML) · Exploratory Learning Environment (ELE)

1 Introduction

As with many other fields, education policymakers around the world are rediscovering
the potential impact ofML techniques on the learning process and outcomes, whilst striv-
ing to remain alert to their limitations. Applications in both Educational Data Mining
(EDM) and Learning Analytics (LA) have already been showing promising results with
regards to various aspects of performance such as achievement, correctness, engagement,
participation, and reflection. Empirical evidence has confirmed that such ecosystems can
provide acute computer-based support, across all levels of educational delivery. More
recently, however, the educational community has come to the realization that, if ML is
to constitute potential groundwork for systemic changes in practice, incorporating teach-
ers’ knowledge and expertise is of vital importance [1, 2]. This imposes the challenge
of methods being potentially useful and, at the same time, ultimately understandable.
Consistent with Baker [3], “the field should move towards greater interpretability, gen-
eralizability, transferability, applicability, and with clearer evidence for effectiveness”.
After all, apart from offering more interactive educational environments and optimizing
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institutional proficiency, EDM and LA are being used to map computable student per-
formance measures to explicit instructional practices [4].With stakes that high (whereby
derived outputs affect humans’ lives), there is an emerging need for deeply understand-
ing how these intricate decisions are furnished by AI [5]. That includes accounting for
the intrinsic cognitive load connected with individual search approaches and problem-
solving comprehension, especially when randomness and/or uncertainty is involved. In
this paper, educational practitioners are gently introduced to the mathematical methods
pertaining to model selection/validation, placing emphasis on explainability (and, by
extension, trust) in AIEd.

2 Trustworthy Machine Learning

In the context of ML, the trustworthiness of a model refers to its ability of handling
different plausible real-world scenarios, without continuous control. In recent years,
attempts to relate considerations about trust from the social sciences to trustworthiness
technologies proposed for such models are receiving increased attention [6–8]. Such
endeavors fall within the developing field of so-called eXplainable AI (XAI), which
is eventually expected to create “a suite of ML techniques that enables human users
to understand, appropriately trust, and effectively manage the emerging generation of
artificially intelligent partners” [9].

Explanations are considered enablers of human trust in computerized decision sup-
port. The European Union General Data Protection Regulation (enacted 2016) extended
the automated decision-making rights in the 1995 Data Protection Directive to provide a
legally disputed form of a “right to explanation”1. Explanations inML can come inmany
forms, but a clear consensus regarding their looked-for properties is yet to arise. For one,
the recent surge in Interpretable ML (iML) research as a standalone topic, has created
transdisciplinary confusion in numerous fronts [10, 11]. In fact, the interchangeable
misuse of interpretability and explainability continues to abound in the literature. The
AI in Education (AIEd) sector could not be left unaffected. It is, nevertheless, necessary
to appreciate the explanatory benefits of distinctive models, without any prior bias for
their possible (lack of) interpretability and/or transparency.

Interpretability is loosely defined as the science of comprehending what a model
did (or might have done), i.e., it is mostly about the extent to which a cause and effect
can be observed within a system. Whereas transparency (often seen as the opposite of
black- box-ness) merely stands for a model’s capacity of becoming self-interpretable;
sometimes posed as intelligibility [12], decomposability [13], or simulatability [14]. In
simple terms, each of these traits can be perceived as being able to discern the internal
mechanics involved,without necessarily knowingwhy. Explainability, on the other hand,
is a much broader term, that encompasses the ability of transferring these mechanics
into human-understandable language. It implies rendering a model dependable, with
justifiability and accountability at its core. It is important to remember that, from a
technical perspective, these concepts are closely interrelated (see Fig. 1).

1 Regulation (EU) 2016/679 of the European Parliament and of the Council, on the protection
of natural persons with regard to the processing of personal data and on the free movement of
such data, and repealing Directive 95/46/EC (General Data Protection Regulation).
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Fig. 1. A System Dynamics (SD) representation of contributing factors assumed to affect trust.

The success of EdTech often boils down to algorithmic simplicity and logical argu-
mentation. Thus, the complexity of trust could be partly attributed to the simultane-
ity (mutual causation) among several contributing factors. For example, an explain-
able model is found to be (by default understandable and) almost always interpretable,
although not necessarily vice versa. And, in some cases, upturn in one quality is achieved
at the expense of another. Moreover, each of these properties could directly (or transi-
tively) influence other aspects of model design, found to interfere with overall per-
formance (e.g., accuracy or speed), thus enforcing additional programming trade-offs.
Then again, there are cases where performance itself becomes more important for user
trust, than explainability [15]. To add to the conundrum, sometimes the most accurate of
explanations are not easily interpretable from people, to begin with. In fact, a substantial
part of experimental research warns against judging systems by relying solely on human
evaluations, as they tend to imply a strong bias towards simpler descriptions that can lead
to “persuasive” (rather than transparent) systems [16, 17]. Although the integration of
these principles as evaluative criteria during the design phase might appear inconsistent
(adding complexity to deal with complexity), there is still evident value in exploring
their conceivable linkage to post-hoc pedagogical use. As stated by Došilović et. al.
[18], “Incompleteness in formalization of trust criteria is a barrier to straightforward
optimization approaches. For that reason, interpretability and explainability are posited
as intermediate goals for checking other criteria”.

3 Randomness in ML Models

Models are basically useable representations constructed by the means of mathemati-
cal abstraction (signifying simple linear relationships and/or complex non-linear rela-
tionships). As such, they are naturally built in computer-tractable language, but also
molded to work in partnership with people, toward human goals [19]. Psychological and
didactical research suggest that paradoxes and controversies about the very meaning of
randomness are indeed reproduced in human intuitions (built when faced with random
situations), often contradicting traditional probabilistic reasoning [20, 21]. In this sense,
misconceptions about the role of randomization in ML may act as perceptual barriers
(especially for non-AI experts), clouding the educators’ judgement via systematic biases
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and/or distorted projections and expectations. Before studying the applicability or repro-
ducibility of any inferred result, one should seek for basic elements of randomness, such
as random variables, functions, fields, and sets, embedded in different steps of the rea-
soning process (inductive or other). These elements take a crucial role in computational
thinking, particularly in understanding how the “learning” happens [22, 23].

Algorithmic randomness is an entropy-like measure of disorder which describes
the possible effects of unknown causes, for when modeling observed phenomena or
predicting future events. Thereby, it can take many forms, and is not always easy to track
(even more so if non-analytical techniques are involved). However, the major sources
of randomness in EDM tasks are almost always associated with the data (collection and
preparation), validation scheme, and function approximation method. Table 1 provides
an indicative example (task and method) for each described source.

Table 1. The four (4) main sources of Randomness occurring in EDM with examples.

Task Method

Data collection Sampling Stratified random

Data preparation Dimensionality
reduction

PCA

Model validation Train-Test split Holdout

Function approximation Clustering k-Means

4 Methodology

In this section, a feedback provision approach (drawn from AIEd postgraduate students)
is presented, that is consisted out of three consecutive phases: attending an introductory
course, interacting with an ELE, and taking an online survey. The overarching goal of
this intervention can be summarized into tackling three research questions:

1. Does a teacher-led introduction to randomness increase explainability of
applied ML models?

2. Does time spent on KIWI show statistically significant improvement in non-
analytical problem solving?

3. Is there a statistically significant variation in respondents’ (dis)trust in AIEd,
based on LX feedback?

Introductory Course. First, all student participants are introduced to the basics (prin-
ciples, concepts and ideas) of problem-solving search methods, via a single one-hour
course that is teacher-centered, whereby particular emphasis is given to the clarity and
thorough analysis of the content in relation to ML. Learners are essentially presented
with the inherent function approximation aspect arising in both supervised and unsu-
pervised learning, and are then exposed to a series of targeted analogies, illustrations
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and examples. Towards the end, the course becomes more open-ended, and students are
encouraged to actively engage in discussion and exchange views, experiences, and ideas.
This end-to-end process comprises the following five learning objectives:

1. Recognize the value of (and/or need for) non-analytical approaches in problem
solving.
2. Appreciate randomness as a serviceable tool (or feature) in non-deterministic
environments.
3. Conceptualize applied ML as a function approximation (search) problem.
4. Leverage stochastic (optimization) processes to introduce controlled randomness in
ML models.
5. Understand the use of ensembles (over individual algorithms) for stability and
robustness.

Exploratory Learning Environment. Secondly, participants are instructed to navigate
to the Knowledge Inferencing Web-based Interface (KIWI) website, sign up and engage
in a series of knowledge-centered tasks, all revolving around the classic combinatorial
optimization problem known as Traveling Salesman Problem (TSP). Topics addressed
include complexity increase, blind (partial and exhaustive) search, and (meta-)heuristic
approaches. The e-learning platform essentially aims at building upon the previously
acquired knowledge on randomness and uses Visual Interactive Simulation (controlled
parametrization to conduct scenario analyses on-demand) as a channel to improve learner
control. Assuming true comprehension of central mathematical programming concepts
(e.g., optimality or efficiency) to bemainly contextual, it takes a constructionist approach,
drawing from gamification principles (design patterns, aesthetics, and mechanics) and
step-based hints, to increase user interest and motivation.

Learning Experience Survey. Eventually, participants are prompted to take an online
(retrospective) survey, which concentrates on a quest to complement and add to previ-
ous research on the learning benefits of randomness comprehension (apart from those
of exploratory interaction and adaptive visualization), in ML tolerance. The adminis-
tered questionnaire is carefully designed to promote response rates and includes both
open-ended and closed-ended answers options. The focus is placed on reinterpreting
all undertaken activities, while reflecting on obtained results, to gain insight into the
(meta-)cognitive processes that this activates. Questions reveal the progressive socio-
epistemic knowledge of theoretical and experimental probability (e.g., local variability or
stabilization of relative frequencies) in ML contexts, but also allow for policy-oriented
descriptions of the current perspectives on trustworthy AIEd (and its implications in
society), with explainability-by-design in mind.
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Abstract. This study aims to examine massive open online course (MOOC) stu-
dents’ experiences with a natural language processing-based Q&A chatbot. Fol-
lowing the definition of ‘inclusive learning’ inMOOCs from the Universal Design
of Learning approach, this study firstly compares students’ behavioral intentions
before and after using the chatbot. Next, this study investigates students’ levels
of several other learning experience domains after using the chatbot—teaching
presence, cognitive presence, social presence, enjoyment, perceived use of ease,
etc. After examining students’ possible disparate learning experiences in these
domains, this study investigates how age, gender, region, and native language fac-
tors influence students’ learning experiences with the chatbot. Lastly, but most
importantly, this study explores how demographic factors influence students’ per-
ception of chatbot interactions. If any are found, this study will focus on possible
negative demographic factors that affect only certain groups of students to further
examine how to improve a Q&A chatbot for inclusive learning in MOOCs.

Keywords: Inclusiveness ·Massive open online course · Natural language
processing-based (NLP) chatbot

1 Introduction

1.1 Background

To solve common problems with Q&A webpages, including text heaviness and cogni-
tive overload, massive open online course (MOOC) providers are becoming interested
in using natural language processing-based chatbots to provide more prompt responses
to individual queries. Chatbots are software programs that communicate with users
through natural language interaction interfaces [11–13]. Although chatbots are limited
in their ability to correctly respond to every possible question, especially in the initial
adoption phase, they can provide human-like responses through dialogue-based inter-
actions which feel more immediate and customized compared to webpages. However,
considering the distinctively broad spectrum in a MOOC student population, provid-
ing an inclusive learning environment becomes extremely important. Therefore, MOOC
providers should make sure any demographic factors do not create inequitable learn-
ing experiences for certain groups of students upon making any technological changes,
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including the utilization of chatbots. A study with a small sample size examined whether
the learning experience from using an FAQ chatbot was disparate from using an FAQ
webpage [6]. The results indicated a significant difference between the two interfaces in
the level of perceived barriers (i.e., a higher level for the chatbot group) and the level of
intention to use the assigned interface (i.e., a lower level for the chatbot group). How-
ever, their Q&A quality and enjoyment levels were equivalent. Among the demographic
factors investigated, region and native language factors were significantly influential in
creating disparate experiences. Most importantly, implications of the necessity of a chat-
bot interface and how to improve the students’ Q&A experience with an FAQ chatbot
were found in the study.

This study will primarily examine students’ learning experiences with an enhanced
Q&A chatbot with a larger sample size to build upon the previous study results. In detail,
this study compares the levels of students’ behavioral intentions before and after using
the chatbot, following the definition of ‘inclusive learning’ in MOOCs [6] from the
Universal Design of Learning (UDL) approach. Next, this study investigates students’
levels of several other learning experience domains after using the chatbot—teaching
presence, cognitive presence, social presence, enjoyment, perceived use of ease, and
so on from the Community of Inquiry framework [4] and Technology Adoption Model
[3]. After examining students’ possible disparate learning experiences in these domains,
this study investigates how age, gender, region, and native language factors influence
students’ learning experiences with the chatbot. Lastly, but most importantly, this study
explores how demographic factors influence students’ perception of chatbot interactions.
Next, if any are found, this study will focus on possible negative demographic factors
that affect only certain groups of students to further examine how to improve a Q&A
chatbot for inclusive learning in MOOCs.

Notably, the meaning of inclusiveness will be further investigated from the UDL
approach first in this study. The result of this conceptualizationwill be utilized inmultiple
aspects: evaluating students’ experiences with the chatbot and examining better chatbot
response design strategies to support students’ equitable learning in MOOCs.

1.2 Research Questions

What demographic factors are influential in creating different learning experiences with
a Q&A chatbot in massive open online courses, and what measures can be taken to
mitigate possible negative learning experiences by changing chatbot response designs
to promote an equitable learning environment?

Detailed Research Questions. There are three detailed research questions as follows:

• What is the relationship between students’ demographic factors (i.e., age, gender,
region, and native language) and their learning experience domains (i.e., teaching
presence, cognitive presence, social presence, enjoyment, perceived use of ease, etc.)
with a Q&A chatbot in massive open online courses?

• What is the structural relationship between their learning experience domains? Are
there any differences among the demographic groups investigated in the study?
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• From a phenomenological perspective, what are their lived learning experiences like
with the chatbot when they possess demographic factor(s) identified as negatively
influencing their interactionwith the chatbot?Howdo theywant the chatbot to respond
to their questions?

2 Methods

This mixedmethods explanatory sequential study has two phases: a user testing-oriented
survey and interviews. For the user testing-oriented survey phase, I will enhance the FAQ
chatbot developed for the previous studies [6, 7] to evolve into a learning assistant Q&A
chatbot by taking the following two measures. First, a topic analysis will be conducted
utilizing an unsupervised machine learning modeling technique, Latent Dirichlet Allo-
cation, with relevant online forum content of the research site’s courses provided for the
recent three years. The extracted topics will be compared with the existing training set on
the Dialogflow platform, and new topics and their content will consist of a new training
set. Second, training set refinement (for the old training set) and language adjustment
(for both old and new training sets) will be conducted based on the findings from the
previous studies. In summary, the chatbot’s knowledge base will be enhanced by a new
training set from the accumulated forum posting contents of the research site in the site’s
learning management system for recent years. The manner of presenting the chatbot’s
response will be changed based on the findings from the two previous studies, which
suggested some implications of promoting students’ equitable learning experiences.

Once the chatbot on the Dialogflow platform is sufficiently trained based on the new
and refined training sets, it will be deployed on a website enabling the study partici-
pants to interact by participating in the user testing-oriented survey. The survey ques-
tions will consist of five categories in the following order: initial behavioral intentions,
user-testing, post-usage learning experience domain levels, expectations/challenges, and
demographics. The questions regarding demographics and some regarding post-usage
learning experience domains are designed to collect quantitative data, and the others of
learning experience domains and expectations/challenges will collect qualitative data.
Appendix A shows the tentative students’ learning experience domains with the chatbot
in the user-testing-based survey.

In the interview phase, phenomenological interviews will be conducted with a small
group of students. Purposeful sampling will be conducted according to the quantitative
analysis of the survey data to see the possible inequitable learning experiences influenced
by students’ demographic factors while interactingwith the chatbot.With interview data,
the students’ self-reported elaborations about the challenges they experienced will also
be utilized to see if any certain positioning influenced their perceptions in using the
chatbot. Appendix B includes some examples of interview questions and prompts.

The recruited research site is located in the Southwestern U.S. and provides MOOCs
for journalists’ professional development. This site launches 15 courses on average per
year, attracting students from 160 unique countries, and student numbers per course
have ranged from 1000 to 5000 in the recent three years. Course(s) in this study will
be delivered in English and last for four weeks in 2022 and 2023. The active students
who make progress in the courses during the designated time period will be asked to
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participate in this study after receiving approval from an institutional review board. This
study will aim to recruit over 100 students to attain statistical power in the quantitative
data analysis for the survey. For interviews, students (n = around 10) will be recruited.
The preliminary quantitative data analyses will determine the criteria for recruiting
interview participants.

3 Significance of the Study

According to a generally-accepted value proposition ofMOOCs,MOOCs should support
everyone willing to learn with open access by utilizing the flexible features of affordable
courses [2]. Considering MOOC students often report they are not sufficiently guided
by instructors, course providers, or peers in how to become successful learners with
their course activities [c.f., 1, 8, 10], providing a Q&A chatbot could improve students’
learning experience by adding one more tool for student support. More importantly,
investigating students’ learning experiences with new technology in MOOCs, such as
chatbots, requires multiple aspects: learning theory, technology-enhanced learning envi-
ronment, and technology acceptance. Considering a theory-agnostic research approach
has been arguably pervasive in the MOOC study community due to its multidisciplinary
nature [5, 9], this study will contribute to the field by providing what aspects to con-
sider for inclusive learning when adopting new technologies in the MOOC space from
concrete theoretical backgrounds. Moreover, the findings will suggest critical chatbot
response design points that better serve diverse student needs in MOOCs.

Appendix A

Tentative student’ learning experience domains with the chatbot.
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Appendix B

All interviews will be structured as open-ended conversations about their lived learning
experiences with the chatbot. I will let participant responses shape the following ques-
tions asked during the interviews. Some examples of questions and prompts that I will
use are as follows:

1. What was your experience like to use the chatbot?
2. Can you walk me through some of your thoughts about the chatbot’s responses that

you just received?
3. Can you tell me more about what you said when you described […]?
4. What thoughts are standing out to you as you see the [erroneous] response here?
5. Earlier you mentioned that you were experiencing […] Are you noticing the same

thing here?
6. Some people describe […] as they see this kind of response. Are you noticing

something similar? Different? In what way?
7. Can you tell me more about this response that you received here? Do you find that

it helps you or interferes with what you’re seeking?
8. Can you describe any feelings that were generated as you used the chatbot?
9. Did you notice that the chatbot cannot respond to this kind of question? Do you

think there should be a response to this kind of question?
10. I am going to observe you while you use the chatbot in this session. During the

observation, I noticed […]; did you realize that you were doing […]? Can you help
me to understand more about […]?

11. Is there anything that you’d like to share about your experiences with the chatbot?
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Abstract. The goal of this research is to strengthen the teaching strat-
egy with quantitatively measured learning analytics. The entropy-based
learning analytics aims to measure and understand students’ progress
by quantitatively measuring the difference between the content to be
learned, the tutors’ expectation of understanding, and the student’s
knowledge. This quantification will take similar steps than taken by
Shannon for his information theory using a mathematical formalism
to quantitatively measure knowledge (equivalent to Shannon’s entropy)
and knowledge transfer (equivalent to Shannon’s mutual information).
Knowledge graphs will be used to represent the content to be learned, the
tutors’ expectations, and the student’s knowledge. Early results reveal
that advanced analytical algorithms and graph entropy specified for edu-
cational applications is necessary for this research project to succeed.

Keywords: Probabilistic graphical models · Shannon theory · Graph
entropy · Learning analytics

1 Introduction

The human learning process lies at the heart of many disciplines: pedagogy, psy-
chology, neuroscience, linguistics, sociology, and anthropology [13]. Researchers
of Artificial intelligence in education (AIEd) bring two interdisciplinary fields (AI
and Education) together, intending to make explicit and precise computation
forms of knowledge [14]. In addition, AIEd offers the tools to open up the “black
box” of learning by providing a deeper understanding of its process [11]. This
research project works towards using/developing AI techniques to accurately
model and measure the students’ learning process for better understanding and
improvement of this process. The rationale is inspired by Shannon’s work in infor-
mation theory [15] which was the starting point of our modern communication
society. He rigorously quantified the transferred information sent across a com-
munication channel using entropy and mutual information concepts. This theory
provided the tools to systematically improve and develop the communication
techniques of our modern communication society. The long-term vision of this
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project is to develop and demonstrate a new paradigm, an entropy-based learn-
ing analytic. Novel graph information-based learning analytics will be created
which accurately measure and help to optimize the learning processes. Therefore,
a strategy similar to the one Shannon followed will be considered using concepts
such as entropy, mutual information [15] and interaction information [12].

2 Theoretical Framework and Methodology

2.1 Modelling the Learning Problems

When taken at the abstract level, the communication of knowledge from the
teachers or learning platform to the students can be considered as a communi-
cation problem [15], especially when looking at the level of communicating and
remembering things. In this abstraction, the knowledge about the studied sub-
ject acts as the transmitter, the teaching channel is the noisy communication
channel, and the student knowledge level is the receiver, as shown in Fig. 1.

Fig. 1. Abstraction of the learning problem in communication model.

This approach suggests distributing the learning problem’s modeling into
three interactive models: the course subject model (domain knowledge), the
teaching methods model (the channel), and the student model (student knowl-
edge), as illustrated in Fig. 1. The learning rate can then be measured inde-
pendently for each channel using mutual information between the transmitter
(domain knowledge) and the receiver (student knowledge). Later, the “opti-
mal” teaching channel can be personalized automatically to optimize the knowl-
edge transfer to each student. However, in the educational context, the relation
between different parts of information is essential, such as the connection between
remembering the multiplication table and solving mathematical word problems.
Shannon’s model has no levels that provide information about these additional
relationships. As a result, integrating Shannon’s theory with pedagogy theory is
a must for this work.

2.2 Knowledge Graph Representation for Education Sciences

As is established above, learning is more than transferring and storing informa-
tion alone. It is also about understanding, applying, analyzing, etc. The different
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levels of learning were described by Bloom using his taxonomy [2] and later modi-
fied by splitting the taxonomy into a cognitive process dimension (remembering,
understanding, applying, ...) and a knowledge dimension (factual, conceptual,
procedural, ...) [10]. The knowledge to be learned can be expressed efficiently
using graph-like representations in the scientific field of Knowledge Representa-
tion and Reasoning [3]. Here, the objective is to develop a probabilistic knowledge
graph representation [8]. To this end, we need three graphs with the capabilities
to capture different aspects of the problem: 1) the content graph: represents the
knowledge to be learned (the content of the course); 2) the expectation graph:
represents the learning levels/goals set by the teacher (using, e.g., Bloom’s tax-
onomy); 3) the student’s graph: represents the student’s estimated knowledge.
This contains a probabilistic measure of whether the learning goal is attained or
not.

The objective is to define a common knowledge graph representation that
captures these three aspects. This representation is necessary as it serves as an
input to calculate the graph entropy that is needed to determine the (mutual
and interaction) graph information. The research hypothesis is that it is indeed
possible to represent all three aspects within a common graph representation.
All processing can be performed with the inclusion of elementary operations
only, which are the basis for more complex ones. The challenge of this knowl-
edge graph for education sciences is that it demands the adaptation of known
knowledge graphs [3,8] towards the requirements in education. This task requires
an intensive collaboration with educational scientists to incorporate the various
learning levels within the graph representation. Once it is possible to capture
the different levels of learning (remembering, understanding, applying on exam-
ples), it becomes possible to measure these levels of learning using the theory
described and developed in the following subsection.

2.3 Graph Entropy-Based Learning Analytics

The scientific objective is to develop a graph entropy-based approach to mea-
sure a student’s progress in the learning process using mutual and interaction
information. These are defined between two or more graphs using an entropy
measure [12,15]. The entropy measures the information transport between the
content graph, the expectation graph, and the student (learning) graph. Deter-
mining the entropy definition and its properties for the problem at hand will
be pretty challenging. Various definitions already exist for information sources
(with and without memory/correlation) and topologies of graphs. In addition,
entropy at the level of remembering is identical to Shannon’s entropy. However,
there is currently no graph entropy that fulfills the following requirements: 1) the
entropy of a single vertex equals Shannon’s entropy for an information source;
2) the entropy of the union of independent graphs equals the sum of entropies of
the individual graphs; 3) the expectation graph entropy must be able to measure
the entropy of a subgraph for a particular learning level; 4) the student’s graph
entropy is proportional to the probability that the student obtains/constructs a
knowledge vertex, similar to the entropy concept used for Markov processes [15].
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These requirements deviate from the existing entropies of possibly corre-
lated information sources [15], H(vi) = −∑

i pi log pi, and the entropies for
graphs [5,6,9]. The latter entropies proposes a representative probabilistic func-
tion that contains the graph structure information [6] with pi = f(vi)/

∑
i f(vi)

where f(vi) is a function of properties of the vertex vi. These entropies do not
satisfy the requirements mentioned above as this probabilistic representation
does not measure the actual information entropy H(vi) of the vertex vi. They
only capture the graph’s structure. Hence, an additional scientific objective is
a derivation of supporting properties for this entropy: the mutual and interac-
tion information. The research hypothesis is that a graph entropy that satisfies
the above constraints can be found. The strategy used is similar to the work of
Shannon, which starts by first defining the required properties/constraints for
the entropy, followed by the determination of an entropy function that fulfills
these constraints [15]. The challenge is that the needed entropy is somewhere in
between the entropy definition of Shannon’s information and the current graphs’
entropies. Figure 2 shows the proposed integrated model of Bloom’s taxonomy
with the graph-based entropy.

Fig. 2. Bloom’s taxonomy and mutual information integrated model.

3 Early Results

The first step taken to examine the graph entropy-based learning analytics was to
explore the possibility of measuring the student learning rate through probabilis-
tic graphical models [1]. Figure 3 sums up the proposed framework. Each block
represents a separate editable stage colored for different technology, namely:
The content graph generates the graph of a specific course subject. It can be
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seen as part of a knowledge representation problem. The teacher graph adds
probabilistic metrics to the knowledge graph. This block represents the rules
and facts as the evaluation reference for what students will learn. The teacher
input of objectives and goals offers power and control to the educators. The
main output of this block will be probabilistic facts and vertex categorization
based on Bloom’s taxonomy. The student input of answers to questions
results from specific tests. The student learning parameters are where the
knowledge reasoning part takes the role. The student evaluation results can be
used as an interpretation, which will help to generate the probabilistic param-
eters for a specific student. ProbLog [4] is offering the algorithm used for this
task, namely the learning from interpretations (LFI) [7]. The student graph
provides an estimate of the graph learned by the student. It allows the teacher
to have a more in-depth look at what the student has learned and understood.
The most probable explanations (MPE) [16] framework was applied to get more
insight into the student’s learning status.

Fig. 3. Proposed framework in [1].

The proposed framework was tested with synthetic data of multiple edu-
cators/students in teaching/learning the De Morgan theorem. Implementation
results have demonstrated that the proposed framework can measure the student
learning rate even when the student evaluation data are not fully covering the
course’s objectives. However, it was shown that ProbLog could not provide the
uncertainty level of a specific learned parameter in the case of incomplete data.

4 Summary

This project aims at introducing a new paradigm in the measurements of stu-
dents learning in the academic setup. The rationale is inspired by Shannon’s
information theory work, which was the starting point of our modern communi-
cation society. However, the meaning of information in the educational context is
much more complex than in the communication systems. This complexity moti-
vated the proposal of using AI techniques, namely the probabilistic graphical
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models as a tool that captures/encoded the levels of information in the educa-
tional setup. The information theory, graph theory, and pedagogy theory are
the main pillars of the proposed work. It is summarized by having three differ-
ent probabilistic graphical representations: course content, teacher expectation,
and student knowledge. Entropy-based analytics will be drawn from the inter-
action between these graphs to quantify the student’s learning process. Early
results showed that available probabilistic programming logic could serve as a
tool for simple case scenarios with a complete evaluation of students’ knowledge.
In complex scenarios, these tools failed in providing stable results.
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Abstract. The predominance of using videos for learning has become
a phenomenon for generations to come. This leads to a prevalence of
videos generating and using open learning platforms (Youtube, MOOC,
Khan Academy, etc.). However, learners may not be able to detect the
main points in the video and relate them to the domain for study. This
can hinder the effectiveness of using videos for learning. To address these
challenges, we are aiming to develop automatic ways to generate video
narratives to support learning. We presume that the domain for which
we are processing the videos has been computationally presented (via
ontology). We are proposing a generic framework for segmenting, char-
acterising and aggregating video segments VISC-L which offers the foun-
dation to generate the narratives. The narrative framework designing is
in progress which is underpinned with Ausubel’s Subsumption theory. All
the work is being implemented in two different domains and evaluated
with people to test their awareness of the domains-aspects.

Keywords: Learning videos · Domain ontology · Video segmentation ·
Video characterisation · Video aggregation · Video narratives

1 Problem Addressed

Videos have been widely used in various learning settings to facilitate inde-
pendent learning and are becoming a key platform for digital learning [9,10].
However, there are major challenges that affect user engagement with videos.
Learners’ concentration span is reduced over time, which makes it hard to follow
long videos [13,16]. Also, video content complexity could affect the engagement
with videos and may cause confusion or boredom [15]. Consequently, learners
may have to watch videos many times and may not be able to identify the most
relevant key points in a video. This calls for finding new ways to identify the
main points in a video and to direct learners to the corresponding parts in the
video, and crucially, create narratives from these video parts to elaborate spe-
cific key points. These challenges are experienced at a scale with the increase
of both the amount of video footage available and the number of learners who
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c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 22–28, 2022.
https://doi.org/10.1007/978-3-031-11647-6_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_4&domain=pdf
https://doi.org/10.1007/978-3-031-11647-6_4


Generating Narratives of Video Segments to Support Learning 23

use videos for learning. Previous researches had different attempts to address
this issue by manually annotating important parts in the videos by teachers or
learners [5,12]. To maintain the quality of the annotation some researchers use
ontologies [8,17]. However the manual attempts did not scale the process; hence
automated approaches are required to facilitate how to characterise video seg-
ments, especially if the domain of the videos is represented with an ontology (or
a knowledge graph) [4,6]. Existing automatic ways for characterising videos do
not offer domain related annotation, nor a link to the domain hierarchy of the
concepts mentioned in the videos. Moreover, existing studies have not evaluated
the impact of segmenting and characterising videos on learning.

To address these challenges, this PhD project poses the following research
questions: RQ1: How to characterise video transcripts for learning by using
domain ontology and past users’ comments? RQ2: How to automatically seg-
ment videos to identify segments which are suitable for learning? RQ3: How to
generate narratives from the characterised videos segments to support learning?

For RQ1, we were able to characterise predefined video segments by using
the video’s transcript, past users’ comments and the domain ontology to apply
semantic tagging . The output was characterised video segments with the focus
topic/concept mentioned in both the transcript and the users’ comments. This
work was published in [14]. When there are no predefined video segments, we are
proposing our generic framework for video segmentation, characterisation and
aggregation to support learning (VISC-L), which addresses RQ2 (see Fig. 1).
The outcome of VISC-L, together with the domain ontology, will be used to
generate video narratives following the subsumption theory for learning (RQ3).

Fig. 1. Framework of videos segmentation and characterisation for learning VISC-L

2 Framework Outline and Methodology

2.1 Framework Outline and Theoretical Underpinning

Input. VISC-L is based on two assumptions. Firstly, it is assumed that the
video transcripts relating to the domain to be learned is providing a descrip-
tion of what aspects of the domain are covered. The second assumption is that
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there is a domain ontology Ω = {C,H} which includes the relevant domain con-
cepts C linked in a concept hierarchy H. We use ci ⊂ cj to denote that ci is a
subclass of cj . The top level concepts in the concept hierarchy define the main
domain topics {T1, ..., Tm}. In order to identify the main topics in the video,
as part of the characterisation step, training data with domain topics as labels
are needed. This can either be created with expert annotators or collected from
past user interactions. When we applied our framework, we have used past user
interactions in one domain, and we will explore expert annotations in the other
domain.

Output. The output of VISC-L is a set of aggregated video segments with a start
and end time in the corresponding video. Each video segment i is characterised
with a set of domain focus topics (top concepts in Ω) and a set of concepts from
the focus topics mentioned in the transcript of the video segment.

Initial Segments. Our video segmentation approach is inspired by text-tilling
in text segmentation - starting with smaller units (e.g. sentences) and aggregat-
ing them to get larger coherent units (e.g. paragraphs). Hence, we include an
initial segmentation step where the video transcripts are cut into small segments
that are used as a starting point for aggregation. Initial segments can be done
by using a certain number of text lines (e.g. we are using 6 lines) or by using
pre-defined segments (e.g. as when we applied our semantic tagging algorithm
into one of the domain where we have used high attention intervals from past
interactions).

Segment Characterisation. In order to aggregate the initial segments, we
need to identify what domain content is presented in each segment. This is done
during the segment characterisation step which links each video segment i with
a set of focus topics Ti and a set of concepts Ci. To do so, we propose to use two
algorithms: semantic tagging and topic classification. The semantic tagging
algorithm links each video segment to focus topics and concepts by mapping the
terms from the ontology to the text in the video transcript. The algorithm first
pre-processes the transcript through: (a) tokenisation; (b) cleaning from stop
words and punctuation; (c) selecting nouns and noun phrases from the tran-
script; (d) matching the ontology terms to the noun phrases. If there is a match
between the transcript noun phrases and the ontology, the ontology concept ci
will be identified (tagged to the text), noting also the path to reach a top-level
concept. As a result, each segment i is linked to a set of focus topics and their
corresponding concepts; we denote this as <T 1

i , C1
i > (where 1 indicates that this

is an output from the first segment characterisation algorithm). A key challenge
for this algorithm is word sense disambiguation - we need to disambiguate the
topics based on the context, which is done with the second algorithm.

The second algorithm is a topic classifier which identifies a domain topic
based on the context of that topic. Following the latest development in natu-
ral language processing, we use the Bidirectional Encoder Representations from
Transformers (BERT) [7] as a topic classifier. BERT embeds pre-trained deep
bidirectional representations from unlabelled text by jointly conditioning on both
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left and right context in all layers. Accordingly, it can be fine tuned with just one
additional output layer to create state-of-the-art models for different language
tasks, topic classification in this case. First, the BERT model is fine-tuned using
training data with domain topic labels. The fine-tuned model is used as clas-
sifier to link each segment i to domain topics T 2

i (2 indicates an output from
the second segment characterisation algorithm). The last step in segment char-
acterisation is to combine the outputs from both algorithms. For each
segment i, the outcomes from both algorithms <T 1

i , C1
i > and T 2

i are combined
by intersecting the focus topics Ti = T 1

i ∩T 2
i and selecting the concepts Ci from

C1
i that belong to Ti. Each segment is characterised by <Ti, Ci> - a set of focus

topics and their concepts.

Segments Aggregation. Following the text-tilling approach, small segments
will be aggregated into larger segments. To maintain the flow of information
within adjacent segments, we have developed an aggregation algorithm based on
the Thematic Progression Theory [3]. This theory has been widely used for
creating coherent text, and states that a good written text should have a relation
between theme (which is the main clause) and rheme (which is the remainder
of the text used to develop the theme). Three patterns for coherent text are
suggested: Constant theme (when the first theme in one sentence is carried on
and used at the beginning of the second sentence); Linear theme (the important
message in a rheme of one sentence is carried in a theme in the second sentence),
and Split theme (a development of a rheme with important information is used
as themes in the subsequent sentences).

We adapt the Thematic Progression Theory when we aggregate adjacent
segments to indicate coherent parts within videos. We associate the focus topic
with the segment’s theme and the focus concepts with the segment’s rheme. We
propose a linear aggregation with interpolation algorithm. The linear theme
pattern was selected as the most appropriate, as it allows to keep a continuous
focus topic and at the same time to take into account the specific concepts
within that topic. Some segments can be without characterisation (i.e. it is not
possible to link the video transcript to domain concepts), which can be because
the speaker is silent or is digressing from the domain. If we look strictly for
adjacent segments, these gap segments which break the topic flow will lead to
starting a new aggregate. To smoothen the aggregation, we use interpolation. If
the segments before and after a gap segment have common focus concepts, it
is assumed that the common concepts spread across the three segments. Hence,
the gap segment will be interpolated in the aggregated segment.

To generate video narratives, the video segments are combined following the
Ausubel’s Subsumption Theory for meaningful learning [2]. According to
this theory, a primary process in learning is subsumption in which new material
is related to relevant ideas in the existing cognitive structures derived from
learning experiences. According to the subsumption theory, there are four types
of subsumption: Derivative, Correlative, Super-ordinate and Combinational. We
are aiming to automate the linking of video segments to generate narratives
by following the focus topics and concepts in them using the hierarchy of the



26 A. Mohammed

concepts in the domain ontology. Our narratives work using Ausubels’ theory is
motivated by its successful adoption for meaningful learning by using concept
maps [1,11] that allow learners to group information in related modules, making
the connections between modules more apparent.

2.2 Methodology

We have adopted a data-driven approach to generate narratives from videos
by first: segmenting videos, characterising video segments, aggregating adjacent
segments and creating narratives from these segments. Our data set is either
available videos collected by other researchers or to be collected using the search
schema we have designed by utilising ontology terms to search for videos available
on social learning platforms (i.e. YouTube) as follows: <Domain Name, Topic
Name, Concept Name>. The input to our work is the video transcript and the
domain ontology. Additionally, we need training data labeled with domain topics.
Based on this, we can apply our segmentation, characterisation and aggregation
framework (VISC-L). The output segments will provide the foundation to gen-
erate narratives of video segments. The narratives will be generated by applying
the narrative’s framework in two different domains and evaluate them with peo-
ple to test their awareness of the domain aspects and their possible effect on
their life.

2.3 Progress to Date

The work on characterising video segments using the domain ontology and the
videos-past users’ comments and videos transcript has been published in [14].
Additionally, we have applied VISC-L framework in the domain Presentation
Skill. The result have been evaluated with learners by comparing the usability,
perceived usefulness, mental demand and the learning impact of the charac-
terised video segments generated by our work and by using the Google outcome.
This work is submitted to another conference and has been accepted as a full
paper.

The next step in this PhD research is to design, apply and evaluate the
narrative framework in one domain (Presentation Skill). After that, VISC-L
framework and the narrative framework will be applied and evaluated in another
domain (i.e. health domain-COPD).

3 Expected Contribution

We propose a novel way to create narratives from video segments to support
learning which is underpinned by pedagogical theories and utilises natural lan-
guage processing. Our main contribution is the designing of two generic frame-
works - one for videos segmentation, characterisation and aggregation for learn-
ing (VISC-L) and the other one for generating narratives from video segments.
The work is being applied in two soft skills domains - presentation skills (giving
pitch presentations) and healthcare (patient’s quality of life needs assessment).
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Abstract. Studies have proven that providing on-demand assis-
tance, additional instruction on a problem when a student requests it,
improves student learning in online learning environments. Additionally,
crowdsourced, on-demand assistance generated from educators in the
field is also effective. However, when provided on-demand assistance in
these studies, students received assistance using problem-based ran-
domization, where each condition represents a different assistance, for
every problem encountered. As such, claims about a given educator’s
effectiveness are provided on a per-assistance basis and not easily gen-
eralizable across all students and problems. This work aims to provide
stronger claims on which educators are the most effective at generating
on-demand assistance. Students will receive on-demand assistance using
educator-based randomization, where each condition represents a
different educator who has generated a piece of assistance, allowing stu-
dents to be kept in the same condition over longer periods of time. Fur-
thermore, this work also attempts to find additional benefits to providing
students assistance generated by the same educator compared to a ran-
dom assistance available for the given problem. All data and analysis
being conducted can be found on the Open Science Foundation website
(https://osf.io/zcbjx/).

Keywords: Online education · On-demand assistance · Crowdsourcing

1 Introduction

As online learning platforms expand their content base, the need to generate
on-demand assistance grows alongside it [6]. Crowdsourcing provides an effec-
tive method to generate new assistance for students [5,6,10]. As on-demand
assistance generally improves student learning [3,5,10,12], educators and their
assistance must be evaluated to maintain or improve the current level of quality
and effectiveness [9].

In 2017, ASSISTments, an online learning platform [3], deployed the Special
Content System, formerly known as TeacherASSIST. The Special Content Sys-
tem allows educators to create on-demand assistance for problems they assigned
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 29–34, 2022.
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to their students. On-demand assistance was known as student-supports, most
commonly provided in the form of hints and explanations. Additionally, educa-
tors marked as star-educators had their student-supports provided to students
outside their class for any problem the class’s educator did not generated a
student-support for.

While studies analyzed the effectiveness of educators who generated student-
supports [9] using problem-based randomization, students learn cumulatively
across problems [4], making it difficult to provide substantial claims on overall
effectiveness in the platform. The first part of this work will develop and use an
educator-based randomization, where all star-educators are ordered randomly for
each student with a student-support provided from the top-most educator in the
ordering who has generated a student-support for a problem, in place of problem-
based randomization [6], where a student-support was provided randomly from
the available student-supports for a problem, within the Special Content System
to determine an educator’s effectiveness.

Since an educator-based randomization will prevent students from receiving
certain educators over the first study, benefits from other educators for a student
may be unknown. A student may be put in an educator-based randomization
where a certain student-support’s effectiveness is poor compared to other student-
supports on the problem. The second part of this work will develop an use a
reverse educator-based randomization: a student uses the reverse order of
educators from the first part of this work with a student-support provided from
the bottom-most educator in the ordering who has generated a student-support
for a problem.

Other benefits of educator-based randomization compared to problem-based
randomization may also be revealed through additional analysis. After this work
has collected the necessary data and determines which educators are the most
effective, a comparison between previous measures of effectiveness across student-
supports and educators will be conducted.

In summary, this work aims to answer the following research questions:

1. Which educators are the most effective at generating student-supports?
2. How did the effectiveness of the given educator ordering compare to reversed

ordering?
3. Was there any hidden benefits from receiving educator-based randomization

compared to problem-based randomization?

2 Background

In this work, ASSISTments will be used to conduct the studies. ASSISTments1

is a free, online learning platform providing feedback and insights on students
to better inform educators for classroom instruction [3]. ASSISTments provides
problems and assignments from open source curricula, the majority of which
is K-12 mathematics, which teachers can select and assign to their students.

1 https://assistments.org/.

https://assistments.org/
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Students complete assigned assignments within the ASSISTments Tutor. For
most problem types, students receive immediate feedback when a response is
submitted for a problem, which tells the student whether the answer is correct
[2]. When a student-support has been written by the assigning educator or a star-
teacher for a problem, a student can request to receive the student-support at
any time while completing the problem. Student-supports may come in the form
of hints which explain how to solve parts of the problems [3,10], similar problem
examples [5], erroneous examples [1,10], and full solutions to the problems [11].

By using the Special Content System, it found that delivering student-
supports to students compared to immediately giving students the answer caused
more student learning [6]. In addition, an analysis was conducted which reported
evidence about which educators were generally more effective at improving stu-
dent learning compared to other educators [9]. Those studies used problem-based
randomization. The Special Content System will be modified to provide student-
supports using educator-based randomization to investigate their effectiveness.

3 Methodology

This work will collect data over the course of the three months. During this time
period, two studies each lasting a month will run a different selection mechanism.
In between the two studies and after the final study has ended, there will be a
two week interval where the selection mechanism will use problem-based ran-
domization. These weeks will be treated as the dependent measure to determine
a student’s performance within the educator-based randomization.

The Special Content System will use the selection mechanism outlined in
Table 1 during the associated time period. After the work has completed collect-
ing data, the Special Content System will be restored to its original state before
this work.

Table 1. Breakdown of work conducted

Name Time period Selection mechanism

Initial data Before time period Problem-based randomization

Study 1 1month Educator-based randomization

Mid-Test 2 Weeks Problem-based randomization

Study 2 1month Reversed educator-based randomization

Post-Test 2 Weeks Problem-based randomization

3.1 Study 1: Educator Ordered Selection

Study 1 will run over the period of a month. During this study, every student
will be given a randomly ordered list of all available star-educators within the
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ASSISTments platform. If an educator has a student-support written for a prob-
lem (Table 2 gives an example on the left where Educator A has a student-support
for Problem Y while Educator B does not), the the student will be provided that
educator’s student-support. Otherwise, the next educator will be chosen to pro-
vide a student-support and so on until either an educator has written a student-
support for the given problem or no educators have written a student-support (in
which case none is provided). Using the example in Table 2, if Student 1 requested
a student-support for Problem Y, the selection mechanism would determine that
student would receive a student-support from Educator A. In contrast, Student
2 would receive a student-support from Educator B for Problem Y, as Educator
C did not write a student-support and the next educator in the list, Educator B,
has.

Table 2. An example of Educator Ordering data. Left: shows what educators wrote
a student-support for certain problems where “Yes” means a educator wrote a stu-
dentsupport for a problem and vice versa for “No”. Right: shows an ordering of all
available educators (in this example) for each student from top to bottom.

Problem X Problem Y Student 1 Student 2 Student 3

Educator A Yes Yes Top Educator A Educator C Educator D

Educator B Yes Yes Educator B Educator B Educator A

Educator C Yes No Educator C Educator D Educator B

Educator D Yes No Bottom Educator D Educator A Educator C

Benefits of an Educator Ordering. Since the ASSISTments platform is used
to produce this work, providing each student an ordering of all available star-
educators is favored over a single educator to better create educator-based ran-
domization. Student-supports have been shown to improve student learning [6,9];
if an single educator has not written a student-support for a problem which other
educators have, the application should still provide an available student-support.
This is a common occurrence as nineteen star-educators have collectively gener-
ated 38,737 student-supports; however, the top five generated up over 50% with
the top two generated approximately 37.6% of the available student-supports.

To validate the effectiveness of an educator ordering over a single educa-
tor, the ASSISTments Dataset [7,8] was used to simulate Study 1. There are
4,094,728 logged interactions where a student-support was selected for a given
student on a problem. After pre-processing the data such that only interactions
where a student has completed another problem after the current one and more
than one student-support was available for selection, there are 2,226,779 logged
interactions across 94,040 unique students.

As shown on the left of Fig. 1, about 90% of the students almost never
received their top-most educator in the ordering, instead on average around
12.8% of the time. Those students would never receive a student-support if only
single educator solution was used, which would stymie our ability to improve
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Fig. 1. A comparison of a simulated Study 1 compared to problem-based randomization
method used by the ASSISTments platform. Shows the frequency students received
their top ordered educator (left) and the frequency students received the educator
which they were provided the most student-supports from (right).

student learning. On the right of Fig. 1, when using an educator ordering, more
than 50% of the students nearly always received their most provided educator
with the average around 82.4%. As such, an educator ordering is more effective
at keeping students in an educator-based randomization while still maintaining
improve learning standards within the ASSISTments platform.

3.2 Study 2: Reversed Educator Ordered Selection

Study 2 will run for a month following a two week interval after Study 1. Stu-
dents will be provided a student-support from the lowest-most educator in the
ordering determined from Study 1 who has written a student-support for the
given problem. In the Table 2 example on the left, Student 1 will receive Educa-
tor D’s student-supports first when available, then C’s, then B’s, then finally A’s.
As such, Student 1 will receive the student-support generated by Educator C for
Problem Y while Student 2 will the student-support generated by Educator A.

3.3 Analysis Plan

As the data is currently under collection, no analysis has been formalized yet.
Instead, a random 10% of the collected data will be used to attempt different
modeling approaches and reduce noise. Afterwards the exact analysis method
will be formalized and use the remaining 90% of the data.
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Abstract. Over the last few years, Computer Science class sizes have
increased, resulting in a higher grading workload. Universities often use
multiple graders to quickly deliver the grades and associated feedback to
manage this workload. While using multiple graders enables the required
turnaround times to be achieved, it can come at the cost of consistency
and feedback quality. Partially automating the process of grading and
feedback could help solve these issues. This project will look into meth-
ods to assist in grading and feedback partially subjective elements of
programming assignments, such as readability, maintainability, and doc-
umentation, to increase the marker’s amount of time to write meaning-
ful feedback. We will investigate machine learning and natural language
processing methods to improve grade uniformity and feedback quality in
these areas. Furthermore, we will investigate how using these tools may
allow instructors to include open-ended requirements that challenge stu-
dents to use their ideas for possible features in their assignments.

Keywords: Automated grading · Feedback · Assessment · Computer
science education

1 Context and Motivation

Over the last few years, the number of students enrolled in computer science
courses at universities has increased dramatically. As class sizes have grown,
there has been an increase in coursework to mark and provide feedback on [9].
Assignments are often shared among numerous graders to cope with the increas-
ing workload.

While having several graders allows assignments to be marked and dis-
tributed to students more quickly, it can do so at the expense of grade unifor-
mity and feedback quality. The variation in grade uniformity is especially true
in programming assignments when partially subjective criteria like readability,
maintainability, and documentation are part of the rubric. Since there is no guar-
antee that the same graders will mark the same assignments, the variation in
awarded grades is also relevant across several assignments and years.
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Some courses use auto-graders to grade program correctness. These typically
require students to follow a strict structure, such as fixed names for functions and
the desired outputs. This approach introduces issues with resultant grades and
pedagogical decisions when setting assignments. Additionally, it is pretty easy
for students to get mismarked. A student may have committed a fundamental
syntactic or logical error that, if manually marked, would result in a higher
grade, as graders typically will give partial marks for correct logic [12].

Auto-grading of program correctness may impact instructors’ pedagogical
decisions when creating assignments. They may construct tasks specifically to
work with auto-grading, limiting students’ originality and possible enjoyment of
the course. An example of this is Parsons Problems, which use a constrained
problem space and pre-written code snippets to impose a lower cognitive load
on students [14]. While specified requirements are necessary for all students, it
is also critical to allow stronger students to investigate the assessed topic to
expand their knowledge and creativity. Restricting the assignment to only grade
correctness may also limit the ability of the instructor to grade other common
learning objectives in novice programming courses, such as how students name
variables and functions.

In addition to grade variation, the quality of feedback differs as well. Some
graders give detailed and specific feedback, while others give little feedback.
Even with numerous graders, the amount of time allocated to mark and provide
feedback on an assignment is extremely short, making it difficult for graders to
provide meaningful feedback.

The partially subjective elements of programming that we will be focusing on
are maintainability, readability and documentation; their initial definitions are
below and are subject to change, and will be referenced in the following sections
as the code criteria.

Maintainability: This will focus on how well the student has designed their
code. Some examples could be the maximum nesting level, how coupled the
classes are and any repeated code blocks.

Readability: This will include how easy the student’s code is to read. Some
examples could be whether the student follows the code style conventions, white
spaces between code blocks, and the functions and variables are named sensibly.

Documentation: The student’s descriptions of their source code and any inline
comments that the student has used. An example of student descriptions would
be JavaDoc, and an example of inline comments would be a comment to explain
a line of code that is hard to understand by just reading the code.

This research aims to develop a methodology and collection of automated
tools using machine learning (ML) and natural language processing (NLP) to
assist graders in marking and providing feedback on the code criteria.

2 Background and Related Work

There are various methods to evaluate source code, with metrics being one of the
most common. Professional programmers utilise industry-standard technologies
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such as static code analysis and programming metrics [4,10] to verify if their
code is readable and maintainable. Another use of metrics is to determine the
readability of documentation [8]. Recent work by Nguyen et al. investigated how
software engineering metrics could analyse code submissions [11]. They conclude
that their results could lead to implementing data-driven and timely interven-
tions, ultimately contributing to a scalable workflow for personalised student
support.

In addition to code analysis, there has been research into how to grade pro-
gramming assignments automatically. Previous research has focused on automat-
ically determining whether a particular solution meets the given requirements
and is error-free [6,12,13].

Parihar et al. created an automated grading and feedback tool called
GradeIT. Before automatically grading, GradeIT uses program repair to auto-
matically correct minor syntax errors, albeit with a suitable grade penalty. Any
program that compiles successfully, with or without auto-repair uses weighted
test cases to determine a grade. They automatically simplify the compiler error
message to make it easier for beginner programmers to understand to provide
feedback [12].

3 Problem Statement

Although the present method of having numerous graders allows for the marking
of assignments for large courses in a short amount of time, concerns with grade
uniformity and feedback remain. While program correctness auto-graders may
aid in grade uniformity and the quality of feedback, there are still issues with
misgrading and strict requirements. These problems contribute to student dis-
satisfaction [5], and the lack of formative feedback makes it difficult for students
to develop their skills [15].

The strict structure and inability to grade the code criteria when using pro-
gram correctness auto-graders reduce the scope of assignments. This reduction
in scope limits the ability of instructors to include open-ended requirements that
challenge students to use their creativity to complete and extend their assign-
ments. These open-ended requirements allow grading the code criteria, especially
readability and maintainability, as students have more freedom when writing
their source code.

Our research will look into the following research questions to address these
concerns.

RQ1. Can a set of metrics be defined to aid in grading readability, maintain-
ability, and documentation?

RQ2. Can a tool be produced using the defined metrics to automatically grade
readability, maintainability, and documentation, alleviating the need for
human graders to mark these areas?

RQ3. Does assisting the grader in marking readability, maintainability, and
documentation allow instructors to include open-ended requirements in
their assignments?
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RQ4. What impact does using an automated tool to aid in grading and pro-
ducing feedback have on student satisfaction and performance?

RQ5. What effect does assisting the grader in marking readability, maintain-
ability, and documentation have on grade uniformity and the quality of
feedback for assessing program correctness?

4 Research Goals

The ability to automatically assist in grading and providing meaningful feedback
has many benefits. Grading of the code criteria could be more consistent if done
automatically.

Providing automated corrective feedback, in addition to grading, could help
students master new skills [15]. According to Ferguson’s research, students prefer
written feedback that is timely and personalised to their work [5].

Another advantage of automating part of the grading and feedback processes
is reducing the time between submission and feedback. Consistency of applica-
tion of assessment criteria, the usefulness and promptness of feedback are all
components in student satisfaction [7].

Assisting the grader by automatically grading the code criteria would allow
more time to mark program correctness within the allocated time. Especially
if the assignment contains open-ended requirements that are difficult to auto-
matically grade, such as graphical user interfaces or features that students have
proposed and implemented.

After developing the grading and feedback process, we will investigate the
pedagogical impact of using this tool for both the instructors and the students.
Specifically, we will investigate if using these tools encourages instructors to
include open-ended requirements in their assignments, when and how to deliver
feedback, and how much feedback to give.

5 Research Methods

The initial phase of this research will involve conducting a systematic literature
review of current auto-grading and feedback systems. The review will examine
how current auto-grading solutions in programming and other subjects produce
grades and feedback using static code analysis and ML. The review’s findings
will serve as a foundation for concepts that can be combined or expanded to
develop a set of tools.

The proposed solution will aid the grader by automatically marking the code
criteria, allowing the grader to focus on marking and providing meaningful feed-
back on the program correctness. This section will discuss the planned imple-
mentation and evaluation in the rest of this section. All aspects of the project will
investigate the integration of ML and NLP to extend the grading and feedback
functionalities. As a base dataset for our development, we will use Blackbox, a
large-scale dataset of novice Java code [3].
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Maintainability: This will use a mix of existing, extended and new program-
ming metrics and static code tools; existing metrics and tools include McCabe’s
Complexity Measure [10] as well as Chidamber and Kemerer’s metrics suite for
object-oriented design [4].

Readability: Similarly will use a mix of metrics, such as source lines of code
and maximum nesting level, and static code tools, such as CheckStyle [1]. In
addition, to metrics, we investigate how NLP can be used to detect and quantify
how well students have named variables, functions and classes in relation to the
code.

Documentation: We will focus on how readable comments (including JavaDoc)
are using readability metrics [8]. Another factor in quality documentation is how
comments (including JavaDoc) relate to the code. This research will investigate
how NLP can detect and quantify the similarity between the comments and
source code.

Feedback: Providing meaningful feedback is essential for student development.
Utilising domain knowledge, auto-grading output, and NLP text generation
could lead to a tool for producing feedback. A “human-in-the-loop” model will
allow the predicted grade and feedback to be quality checked and included in
any manual grading. This quality check can assist the model in learning what
constitutes a good grade or feedback and what does not [2].

Evaluation: After development, we will evaluate the tool’s output to examine
grade consistency and feedback quality. To evaluate the grading of the code cri-
teria and feedback quality, we will evaluate the output’s validity, reliability, and
objectivity. This evaluation could include comparing manually and automatically
generated grades and feedback and confirming that the automatic elements are
consistent across a wide range of submissions with similar issues. Finally, we will
survey both the students and instructors to determine the impact of an auto-
mated tool to assist with grading. In addition to evaluating the tool’s output, we
will also investigate the pedagogical impact on both the students and instruc-
tors using automated tools to assist in grading. We may survey instructors to
discover if utilising these tools to reduce grading workload encourages them to
add open-ended requirements in their assignments.

6 Expected Contributions

The primary contributions of this work will include:

– An overview of state of the art in the form of a systematic literature review.
– A set of metrics and a methodology to assist in grading and providing feedback

automatically using ML and NLP for grading readability, maintainability and
documentation.

– An implementation of the methodology for Java programming assignments.
– An evaluation of the effect of auto-grading programming assignments has on

course design.
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Abstract. Several studies have attempted to capture and analyze the intersect of
self-regulated learning (SRL) behaviors and agency (i.e., control over one’s own
actions) during game-based learning. However, limited studies have attempted
to theoretically ground or analytically evaluate these constructs in appropriate
theoretical assumptions that can discuss and aptly analyze SRL. As such, this
paper argues that complex systems theory, which refers to SRL as a system that
is self-organizing, interaction dependent, and emergent, should be integrated into
theoretical models of SRL and be analyzed using nonlinear dynamical systems
theory techniques to fully capture how learners’ SRL behaviors can be captured
and scaffolded during game-based learning. This paper guides future discussions
and empirical research to understand how to better scaffold learners’ SRL behav-
iors using restricted agency during game-based learning by: (1) understanding
scaffolding SRL during game-based learning; (2) reviewing studies that review
the intersection of SRL, agency, and game-based learning; (3) discussing the limi-
tationswithin the field; (4) defining and defend SRL according to complex systems
theory; and (5) discussing the open challenges in theoretically, methodologically,
and analytically applying complex systems theory to SRL.

Keywords: Self-regulation · Game-based learning · Complex systems theory

1 Scaffolding SRL in GBLEs

At the intersect of playful learning and gamification, game-based learning environments
(GBLEs) are used to simultaneously facilitate learning and promote interest and engage-
ment as learners interact with instructional materials and concepts that are traditionally
challenging (e.g., microbiology, scientific reasoning skills) [1, 2]. To increase engage-
ment, GBLEs often afford learners full agency, i.e., control over their actions during
interactions with features and elements within the GBLE [3–5]. However, several stud-
ies with GBLEs have shown that allowing most learners to facilitate and support their
own learning within these environments are detrimental to learning outcomes [4,6–8].
Without the structure or support found in traditional instruction techniques, learners are
unable to engage in self-regulated learning (SRL), or the monitoring and modulation of
one’s own cognitive, affective, metacognitive, and motivational processes [5,9, 10].
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Effective and efficient deployment of SRL processes and strategies during learning
is essential to self-initiate actions within a GBLE where SRL is required to identify,
synthesize, integrate sources of information, and monitor dueling goals to efficiently
complete the objectives of the GBLE [11]. Because of this as well as the limitation of
learners’ ability to engage in SRL during learning with an open-ended learning envi-
ronments [12], it is critical for GBLEs to incorporate support in the form of scaffolds,
such as restricted agency, which will maintain the primary goal of GBLEs in promoting
learner engagement while simultaneously supporting learners’ use of SRL strategies.

Current scaffolding of learners’ SRL during learning guide learners in their interac-
tions across several different types of advanced learning technologies including GBLEs
[13–16]. Implicit scaffolds within GBLEs can covertly measure and support learners’
knowledge of complex topics but commonly rely on learners’ accurate use of SRL
strategies. One such example includes learners’ restricted agency which limits their
interactions to encourage the use of specific strategies at time points throughout the
learning process which best supports learning outcomes. However, there is a tradeoff
effect between agency and engagement on learning where increased agency promotes
learner engagement but may impede learning outcomes. The examination of how agency
is related to both learning outcomes and learners’ deployment of SRL strategies has been
extensively studiedwithCrystal Island, aGBLE that simultaneously supports knowledge
acquisition of microbiology content knowledge and scientific reasoning skills, incorpo-
rates implicit, fixed scaffolding in the form or restricted agency, or the limitation of one’s
own choices within the learning environment.

1.1 Crystal Island: An Example

Crystal Island takes place on a virtual island of researchers who have become ill from an
unknown source where learners are tasked with identifying the illness [17]. To identify
the illness, learners have two goals – to use scientific reasoning skills to complete the
premise of the game and to learn as much information about microbiology as possible.
This is accomplished using elements within the game including NPCs which act as
sources of information (e.g., camp nurse who explains symptomology), a worksheet for
the learner to synthesize information, a scanner to test food items for diseases, posters
which hold diagrams and information about microbiology concepts, and books and
research articles that are long-form texts about microbiology concepts.

Notably Crystal Island embeds scaffolding in the form of restricted agency. Specif-
ically during their gameplay, learners are required to visit buildings throughout the
environment in a pre-specified order such as visiting the camp infirmary followed by an
NPC’s residence. In addition to the structured movements, learners must also interact
with all materials within the building before being allowed to leave to go to the next
building. Both of these restrictions on learners’ agency have been empirically tested
to examine its relationship to learners’ deployment of SRL strategies while gathering
information throughout Crystal Island as well as their learning outcomes.
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1.2 Prior Works on Restricted Agency in Crystal Island

Studies have beenpreviously published that address howagency is related to how learners
deploy SRL strategies. A study by Dever and Azevedo [6] collected eye-tracking data to
examine how agency is related to learners’ dwell times on dialogue with NPCs, posters,
and books and research articles and their learning gains. Results from this study found
that restricted agency as a scaffold significantly contributed to greater learning gains by
facilitating greater dwell times on instructionalmaterials. The studywas further extended
to identify how learners metacognitively monitored the information. A study by Dever
et al. [4] used both log files and eye-tracking data to identify how learners differing in
agency was related to their duration interacting with information that were relevant to
the pre- and post-tests of the study. While results from this study found learners with
restricted agency had greater learning gains there were no differences in the dwell times
on relevant versus irrelevant text between agency affordances.

To further expound on the findings from Dever and colleagues [4, 6], Dever et al.
[7] introduced both time and cognitive components to understand how learners’ dwell
times on instructional materials are related to learners’ deployment of SRL strategies and
moderated by the degree of agency afforded by then environment as well as their prior
knowledge throughout their game play. Consistent with previous studies, Dever et al. [7]
found that, regardless of prior knowledge, learners with restricted agency demonstrated
greater learning gains on their microbiology content knowledge. Further a two-level
growth model found that dwell times on relevant instructional materials decreased over
time across agency conditions, learners in the full agency condition had greater dwell
times on books and research articles and shorter dwell times on posters over their time
in game.

Findings across all published studies show that restricted agency facilitates greater
learning gains while also interacting with how learners deploy SRL strategies (i.e.,
content evaluations, information-gathering). However, several limitations and issues
currently exist in current literature regarding how scaffolds have been measured,
implemented, and assessed in supporting SRL, even including the aforementioned
studies.

2 Defining SRL as a Complex System

Current issues in themeasurement, implementation, and assessment of effective scaffolds
in GBLEs arise in current literature due to the method in which learners’ self-regulatory
behaviors are modeled, traced, and assessed as they learn. More specifically, while
current literature tends to use parametric, nonparametric, and time-series analyses to
assess SRL, these techniques are limited in examining SRL as a complex, dynamic
system which fluctuates over time, and could be influenced by prior actions that are
not necessarily sequential. Additionally, current theoretical models of SRL (e.g., Winne
[18]) do not support these assumptions of SRL behavioral dynamics demonstrated by
learners, especially as they interact with an open-ended GBLE. Because of this, we
propose and defend learners’ SRL be modeled and analyzed as a complex system using
complex systems theory and nonlinear dynamical systems theory respectively.
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Complex systems theory refers to how systems’ changing behaviors can be explained
and predicted [19]. Complex systems are defined by three criteria: (1) self-organization
which is defined as behavior where behavior is not controlled by a central program-
mer [20]; (2) interaction dominance where overall behavior arises from the interaction
between components that make up the system [21]; and (3) emergence which refers
to how the overall behavior cannot be broken down into individual components [19].
Consistent with these criteria, the components and strategies (e.g., task and cognitive
conditions, operations) which structure SRL behaviors coordinate with each other to
provide order in learners’ demonstrated behaviors and are required to interact with each
other to produce a behavior. Further, SRL cannot be broken down into individual strate-
gies or compo-nents such as cognitive and metacognitive as the metacognitive control
over one’s own cognition is what elicits SRL behavior. In identifying SRL as a complex
system, we can understand the overall health of learners’ deployment of SRL strategies
and understand how agency plays a role in promoting or inhibiting healthy behaviors to
better integrate this scaffold into GBLEs.

2.1 Finding a Healthy Balance Between Scaffolding and Agency

Finding a healthy balance between too much agency and not enough has previously
been attempted through past studies on degree of agency, but not through the lens of
complex systems theory. The concept of far-from-equilibrium systems from complex
systems theory states that the “health” of learners’ SRL systems is demonstrated as a
balance between the rigidity and adaptability of behaviors [22]. In other words, healthy
SRL systems are found in the spectrum between SRL behaviors that are highly repeti-
tive (e.g., interacting with a single instructional material) and too chaotic. As such, this
paper assigns this concept to agency where more repetitive SRL behaviors are promoted
through the complete restriction of agency, thereby diminishing engagement in instruc-
tional materials, and the allowance of full agency, promoting discovery-based learning
which can lead to behaviors which are too chaotic for efficient and effective learning.

To the authors’ knowledge, only one study has been published applying these con-
cepts to SRL and agency during game-based learning. Dever et al. [8] used auto-
Recurrent Quantification Analysis (aRQA), a nonlinear dynamical systems theory ana-
lytical method, to examine how learners assigned to either full or restricted agency inter-
actions in Crystal Island differed in their information-gathering behavioral sequences
throughout learning. Results from this paper demonstrates a need for GBLEs to both
scaffold learners’ interaction while simultaneously promoting diversity in their actions
to improve learning outcomes. There still exists multiple open challenges in how to
capture, interpret, and assess SRL behaviors during game-based learning using complex
systems theory and its analytical methods.

3 Open Challenges and Future Directions

Several studies have attempted to examine the relationship between agency, SRL, and
game-based learning, but limited studies have actually applied appropriate techniques to
ground and analyze these complex processes. This paper draws attention to and defines
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SRL as a complex system in its self-organization, interaction dominance, and emergent
qualities that highlight humans and their learning processes as dynamic and complex.
Several open challenges still exist in how to apply complexity science to SRL which
leaves several questions for theoretical, methodological, analytical, and applied future
directions: (1) How should contemporary models of SRL (e.g., Winne, [18]) integrate
complexity science in their theoretical assumptions; (2) Can the dynamic nature of
changing cognitive, affective, metacognitive, and motivational states be captured and
related to other theoretical foundations of SRL including motivation and affect; (3)
Can SRL be empirically defended as a complex system using nonlinear dynamical
systems theory techniques; (4) How can restricted autonomy be further augmented as a
scaffolding technique within GBLEs throughout domains while still promoting the use
of diverse SRL strategies?
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Abstract. Spoken language variation analysis is increasingly considered
in multimodal settings combining knowledge from computer, human and
social sciences. This work focuses on second language (L2) acquisition via
the study of linguistic variation combined with eye-tracking measures. Its
goal is to model L2 pronunciation, to understand and to predict through
AI techniques the related metacognitive information concerning reading
strategies, text comprehension and L2 level. We present an experimental
protocol involving a reading aloud setup, as well as first data collection
to gather L2 speech with associated eye-tracking measures.

Keywords: L2 acquisition · Speech variation · Eye-tracking ·
Multimodality · Education

1 Introduction

“LeCycle” is a trilateral project (France, Japan, Germany) aiming to improve
knowledge transfer in various domains of education. As part of this project, this
PhD work focuses on second language (L2) acquisition and evaluation using a
multimodal approach that combines eye tracking and speech. These metrics will
be integrated into an AI-based system to provide a comprehensive analysis of
speakers’ reading strategies and to predict their challenges in L2 text processing
and pronunciation during a reading aloud setup. Additionally, we aim to find
reliable influential strategies (nudges) permitting to reinforce speakers’ L2 skills
by improving their learning behavior. This paper presents the state of the art
on the combination of eye-tracking, speech and nudges applied to L2 learning,
the experimental protocol and the platform implemented to obtain the first
dataset from 40 participants. Finally, we summarize further research directions
and challenges.

2 State of the Art

Multimodal Teaching Methods. Nowadays the application of CALL (com-
puter assisted language learning) is widely spread as it can be beneficial at several
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 47–52, 2022.
https://doi.org/10.1007/978-3-031-11647-6_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_8&domain=pdf
https://doi.org/10.1007/978-3-031-11647-6_8


48 S. Kobylyanskaya

levels, e.g. it can stimulate the discussion among students [6], facilitate access
to learning material, allow more flexibility in terms of study place and rhythm,
provide instant feedback about the student’s performance. CALL systems rely
on a variety of automatic measures and AI techniques such as: facial recog-
nition to identify the student’s emotional state, attention and comprehension
level [15], body temperature recognition for attention and emotion recognition1,
eye-tracking analysis for L2 level prediction [2], speech recognition to estimate
pronunciation errors, etc. However, CALL systems have some disadvantages,
such as for instance the lack of personalization and the poor error recognition
accuracy [6]. By combining eye-tracking and speech measures, this work aims to
contribute to the improvement of CALL systems.

L2 Pronunciation and Speech-Based Metrics. Previous work shows the
interest of measuring speech features to assess the level of L2 mastering. For
example, the verbal level can reflect the specificities of L2 pronunciation due
to the speaker’s L1 [8]. Hence, we can analyze realizations such as the voice-
lessness of consonants, the duration and the vowels’ formants [19], etc. As for
the paraverbal level, it can also reveal details about the level of comprehension,
engagement, stress and other metacognitive states [26]. At this level, we can con-
sider disfluencies such as pauses, hesitations and latencies that help the speaker
to guide the interaction process [29]. They can also provide relevant information
about L1-vs-L2 text processing strategies while reading aloud [14].

Speech and Eye-Tracking for L2 Teaching and Evaluation. Eye-tracking
information can complement speech features. For example, [22] shows a correla-
tion between eye movement and accented syllables in speech perception. Studies
on object naming also highlight the correlation between speech planning and
eye movement [13] and the correlation between word length and time spent on
the acquisition of its phonological form [13]. According to [21], about one third
of the words are skipped during silent reading, especially function words (usu-
ally shorter) that occur more frequently and are more predictable than content
words [24]. Rare words require more time to be processed than frequent ones,
therefore fixations on them are longer [23,24].

Eye-Tracking in Education and L2 Learning. Combining eye-tracking with
machine learning can be used to understand students’ mental state and motiva-
tion and aid in improving their learning achievements. For example, eye-tracking
data can be used to classify emotional valence [16], predict co-occurring emo-
tions [17], detect confusion [25] and predict educational goals while interacting
with a pedagogical agent [16]. Eye-tracking can also be used in language learning
to detect the language proficiency level [2,4] and to understand the mechanism
of syntactic processing when reading in L2 [9]. To our knowledge, most studies
on eye-tracking in L2 learning were conducted in a silent reading experimen-
tal setup. The present data represent a first attempt to combine spoken and

1 https://www.techlearning.com/buying-guides/best-thermal-imaging-cameras-for-
schools.
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eye movement information, which can be a promising direction as it permits to
capture both conscious and unconscious processes [10].

Nudges in Education. During the education process, it is crucial not only
to understand learner’s strategies and L2 acquisition challenges, but also to
contribute to their facilitation. One possible solution may be the use of nudges.
The term nudge, coming from economy theory, is defined as an influential tactic
that modifies consumer’s behavior in a discrete and indirect manner relying
on their affective system [28]. It can also be used in the education sphere, but
according to [27] only 4% of nudges are related to education. For example, social
comparison nudges can contribute to grades’ increase [3,11], those using extrinsic
information such as rewards are efficient for younger children [12,18], and nudges
relying on deadlines can improve self-discipline [30]. These strategies can also be
found in L2 acquisition and pronunciation remediation, e.g. using facilitating
contexts [5]. One of our goals is to highlight difficulties in L2 speaking and
pronunciation and to apply appropriate nudging strategies to facilitate phonetics
and phonology acquisition.

3 Experimental Protocol and First Results

We collected speech and eye-tracking data from 40 French native speakers. We
used “Eye Got it” [7], a platform developed for the project that permits to record
both eye-tracking and audio, while associating a forced aligner for speech.

Fig. 1. Experiment process: eye+speech recordings followed by eye-voice span calcula-
tion and forced alignment of speech+transcription

Data was recorded in natural indoor conditions in a silent room. We used
Tobii Nano Pro for eye tracking and the microphone AKG Perception Wireless 45
Sports Set Band-A 500–865MHz for speech (Fig. 1). Total duration per subject
is around 30min.

In the following sections we describe the experimental setup from preparing
the volunteer to recording their post-experimental feedback.

Pre-experiment. All the participants are French native speakers, mostly stu-
dents at different Parisian universities (>18 y.o.) and have at least a beginner
level of English. They were asked to complete a survey concerning their linguis-
tic background and vision issues (e.g. glasses). They were also invited to sign a
consent form about the use of (anonymized) personal data.
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Four texts are proposed, one in L1 French and 3 in L2 English: beginner,
intermediate and advanced levels. The L1 text serves as a baseline for native
pronunciation features. It contains declarative and interrogative sentences and
is 456 words long. As for L2, texts were selected from the website “English For
Everyone” devoted to English learning. Texts are written by professional English
teachers, are adapted to different L2 levels and include multiple choice questions
for text comprehension. The following criteria were taken into account for text
selection: levels from mid-beginner to mid-advanced; number of words; format
(“short stories”); types of sentences and readability measures.

As in [20], we computed lexical and syntactic complexity using [1] for L2
texts. A correlation between text level and lexical complexity is observed, as
well as a relation between some texts and their syntactic complexity.

Prior to recording, participants are familiarized with the equipment and the
eye-tracker is calibrated with “Eye Got it”. The volunteer sits at 60 cm from the
screen and is encouraged to maintain this position during the reading phase to
avoid recalibration.

Experiment: Reading Aloud. All the participants read the same texts at their
natural pace and volume and are free to use disfluencies. However, they are not
allowed to look through the texts before the recording, in order to avoid pre-
familiarization with potential unknown words, unexpected syntactic structures
or any other lexical combinations in L2.

Post-experiment: Pronunciation/Comprehension Feedback. After read-
ing each text, participants are asked to choose the words that were difficult to
pronounce and/or to understand. The aim is to detect potential causes of non-
canonical pronunciations and/or to correlate challenging words with disfluencies.
Then, participants are invited to answer multiple choice questions about each
text in L2. This task is aimed to combine the text comprehension level with the
information provided in the survey in order to define the actual L2 level of the
participants as labels for our future classification system. Note that the voice
and the eye movement are not recorded during the post-experiment phase and
the participants can take the time needed for the tasks.

Results of First-Step Data Collection. During the first stage of the exper-
iments in February 2022, we collected data from 40 participants. Although we
plan to extend the procedure to various socio-professional groups, the current
volunteers are mainly academics and other staff members from different Parisian
institutions.

Ages range from 18 to 35 and the participants have at least B1 level (accord-
ing to their personal evaluation or to the score obtained at tests of English as
foreign language). More than half of them wear glasses and have some vision
problems. All the participants are native French speakers, around 14% of them
are bilingual and >60% have exposure to other languages. Most of them (>60%)
started learning English at the age of 6 y.o.–10 y.o. and around 30% of them have
lived in an English-speaking country for at least several weeks.
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4 Conclusion and Further Research

This paper focuses on an ongoing PhD work in the framework of the project
“LeCycl”. An experimental protocol has been built to gather eye-tracking and
speech recordings for L2 acquisition have been described and here we describe
the first results. Following work will focus on the contribution of the two modal-
ities: machine learning algorithms will be applied to model L2 pronunciation,
and nudging strategies will be added in order to facilitate L2 pronunciation
acquisition. This innovative project involves many practical challenges, e.g.
from eye-tracker calibration to L2 forced alignment and combination with eye-
tracking measures. Ultimately, the most important challenge will concern appro-
priate machine learning techniques to efficiently combine speech and eye-tracking
features.
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Abstract. In the last years, the educational field has been influenced by
technological advances. The digital transformation in educational envi-
ronments allows the incorporation of virtual teaching-learning environ-
ments, which allow or facilitate learning opportunities for students, show-
ing, for example, where they make mistakes and providing personalized
help whenever they require it. In addition, these systems provide per-
manent access availability whenever it is possible to access the Inter-
net. Traditionally, simultaneously many students learn word problem-
solving skills in the classroom through instruction from only one educa-
tional professional. The Intelligent Tutoring System (ITS) Hypergraph
Based Problem Solver (HBPS) is capable of tutoring the whole process
of solving arithmetic-algebraic word problems, in a personalized way and
without imposing any restrictions on the resolution path. Nevertheless,
the student-system interaction is performed through a traditional inter-
face by selecting items from a drop-down menu and clicking on but-
tons. Since dialogue is the fundamental communication mechanism for
human-human, we propose use a framework to improve the interaction
of the HBPS using a conversational user interface that allows perform-
ing the same actions more easily using natural language as the main
means of interaction. My thesis research focuses on two main topics. The
first one is related to the incorporation of a conversational agent using
an open source machine learning framework that is fully configurable.
The second one in concerned with testing and modifying different neural
architectures to improve performance in intent classification and entity
extraction, in such a way that it can be exported to other mathematical
domains.

Keywords: Intelligent tutoring systems (ITS) · Interactive learning
environments (ILE) · Conversational agents · Natural language
processing (NLP) · Affective support · Algebraic word problems
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1 Problem and Related Work

Historically, solving arithmetic-algebraic word problems has been a key com-
ponent in elementary mathematics studies. A mathematical word problem is a
coherent storytelling that presents information about the mathematical opera-
tions and equations involved. Depending on whether the process of translating
text in natural language into an expression through which the problem can be
solved, only involves data or involves an unknown, the solution of the problem
is said to be arithmetic or algebraic nature [12].

The resolution of this type of problem exists in all aspects of daily life,
related to education and professional planning, health, investments, as well as
social challenges and is not limited to the academic activity of the mathematical
area. Understanding these problems and dealing with them requires a level of
mathematical literacy and thinking mathematically.

Traditionally, simultaneously many students learn word problem-solving
skills in the classroom through instruction from only one educational profes-
sional. This implies that students do not necessarily receive immediate appro-
priate feedback, and they may not have the opportunity to know what they did
wrong or how to correctly solve the problem.

Thanks to the increased presence of technology, the teaching and learning of
word problem solving evolve in terms of the design of computational systems.
Multiple computing systems have been developed, some of these are intended to
replace the role of the teacher, others offer environments in which the solver can
use different representation systems or can be freed from routine tasks such as
the calculation of arithmetic operations.

For example, the interactive computer animation-based tutor ANIMATE [10]
allows the animated and dynamic representation of word problems, through the
construction of a network of equations that represents the formal mathematical
structure of the problem situation. To evaluate the validity of the network of
equations (selected from a palette of options), an animation is generated that,
the student must evaluate whether or not the network of equations is correct,
being able to reorganize the network and change the values of the variables until
the expected animation is generated. Animate cannot give remedial feedback
or determine the validity of the actions or offer assistance. HERON [13] is a
computer-based tool that uses a graphical solution tree to represent the struc-
ture in order of the operations required to solve a problem, also is able to monitor
the constructive activity of the student and provide feedback on different types
of errors. The cognitive tutor Practical Algebra Tutor (PAT) [9] focuses on the
process of symbolization, students can work on it representing the problem sit-
uations in tables, graphs, and symbols, and use these representations to answer
the questions asked. If the program detects that the student has made a mistake,
it provides feedback, also the system offers help requests. Ms. Lindquist [7] is
an Intelligent Tutoring System (ITS) designed to carry out tutorial dialogs to
supervise the construction of algebraic expressions, and is able to decide where
to focus the conversation depending on the correct or incorrect content present
in the answers of the students, adding multiple tutorial questions for each error.
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Ms. Lindquits supports limited tutorial dialogs, as algebraic expressions are the
only valid inputs for symbolizing word problems.

On the other hand, the ITS MathCAL [5] aims to tutor the resolution of
a word problem, comprising the four stages of problem-solving mentioned by
Pòlya [11], which is why the student is taken sequentially through four different
interfaces. The program is capable of determining the validity of the solution
and offering a correct solution on request. AnimalWatch [2] is a web-based ITS
designed to solve arithmetic word problems with authentic scientific content,
where each problem includes two hints that are available on request by the
student, and an answer panel that allows enter responses and receive immediate
feedback, but focusing on the outcome of the problem, and not on the entire
resolution process. Finally, the ITS called Hypergraph Based Problem Solver
(HBPS) [1] which is fully focused on the translation stage of the problem solving
process, is able to supervise both the arithmetical and algebraic ways of solving
word problems, checks the validity of inputs without imposing any restriction on
the solution path adopted, and provide both solicited and unsolicited adapted
feedback.

With the rise of smart devices and social networks, the text has now become
the most common form of communication. The dialogue has been a popular topic
in research on Natural Language Processing (NLP) that includes understanding
a user’s textual input, detection of sentiment and emotion in text, information
extraction, and translation, among others. However, none of the systems cited
above have incorporate dialogue system to aid improvement human-machine
conversation.

Have been developed different types of conversational agents with different
functions, using various technologies. There are some educational environments
that are currently in use, and whose main objective is to generate knowledge as
a human tutor would, on specific topics. Among them, we can mention Chat-
bot [3], an educational chatbot whose objective is to promote the learning of the
study of computer science. Also, ScratchThAI is a conversational system [8] that
teaches about the Scratch programming language and, Autotutor [6] a multidis-
ciplinary intelligent conversational system. These educational environments use
different methods to understand the goal in the user input, classify it according
to predefined user intent, extract relevant attributes in the message and, gener-
ate an appropriate response. For example, Autotutor implements latent seman-
tic analysis to relate terms to concepts, while Chatbot uses Freeling to provide
natural language analysis capabilities and ScratchThAI uses NLP provided by
DialogFlow, the Google NLP platform.

To our knowledge, there is still no ITS for solving arithmetic-algebraic word
problems that incorporate conversational agents to improve student interaction
in a more confortable and natural way, giving it dynamism and credibility, adding
personality traits and emotions. Another important characteristic of systems
development, is the usability, that is, that the system is easy to learn and use.
Systems such as, ANIMATE, HERON, and PAT they lack usability, since the
student spends more time learning to use the system than using it. Using a
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conversational system would allow us to offer a more natural interface, as well as
to track new variables that could not be considered in the previous button-based
interface, such as the inclusion of affective traits that can potentially be used to
improve the capabilities of the current system.

To address these challenges, my research focuses on design a conversational
system using an open source framework, and incorporate improvements on the
selected neural architecture for the intent classifier and the entity extractor, in
such a way that they can be exported to other mathematical domains.

2 Proposed Solution and Methodology

The purpose of this research is to incorporate a conversational dialogue system to
HBPS, designing and building an education-oriented conversational agent that
is capable of interacting with a human interlocutor through textual conversa-
tions in different languages, to improve usability, reinforce learning, arouse the
motivation of students to learn, and incorporate emotional states in the learning
process.

We propose use the open source Machine Learning (ML) framework called
Rasa [4], taking advantage both of its free to use, and it is fully configurable
architecture that allows the designer to customize its behavior through the use
of a series of ready-to-use standard components to perform various tasks, includ-
ing pre-processing, intent classification, entity extraction, and response selection,
and allow to add other custom NLU components to perform other tasks not sup-
ported by default, such as spell checks and sentiment analysis. These components
would allow existing ITS to be adapted to an interaction based on natural lan-
guage and integrate textual emotion detection, taking into account three main
requirements: implementation using open source software, ease of use by stu-
dents, and real-time working.

At this point in the investigation, we have built a conversational agent. Since,
these types of toolkits work using a dataset of tagged sentences, it was necessary
to carry out two data collection sessions, a total of 79 high school students (14–15
years of age) have participated, who have been asked to solve 3 algebraic word
problems interacting through a system of chat. Chat logs from both sessions
were processed to clean data, remove duplicate messages and typos, and close
incomplete sentences. Then, we analyzed the messages to identify the possible
labels that express what the user wants to do or achieve (intent) and identify key
information to extract from the text (entities), to evaluate the user responses. To
the left of Fig. 1 it can be see an example of a conversation between a teacher and
a student, and to the right the intent and entities associated with each student
message. Finally, we created a corpus in Spanish that has been translated into
English language.

For intent classification and entity extraction, Rasa implements the DIET
(Dual Intent and Entity Transformer) neural network architecture. For both the
training and prediction stage, the text inputs must be represented in a numeric
format to feed the DIET classifier. For this conversion Rasa offers by default
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Fig. 1. Example of a conversation (left). Intent/entity labels associated with student
messages (right).

different components. Using this default configuration provided by Rasa, we
trained two models, one in Spanish and the other in English. At the time, we
use Rasa only for natural language understanding since currently our system
takes a user message as input and sends it to Rasa for the intent prediction and
entity extraction, after Rasa returns the intent and/or the entities associated
with the user message, the system analyzes the similarity between the extracted
entities and those defined in the problem XML, and returns a predefined response
accordingly.

Although we have obtained reasonable accuracy in intent classification and
entity extraction, we plan to compare performances using other configurations
as too others ML techniques. We also plan to modify neural architectures to
provide improvements for these two tasks, so that they can be exported to other
mathematical domains. Once the onboarding task of the conversational agent
is finished, we plan to carry out further studies in the classroom, on the one
hand, to use the collected writings to equip the agent with the ability to detect
emotions and on the other hand another one we intend to improve the modeling
of the student, to advance in the design of aids and optimal sequences of problems
and adapted to each student in particular.

3 Expected Contributions and Impact

This doctoral project intends to contribute to AIed by providing complimentary
research in interactive learning environments, in particular on conversational
and affective intelligent tutoring systems for the resolution of word arithmetic-
algebraic problems, problems that exist in all aspects of daily life, and not limited
only to academic activity. We will strive in our research to make all proposed
additions work successfully, developing exportable methods that can be reused in
other mathematical domains, by combining the use of open source technologies
and generalizable procedures.

We also aim to use natural language to be able to detect some relevant cog-
nitive states, such as concentration and frustration. This would allow the sys-
tem to react to such states by providing affective support. Finally, the proposed
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system could relieve the workload of human teachers, improve learning outcomes
and the experience of students in virtual environments.

Acknowledgements. This research has been supported by project PGC2018-096463-
B-I00, funded by MCIN/AEI/10.13039/501100011033 and “ERDF A way of making
Europe”; project AICO/2021/019. funded by Valencian Regional Government (Spain);
and grant PRE2019-090854, funded by MCIN/AEI/10.13039/501100011033 and “ESF
Investing in your future”.

References
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Abstract. In this article, we propose the development of a context-
sensitive tool for providing personalized 3I (informative, interactive and
iterative) feedback to novice programmers during the programming prob-
lem solving process. To achieve this aim, we have carried out differ-
ent research stages, where the first is to understand the provision of
feedback for novice programmers, investing in carrying out a study in
two perspectives, theoretical and experimental. Thus, this study was
divided into three stages: systematic literature mapping, systematic lit-
erature review and an experiment. As one result of this study we orga-
nize the acquired knowledge and elaborate a Context-Aware Taxonomy
for Feedback (TaFe). In addition, we designed a Conceptual Architec-
ture Based on Multi-Agents and Computational Context, considering
functional requirements identified in the knowledge represented in TaFe.
For the next steps, we plan to validate TaFe and the architecture using
appropriate methodological instruments. Finally, we intend to develop
and validate a feedback solution based on a real problem identified in an
experiment.

Keywords: Feedback · Context-aware · Novice programmers

1 Introduction

UNESCO has defined the problem-solving skill as one of the eight key com-
petences for sustainability in the 21st century [17]. However, in the domain of
computer programming, novice learners still have difficulties in problem solv-
ing activities. This is especially true in the stages of expressing, executing and
evaluating the solution [1]. In these stages, situations may occur in which the
student cannot finish their solution or even start one [7]. Therefore, it is essen-
tial to provide feedback to assist the student in the successful completion of the
activity.
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Considering that novice programmers are the most affected by the feedback
provided [20] and aiming at a better understanding of the provision of feedback
for the mentioned audience, we carried out a study with two perspectives, the-
oretical and experimental. Thus, this study was divided into three stages: i) 1
- Stage: in order to identify the main approaches used to generate feedback
during problem solving in the computer programming domain for beginners, we
carried out a Systematic Mapping of Literature - SML [8]; ii) 2 - Stage: we
carried out a Systematic Literature Review - SRL to discover the main sources,
forms of presentation, types of content and the level of adaptation of the feed-
back during learning problem solving in the computer programming domain for
beginners; iii) 3 - Stage:: seeking to observe the behavior of novice programmers
when solving programming problems - PPS, we carried out an experiment where
students were submitted to four different moments of PPS. At first, students did
not receive feedback; in the second, students could request feedback from the
teacher at any time; in the third, they only received feedback at the end of the
problem resolution; and in the fourth, the teacher observed the resolution of
each student’s problems and feedback was provided, if they deemed it necessary.
We observed that students performed better in the second and, notably, in the
fourth moment [9].

As a result of the mentioned study, we were able to identify the main solu-
tions available in the literature and observe the still existing needs demonstrated
by the students, especially in the stages of expressing, executing and evaluating
the solution [1]. In addition, we were able to find and catalog the key compo-
nents that should be present in providing feedback on problem solving activities
for novice programmers. As a result, based on the knowledge acquired through
the study and on the proposal of the framework developed by Narciss [2], we
organized all knowledge into a first version of a taxonomy of feedback aimed at
solving programming problems. For a second version of the taxonomy, we con-
sidered that the feedback must be adapted to the characteristics of the student
and the task [2]. Thus we sought to enrich our taxonomy with contextual infor-
mation [12]. In this way, by also representing contextual elements, we make our
taxonomy viable to be used in the knowledge base by systems such as, for exam-
ple, an online Judge, enabling the customization and adaptation of the feedback
content [12]. And with that, we developed a Context Sensitive Taxonomy for
Feedback (TaFe).

The use of TaFe could fill some gaps still present in the systems for teaching
programming, since they still have difficulties in providing adequate and useful
feedback to students [3]. Most systems provide poor quality feedback leading
students to come up with an incorrect solution on the first try and not try a
second time. Such a situation of demotivation can lead the student to abandon
the course [10]. Thus, the idea is to provide feedback throughout the problem
solving process [18]. In this process, during the execution of the aforementioned
experiment, we observed that in 86% of cases of providing feedback, more than
one round of interaction with the student was necessary. That is, when the
teacher perceived the demand for help, several interactions could be generated
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with the student, and it was necessary to provide feedback for each one of them.
Thus, we realized that when the student’s solution presented an error, there
was a cause that was not explicit or not understood and, therefore, the need for
rounds of interactions in the search for the true cause of the error presented.

Given the above context, we propose the development of a Context Sen-
sitive Tool for Providing 3I Feedback (informative, interactive and iterative)
Personalized and Adaptive to Novice Programmers during the process of solving
programming problems. The tool will be able to simulate the teacher’s behavior,
reported in the previous paragraph, generating iterated interactions and provid-
ing feedback adapted to the context of the student and the problem. This tool
should be developed in the form of a plug-in in order to be coupled with online
Judges [10]. To achieve this goal, we have designed an A context-sensitive multi-
agent based architecture, considering functional requirements identified in the
knowledge represented in TaFe. We chose the Multi-Agent technology aiming at
a more flexible and open solution to be adapted to different forms of existing
systems. In the next two sections we further detail all work completed, work in
progress and our future plans.

2 Previous Research

In this section we present a description of the context and the current state of the
research, highlighting what was obtained as a result on two fronts of contribu-
tion, namely: the proposal of a feedback taxonomy focused on the programming
domain for novices and the outline of a feedback architecture aligned with the
main elements of the taxonomy.

2.1 Context

Besides the investment in the literature, the main theoretical support of our
feedback study was mainly focused on the work of Narciss [2]. In this work,
the interactive, two-feedback-loop (ITFL) model is presented, which explains
the main factors and effects of feedback in interactive instruction, essentially
representing the articulation between internal and external feedback. External
feedback is associated with the instructions provided by the teacher and internal
feedback is based on the idea of self-regulation [11]. In the domain of teaching
computer programming, there are researches in order to contribute to the devel-
opment of the internal feedback of the student new to programming [4]. On the
other hand, continuous external feedback and monitoring of student progress are
still considered one of the main innovative approaches to teaching programming
[6].

2.2 Context-Aware Taxonomy for Feedback - TaFe

TaFe is expressed in three levels of specification: categories, subcategories, and
contextual elements, where i) Category: representations are the feedback ele-
ments and are at the highest level of the taxonomy; ii) Subcategories: are at the
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intermediate level and are category specifications; iii) Contextual elements: are
the data, information or knowledge that characterize the TaFe categories and
subcategories. TaFe is made up of six categories, each of which can have two and
associated with the subcategories are the contextual elements of the feedback.
The feedback categories represented in the taxonomy are: i) provider: entity
that provides feedback; ii) receiver: entity that receives the feedback; iii) mes-
sage: representation of the feedback content; iv) trigger: motivation to provide
feedback; v) moment: moment when the feedback is provided; and vi) format:
form of availability of the feedback.

To validate TaFe, we are setting up an experiment with introductory pro-
gramming teachers through semi-structured interviews and application of a ques-
tionnaire using the Likert scale of self-report. Our next step is to run the exper-
iment with teachers from at least three different Higher Education/High School.

2.3 Multi-agent Architectural Solution

In the literature there are several solutions for Intelligent Tutoring Systems - ITS
aimed at teaching programming. In the work of Silva et al. [5] there is an ITS
approach to provide adaptive feedback during the resolution of programming
exercises. However, adaptation is based solely on the student’s solution status.
From there, the need arises to provide feedback considering the characteristics
of the student, the characteristics of the [2] task and the characteristics that
emerge when the student interacts with the activity. In this sense, we considered
all the feedback knowledge represented in TaFe to develop a Multi-Agent and
Context Sensitive Architecture [13] for a feedback tool.

To develop an architectural solution that meets the system requirements, iden-
tify its components, its functionalities, such as resource management, coordination
and communication between agents, we follow the Agent Oriented Software Engi-
neering - AOSE Tropos [15] methodology. Furthermore, it is worth noting that as
agents behave according to different contexts, most agents have the function of
serving a contextual focus [12]. The most abstract view of the architecture is com-
posed of six modules: student model, problem model, instructor model, problem
solving module, feedback model and the agent community module.

To validate the developed architectural solution, we are planning an exper-
iment using the ATAM [16] architecture evaluation method where the main
stakeholders are the teachers. So, the next step are to run the experiment.

3 Future Research Plans

In this section, we will discuss the next steps towards developing a solution for
providing 3I feedback to novice programmers during the programming problem
solving activity. Below we describe the four major steps to achieve this goal:

Step 1 - Validation of TaFe: The first step is to complete the validation
of the context-based taxonomy for feedback (TaFe) through the experiment,
mentioned in the previous section, with teachers of introductory programming
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courses. After this step, we will submit the results to the academic community
in a conference appropriate to the area.

Step 2 - Architecture Validation: As described in the previous section,
we will use the ATAM architecture evaluation method [16] to validate our Multi-
Agent and Context Sensitive Architecture.

Step 3 - Plug-in development: One of the phenomena observed in the
execution of the experiment during moments 2 and 4 of problem solving was, a
priori, having a wrong perception of the reason for the feedback. In this way, we
realized that when the student’s solution presented an error, there was a cause
that was not explicit and, therefore, it would take some iterations with feedback
for the true cause to be revealed.

Given the mentioned scenario, the third stage of the development of this
research is to develop a Context-Sensitive Tool for Providing Personalized and
Adaptive 3I Feedback to Novice Programmers during the programming problem
solving process. The main function of the tool is to simulate the teacher’s behav-
ior, being able to generate iterated interactions and provide feedback adapted
to the context of the student and the problem. This tool should be developed in
the form of a plug-in in order to be coupled with online judges.

Step 4- Experimenting with the plug-in solution: With the conclusion
of the plug-in solution, we will experiment with groups of novice programmers
in at least three different institutions.
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Abstract. An Intelligent Orchestration System, such as our FACT [1], should act
like an automated teaching assistant that helps teachers provide relevant, timely
help. To do so, it needs to knowwhat the students are doing and thuswhoneeds help
more than the others. This is especially important when students work in small
groups and the teacher’s ability to monitor every group frequently diminishes.
This project is an attempt to investigate the feasibility and challenges of only
using the students’ speech to predict each group’s collaboration status. We are
using machine-learning techniques to build models that agree with our human
annotator’s collaboration status judgments.

Keywords: Collaboration detection · Educational data mining · Intelligent
orchestration systems · Intelligent tutoring systems

1 Introduction

“Classroom Orchestration” refers to the teacher’s real-time management of classroom
activities, students, and information in classes that integrate small groupwork, individual
work, andwhole-class work [2–4]. To effectivelymanage the classroom flow, the teacher
needs to be constantly aware of the activity performed by each student [5], which they
often accomplish by reading visual cues or listening from across the room. However,
the awareness is particularly difficult to maintain when students work in small groups
since much of their interaction is spoken and inaccessible to the teacher.

One of the features of small group work teachers often want to monitor is whether
students are collaborating properly [6]. Teachers often do not want one student to dom-
inate and do all the work, nor do they want students to split up the work and work
separately and silently. Given that collaboration is a 21st-century skill [7, 8], collabora-
tive problem solving (CPS) is a critical and necessary skill not only across educational
settings but also in the workforce [7]. While working in a group, students learn more if
they collaborate closely, both working on the same part of the task and each turn of their
conversation builds on the preceding turns, especially their partner’s turn [9].

However, getting students to collaborate closely and effectively takes more than
simply asking them to do so [10]. In a classroom with multiple groups working simul-
taneously, if teachers want to help groups engage in productive collaboration, they need
to know which groups are already collaborating and which are not.
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To meet this need, several systems have been developed to classify the small groups’
dynamics based on the multi-modal data gathered from students, which could include
actions, speech, video, screen recording, eye tracking, and more [11–15].

Most investigators have trained different machine learners using acoustic features
[13, 16–20]. Lexical features (i.e., words) were not included because they would tend
to make the detector specific to a particular task or even a particular problem-solving
approach to the task. Because acoustic features carry little meaning, there is a greater
chance that the classifier will generalize across tasks [21]. Acoustic features may also
protect the students’ privacy, provided that the raw audio is deleted after the acoustic
features are extracted. Hence, the research question we are addressing is, using only
acoustic features of students’ speech, to what extent can collaboration be detected when
small groups are working in authentic classrooms of 20 to 30 students.

There is a plethora of work focused on developing speech-based collaboration detec-
tion systems in an educational setting. One of the closest works to ours is [20]. They
used speech input and trained collaboration classifiers for an orchestration system. Their
input consists of primary non-lexical data such as temporal, acoustic, and voice activity
features. But, unlike us, their study happened in a lab setting. Although their coding
scheme, like ours, is based on ICAP coding [9], they choose a coarser coding scheme for
collaboration. Another difference is their segmentation process. They placed segment
boundaries between subtasks to avoid mixing up different patterns of interactions. Also,
they placed a segment boundary after 4 min to avoid long segments. While our segmen-
tation happened in two steps as described in pre-processing section. We believe that our
approach, although more time-consuming, works better for keeping the related patterns
of speech together.

2 Theoretical Framework and Methodology

2.1 Raw Data Collection and Pre-processing

This paper’s raw data were gathered during a class trial FACT [1, 22, 23] in the spring
of 2019. This trial consisted of six 50-min periods of 8th-grade students working on
specific sets of mathematics lessons, called Classroom Challenges [24], using our FACT
web-based platform [22].

Each of the 6 periods consisted of 9 to 16 groups of mostly two students. However,
we only had permission to collect data from 31 groups total. We annotated 20 groups
(64% of the data) due to low audio quality or class being too short for the others. 40.4%
of all annotated students are male.

During this study, the teachers wore a lavalier microphone and carried a tablet to
access our orchestration system to manage classroom lessons and students. While work-
ing in a group, students eachused theirChromebooks to access a sharedgroupworkspace,
typically with their heads down over the tablets while talking. Most students wore a
noise-canceling headset microphone, Audio Technica PRO8Hex, connected to a four-
track digital audio interface. In each session, four groups’ interactions were captured
using a video camera with its shotgun mic and a second channel for a boundary mic laid
on the group’s table.
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ELAN software [25, 26] was used to synchronize all the media streams for a period.
All the students’ microphones in a group were connected to the same recording device,
so their audio streams were synchronized at the hardware level. All other data sources
were synchronized manually. We asked the teacher and students to clap very loudly at
the same time at the start of the class and used that time as a reference point.

After all the data were synchronized, we extracted the time period of the class for
each group where a group activity was assigned to them. First, we sectioned that time
period by placing a section boundary when there was a long salience or the group’s
conversation changed topic. In the second step, these sections were divided into 30-s
segments. Human annotators labelled each of these 30-s segments based on a lightly
modified version of Chi’s ICAP framework [9] which had 11 labels.

In the processing stage, we realized that the unbalanced label distribution of our
data negatively impacted our classifier’s performance. Hence, we decided to reduce
the number of labels from 11 to 4 by focusing on frequently occurring categories that
we deemed more important for the teacher, namely: 1ST (one person dominating the
conversation), 2ST (the group is collaborating properly), and OFF (the group is off-
task). We collapsed all other categories to Other. The Other label contains the following
labels: 0ST (no one is sharing thinking), INDEP (working on different subtasks), VISIT
(teacher is visiting and speaking with the group), STUCK (the students were waiting for
help), DONE (The students were done with the task) and several others.

2.2 Processing

Before feature extraction, each segment’s noise was removed using version 3.0.0 of
Audacity(R) recording and editing software [27]. We then extracted 1582 acoustic and
prosodic features from each 30-s frame using OpenSmile [28], and INTERSPEECH’s
emobase2010 feature set [29].

Since the number of extracted features was too big, we used PCA (Principal Com-
ponent Analysis) approach among others to reduce our data dimension. PCA uses an
orthogonal transformation to convert a set of correlated features into the smallest set
of uncorrelated ones, referred to as principal components. We choose 26 top features
whose variance would sum up to 80%. Then, we ran a pipeline with many classifier algo-
rithms to choose the best possible model. Random Forest (RF), SVC, Decision Tree,
and AdaBoost performed well with this task. RF models with a max depth of 2000 and
two random states outperformed all other models.

RF algorithms consist of relatively uncorrelated models (trees) operating as an
ensemble. Each tree makes a prediction and the one with the majority vote gets elected.
Hence, it will usually outperform those individual models. RF algorithm tends to be less
affected by outliers it is also known to work well with small noisy datasets such as ours.
Since our labeled data was limited, deep learning did not render reliable results. We are
planning to use pre-trained models for different subtasks in the future.
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3 Result and Conclusion

Table 1 and Table 2 present the confusion matrix of our best classifier. The kappa score
of 0.68 given the limited and noisy data with a sparse confusion matrix is expected. Our
results are comparable with similar work in this field [19, 20].

Table 1. .

Predicted Class (Kappa score = 0.68, F1 = 0.75)

True Class Labels 1ST 2ST OFF Others All

1ST 7 9 0 1 17

2ST 7 40 1 0 48

OFF 0 1 0 1 2

Others 8 27 1 35 71

All 22 77 2 37 138

Table 2. .

Labels Accuracy (%) Precision (%) Recall (%) F1 (%)

1ST 82 32 41 58

2ST 67 52 83 91

OFF 97 0 0 N/A

Other 72 95 49 66

Weighted
average

60 71 60 60

The performance of our classifier (Kappa score = 0.68, F1 = 0.75) was better than
[20] (F1= 0.70, k= 0.55). This is surprising given that they conducted their experiments
in the noiseless lab. This can be due to differences in preprocessing, segmentation, and
annotation procedure. Our result could show that a supervised classifier can agree with
human annotators almost 70% of the time when it comes to predicting categories that
the teacher cares about.

The F1 score for 2ST is very promising (91%). Also, the rate of false-negative
segments for 2ST is low which is a good sign. This is because if we want some version
of this classifier to automatically detect collaboration among groups, the last thing we
want is to misclassify the group who is engaging properly and distract them when
they are making progress by unnecessary system intervention. Classification for 1ST
segments was less precise and misclassified the 1ST, VISIT, STUCK, DONE segment
as 2ST. One explanation is that students are usually engaging in these segments however
asymmetrical or non-educational. Hence, we are planning to add limited lexical features
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so we can add more context and help the classifier to make the distinction between
different group engagements. We should investigate its effect on privacy concerns and
lack of generality.

Given our limited amount of data and comparing it to similar works, our results
were promising. However, we can see that acoustic features alone would not be able to
reliably detect collaboration among students in a live classroom. To increase our speech
classifier’s performance, we are currently adding speech activity features to our set of
features. We are planning to incorporate lexically and log data into our current feature
set as well.
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Abstract. The rapid growth and development of NLP techniques have
resulted in Computer-Based Learning Platforms (CBLPs) leveraging
innovative approaches toward automated grading and feedback genera-
tion of open-ended problems. Researchers have explored these techniques
in driving a varying range of interventions that range from assessing the
quality of the work and recommending changes to the answers that can
enhance the quality of the responses for students to automated grading
and feedback generation of responses for teachers. A crucial aspect of the
automated assessment of student response is identifying and addressing
fairness and equity issues in an educational context, as academic perfor-
mance can impact the types of opportunities available to the students.
While prior works have conducted posthoc analysis exploring aspects
of algorithmic fairness of various models, the assessment of open-ended
answers is often subjective. Teachers leverage contextual knowledge such
as the perception of the student effort or students’ prior knowledge. While
such factors exist, it is not obvious how data from the teacher can intro-
duce biases or introduce measurable risks to the fairness and equity of
the NLP models. In this paper, we build on our prior analysis of the
grading behavior of teachers on open-ended math problems for middle
school students and explore possible next steps we can take to expand
on our work. First, we propose a simulation study to explore the various
risks associated with Human-AI interaction in the automated grading of
open-ended problems. Second, we propose an extensive study expanding
on our work to generate grades for open responses when a student is
anonymized vs. not anonymized.

Keywords: Open-ended problems · Fairness · Bias · Grading

1 Introduction

The integration of CBLPs into classrooms and the willingness of teachers to
utilize them in various capacities in their classrooms has enabled researchers
to explore the effectiveness of CBLPs through data-driven methods. Conse-
quently, researchers have focused on developing their CBLPs in alleviating dif-
ficult or tedious tasks faced by teachers in their everyday classroom activities.
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Researchers, however, have faced challenges in supporting open-ended problems
due to the variance in the answers. While the recent advancement in NLP and
machine learning have made progress towards automating the assessment of
open-ended questions in various domains, the evaluation of open-ended responses
remains a predominantly manual task for teachers. Writing is a critically impor-
tant skill, and it facilitates students with an avenue to exhibit their thought
processes and ability in formulating arguments and providing justifications for
their work [11,26]. In mathematics, it enables teachers to gauge whether students
have a strong comprehension of mathematical concepts. Furthermore, teachers
can leverage open-ended problems to identify situations where students may be
able to answer close-ended problems correctly by shallowly learning and applying
procedural rules [17,23].

The assessment of open response problems is a largely subjective task. Giv-
ing concise responses to open-ended maths problems further underscores the
subjective nature of grading open response problems. While grading of open-
ended responses often relies on rubrics or other standardized procedures to help
optimize the evaluation procedure, teachers often account for contextual factors.
The students’ past academic performance, persistence exhibited during lessons,
or other qualities may affect the teachers’ grades. It is important to emphasize
that this does not necessarily mean that the grading is unfair. The subjective
nature accounting for student ability can positively impact students through per-
sonalized feedback [13,14]. However, teachers usage of contextual information in
the assessment of students’ performance presents a unique challenge in automat-
ing the grading of open-ended responses and raises concerns about ensuring the
fairness.

Our goal in this work is to build on our prior work and explore teacher grading
behavior of open-ended problems and the role of student identity on the grades.
Explore the effects of anonymized vs. non anonymized data in the automated
grading and feedback generation of open response problems. As such, this paper
aims to address the following research questions:

1. Does using anonymized grades in NLP models mitigate possible biases intro-
duced by student identity?

2. What factors affect the teacher’s perception of AI agents in automated grad-
ing of open-ended math problems?

3. How does teacher perception of AI agents influence their behavior?

2 Background

Growth and innovation in Education Technology (Ed-Tech) have influenced the
adaption and regular usage of CBLPs in classrooms. Through ease of logging
data, the adaption of CBLPs has motivated researchers to explore the effec-
tiveness of various design paradigms, from traditional teacher-driven designs to
self-paced learning, peer learning, discussion-oriented learning, demonstration-
focused learning, and flipped classrooms. Several platforms often provide a selec-
tion of these features for teachers and students to leverage instead of simply
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focusing on a single one. Similar to the different design paradigms, researchers
have also taken a varied approach in prioritizing the focus of their platform.
Some provide a generic platform to host content and leverage crowdsourcing to
address learner needs, such as generating problems and solutions [2,7], collecting
hints and explanations [4,27]. Other platforms focus on specific domains such as
writing skills [3,22], mathematics [5,12], programming [21] to facilitate learning
by providing content that addresses the specific needs of learners. It is important
to note that these two approaches of prioritizing focus are not mutually exclu-
sive. Platforms often leverage a combination of designs that focus on a specific
domain while also facilitating crowdsourcing features that address learner needs.

The automated grading and feedback generation of open-ended problems has
been particularly challenging. Researchers have explored various approaches to
provide real-time feedback and assessment of open responses to support students.
Similar efforts have also been made to support teachers by automating the assess-
ment of open-ended responses. Various approaches such as hand-crafted boutique
pattern matching [24], and deconstructing grading rubrics into knowledge com-
ponents [25]. The rapid growth and innovation of NLP have provided a signifi-
cant advantage to automating the assessment of open-ended student responses.
Researchers have explored NLP in evaluating a diverse range of responses from
short-answer responses in mathematics [1,9] to long-form responses such as
essays [3,16]. Neural network models such as Word2Vec [19], Glove [20], and
BERT [8] have enables the ability to capture semantic and contextual informa-
tion from responses. While using deep learning models has improved the NLP
models’ performance, they require a large corpus of data that often are not
readily available or easy to compile.

Researchers have explored the effectiveness of NLP models in the automatic
grading and feedback generation of responses; there is a requirement for exam-
ining the effectiveness of the automation while accounting for fairness. Most
examinations of fairness revolve around the algorithm’s performance [10,15] and
model generalizabilityacross target groups to identify possible biases [6,18]. How-
ever, post hoc analysis of models can be rather challenging. These biases can only
be mitigated if we are conscious of their existence beforehand or by detecting
the existence of biases across certain aspects, such as genders or biases across
ethnicity. We propose exploring the utility and effectiveness of NLP models when
trained on anonymized data vs. when trained on non-anonymized data.

3 Teacher Grading Behavior

In prior work, we reported on a pilot study where we asked 14 teachers to
grade anonymized open-ended responses of students who worked on three open
response problems in the month prior to the study. Of the 14 teachers, only
9 completed the study. The data corpus only included the students of the 14
teachers in the pilot study. A random sample of 25 responses was generated
per teacher, where we checked to ensure that at least 10 of the 25 responses
were responses from their students. If the random sample had less than 10 open
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responses from their students, then additional open responses were selected for
the teacher to grade by randomly selecting additional responses from their stu-
dents. If a teacher did not have any of their students in the random sample, they
were assigned an additional 10 responses, making the total number of problems
they graded 35. Table 1 reports on the 9 teachers who completed the study along
with the total number of problems they graded(N) non-anonymized beforehand
and anonymized during the pilot study. Some teachers had less than 10 problems
to grade because we had to remove duplicate answers (e.g., empty responses or
answers of “I do not know”) to ensure that the teacher graded a unique set of
responses.

As shown in Table 1, we explored the teacher’s grading behavior by applying
Cohen’s Kappa to measure the variation in their grading of student responses
when anonymized vs. non-anonymized. We found the agreement coefficient to be
as low as k = 0.163 and as high as k = 0.67, which was concerning as it indicated
that the teacher disagreed with themselves when it came to scoring their students
when their students across conditions. The grading behavior was lower than
anticipated, indicating significant differences in teacher grading behavior when
students were anonymized. Given that the grades are given on a 5 point scale, and
the teacher’s assessment may reasonably vary by a small degree, we also explored
a relaxed calculation of Kappa. We computed the intra-rater reliability of each
teacher with an off-by-one adjustment; if the absolute difference in score across
conditions was one or less, then we treated it as equivalent. The adjustment
resulted in notably higher kappas indicating that teachers have consistent general
grading behavior. We also computed the average difference in the grades across
conditions. While most teachers were more lenient graders when they knew the
student’s identity, some of the teachers were more lenient when the student was
anonymized.

Table 1. Exploring the grading behavior of teachers when they had access to students’
identity vs. when students were anonymized.

Teacher N Intra-rater reliability Intra-rater reliability Avg grade diff

(Cohen’s kappa) (Relaxed Cohen’s Kappa) (initial - anonymized)

Teacher1 10 0.2857 0.8550 −0.2

Teacher2 10 0.6774 1.0000 0.2

Teacher3 10 0.2307 0.6666 −0.2

Teacher4 10 0.5161 0.8387 0.3

Teacher5 11 0.1630 0.5268 0.27

Teacher6 19 0.4264 0.7816 0.57

Teacher7 9 0.3793 0.3793 0.44

Teacher8 10 0.4366 0.5522 0.3

Teacher9 9 0.5344 0.8301 −0.66
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3.1 Analysis Plan

Currently, we are designing a larger study expanding our pilot study to explore
teacher grading behavior and investigate if the proportion of the behavior where
some teachers are more lenient grader than others repeats itself across teachers.
The more extensive study also provides the data to train the NLP models to
compare the model performance when trained on anonymized grades versus non-
anonymized grades.
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Abstract. Chinese character learning is difficult, as the character’s def-
initions in dictionary are simple but abstract. The image representations
of Chinese character’s definitions are easy to understand and helpful
to remember. To assist learning Chinese character and understanding
definitions, we design an intelligent dictionary which supports text and
image of printed character as input and text, image and video as output
modes. Particularly, users could query each definition in text to obtain
the corresponding image definition via the designed cross-modal retrieval
mechanism. Besides, we also build the image database of character evolv-
ing process as well as the video databases of micro-lectures for extended
learning. A mobile version of the dictionary has been developed, which
supports the multimodal query and output information for the individual
Chinese character.

Keywords: Chinese character learning · Cross-modal retrieval ·
Multimodal dictionary

1 Introduction

Chinese character learning is a challenging task for learners, as it is hard to
recognize single character, understand its multiple meanings, make appropriate
phrases and form long-term memories. Chinese dictionary is an efficient and
useful tool to learn Chinese characters, mainly containing pinyin, glyph infor-
mation and multiple definitions. Pinyin refers to the character’s pronunciation
and glyph typically includes character’s structure, radical (semantic or phonetic
component), and number and sequence of strokes. Definition is the statement of
character’s meanings in different context using simple but abstract description.

By leveraging the current Chinese dictionary, learners could obtain the nec-
essary information of the individual character as well as the commonly used
phrases. However, it is still difficult for learners to get a quick understanding
and form long-term retention of all the character’s information, especially the
character’s multiple and ambiguous definitions. The previous studies show that
images are appropriate for representing abstract scenario and unusual objects [5].
According to the dual coding theory [4], the verbal and visual dual representation
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 79–83, 2022.
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Fig. 1. The simplified block diagram of the designed dictionary.

could enhance learner’s memory, especially when word and image are strongly
associated with each other [7]. Hence, we design and implement an intelligent
Chinese dictionary featured with multimodal input and output. Each definition
of the character could be queried to show its image representation. Besides, since
most Chinese characters have their unique historical evolving processes, where
the original script is pictorial and may reflect the visual meaning from the per-
spective of character formation [8], we also provide characters’ evolving process
images and correspondent micro-lectures videos for extended learning.

2 Dictionary Design

Figure 1 illustrates the block diagram of the dictionary. The dictionary sup-
ports two types of retrieval functions, namely multimodal information search
and cross-modal retrieval.

2.1 Multimodal Information Search

In Fig. 1, the whole framework except the cross-modal retrieval part is the mul-
timodal information search part. The input supports either typing a character or
uploading an image of the printed character, where the optical character recog-
nition (OCR) service is used to extract the queried character from the image.
Based on the queried character, the system requests the online API of Xinhua
dictionary, which is the most popular Chinese dictionary, for the character’s
basic text information, including pinyin, glyph information and definitions. For
the character evolving process, we build a dedicated database to store the image
collections of characters in five chronologically formed scripts from calligraphy
works. We also build another database for 15 exemplary characters by manu-
ally recording 1–2 min micro-lectures for each character to further explain their
glyphs and definitions from the historical perspective.



An Intelligent Multimodal Dictionary for Chinese Character Learning 81

Fig. 2. The simplified block diagram and its query results of cross-model retrieval.

2.2 Cross-modal Retrieval

Based on the multimodal information search results, the system supports learner
clicking on each text definition to query its image definition. As shown in Fig. 2,
the queried Chinese character is “Yuan” and each definition could be split into
a description and example phrases. Each of them is a query string. The cross-
model retrieval mechanism firstly extracts each text’s feature by text encoder and
searches the image with maximum cosine similarity in the cross-modal database.
After that, the image from text-image pairs with the maximum similarity would
be selected as the image definition. The image features are extracted and stored
in the database in advance.

In practice, the text and image features are extracted by encoders from large-
scale multimodal pre-trained model BriVL [1,2]. Specifically, BriVL is a two-
tower training framework consisting of two replaceable text and image encoders,
which are connected by InfoNCE loss in the training process. After the pre-
training, the two encoders could work independently and provide APIs that we
utilized. The image encoder is based on Efficient-Net B7 [6] and the text encoder
is based on the Chinese pre-trained version of RoBERTa Large [3]. Both of them
are followed by self-attention block and multi-layer perception (MLP) block to
project features to the same cross-modal space. The pre-trained model is learned
from 650 million image-text pairs crawled from web. The wide coverage of topics
and scenarios is rationally enough for our retrieval design.
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2.3 User Interface

A mobile version of the dictionary has been developed as the user interface,
which could be accessed without downloading, as shown in Fig. 3. Users could
look up the dictionary in either formal or informal learning environment. The
input could be either typing or simply uploading a picture of the printed char-
acter for both native and non-native speakers. To reduce the cognitive load and
deepen the impression of the definition, learner could choose to click on each
text definition and show its image definition. For extended learning, the char-
acter evolving process and micro-lectures are provided. From the perspective of
character formation, micro-lectures analyze character’s glyph, original meanings,
shape changes during the historical process and its current usages in phrases.

Fig. 3. The user interface of the dictionary.

3 Conclusion and Future Work

By leveraging the multimodal pre-trained model, we design and implement the
intelligent Chinese dictionary with interactive image representation for each def-
inition to smooth the learners’ path to acquire Chinese characters. Besides, 15
exemplary characters’ evolving processes and micro-lectures are provided and
implemented on the mobile version, which would be constantly enlarged to cover
more basic Chinese characters. For the future work, the text-to-image retrieval
recall of the encoders needs further improvement by updating state-of-art single-
modal encoders for BriVL and fine-tuning the cross-modal framework. Besides,
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user’s feedback mechanism would also be useful to correct inaccurate image def-
initions and collect bad cases for model fine-tuning. Additionally, considering
cloud storage load, images should be collected from online resources and only
image URL-feature pairs are stored locally with the regularly validation check-
ing. We are currently deploying the dictionary to serve the school students and
teachers, and the usability study is also in plan.
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Abstract. Situational judgement tests (SJTs) measure various non-cognitive
skills based on examinees’ actions for hypothetical real-life scenarios. To ensure
the validity of scores obtained from SJTs, a quality assurance (QA) framework is
essential. In this study, we leverage natural language processing (NLP) to build an
efficient and effective QA framework for evaluating scores from an SJT focusing
on different aspects of professionalism. Using 635,106 written responses from an
operational SJT (Casper), we perform sentiment analysis to analyze if the tone
of written responses affects scores assigned by human raters. Furthermore, we
implement unsupervised text classification to evaluate the extent to which written
responses reflect the theoretical aspects of professionalism underlying the test.
Our findings suggest that NLP tools can help us build an efficient and effective
QA process to evaluate human scoring and collect validity evidence supporting
the inferences drawn from Casper scores.

Keywords: Quality assurance · Validity · Situational judgement · Natural
language processing

1 Introduction

Most medical schools in Canada and the United States require situational judgement
tests (SJTs) to evaluate applicants’ knowledge and skills in non-academic areas such
as professionalism [1]. In SJTs, applicants are asked to review a series of hypothetical
real-life scenarios and then describe the course of action they are likely to take [2]. Altus
Assessments’ Casper [3] is an online SJT that consists of video-based and text-based
scenarios focusing on ten aspects of professionalism based on the CanMEDS framework
defining key competencies (e.g., collaboration and communication) for the health pro-
fessions [4]. Examinees sitting the Casper test receive a set of questions associated with
each scenario and write responses to each question. Therefore, unlike multiple-choice or
rating questions in traditional SJTs, Casper’s constructed-response format allows exam-
inees to draw from their own experiences and use their own words as they describe what
actions or decisions they would take for each scenario and their rationale for doing so.
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Although the use of constructed-response questions has advantages, it also creates
some challenges that need to be addressed to obtain reliable and valid test scores from
Casper. For example, scoring responses involves human judgment [4]. Raters from var-
ious backgrounds and professions review underlying theory and guiding statements
for each scenario and then rate answers to each scenario holistically. These scores are
expected to vary based on the difficulty levels of questions and examinees’ ability levels
in the aspects being measured by Casper. However, other factors such as examinees’
writing ability (or lack thereof) along with their interpretation of each scenario may
also influence how they respond and subsequently how the human raters interpret and
score those responses. Also, while answering the questions in Casper, examinees are not
required to speak directly to any of the aspects underlying Casper. While this provides
freer expression, how the responses from each applicant relate to the targeted aspects of
professionalism remains in question.

To ensure the correct interpretation and use of scores, a quality assurance (QA)
process evaluating the content, internal structure, and response processes is necessary
[5]. However, research shows that psychometric procedures designed formultiple-choice
and rating questions are not suitable for SJTs [6]. Casper involves long written responses
from large numbers of examinees, which cannot be examined based on conventional
psychometric methods. Thus, Altus Assessments aims to build a new QA framework
for evaluating Casper scores efficiently using language processing (NLP) tools. The
outcomes of this framework can help Altus increase the interpretive value of the Casper
responses, while enhancing rater training and feedback process.

In this study, our objective is to demonstrate how state-of-the-art NLP methods can
be leveraged to evaluate and validate written responses to the Casper test. We propose a
new analysis framework to answer the following questions: 1) Do the subjectivity and
tone of written responses affect scores assigned by human raters? and 2) Do written
responses for each scenario accurately reflect the aspects of professionalism underlying
Casper?

2 Related Work

Todate, a variety of test-related tasks have been studied usingNLPmethods, such as auto-
matic text summarization [7], automatic item generation [8], automated essay scoring
[9], and topic modeling [10]. In this study, we employ an unsupervised text classifica-
tion method known as Lbl2Vec [11] to categorize written responses in Casper into
the aspects of professionalism. Unlike topic modeling that clusters documents based on
word (or phrase) patterns and identifies latent topics, Lbl2Vec categorizes documents
based on semantic similarities between the documents and predefined keywords repre-
senting a topic [12]. After transforming a document intoword and document embeddings
[13], the algorithm calculates the centroid of embeddings for each predefined topic and
then calculates the cosine similarity to find the most relevant topic for each document.
In this study, we use Lbl2Vec to categorize examinees’ written responses into the ten
aspects of professionalism underlying Casper. We also conducted sentiment analysis to
check the subjectivity and sentiments of written responses in Casper. In lexicon-based
approaches, sentiments within a document are calculated using the number of words
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classified as either positive or negative based on a pre-defined dictionary. To calcu-
late sentiment scores (ranging from 0 to 1 where 0 is negative and 1 is positive), we
utilized VADER [14] in Python, which is sensitive both the polarity and the intensity
of sentiments. For subjectivity, we used TextBlob [15], which calculates a subjectiv-
ity score based on the number of personal opinions and factual information shared in
the document. Subjectivity ranges from 0 to 1 where 0 is very objective and 1 is very
subjective.

3 Method

3.1 Corpus

The corpus consisted of anonymized 635,106 written responses to 311 unique scenarios
in Casper. Based on the content underlying the scenarios, subject matter experts (SMEs)
involved in developing Casper categorized the scenarios into one of the ten intended
professionalism aspects: collaboration, communication, empathy, equity, ethics, moti-
vation, problem solving, professionalism, resilience, and self-awareness. During test
administration, examinees provided written responses to three questions related to each
scenario and received a score between 1 and 9. In this study, we combined examinees’
responses to three questions associated with each scenario.

3.2 Analysis Framework

Our analysis framework consisted of three steps. First, we performed text preprocess-
ing to prepare the data. Second, we conducted sentiment analysis, saved polarity and
subjectivity scores, and evaluated the relationship between sentiment scores and scores
assigned by human raters. We expected that sentiments expressed through the responses
would not have any relationship with the scores. Finally, we used unsupervised text
classification to categorize written responses into one of the ten aspects of profession-
alism based on predefined keywords obtained from the CanMEDS framework. Then,
we compared the aspects assigned by Lbl2Vec with the intended aspects assigned
by the subject matter experts for each scenario. This allowed us to determine whether
written responses are related to the intended aspects underlying the scenarios. Figure 1
demonstrates the analysis framework involving these three steps.

Fig. 1. Data analysis framework used to analyze written responses to Casper.
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4 Results

Figure 2 shows the distribution of subjectivity and sentiment scores by scores assigned
by human raters. Lower score categories (i.e., 1 to 3 points) have larger variation in sub-
jectivity, indicating that examinees with very low or high subjectivity in their responses
receive lower scores. Sentiment scores indicated high levels of negative skewness for
all score categories, suggesting that nearly all examinees used a positive tone in their
written responses, regardless of their scores.

Fig. 2. Distribution of subjectivity and sentiment scores by score categories

To evaluate the alignment between the aspects of professionalism identified by SMEs
and those assigned by Lbl2Vec, we calculated precision as TP/(TP + FP) and recall
using TP/(TP + FN) where TP is true positive, FP is false positive, and FN is false
negative. We found that collaboration, communication, motivation, and resilience had
high precision (around .76) and recall (around .70), whereas professionalism, ethics, and
self-awareness were much more difficult to detect in the written responses.

5 Conclusions and Future Research Directions

In this study, we demonstrated how to leverage NLP methods to build an QA framework
for Casper. Instead of relying on human input on a large volume of written responses in
Casper, we used NLP tools to examine the impact of the tone used in written responses
on scores assigned by human raters and the alignment between theoretical aspects of
professionalism and the aspects extracted from written responses. We will expand our
QAprocesswith newNLP-based applications, such as rater training procedures based on
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sentiment and subjectivity analyses and an automated scoring engine using transformers
such as BERT [16] to evaluate scoring accuracy.
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Abstract. Soft skills are one of the highly-valued skills integral in one’s
personal as well as professional life. Recent advancements in technology
and the penetration of the internet enable new ways to build systems
to identify and help learners who need assistance in improving their
soft skills. This paper presents the design, development and evaluation
of a prototype intelligent system for training youth in rural areas. The
system assesses a personal interview of a learner using their audio/video
captured from a mobile phone or web camera. Verbal and non-verbal
cues are evaluated using speech processing, computer vision and natural
language processing and a detailed feedback is generated using Natural
language generation. The real-world data used for training the machine
learning models for the system were collected from rural areas in India
and were annotated by reliable experts. We validated the performance of
the system on an out-of-sample data-set which included 100 interviews
collected by piloting the application.

Keywords: Computer vision · NLP · AI in education

1 Introduction

The International Labor Organization defines core skills for employability into
four categories: learning to learn, communication, teamwork and problem solving
[1]. These skills are essential for gaining and retaining employment. Soft skills
form an important part of the core skills and are highly valued in the job market.
According to the ILO [2] 40% of the Indian population is aged between 13 to 35.
A considerable portion of this population would be entering the labor market
and would require a combination of the core skills to gain employment. One of
the major problems faced by youth in rural areas of India is the lack of guidance
and training support in the area of soft skills development. In order to address
this issue, we have created a platform for youth to practise and enhance their
personal interview skills. Automated interview assessment system may not be
suited for hiring employees but it can be very useful for training candidates and
preparing them for the workforce, which is not a high-stake situation.
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In this paper we give an overview of our end to end system which auto-
matically assesses an audio/video personal interview on the basis of verbal and
non verbal cues which are extracted from the video using computer vision and
natural language processing techniques. We have developed an online portal for
rural youth where they can submit their interview videos and get an automated
evaluation report based on various features like eye contact, smile, lip bite, face
obstruction and sentiment. This automated report can be accessed by the can-
didate using their credentials and they can submit multiple videos in order to
improve their interview skills. The paper presents literature survey, data col-
lection method, our system architecture & implementation and also discusses
results obtained from the first pilot.

2 Related Work

Work related to automated assessment of video interviews has been done in
different capacities and use cases. An attempt to predict interpersonal skills
and personality traits has been done by Suen [3] where an automatic personality
recognition system was built and tested on 120 real job applicants. Another effort
in the creation of a corpus of 1891 monologue job interviews data set collected
from 260 online workers has been done by L. Chen [4]. Using text classification
they were able to predict personality traits such as openness, conscientiousness,
extraversion, agreeableness and emotional stability. An attempt to create a data
set of 100 dual interviews (i.e. a person giving a face to face interview and the
same person giving an interface based interview without the interviewer) and
predict the communication of the candidate using the transcriptions has been
done by Rasipuram [5]. Further, Hemamou [6] collected a corpus of more than
7000 candidates to predict the hireability of the candidate as evaluated by the
recruiters. Most of the existing video interview assessment systems focus mainly
on worker hireability in corporate settings. Our system is a one of a kind attempt
to cater to rural youth in India in low resource settings.

3 Methodology

The data collection for model training was done in 2 states of India: Uttar
Pradesh and Rajasthan. The training data includes videos and audios of inter-
views of youth in age group 14–18 years. The video interviews were conducted on
zoom while the audio only interviews via voice calls. The test set videos/audios
were collected via the proposed platform under the supervision of a field volun-
teer. Users used their smartphones to access the platform. System Architecture of
the solution is as presented in Fig. 1. The system accepts input as a video/audio
file from web application built using Python based Django framework (4.0.3),
wherein the end-user can select the language of submission, a system generated
unique id is associated with the file - which acts as a primary key in the database.
A scheduler triggers the AI/ML based pipeline to process the videos/audios using
multiple metrics based on video, audio and text analysis. After the evaluation
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Fig. 1. System architecture

of the file is complete and results corresponding to each metric have been stored
in the database, the report generation module is triggered; this module gener-
ates a feedback report for the end user in human readable natural language. For
video analysis, the input video is divided into a series of frames. Using contour
mapping [7] and face recognition [8,9], different attributes are identified from
the video, including eye contact, smile index, face obstruction detection and lip
bite index. The system draws contours around the eyes and lips to identify the
eye contact and smile respectively. Open source libraries cv2 (4.4.0), tensorflow
(2.3.1) and face recognition (1.3.0) have been used for these metrics. All these
models produce a numerical output that is converted into a categorical vari-
able using thresholds learnt using grid search methods on the test data. Under
text processing, sentiment analysis is performed on the transcript generated
from audio/video; sentiment here is indicative of the kind of words(i.e. posi-
tive or negative), that were used during the course of the interview. The text
analysis pipeline uses the Azure Speech to Text API [10] to obtain text data
from the audio/video file. Natural Language pre-processing tasks: punctuation
removal, stemming, case generalization and stop words removal are performed
using NLTK (3.5) library, this data is then fed to three models for sentiment
analysis which use TextBlob (0.15.3) [11], Vader (3.3.2) [12] and word cloud [13]
approach respectively. These models generate a numerical output which is then
converted to categorical values namely ‘High’, ‘Medium’ and ‘Low’ using pre-
defined thresholds. The thresholds have been learned by the system using the
grid search technique, the trained model was tested on a previously evaluated
video/audio data set, and the system then performs a grid search in order to
obtain the maximum accuracy for the models. The system converts the numer-
ical output of the models to categorical output by dividing the output range



92 S. Nayak et al.

using thresholds; for example, the output range of the sentiment analysis is clas-
sified using thresholds 0.1 and 0.3, and as a result, the range is categorized as,
≤0.0 & <0.1: ‘Low’, ≥0.1 & <0.3: ‘Medium’ and ≥0.3 & ≤1.0: ‘High’. The sys-
tem under discussion also provides functionality for re-learning these thresholds
using supervised data that flows in the system. The system is fed with corpora of
sentences corresponding to the result values for different metrics. For example,
for the smile index metric result value ‘Low’, sentence - ‘Please maintain a smile
on your face on the interview, this helps to show your confidence’ is fed to the
system. Using the sentence corpora and the results in the database a natural
language friendly report is generated. This report is stored in the database and
rendered on the web portal for the end user. This report suggests improvements
to the interviewee and acknowledges the strengths as well, thereby encouraging
the candidate to perform better and simultaneously boosting their confidence.

4 Results and Discussion

After piloting the platform, we conducted a survey amongst the youth who sub-
mitted and viewed their results on the portal. We asked the following questions
to them in order to understand their perception regarding the platform. 1. Would
you like to practise more on the personal interview assessment portal?, 2. Did
you find the feedback report useful?, 3. Did you face any issues while uploading
the video?, 4. How did you like the design of the personal interview assessment
portal?

86% respondents found the feedback report useful or very useful; 96% of the
respondents wanted to practise more on the personal interview assessment portal
indicating the efficacy and usability of the portal.

91% of the respondents found the design of the portal user friendly; 61%
of the respondents did not face any issue in uploading their audio/video to the
portal. One of the most frequently reported technical issue was that of multiple
file extension support for audio and video files. Overall the youth in the sample
set appreciated the feedback report, liked the design of the portal and would like
to reuse the platform to improve their soft skills.

5 Conclusion

This paper showcases an impactful use case of AI to up-skill youths in rural
India. The objective of this work is to provide interview coaching services with
customized constructive feedback. While similar kind of systems do exist, this
work is unique because it is custom build to cater to youths in rural areas by
collecting relevant data set. We discussed our current system architecture and
metrics evaluated to generate a feedback report. This is just the first prototype
of such a system. In phase 2 of the project we plan to include other metrics like
confidence detection, emotion recognition and multi-lingual support. With our
youth net outreach, we can scale this system to reach up to 92, 000 youths in
India. It is important to come up with innovative solutions to solve this very
practical and real world problem.
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Abstract. User-centered design (UCD), learning science and instructional design
(LS&D), and AI in education (AIEd) can be powerful, yet siloed practices when
developing educational products. This paper describes our Agile ways of working
in the ETS® AI Labs™ and how we are taking an integrated approach to educa-
tional product development. We discuss lessons learned and ways we can bridge
the gap between learning theories and practices, artificial intelligence, and user
experience/research to craft effective learning solutions.

Keywords: User-Centered Design (UCD) · Product Development Lifecycle
(PDLC) · Agile

1 Challenges Applying AIEd

Leveraging artificial intelligence in educational contexts dates back to the 1970s with
the emergence of Computer-Aided Instruction or what is now often called Intelligent
Tutoring Systems [5]. Fifty years later, there are still many potential issues around AI
applications to educational contexts. Given what we know or can surmise about the
promises and pitfalls of AI in education (AIEd), are there approaches we can take to
reduce the negative and enhance the positive impact on educational product design and
development? We believe so!

The intersections of practice and theory—although trepidatious—are at the heart of
the educational product design lifecycle. User-centered design (UCD), learning science
and instructional design (LS&D), andAI in education (AIEd) can be powerful, yet siloed
practices when developing educational products that facilitate learning (i.e., learning
solutions). Thus, in the ETS® AI Labs™, we’ve spent the past two years applying these
practices contemporaneously to develop learning solutions.

This paper aims to ignite discourse about our Agile ways of working in the ETS®
AI Labs™ and how we are taking an integrated approach to educational product devel-
opment. We discuss lessons learned and ways we can bridge the gap between learn-
ing theories and practices, artificial intelligence, and user experience/research to create
effective learning solutions.
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2 An Integrated Approach to Educational Product Development:
UCD + LS&D + AIEd & an Applied Example

The learning solution development process is a nuanced recipe calling for equal parts
lived, human experiences and scientific learnings.Moreover, creating high-quality, inno-
vative learning solutions not only requires application of evidence based AIEd and
LS&D, but also engagement in UCD to ensure we accurately and adequately address
user wants, needs, and pain points. By taking this approach, we ensure that we expose the
AIEd meaningfully within the learning context, leveraging capabilities as technological
affordances to enhance the solution experience and best meet user needs.

• User Centered Design (UCD) is an iterative process that involves users throughout
the ideation, design, prototyping, and testing phases of learning solution development
to understand the whole user experience and subsequently create highly effective
solutions for users [8]. UCD is important given research has emphasized the need for
user engagement in the development and implementation of AIEd [10].

• Learning sciences is an interdisciplinary field focused on furthering our understand-
ing of how learning happens in real-world settings and designing educational experi-
ences that maximally support learning [4]. Instructional Design is a dynamic field
focused on the design and management of various learning experiences, as well as
supporting the pedagogical efforts of teachers and other educators [2]. Inputs from
the fields of learning science and instructional design are referred to as LS&D.

• Artificial Intelligence has been described as “computing systems capable of engaging
in human-like processes such as adapting, learning, synthesizing, correcting, and
using various data required for processing complex tasks” [3]. AI has intersected with
educational product development in many ways including use of NLP to interpret
texts and conduct semantic analysis; use of NLP to enable speech to text and chat bot
features; and use of AI in intelligent tutoring systems [7].

UCD, LS&D, and AIEd are uniquely poised to positively impact learning solution
design and development. Within the ETS® AI Labs™, we develop learning solutions
in cross-functional teams that work together to leverage expertise in each of these areas
(i.e., UCD, LS&D, AIEd), apply it iteratively to learning solution design, and collab-
oratively address issues as they arise upon consistent engagement with users. Working
together in this way not only helps ensure we’re leveraging each practice appropriately
to address user wants/needs/pain points, but also combining them to complement one
another and optimize implementation within our learning solutions. The following pro-
vides an applied example of this integrated UCD+ LS&D+AIEd approach and lessons
learned from within the ETS® AI Labs™.

For example, we wanted to deliver an effective, delightful feedback experience
for users within our solution. However, sometimes user, learning science, and AIEd
perspectives don’t lend themselves to the same solution design or development decisions:

• User perspectives. We heard from teachers that they want to be able to give students
high quality feedback on their writing, but this is very time consuming so it can create
a pain point for them. Students need clear and specific information about suggested
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revisions to their writing in order to improve it and earn high marks. Teachers and
students appreciate and value immediate feedback. However, both understandably
expressed mistrust of automated feedback coming from a computer system or online
solution. Many educators share these same concerns [1].

• LS&D research. We found that LS&D best practices included use of specific types
of feedback (i.e., mastery-oriented, explanatory, strengths-based). However, there is
somewhat conflicting research about the timing of feedback delivery to learners. That
is, the effectiveness of feedback delivery often depends on various factors including
student ability level, type of feedback, and learning contexts [6, 10].Moreover, if users
do not value and trust feedback, their motivation to understand and apply feedback
may diminish, which would likely impair their ability to revise and improve.

• AIEdapplications. AI affords the opportunity to further personalize the feedback expe-
riences for users, meeting them within their individual learning needs by leveraging
factors such as user interests, proficiency levels, writing self-efficacy, or learningmoti-
vations. However, developing AI capabilities has historically required large amounts
of data to build models, which can take months to years to acquire, clean, engineer,
and test, delaying evaluating the usefulness and impact of an AI-driven experience
with users.

To help mitigate these varying perspectives and develop an effective learning
solution, we integrated best practices from UCD, LS&D, and AIEd.

• UCD.We interviewed teachers to more deeply understand how they feel about auto-
mated or solution-generated feedback on student work. We’re also learning from
teachers about things that would help increase their trust in automated feedback pro-
vided by AI in a learning solution. We’ve asked students how they feel about solution-
generated feedback aswell.We’ll engage in user journeymapping to better understand
student and teacher thoughts and feelings across each major segment in our learning
solution. As we develop visual depictions of the automated feedback aspects of the
learning solution, we’ll share these with teachers to determine how we can best meet
their needs and continue to improve our designs before developing the solution fur-
ther. Additionally, we’ll engage in co-design with teachers and students so that their
needs/pain points related to automated feedback can be prioritized and addressed as
we develop specific content and/or features of our solution.

• LS&D. Given LS&D research suggests that the effectiveness of feedback delivery
depends on various factors, we have adopted learning frameworks and theories that
help facilitate feedback that can be personalized to each student’s learning behaviors,
previous accomplishments, and sentiments. We’re also designing feedback using a
strengths-based methodology that factors in a student’s unique talents, capabilities,
and previous accomplishments to make feedback more personalized and trustworthy.
We’re aiming to provide feedback that is trustworthy by ensuring it is specific and
actionable. The solution will also help students see how their effort to understand and
use feedback helped them improve over time, which should engender more trust.

• AIEd. Because we’re already engaging with subject matter experts (i.e., teachers) on
solution design and experience, we leverage the signals they already trust and use
for evaluating and generating feedback as a starting point for defining and designing



An Integrated Approach to Learning Solutions: UCD + LS&D + AIEd 97

our model, ensuring that system- or solution- generated feedback aligns with user
expectations in the specific context of the solution experience. Next, we identify initial
logic that combines the user response datawith behavioral data, in this case identifying
how to combine natural language processing (NLP) signals extracted from student
writingwith student usage of system tools like a graphic organizer with their identified
writing strength to inform how to package those inputs intomeaningful and actionable
representation to the user. Finally, we build initial models leveraging existing data sets
(from similar products, user profiles, etc.) to create solution prototypes that we can get
in front of users in a more timely manner, leveraging user feedback to highlight and
therefore prioritize the targeted development, training, or refinement a model needs
in the specific context. By treating the AI development iteratively, much like many
other assets and components within a user experience, the initial models can be used
in the early prototypes, allowing for target user data to be collected, allowing further
refinement of the model over time.

Taking an integrated UCD + LS&D + AIEd approach is novel, and achieving opti-
mization is difficult. We’re learning valuable lessons about how/when we can integrate
UCD, LS&D, and AIEd throughout learning solution design and development:

• Wemust be agile. Thinking big, but building light, testing, and continuously iterating
the solution will help us appropriately integrate users, learning science, and AI.

• We must work in cross-functional teams that sprint together and communicate
effectively to leverage and weigh/balance perspectives from UCD, LS&D, and AIEd.

• We must ensure that designs are innovative enough to bring value to our users.
Feedback helps our cross-functional team stay accountable to innovation.

• Wemust be user-obsessed. First versions of models may include incorrect judgments.
UX design can account for potential errors, allowing for user-driven choice if they
feel feedback is incorrect, or an algorithm to detect mistakes in the models and allow
for correction early on, based on subsequent performance or behavior data.
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Abstract. This article presents the background and vision of the Skills-based
Talent Ecosystem for Upskilling (STEP UP) project. STEP UP is a collaboration
among teams participating in the US National Science Foundation (NSF) Conver-
gence Accelerator program, which supports translational use-inspired research.
This article details the context for this work, describes the individual projects and
the roles of AI in these projects, and explains how these projects are working syn-
ergistically towards the ambitious goals of increasing equity and efficiency in the
US talent pipeline through skills-based training. The technologies that support this
vision range in maturity from laboratory technologies to field-tested prototypes to
production software and include applications of Natural Language Understanding
and Machine Learning that have only become feasible over the past two to three
years.
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1 Introduction

In 2022, science education remains at the forefront of discussions about national pri-
orities in the United States, as is highlighted in the June 25, 2021, Executive Order on
Diversity, Equity, Inclusion, and Accessibility (DEIA) in the Federal Workforce [1] and
in recent symposia and reports from the National Academies of Sciences, Engineer-
ing, and Medicine [2, 3]. Artificial Intelligence (AI) is at the intersection of these needs,
including AI as it influences work and howAI can be part of the solution in ways that are
fair and equitable. The US National Science Foundation’s Convergence Accelerator [4]
seeks to develop truly convergent areas of use-inspired research where AI is converged
with other disciplines – including education and behavioral and cognitive science – to
achieve a just and fair workplace.

The NSF Convergence Accelerator Tracks B1 (Artificial Intelligence and Future
Jobs) andB2 (National Talent Ecosystem) – together,TrackB –were created in 2019with
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the overarching goal of providing accessible and inclusive opportunities for everyone
and are rooted in STEM (science, technology, engineering, and mathematics) education.
An intentional approach to working towards a fair future of work has been central to their
work and aligns well with the priorities cited above and with the Biden-Harris priority
of “equipping the American middle class to succeed in a global economy” [5]. All
Convergence Accelerator tracks were asked to work towards a shared vision of “Track
Integration.” This paper describes two of the Track B projects, the roles of AI in these
projects, and the shared vision they are pursuing, called STEP UP.

2 The SkillSync Project

The SkillSync project, led by the last author, seeks to improve workforce upskilling by
addressing the connection between employers and college non-degree programs. These
programs are underutilized for upskilling due to many factors, including misalignment
with desired skills, lack of communication between colleges and company HR and
training departments, and mismatched business processes [6]. As stated in a report on
a 2021 MIT Open Learning conference on this theme, “The labor market information
chain is broken: Workers don’t know what skills they need, educators don’t know what
skills to educate for, and employers don’t know what skills workers have” [7].

To address this, the SkillSync project has developed a set of AI services for extracting
knowledge, skills, and abilities (KSAs) from unstructured text (and specifically from job
descriptions), for de-biasing and anonymizing job descriptions and associated KSA by
replacing “company identifiable information” and biased language with generic and
unbiased terminology, and for computing the alignment between a set of courses and
a prioritized set of skills. These services apply large pre-trained language models such
as BERT [8] and GPT-2 [9]. They then use transfer learning to fine-tune these models
to perform specific tasks in specific domains and multiple techniques to reduce gender,
racial, ethnic and other biases that have been shown to affect job searches [10]. Ensuring
fair, ethical, and equitable treatment of workers is a key guiding principle in the creation
of tangible deliverables for Track B.

These AI services support a SkillSync web app that digitizes the connection between
companies and colleges, enabling companies to identify and communicate skills needs
and enabling colleges to identify and respond with training opportunities that are aligned
to these needs. The SkillSync app also incorporates an intelligent virtual agent called
AskJill, which is being developed by Dr. Ashok Goel’s Design & Intelligence Lab at the
Georgia Institute of Technology. AskJill serves as a text-based dialog agent that answers
user questions about the SkillSync app. Its goal is to provide contextual help and, more
importantly, to increase user understanding and trust in the AI. It is based on technology
developed for the Jill Watson virtual teaching assistant [11] and uses a two-dimensional
hybrid machine learning and semantic processing model.

3 The LEARNER Project

LEARNER (Learning Environments with Augmentation and Robotics for Next-gen
EmergencyResponders), led by the second author, is engaged in developing an intelligent
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training platform for first responders who use new technologies such as augmented
reality (AR) and exoskeletons. The platform employs a unique human-centered adaptive
training framework that incorporates physiological, neural, and behavioral markers of
learning, together with user preference and training history, into real-time exercises that
use AR, virtual reality (VR), and force feedback. Two specific emergency response
curricula are being developed: Triage and Patient Handling. A core tenet of LEARNER
is supporting multiple access levels and modalities, ranging from web-based training
delivery to physical live trainings and spanning the spectrum of virtual to physical
realities. This is critical for providing access to all first responders and has implications
for the design and development of adaptive training algorithms. AI is currently used to
analyze pre-training exercises for the purpose of differentiating learners and will be used
in algorithms that adapt learning at micro and macro levels.

The LEARNER team is creating adaptation models for each exercise based on the
transferability of learning markers across different access levels, explainability of the
machine learning models, and associated computation cost for near real-time adap-
tation. These learning markers are biometric markers that have been correlated with
learning speed and effectiveness. In web-based desktop learning, markers are limited to
mouse clicks and dwell time, whereas VR and AR-based training modalities at higher
access levels can offer rich insights into gaze behavior [12] and can capture markers
such as heart rate variability and neural activity through integrated neurophysiological
sensors. The LEARNER architecture supports both performance-based and state-based
evaluation, which enable macro and micro adaptation to optimize training effective-
ness. Performance-based adaptations are guided by heuristics developed with input from
subject-matter experts (e.g., trainers). Affect- and behavior-based markers gathered dur-
ing learning using neurophysiological data will also inform state-based adaptation to
ensure effective encoding of information from training materials.

4 Collaborations

The first significant collaboration among Track B projects was the formation of a
National Talent Ecosystem Council (NTEC). This council is intended to guide, dis-
seminate, and increase the impact of translational research in the AI and Future of Work
domain regardless of its origin. It is also intended to serve as a mechanism that helps
identify vetted research, which is important as more and more workforce and training
applications use AI without identifying its limitations and potential biases and without
exposing the underlying techniques they use. This council was formally launched in
October 2021 and is intended to be a sustainable council that continues past the end of
NSF funding for the Track B projects.

The second planned collaboration among Track B projects is a project that inves-
tigates the tradeoffs among various training modalities with different levels of fidelity
and sophistication, ranging from non-adaptive desktop training to AI-supported virtual,
augmented, and extended reality (VR, AR, XR) environments and adaptive instructional
systems. This collaboration will produce guidelines for evaluating the pros and cons of
using different approaches and training modalities in research and real world settings
and will disseminate these through NTEC.
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The third and most significant collaboration – Track Integration – is research and
development of the Skills-based Talent Ecosystem Platform for Upskilling (STEP UP),
envisioned as supporting a complete skills-based talent pipeline ecosystem. STEP UP
will (a) allow employers to create job profiles that identify the skills needed for in-
demand jobs; (b) enable individuals to create (and validate) skills profiles that identify
the skills they have; (c) use AI to match skills profiles to job profiles and to identify
skill gaps; (d) enable individuals to find and enroll in training to fill skills gaps; (e) issue
skills-based credentials that validate newly acquired skills; and (f) enable individuals to
provide existing or potential employers with those credentials. All these functionswill be
supported by extensions of SkillSync AI services and by freely available infrastructure,
including the Credential Engine and the Open Competency Framework Collaborative
[13]. These will be used to (a) extract skills profiles from work history and other data
provided byworkers (subject to human editing and validation), (b) to determine the skills
addressed by specific training opportunities, (c) to recommend training pathways, (d)
to select training and training modalities in accordance with the guidelines mentioned
above, and (e) to match worker skills with employer needs.

5 The Long Term Vision

STEP UP is creating infrastructure to help advance a fair and efficient transition to the
future of work. It is envisioned that new workforce technologies and associated skills
can be rapidly added to the STEP UP platform with the assistance of AI that mines
job postings and other sources; that providing skills-based credentials, training profiles,
worker profiles and job profiles will create more opportunities to support different types
of learning and career pathways; and that new AI-assisted training technologies and
modalities can accelerate the speed and effectiveness with which skills can be acquired.
STEP UP is also envisioned as a public good that can support organizations who have
similar visions of skills-based talent management and that is integrated into emerging
infrastructure such as Learner and Employment Records (LERs), currently being piloted
in universities, government agencies, and US fortune 50 companies andwith efforts such
as the USChamber of Commerce T3 Innovation network, which now includes more than
500 organizations [14]. The contribution of STEP UP lies in the translation of basic AI
and learning science research into practice and in the ability to continue to advance this
research. This long-term vision can only be achieved by careful integration of multiple
disparate fields and by establishing a platform that supports continued integration of
future advances in all of them.

Acknowledgement. This work reported here by the second and third authors was supported by
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Abstract. EIDUprovides child-focused learning content alongwith digitally sup-
ported structured pedagogy programmes for teachers and is being rolled out to
all public pre-primary schools across four counties in Kenya. EIDU is content-
agnostic, allowing any provider to integrate new content into the platform, with
the choice and order of content for each individual child optimised through per-
sonalisation algorithms. Autonomous digitised assessment tools enable real-time
learningmeasurement which can be fed back to content providers and researchers,
facilitating continuous improvement cycles. EIDU is providing open access to its
platform to facilitate collaboration in the personalisation space with ‘the Solver
Platform’. Researchers will have access to a vast, anonymised learning dataset to
train and develop personalisation algorithms. These algorithms can be deployed
onto the platform using a plug-in system and will automatically be evaluated and
selected based on their measured learning impact, always ensuring the safety of
learners comes first.

1 Introduction

Although becoming ever more prevalent in high-income countries, digital educational
interventions are still mostly non-existent at scale in low-middle-income countries
(LMICs), especially within sub-Saharan Africa [1]. This means much of the insight
into what and how children learn, as well as how effective digital educational interven-
tions are, often depends on research which may not be relevant for these environments
[2]. Where LMIC-specific studies have been conducted, they have demonstrated con-
siderable potential for Digital Personalised Learning (DPL) tools to improve learning
outcomes. For example, in a meta-analysis, Major et al., 2021 found that DPL tools
can generate significant learning gains for students in the LMIC context [3]. The largest
gains were seenwhere the DPL tool contained adaptive elements which afforded a ‘teach
at the right level’ approach. How to build personalisation algorithms which optimally
apply this kind of adaptivity to different age groups, subjects and learning environments,
or in cases of conflicting objectives, is an area of research which is still very much in
its infancy [4]. EIDU is seeking to add momentum to this area of research, especially in
the LMIC context.

EIDU has created a technology-supported programme designed for LMIC education
systems. The programme consists of educational support such as structured pedagogy
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training, government capacity building, and digital content for teachers and learners. In
partnershipwith theKenyan government and theGerman FederalMinistry for Economic
Cooperation andDevelopment (BMZ), the programme is being implemented in all public
Early Childhood Development (ECD) centres across four counties in Kenya and will
have more than 100,000 active learners by 2023. EIDU aims to reach all two million
pre-primary children in Kenya by 2025.

An integral part of the programme is the content-agnostic digital platform delivered
through low-cost smartphones. This combines structured pedagogy content for teachers,
such as lesson plans, with digital learning exercises and validated autonomous assess-
ments for children. Various content creators like onebillion and Solocode integrate their
content with the platform. These digital exercises are then mapped to the relevant sub-
ject, domain, learning objective, and skill; facilitating an easy alignment between learner
exercises, teacher lesson plans, and the relevant national curricula. At the time of writ-
ing, approximately 40,000 pre-primary children complete an average of 100 learning
exercises and one assessment exercise every week on the platform in Kenya.

2 Personalisation at EIDU

A fundamental optimisation problem that needs to be solved in education is selecting
the optimal learning exercise for a given learner at a certain point in time. Since our
platform combines content from various creators – that were not initially designed to
co-exist on a single platform – an effective personalisation or ordering algorithm is
crucial to ensuring meaningful learning experiences for children. Currently, EIDU is
testing two algorithms, detailed below, against a manually ordered static curriculum in
an A/B/C test, with each partition containing approximately 15,000 learners. This was
done using the Solver Platform described in Sect. 3 as a proof of concept of the system.
Final results are expected in June 2022.

2.1 Elo Based Adaptivity

The first partition treats the personalisation problem as amatchmaking problem. The idea
behind this is that optimal learning can be achievedwhen learners are in a state of flow [5].
Within each learning objective, the difficulty of exercises and the skill level of children
are calculated using an Elo-type rating system – specifically the Glicko-2 algorithm [6].
In this context children and exercises are treated as players in a zero-sum game. If a child
solves an exercise the child ‘wins’ and gains rating points while the exercise loses points.
If the child fails to solve an exercise the converse holds true. Ratings aren’t just nominal
but can be used to make probabilistic predictions about exercise outcomes (solved/not
solved), which can be tested for their accuracy (AUC 0.81). Our first implementation
aims to always provide children with exercises they have an 85% chance of solving. This
specific target is based on the work of Wilson et al. 2019 [7]. Ultimately, this targeted
difficulty level is arbitrary and could be refined through further rounds of A/B testing.
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2.2 Deep Knowledge Tracing

The second partition is an implementation similar to theDeepKnowledgeTracing (DKT)
algorithm described by Piech et al. 2015 [8]. This Long Short-Term Memory neural
network takes a child’s performance history as a binary input sequence (solved/not
solved) and outputs a vector of probabilities for solving a given set of work units. While
DKT only moderately outperforms 2.1 in terms of predicting exercise outcomes (AUC:
0.87), the major advantage of a neural network is the ability to run inference many
timesteps into the future. Our implementation takes the play history of a child and runs
inference for multiple timesteps in the future, selecting the next exercise by maximising
the expected average gain of future probability vectors.

3 EIDU Solver Platform

EIDU hopes to create a new ecosystem in the AI research community with ‘the Solver
Platform’, enabling researchers to build, deploy and iterate on learning algorithms, like
those described above, in the LMIC context. The Solver Platform broadly consists of
three components: providing researchers with access to our data, providing a plug-in
system for researchers to deploy personalisation algorithms, and finally monitoring and
evaluation tools to facilitate the publishing of findings and further iterations.

3.1 Data

EIDUhas built up an extensive historical learning database while scaling our programme
over the last year, with almost 100 million numeracy and literacy exercises done by
150,000 pre-primary and early primary children in Kenya and from our pilots in Ghana
and Nigeria. Opening up this historical data as well as our real-time data to researchers
creates the largest research database of learning in sub-Saharan Africa. Specifically, for
each learning exercise done, this data will include:

Usage Data: the anonymous learner ID; the learner-specific sequence number; the exer-
cise ID; the grade, subject, domain, learning objective, and skill that the exercise belongs
to; the outcome of the exercise; the final score of the learner; the time taken to finish the
exercise; ID of the most recent lesson taught by the teacher.

Assessment Data: the anonymous learner ID; the learner-specific sequence number; the
assessment unit ID; the assessment battery the assessment belongs to; the skill being
assessed; the assessment question; the learner’s answer; the outcome of the assessment;
the time taken to finish the assessment; Lesson ID of the most recent lesson taught by
the teacher.

3.2 Plug-In System

Personalisation modules developed by researchers should be able to take the above data
for a single learner’s play history and recommend at runtime which exercise the child
should attempt next from a given subset of exercises. This subset is based on the learning
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objective being taught in the class at that time. The algorithm can recommend a single
work unit or a selection of work units that the child can then choose from.

A Software Development Kit (SDK) with extensive documentation will be provided
for researchers (an example of how this works can be seen in the SDK we provide
to our content partners at https://dev.eidu.com/). The EIDU platform runs on Android,
and the personalisation plug-in system requires researchers to build modules with this
compatibility inmind. A test environment will also be provided to ensure researchers can
identify compatibility or latency issues early on. Personalisation modules have access to
a native TensorFlow Lite interpreter, allowing researchers to load any saved TensorFlow
models.

Our total user base is randomly partitioned, with each partition being assigned a
module. Each research partner is provided with a dedicated AWS S3 bucket where they
can upload and update versions of their module and trained models. Every time a device
syncs with our servers, it will download the latest version of themodule which the device
is associated with.

3.3 Learning Analytics Platform

As soon as a module has gone live, a research partner will be given access to EIDU’s
Learning Analytics Platform (LAP) to facilitate monitoring and evaluation. For learning
outcomes, this includes various time series of aggregated assessment data that can be
broken down by assessment type, as well as longitudinal learning gains where learners
have been retested on the same assessment unit. To track engagement, completion rates,
scores and time spent per exercise and learning objective, allow researchers to understand
how personalisation is shaping the learner’s experience.

EIDU recognises the role aggregated data can play in themarginalisation of particular
groups in education [9]. To help mitigate this, we disaggregate data by age, gender, and
geography. We are expanding the demographic information we collect to ensure we can
capture further characteristics such as neurodiversity in our data. Not only does this
allow us to monitor whether groups of children are being left behind by interventions,
but it also facilitates a better understanding of learning differences and the possibility to
implement targeted interventions for specific subpopulations.

3.4 Algorithm Selection

As an increasing number of researchers utilise the Solver Platform, classical A/B/n
testing methodologies become inefficient. Statistically detecting small differences is a
hard problem, which is further compounded when there are numerous treatment arms to
compare. Moreover, classical testing means learners are kept in sub-optimal modules for
needlessly long periods of time. Instead, we employ a multi-armed bandit algorithm, in
order to prioritise high-impactmodules over low-impactmodules on the Solver Platform.
Multi-armed bandits have been used extensively in website optimisation and have been
shown to be dramatically more efficient at finding the best arm than traditional statistical
experiments, with an increasing advantage as the number of arms grows [10]. To further
safeguard learning and child safety, algorithms are vetted and continuously monitored

https://dev.eidu.com/
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and evaluated.Where they are found to be damaging or nefarious, theywill be completely
removed from the system.

4 Next Steps

This paper has discussed the potential for collaboration in the personalisation and AI
space using the Solver Platform. The platform aims to dramatically speed up innovation
cycles in the education sector, especially for LMIC environments. In 2022 and 2023,
EIDU will provide early access to selected researchers in this space in partnership with
the Futures Forum on Learning, the Bill and Melinda Gates Foundation, and EdTech
Hub. Outcomes and learnings derived from this process will be published, in the hope
of seeding a community and body of research which can demonstrate how collaboration
in AI in education can contribute to solving the global learning crisis.
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Abstract. The transition of textbooks from printed copies to digital
and online formats has facilitated numerous attempts to enrich them
with various kinds of interactive functionalities, link them with external
resources or extract valuable information from them. As a result, new
research challenges and opportunities emerge that call for the applica-
tion of artificial intelligence methods to enhance digital textbooks and
students’ interaction with them. In this report, we summarize our work-
shop series on Intelligent Textbooks from 2019 to 2022. We focus on the
evolution of the topics covered in the workshops’ programs and identify
the main themes that have been proposed by the intelligent textbooks
community.

Keyword: Intelligent textbooks

1 Historic Overview

This year, the workshop on Intelligent Textbooks is organized for the fourth time.
It builds on the success of the three previous workshops conducted as a part of
the satellite program of the International Conference on Artificial Intelligence in
Education in 2019, 2020 and 2021. Overall, 36 (20 full and 16 short) contribu-
tions were published in the workshop proceedings over these years; 14 intelligent
textbooks prototypes and technologies were showcased as demo presentations.

At the first workshop in 2019, a majority of accepted submissions have
focused on various aspects of making textbooks adaptive through navigation,
recommendation, or problem solving support. Other popular topics were inte-
gration of interactive content, orchestration of learning around digital textbooks
and automated analysis of the textbook content for various purposes.

In 2020, adaptivity and interactivity remained important aspects of intel-
ligent textbooks. However the trend on leveraging machine learning, natural
language processing and semantic technologies to automate processing or con-
struction of textbook content became much more prevalent. Several papers and
demos have presented approaches for textbook generation, transformation, link-
ing to external content and extraction of knowledge from textbooks.
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The third workshop explored a variety of topics. Two new trends that sepa-
rated it from its predecessors were: demonstration-based papers presenting pro-
totypes of domain-oriented textbook applications and projects exploring auto-
mated approaches to extract from textbooks different kinds of learning objects.

In 2022, the workshop has attracted ten submissions. And while the review
process is still ongoing at the moment of writing this report, we can already
provide a preliminary overview of the topics covered by the potential program
of the Intelligent Textbooks 2022 workshop and relate them to the main themes
explored by the workshop participants over the last 4 years. Table 1 presents the
summary of these topics together with counts of corresponding papers presented
at each of the workshops from 2019 to 20221.

2 Workshop Themes

Intelligent interfaces for online textbooks could be considered as an “end prod-
uct” of several other research directions. This is where the “intelligence” reaches
the readers augmenting their textbook experience with a range of functionalities
not available in traditional textbooks. While these new functionalities are typi-
cally based on modeling and knowledge processing technologies, the main con-
cern of papers focused on intelligent interfaces is not these foundation technolo-
gies, but how to present the new functionality to the readers. Among interface-
focused papers presented at the past workshops, several paper focused on open
student models - a visual presentation of learned knowledge and progress (com-
puted by AI student modeling algorithms) to the learners. Other papers focused
on such technologies as personalized guidance within the textbook, run-time
recommendation of external learning content, and augmenting user interactions
with interactive tools such as concept maps and chatbots.

One of the appealing ways to extend online textbooks with additional func-
tionalities not available in traditional textbooks is adding so-called “smart con-
tent” items - interactive activities, which engage students into learning by doing
(rather than just by reading). Since most of these “smart content” items are in
fact learning exercises supporting automatic assessment, working with smart
content also enables the students to check their content understanding and
receive feedback on their performance. While only a fraction of “smart content”
activities could be intelligent by themselves (i.e., ITS problems with intelligent
scaffolding) the work on smart content is important for intelligent textbooks as
a whole. Most importantly, “smart content” activities produce a much richer
volume of learning data that is crucial for both student modeling and knowledge
extraction. The work on smart content has been well-represented at the work-
shop, especially in papers focused on computer science textbooks, the domain
where smart content is becoming increasingly popular. The key research issues
examined in the workshop papers focused on smart content are the infrastructure
(how to connect an interactive item to a textbook while maintaining authentica-
tion and data collection) and content matching (how to assign a smart content
1 The numbers for 2022 are projections.
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Table 1. Number of papers under each topic over the years.

Topic/Year 2019 2020 2021 2022

Intelligent interfaces 5 2 1 0

Smart content 1 1 2 4

Knowledge extraction 1 2 0 1

Learning content construction 0 1 3 2

Intelligent textbook generation 1 2 0 1

Interaction mining and crowdsourcing 1 1 3 1

Domain-focused textbooks and prototypes 1 0 2 0

Miscellaneous 4 0 2 1

item to its proper place within a textbook). Smart content grouped together with
the intelligent interfaces forms the first large research theme that is focused on
textbook enrichment with extra features and functionality.

A textbooks can be seen not only as an object of enrichment, but also as a
source of domain knowledge whereas intelligent textbooks are often written in
formats that enable automated extraction of this knowledge. Works published
in our workshop have covered many different subtopics related to knowledge
extraction. Several papers discussed the construction of knowledge representa-
tions from textbooks, using a wide range of approaches, from human-labeling to
automated construction via both traditional feature-based natural language pro-
cessing (NLP) techniques and modern embedding-based NLP techniques. Sev-
eral works focused on extracting prerequisite relations and studied the noisy
nature of this process. The extracted knowledge representations can be useful
in many downstream tasks, including entity relationship visualization, matching
across textbooks and between textbooks and external learning content, moni-
toring ideas in student discourse, and personalized learning support.

In recent years, with rapid development in neural language models in NLP
research, especially generative ones such as GPT, our workshop has seen an
uptick in the number of works on automated content construction for intelligent
textbooks using these models. These models are highly capable of effectively
transferring what they learn from pre-training on web-scale text to different con-
texts, resulting in high levels of fluency and consistency of the generated text.
The vast majority of these works use generative language models to automati-
cally produce assessment questions for intelligent textbooks. Works have focused
on generating both different formats of questions, from multiple-choice to short-
answer, and different types of questions, from factual to reasoning. Additionally,
several works have also considered generating other types of learning content,
such as textbook indices and concept definitions. Learning content construction
and knowledge extraction constitute the second theme of research on intelligent
textbooks aimed at utilizing the textbooks themselves as a source of an added
value, be it (elements of) domain knowledge or (elements of) learning material.
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Another stream of research that has been explored by the workshop partic-
ipants is textbook generation and assembly. The works on this topic are char-
acterized neither by a uniform methodology, nor by the common attributes of
the final product. Yet, they have had a common objective - propose a technol-
ogy that facilitates creation of digital textbooks from external resources. These
resources range from Wikipedia content to specially-formatted material such as
Jupyter notebooks to existing digital textbooks in PDF format. The proposed
technologies ranged from a community-oriented authoring platform for digital
textbook assembly to a framework for automated generation of intelligent text-
books enriched with semantic and adaptive services. Generally speaking, text-
books generation represents the third workshop theme that focuses on a textbook
itself as the final product.

Most technologies presented at the workshop are aimed at developing and/or
supporting complex applications built around textbooks. These applications pro-
vide their users with various methods of interaction with the actual content of
textbooks, integrated smart content items and or value-adding services enrich-
ing textbook functionality. Evaluation of these interactions to data-mine typical
patterns, model parameters or characteristics of students has been a common
topic for several workshop contributions. Another related line of research has
become an organization of interaction between users and textbooks in such a
way that the textbook application could crowdsource execution of challenging
tasks to its users. The outcomes of these interactions would provide the text-
book application with the elements of crowdsourced “intelligence” (e.g., concept
map-based exercises helping extract types of relations between domain terms, or
text highlighting behavior helping to train a student modelling approach). Inter-
action mining and crowdsourcing constitute the fourth large theme of research
on intelligent textbooks that is concerned with the link between the textbook
and the user and aims at extracting “intelligence” from it.

Intelligent textbooks are broadly applicable in many subject domains. There-
fore, tools that are customized to the specifics of each subject domain are nec-
essary. For example, in the domain of reading education, intelligent textbooks
can benefit from embedded tools for authoring support, student modeling, per-
sonalized activity, and mini-games. In the domain of quantum cryptography,
intelligent textbooks can benefit from built-in coding environments, interactive
visualizations, and self-graded quizzes, driven by learning styles and student
objectives. In medical domains such as dentistry and cardiovascular anatomy,
intelligent textbooks can benefit from chatbots built into the textbook to ask
learners questions and interact with them or take the form of a mobile applica-
tion helping students learn the logical connections behind key technical terms.

Finally, over the years, the workshop has attracted several contributions that
are hard to categorize under a single label. Some of these papers proposed tech-
nologies that are too unique (e.g., a prototype using paper-based workbooks
and a mobile application scanning and grading hand-written solutions). Others
focused on very particular tasks (e.g., a new format facilitating representation
and retrieval of math formulae). In addition, we have had several position papers
envisioning new way to organise and orchestrate lessons around intelligent text-
books of the future.
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Abstract. The presentworkshop aims to facilitate conversationswithin theArtifi-
cial Intelligence inEducation (AIED) community aroundbridging the gap between
AI efforts and educational stakeholders’ (teachers, students, parents, administra-
tors, etc.) needs. In particular, the workshop will address existing barriers to col-
laboration between researchers and stakeholders, approaches envisioned and taken
to address these challenges, and corresponding insights to help move the field for-
ward in this area. The workshop invites papers (with a paper format that is aligned
to the AIED submission instructions) that present approaches to cross-disciplinary
research, exemplify novel interdisciplinary research approaches in the broad field
of AIED, etc. Papers from international research communities are particularly
welcomed. The structure of the workshop will include presentations of accepted
papers, followed by an in-depth small group andwhole group discussion regarding
common themes across presentations. An overview of the lessons learned and key
take-aways presented will be published in a 1-page summary in the conference
proceedings.

Keywords: Interdisciplinary · Stakeholders · Collaboration

1 Workshop Motivation, Expected Outcomes, and Impact

1.1 Workshop Motivation

While the field of Artificial Intelligence in Education (AIED) continues to innovate and
push the boundaries of AI technologies, it is critical to collaborate with educators and
other core stakeholders (e.g., students, parents, administrators) to ensure that technolo-
gies are beneficial rather than harmful when implemented in actual classrooms. With
real-world deployment of AIED systems, there may arise subtle and important concerns
about privacy, equity, bias, etc. [1, 3]. It is essential that researchers attune to sociocul-
tural, ethical, and political aspects of technology implementations in the real-world (e.g.,
[4]). Collaboration with education stakeholders is one essential approach to developing
AI systems that support learning while also attending to stakeholders’ key values and
concerns [1].

Given the importance of collaboration with stakeholders, this workshop aims to
bring researchers of different disciplines together, to share and learn about colleagues’
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challenges, experiences, and lessons learned in developing AI innovations for k-12 set-
tings. Participants will reflect on approaches that have been implemented to promote
collaboration with stakeholders and corresponding outcomes. Specifically, we propose
the present workshop to: 1) learn about different efforts to promote collaboration with
stakeholders, including the development of interdisciplinary hubs such as the NSF AI
institutes and 2) visit approaches, such as participatory design (e.g., [2, 5]), that promote
more equitable collaboration.

1.2 Expected Outcomes

Rich discussionswill be fostered between interdisciplinary experts and, correspondingly,
there will be opportunities for initiating new collaborations. In particular, a portion
of the workshop will be dedicated towards group discussions where participants can
make connections across disciplines and share about varying experiences. Theworkshop
participants will also synthesize major practices conducted in interdisciplinary teams
with educators and stakeholders that attend to equity in the design, implementation,
and analysis of AIED research and curricula. Finally, the synthesis of practices based
on presentations and discussion will be summarized by the workshop organizers in the
form of lessons learned to share with the community.

1.3 Impact

The workshop provides a unique space with opportunities for discussion that will
result in ideas integrated into future research efforts beyond the workshop. Specifically,
researchers will be able to connect with fellow colleagues (nationally and internation-
ally) to build connections and innovate on new approaches to interdisciplinary research.
The workshop outcomes will be presented as recommendations towards supporting
collaboration with stakeholders.

2 Call for Papers from the AIED Community and Review

For one component of our proposed workshop, we will solicit papers (2–4 pages format-
ted using the AIED 2022 conference proceeding guidelines; not including references)
from the AIED community. The event and the call-for-papers will be advertised through
aGoogle Site (created by the workshop organizers) and global email-lists. Co-organizers
of the workshop are from the communication team at the AI Institute for Student-AI
Teaming (iSAT), who will advertise via their website, twitter, and other media outlets.
Papers will be submitted to a google email address created for the workshop. These
papers can include case studies, experimental studies, and narratives about (note that the
following list is not exhaustive): specific ideas or approaches for interdisciplinary AIED
research that connects researchers and stakeholders, research questions about how inter-
disciplinary research teams operate, barriers and specific challenges not encountered in
more siloed teams, unique benefits that arise due to interdisciplinarity across collabo-
rations, and “lessons learned” from existing interdisciplinary teams that bridge the gap
between AI and stakeholders.
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In terms of the review process, reviewwill be single-blind (reviewers are anonymous,
authors are not). Authors will be sent the anonymous reviews along with the paper
decisions via email. Reviewers will be asked to recommend the paper for acceptance
or rejection, provide a rationale for their recommendation, and rate the papers on a
scale of −1, 0, or 1 for the following metrics: relevance to workshop, interest to AIED
community, and paper quality. We roughly estimate 10–15 submissions and a 80–100%
acceptance rate. If there are fewer papers submitted, then each paper will be allotted
a slightly longer presentation window and additional time will be spent on discussion.
The schedule for the call for papers and review is as follows:

• Call for papers: March 28, 2022
• Paper submission deadline: June 27, 2022
• Paper review period: June 28, 2022 - July 8, 2022
• Final paper decisions: July 9, 2022 - July 12, 2022
• Notification of acceptance: July 13, 2022
• Camera-ready deadline: July 20, 2022
• Workshop day: July 27th, 2022 or July 31st, 2022

3 Tentative Workshop Schedule and Format

We propose a half-day online workshop in Zoom consisting of paper presentations from
members of the community followed by structured discussion around themes that emerge
in approaches to cross-disciplinary research. The schedule is as follows: Introductions,
Opening remarks (from workshop organizers), Paper presentations with time for ques-
tions after each paper, Small group and whole group discussion on themes across papers.
Questions can be asked via the Zoom chat throughout the workshop, as well as via a
Slack channel that will be accessible following the conclusion of the workshop.

4 Organizers (Affiliation, Email Address, and Biography)

• Rachel Dickler (Research Associate, iSAT, University of Colorado Boulder, rachel.
dickler@colorado.edu). Rachel’s background is in the field of the Learning Sciences
with a focus on the development and implementation of AI in K-12 settings. Her
research examines interactions between students and AI agents, as well as the design
of dashboard technologies.

• Shiran Dudy (Research Associate, Institute of Cognitive Science, University of Col-
orado Boulder, shiran.dudy@colorado.edu). Shiran’s background is in Natural Lan-
guage Processing, and development of communication systems. Shiran is working
on the conversational system at iSAT where she is designing a dialogue system that
supports students’ collaboration and learning.

• AreejMawasi (ResearchAssociate, Institute of Cognitive Science, University of Col-
orado Boulder, armw7353@colorado.edu). Areej draws on learning sciences, design-
based methods, and critical STEM education to study the sociocultural and political
aspects of learning and technology-rich learning environments. Within iSAT, Areej
studies co-design processes towards building AI-curriculum with nondominant youth
and teachers.
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• Jacob Whitehill (Assistant professor of Computer Science, Worcester Polytechnic
Institute, jrwhitehill@wpi.edu). Jake’s research is in multimodal machine learning
and its intersection with education. His group’s work is published at AIED, EDM, as
well as speech recognition and machine learning venues such as ICASSP, AAAI and
ICML.

• Alayne Benson (AI Communications & Outreach, iSAT, University of Colorado
Boulder, Alayne.Benson@colorado.edu). Alayne is an experienced communications
professional and former educator who is driven to ignite the passion and purpose
audiences need to create a brighter future. She’s also an experienced content creator
of digital and print Social Studies and English Language Arts products for teachers
and students.

• Amy Corbitt (Communications Professional, iSAT, University of Colorado Boulder,
Amy.Corbitt@colorado.edu). Amy is a communications professional with more than
two decades of experience writing and editing. She is supporting the team at iSAT by
sharing their important work with the broader community.

5 Program Committee

The program committee will consist of the workshop organizers as well as members of
iSAT including: Peter Foltz (Research Professor, University of Colorado), Leanne Hir-
shfield (Research Professor, University of Colorado), Jamie Gorman (Professor, Geor-
gia Institute of Technology), Sadhana Puntambekar (Professor, University of Wiscon-
sin), Michael Tissenbaum (University of Illinois), Tamara Sumner (Professor, Univer-
sity of Colorado), Sidney D’mello (Professor, University of Colorado), Michael Chang
(Research Associate, CIRCLS and iSAT).
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Abstract. How do you advance the science and engineering of digital learning
solutions at your institution, business, or organization? Bring your current ways
of working to this tutorial and get ready to innovate them alongside your fel-
low researchers, practitioners, business owners, and policy makers. As we work
together to share our knowledge and lived experiences, presenters will assist par-
ticipants in co-creating action plans for how they can utilize best practices from
user-centered design (UCD), Design thinking, and Agile to deliver user-obsessed,
AI-enabled, efficacious learning solutions.

Keywords: Agile · Design Thinking · UCD

1 Themes

• Closing the gap between research and application (i.e., referencing, synthesizing,
and applying the appropriate Learning Science & Design and AIED research within
learning experience design and iteration)

• Working collaboratively, cross-functionally, effectively, and efficiently to deliver user-
obsessed, AI-enabled, and efficacious digital learning solutions

• How to apply Agile, UCD, or Design Thinking to your own context to address
stakeholder needs in technology-enhanced, AI-driven solutions

2 Target Audience and Participation Capacity

Learning experience design researchers, practitioners, business associates or owners,
and/or policy makers interested in gaining insight into how various companies, organi-
zations, and/or institutions and their teams work to create evidence-based, innovative,
and efficacious, AI-enabled learning solutions at scale. 50 participants maximum.
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3 Relevance to AIED Community

Creating innovative and efficacious digital learning solutions requires a combination
of varied expertise, research methodology, cross-functional collaboration, and software
development. To deliver these solutions at scale and an appropriate velocity,many educa-
tional technology companies or initiatives have begun to implement Lean Startup and/or
Agile methodologies, which are new to many other contexts or companies. This tutorial
will provide an overview of how the ETS® AI Labs™ cross-functional teams work in
Agile and go on to discuss how we also leverage UCD and Design Thinking in product
conceptualization, development, and testing to create research-based, user-obsessed, and
AI-enabled learning solutions.

Participants will have the opportunity to learn about thesemethodologies, their appli-
cations within the ETS®AI Labs™, and determine how these approaches facilitate their
own work. Participants will engage with the presenters and each other to create an action
plan for how they can useUCD,Design Thinking, and/orAgilemethods towork in cross-
functional ways that enable AI to enhance their solution development and implemen-
tation. Beyond learning about these methodologies and their prospective applications
within their own context, participants will also discuss what they have learned and how
it can be applied more broadly to improve AIEd research and application by and large.

4 Content, Format, and Activities

This three-part tutorial session will include:

• Tutorial welcome, introduction, and overview to describe and illustrate how the ETS®
AI Labs™ use Agile methods in traditionally “non-agile” contexts, reference and
engage in theProductDevelopmentLifeCycle (PDLC) and implementUCDprocesses
to create effective AI-enabled learning solutions at scale (150 min, Interactive Lecture
and Discussion with interspersed short breaks). Presenters will provide an overview
of:

– Agile and the Product Development Life Cycle (PDLC): Brief description of what
it is, how it can be leveraged generally/across contexts to deliver effective solutions
at scale, and examples of how we apply it in the ETS® AI Labs™ (e.g., project
team cross-functional roles/responsibilities and their ways of working)

– UCD: Brief description of what it is, how it can be leveraged more generally/across
contexts to deliver user-centered solutions, and examples of how we apply it in the
ETS® AI Labs™

– Design Thinking: Brief description of what it is, how it can be leveraged more
generally/across contexts to deliver creative, innovative solutions, and examples of
how we apply it in the ETS® AI Labs™

– Lessons Learned: Provide a working list of key takeaways or “lessons learned”
about these methodologies, our ways of working, and how they intersect with AIEd
research and practice

• 60-min Lunch Break
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• Breakout session to identify specific problems to be solved for users, learners, or
stakeholders in participants’ unique contexts and identify how Agile/cross-functional
ways of working, UCD, and/or Design Thinking address these problems within AI-
enabled learning solutions (100 min, Hands-on).

– Participants break out into small groups (consisting of 10 or fewer) with one pre-
senter dedicated to each group to facilitate activities and discussion. Participants
will:

• Engage in mock problem statement interviews with their fellow participants
(facilitated by presenters) to apply aspects of UCD and Design Thinking and
establish one core, highly prioritized problem to be solved w/ an AI-enabled
learning solution appropriate for their context.

• Participantswill then create anActionPlanning activitywhichwill facilitate plan-
ning the ‘Who, What, Where, and When’ of how they will incorporate specific
aspects of UCD, Design Thinking, and/or Agile methodologies into their ways
of working at their institution, business, or organization to solve this problem.

• Participants will discuss their plans with presenters and fellow participants to
further refine and solicit additional ideas and inspiration (e.g., identifying one
potential gain, risk, and/or an area of AI innovation and engage with fellow
participants to brainstorm mitigation or iteration leveraging aspects of UCD,
Design Thinking, and Agile methods, other).

• Collective discussion and discourse (50 min, Discussion)

– Participants will share insights garnered from their small group engagements that
may be relevant to others in attendance and/or AI/AIEd research or application,
in general (e.g., how to iterate collective processes/ways of working and facilitate
closing the gap between AIEd research and practice)

– Q&A with participants and presenters

5 Presenters and Facilitators

K. Rebecca Marsh Runyon, krunyon@ets.org: Becca is Director of Learning Science &
Designwithin theETS®AILabs™.She earned herMaster’s inCognitive Science (2010)
and PhD in Assessment and Measurement from James Madison University (2013). For
the past 10 years, she has worked primarily in higher education technology digital strat-
egy development and product design as a learning researcher, scientist/designer, and
assessment specialist.

Kinta D. Montilus, kmontilus@ets.org: Kinta is a Senior Instructional Designer
within the ETS® AI Labs™. She has over six years of leading and contributing to
highly engaging and effective learning designs. Her favorite thing is to co-design with
users to showcasewhere relevant scientific literature can be applied in innovative ways to
create solutions for real learning problems. Kinta graduated from Seton Hall University
(2022) with a PhD in Education Research, Assessment, and Program Evaluation.
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Larisa Nachman, lnachman@ets.org: Larisa is a User Researcher with the ETS® AI
Labs™. Prior to her work at ETS, she worked for 8 years as an educator and academic
advisor in K-12 settings and for two years as an impact researcher in higher education
publishing. Larisa earned her Master’s in Secondary English Education (2018) from
Teachers College, Columbia University.

Kristen Smith Herrick, kherrick@ets.org, serves as a Learning Scientist within the
ETS® AI Labs™. Since 2012, Kristen has worked in various assessment, learning
improvement, and learning science-based roles - in higher education and industry set-
tings. This includes 8 + years leading assessment and learning improvement efforts at
higher education institutions.

Lisa Ferrara, laferrara@ets.org: Lisa is Senior Director of Product Development
within the ETS® AI Labs™. She earned her Master’s in Instructional Design and Edu-
cational Technology (2009) and PhD in Learning and Cognitive Science (2017) from
the University of Utah. She leads product strategy by ensuring that learning science
principles underpin the research and development frameworks used to fuel product
innovation.
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Abstract. This paper describes a study that analyzed the synchronization ratio
of learners’ teaching material browsing behavior during lessons using a learning
management system and online teaching materials. In lessons attended by many
learners, teachers often instruct the learners to open the material, and in such
cases, it is important that the browsing behavior of as many learners as possible
is synchronized. Therefore, data mining technology and time-series cross-section
analysis were applied to the learning log, and a method was developed to calculate
the synchronization ratio of teachingmaterial browsing and to visualize it in tables
and graphs. It is possible to calculate the average synchronization ratio and the
average material synchronization ratio for the section of teaching materials and
quizzes used during lessons.

Keywords: Synchronization ratio · Learning management system · Class
improvement · Clickstream · Student engagement · Time-series · Cross-section

1 Introduction

In many computer lessons, the teacher presents the prepared materials to the learner,
and the teacher often gives examples of computer operations as the learning progresses.
In such a lesson in which browsing of teaching materials and operation of a personal
computer proceed almost at the same time, it is desirable that the behavior of all the
learners is synchronized with the instructions of the teacher (Fujii et al., 2018).

Therefore, if the learning behavior can be grasped in real-time, a support effect useful
for class implementation can be expected. In general, if teachers unilaterally proceed
with any lesson, the number of learners who fall behind on the learning will increase.
In order to avoid such a situation, it is indispensable to accumulate learning logs using
the latest information technology such as learning management system (LMS) and to
develop an analysis method utilizing data mining. Additionally, when it is necessary to
analyze and list a large number of learners at the same time, the time-series cross-section

© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 125–131, 2022.
https://doi.org/10.1007/978-3-031-11647-6_22
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(TSCS) analysis method used in the field of statistics is effective (Beck and Katz, 2011).
In this study, based on TSCS analysis, the synchronization ratio and the average material
synchronization ratio when the learner opens the teaching materials were obtained, and
the teaching material browsing behavior was analyzed and examined.

2 Related Research

Research on accumulated learning logs has become more important and more active
(Bradley, 2021). Many researchers are engaged in research called educational data min-
ing (EDM) or learning analytics (LA). These two areas are primarily focused on various
data related to education and learning, such as learner test scores, data such as GPAs,
and data related to LMS learning logs (Blikstein and Worsley, 2016).

In addition, research is being conducted on dashboards that track and analyze learner
behavior from several perspectives and develop an easy-to-understand graphical user
interface for learning situations in school lessons (Bodily et al., 2018). The purpose of
developing these systems are to grasp the state of the learner with numerical values and
graphs and to support the lesson by conducting the lesson while looking at the analysis
result displayed on the dashboard (Vieira et al., 2018).

Research on synchronization and synchronization ratios has been conducted in var-
ious fields. In the field of education, research is being conducted on the synchronization
of movements in music learning for young children and the synchronization of browsing
in e-book teaching material. A system is being developed that uses Moodle LMS and
an e-book system to conduct lessons and analyze learner learning logs in real-time. The
purpose is to provide feedback and analysis to teachers and learners to support lectures
in real-time (Shimada et al., 2018). In the system, the heat map and graphs displayed
on the dashboards of teachers and learners showed the synchronization ratio of teaching
materials. Their research also showed that teachers can adjust the lecture speed and that
learners can easily understand the situation of other learners.

3 Experimental Method

Since the faculty to which the first author belongs is conducting research related to
modern China at Aichi University, the class covered in this paper is named “China Data
Analysis”. This class has been held continuously in recent years at Aichi University,
utilizing the data of the china data published on the Internet. The purpose the class is to
acquire the basics of statistics using Excel.

The teachingmaterials are equivalent to 15 lessons, and the overall structure contains
13 chapters, 95 sections, and 183 pages. The average number of sections per chapter
is 7.3, and the average number of pages per section is 1.9. In Moodle, 13 chapters and
95 sections were created in topic mode. PDF files were created to upload the teaching
materials to Moodle for each section. Links to the materials are provided on the gateway
page of the Moodle course, linking to the top page of each section, which is a transition
section for moving through the materials section by section.
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In the first half of the lesson, all the learners went along with the teacher’s instruction
and learned the data processing with Excel. In the second half, exercises related to the
lecture for the day were prepared and the learners decided to work on their own like
self-regulated learning. In order to collect learning logs in Moodle, the teacher required
learners to open materials at all times during class followed by the instructions.

4 Experimental Result

In Fig. 1, the space limitation of this paper has reduced the screenshot of the entire
Excel file, snipping out and enlarging the important parts. In column A of Fig. 1, the
anonymized learner IDs are displayed. From column B–AG is a summary of the quizzes
and clickstreams of the teaching materials. The first row from the top of the screen
shows the time interval every minute. The cells that display a numerical value on the
sheet show the frequency of opening the teachingmaterial for each learner. The rightmost
AG column is the total number of clicks by a learner up to 13:27, and the 52nd row at the
bottom of the table is the total number of times the material was opened. Furthermore,
the synchronization ratio is shown in row 53, which is the original data for the bar
graph. The synchronization ratio was calculated by dividing the number of people who
opened the teaching materials by the number of attendees (49 people) on the day. Both
the number of attendees on the day and the number of people who opened the teaching
materials were calculated from the TSCS in Fig. 1.

The graph in Fig. 1 shows that many learners synchronized at the beginning of the
lesson, but most are clickstreams of quizzes. The time limit is 5 min, and the reason
why the last value of the quiz is high at 13:05 is because this is when the quiz score
confirmation page could be opened. After that, the teacher instructed the learners to open
the teachingmaterials at 13:06 and the class proceeded. The three colored columns (N, P,
AD) on the sheet in Fig. 1 are the times when the teacher opened the teaching materials
on the computer on the teacher’s desk. The class started at 13:00, but Fig. 1 shows the
data and graphs from 3 min before the class started (12:57) to 13:27. The file in Fig. 1
was generated on a laptop computer in the classroom at around 13:28 during the class.
Figure 1 also includes multiple material clicks in addition to the quiz. It is necessary to
calculate the synchronization ratio for each teaching material.

The teacher opened the entry page in column N of Fig. 1 and opened the teaching
materials in each section in columnsP andAD.The teacher opened the teachingmaterials
and instructed the learners at 13:11 (columnP) and 13:25 (columnAD), and it can be seen
that the synchronization ratio is slightly higher at these times. On the day of the class, the
first half of the lesson was held using the teaching materials in the two sections “07.01
Deviation/Variance/Standard Deviation” and “07.02 Finding the Variance”. From Fig. 2,
it can be seen that at 13:11, 32.7% of learners (16 people) opened and synchronized the
formermaterial. The lattermaterialwas opened by the teacher at 13:25, but only 18.4%of
learners (nine people) were in synchronization with these instructions. It can be observed
that many learners had already opened these two materials before the teacher directed
them to. It can be seen that the former teaching material was used until around 13:25 in
class, and then, the latter teaching material was used (Fig. 2).
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As shown above, the synchronization ratio calculated in this paper will change in
various ways depending on the lesson type, the method of presenting the teaching mate-
rials, etc. Since the clickstreams for opening the teaching materials are analyzed, it
changes from moment to moment depending on the browsing behavior of the learner, as
is shown by the synchronization ratio graph in Fig. 1. Therefore, it is possible to see the
synchronization ratio at a certain time, but it is difficult to use as it is as an index for the
synchronization ratio of the entire lesson. Therefore, when the lesson was completed,
the average synchronization ratio of the learners over the course of the entire lesson was
calculated. The ASR was defined as the synchronization ratio during a certain period of
time. The ASR of the above two teaching materials is shown in Fig. 2 with the maximum
synchronization ratio.

Partially enlarged

Quiz

Clickstream’s 
TSCS & graph

The teacher's instructions

Frequency of 
opening materials

Fig. 1. Partially enlarged image for example graph showing TSCS and synchronization ratio
for transition section (minute-by-minute; 2/11/2021; China Data Analysis; 49 attendees; Excel
screenshot).
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07.01 Deviation /…
ASR: 0.052, 

maxASR: 0.262

07.02 Finding …
ASR: 0.061, 

maxASR: 0.167

Fig. 2. Example of synchronization ratio of transition section of teaching materials.

5 Average Material Opening Ratio (AMOR)

In the lessons of this paper, learners can open multiple teaching materials at the same
time. That includes teachingmaterials that are not used in the class on the day. Therefore,
theAMORwas defined separately by targetingmultiple teachingmaterials opened by the
learner at once, including the teachingmaterials that are synchronized.Multiple teaching
material logs used in the lesson on the daywere extracted, and the ratio was calculated by
dividing the number of learners who opened the teaching materials during the lesson by
the number of attendees on the day. The following is an example of finding the average
opening ratio of teaching materials from the lessons that have been conducted so far. The
example of Table 1 analyzed lessons using the same section of materials as Fig. 1. The
target classes are flipped classroom (Nov. 26, 2019), live delivery type distance lesson
(Jul. 7, 2020), and blend type class (Jun. 1, 2021; Nov. 22, 2021). Preprocessing was
performed based on the Moodle logs of these lessons, and the AMOR was calculated
based on the synchronization ratio every minute to five minutes during the lesson time.
All of the examples given here were taught by the teacher using the same teaching
materials. Table 1 shows a list of lesson types and the times when the teaching materials
were opened by the teacher. For AMOR and Quiz, the test results of the mean values by
ANOVA were not significantly different (p > 0.05).

Table 1. Average teaching material opening ratio by class type.

Date/Year Lesson
type

Attendees Clicks Quiz AMOR

Ma Fe 1 min 2 min 3 min 4 min 5 min

11/26/2019 Flipped 19 30 1016 4.27 0.1528 0.1958 0.2347 0.2706 0.3129

7/7/2020 Live 17 29 824 5.66 0.1519 0.1698 0.2099 0.2480 0.2916

6/1/2021 Blended 11 36 1054 4.98 0.1630 0.1968 0.2568 0.2886 0.3579

11/2/2021 Blended 27 22 1100 4.43 0.1514 0.2364 0.3000 0.3522 0.4044
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6 Discussion and Conclusion

In the fall semester of 2019, a flipped class was held in which learners read the teaching
materials and learned by themselves during the lesson. Table 1 shows a quiz and a
graph of the opening ratio of teaching materials, and it was found that the AMOR
was 15.28%, which was higher than that of the live delivery distance learning taken
in the next example. Due to the COVID-19 pandemic, in the spring semester of 2020
learners took live delivery distance learning at home. At that time, the AMOR was
15.19%. The learners in this class had a small number of clickstreams, but the quiz
score was relatively high. In the blended lessons conducted in the computer classroom,
the teacher can observe the learners’ screens from the back of the classroom during the
quiz. Additionally, during the exercise time in the second half of the class, the teacher
patrolled the classroom and accepted questions. The AMOR was 16.30%, which was
the highest of the three classes.

Since the time series in this paper is divided by time, even a difference of 10 s or less
from the teacher’s instructionmay be included in the time zone before or after. Therefore,
when looking at the synchronization ratio, it is necessary to take into consideration the
time zones before and after the teacher gives the instructions. The synchronization ratio
and AMOR in this paper are generated in real-time in the classroom on-site, so teachers
can observe the learner’s teachingmaterials browsing behavior and concentration during
class. When finding that not many learners have the teaching material open, the teacher
should require the learner to open the teaching material. In addition, the teacher can wait
until most learners open the material.

It was clarified that the synchronization ratio and the teaching material opening ratio
change depending on various factors such as the lesson format, contents, how the lesson
proceeds, and how the teaching materials are presented. However, these can still be
regarded as indicators of the degree of concentration in a lesson and may be used as one
of the indicators of the evaluation of a lesson.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Numbers 18K11588
and 21K12183.
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Abstract. Vocational further education typically builds upon prior
knowledge. For learners who lack this prior knowledge, preparatory e-
learnings may help. Therefore, we wish to identify students who would
profit from such an e-learning. We consider the example of a math
e-learning for the Bachelor Professional of Chemical Production and
Management (CCI). To estimate whether the e-learning would help, we
employ a predictive model. Developing such a model in a real-world sce-
nario confronted us with a range of challenges, such as small sample
sizes, overfitting, or implausible model parameters. We describe how we
addressed these challenges such that other practitioners can learn from
our case study of employing data mining in vocational training.

Keywords: Multi-dimensional item response theory · Performance
modeling · Knowledge gain · Vocational education · Further education

1 AIEd Implementation

Vocational further education aims to teach certain, job-related skills to a wide
variety of learners. For example, the Provadis trade school offers a two-year
course for the Bachelor Professional of Chemical Production and Management
(BP-CPM; German: “Industriemeister Chemie”, as defined by the chamber of
commerce and industry, IHK) to acquire the skills necessary to supervise work-
ers and apprentices in chemical plants1. A particular challenge for such further
education courses is that incoming students have very different levels of prior
knowledge, depending on their prior school education, their amount of job expe-
rience, and further individual factors. For example, some may enter the program
right after high school education and apprenticeship, while others may have left
school after lower secondary education, followed by an apprenticeship and multi-
ple years of work experience before entering the program. Accordingly, students
may lack or have forgotten pre-requisite knowledge, which severely impacts their
chances for a successful qualification [2,3,7].
1 https://www.provadis.de/weiterbildung/fuer-berufstaetige/chemische-produktion/
industriemeister/-in-chemie-ihk/.

c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 132–137, 2022.
https://doi.org/10.1007/978-3-031-11647-6_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_23&domain=pdf
http://orcid.org/0000-0001-7187-8572
http://orcid.org/0000-0001-7076-9737
https://www.provadis.de/weiterbildung/fuer-berufstaetige/chemische-produktion/industriemeister/-in-chemie-ihk/
https://www.provadis.de/weiterbildung/fuer-berufstaetige/chemische-produktion/industriemeister/-in-chemie-ihk/
https://doi.org/10.1007/978-3-031-11647-6_23


Interpretable Knowledge Gain Prediction 133

Our ultimate educational goal is to provide personalized support in order to
maximize learners’ chances at succeeding in the program, irrespective of their
individual starting point. In this paper, we focus on one specific strategy, namely
recommending a preparatory mathematics e-learning to prospective students in
the BP-CPM course who lack some pre-requisite math knowledge and would
profit from the e-learning. Our recommendation scheme is fully automatic and
has the following steps.

First, before entering the course, students perform a (voluntary) pre-test with
twenty-one math questions regarding six skills, namely basic algebra, fractions,
equation solving with a single variable, text tasks with two variables, powers,
and linear functions2. Second, we diagnose gaps in math knowledge via classic
test theory, that is, counting the rate of correct responses for each skill. Third, we
predict how much the rate could improve if the student would visit the prepara-
tory e-learning. Finally, we recommend the e-learning if the model predicts a
sufficiently high gain (at least 5%, averaged over all skills) and we communicate
the prediction to the student.

1.1 Predictive Model

Fig. 1. The proposed prediction pipeline. For prediction, we only use pre-test responses
(black). For the training data, we also record learning behavior and post-test responses
(blue). The predictive model itself is shown in orange. (Color figure online)

To predict knowledge gain, given prior knowledge as measured by a pre-test, we
use a predictive model. Developing such a model posed a challenge, particularly
due to the small sample size in our educational setting. Given that the BP-
CPM course is highly specialized, only very few students sign up per year (often
less than ten). Accordingly, it is impossible to accumulate enough data from this
population to train a very data-hungry model. On the other hand, a very simple,
2 https://projekte.provadis.de/showroom/provadis/Mathematik Orientierungstest/
online/#p=32.

https://projekte.provadis.de/showroom/provadis/Mathematik_Orientierungstest/online/#p=32
https://projekte.provadis.de/showroom/provadis/Mathematik_Orientierungstest/online/#p=32


134 B. Paaßen et al.

linear model is likely insufficient because we expect nonlinearities. In particular,
we expect a bell-shaped relation between prior knowledge and knowledge gain,
because very low prior knowledge means that a preparatory e-learning is insuffi-
cient (the skills would need to be learned from scratch) and high prior knowledge
means that nothing is left to be learned.

Accordingly, we need a nonlinear model which requires as little training data
as possible. To achieve such a model, we applied three assumptions: First, we
assume that the relation between prior knowledge and knowledge gain can be
modeled well by a linear combination of (few) bell curves. Second, we assume
that knowledge gain is always non-negative, that is, there is no forgetting during
the e-learning. This makes sense because the e-learning is fairly short (roughly
five hours), such that forgetting is unlikely. Third, we assume that there is no
interaction between skills, that is, prior knowledge in one skills does not help
with acquiring another skill. This last assumption is most likely false but crucial
to reduce the number of free parameters and, thus, the need for data.

In more detail, our model has the following structure. Let θk be the prior
knowledge of a student for skill k and θ′

k be the knowledge after visiting the e-
learning. Further, let φ1, . . ., φL be bell-curves, centered at different knowledge
values. Then, we assume that the following, non-linear relationship holds:

θ′
k = θk +

L∑

l=1

αk,l · φl(θk) + auxiliary feature influences (1)

where αk,l is a model parameter that weighs the influence of the lth bell-curve for
skill k. We also include influences of auxiliary features in our model, especially
the number of tasks a student has worked on, the number of correctly solved
tasks, and the time spent on skill k, but these features are unknown for new
students and, hence, we treat these influences as constant in the prediction.

We fit our parameters αk,l by maximizing the log-likelihood on observed
data. In particular, a sample of learners completed the pre-test, the e-learning,
and a post-test. For the post-test, we assume an item response theory model
[1,4,5], where Eq. 1 describes the ability of each student for skill k. The item-
to-skill assignments for pre- and post-test Q and Q′ where manually designed
by experts. Using this model, we performed a maximum likelihood estimation
of the difficulty parameters for each post-test question and the parameters αk,l.
As such, our approach bears some resemblance to performance factors analysis,
which also replaces student-specific ability parameters with an expression of prior
knowledge plus learning behavior [6]. Our model is visualized in Fig. 1.

1.2 Experiments and Results

For model training and evaluation, we recorded the data of N = 30 learners in
the final year of their Chemical Production Technician or Chemical Laboratory
Assistant apprenticeship (ages 16–19). This represents the population of learners
who may later become BP-CPM. While 30 is a small sample size, it reflects the
overall small population: A full cohort at the Provadis trade school consists of
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roughly 120–140 learners. We recruited all learners who were currently preparing
for their final exam and were not sick or otherwise excused. Our sample included
students both with prior high school education as well as students with lower
secondary education. The study was performed as part of in-classroom teaching
and lasted for four to five hours, including the pre-test, the e-learning, and the
post-test (time varied depending on each learner’s individual speed). This time
span might appear short for a full e-learning, but bear in mind that the e-learning
is meant to refresh knowledge, not necessarily teach from scratch.

To gauge the accuracy of our proposed model (refer to Fig. 1), we compared
it to a direct logistic regression which predicts post-test answers from pre-test
answers (logreg), a deep learning model which learns Q and Q′ (deep), and
a variation of our proposed model which uses a different encoder for pre-test
abilities which is based on ranking the difficulties of items (rank). As hyper-
parameters, we used L = 8 bell-curves, regularization strength C = 1 for the
difficulty parameters in the post-test, and regularization strength C = 10−3 for
the parameters α. For deep learning, we used 10,000 epochs of Adam optimiza-
tion with a learning rate of 10−3.

Table 1.Mean accuracy (± std.) in leave-one-out crossvalidation over N = 30 students.

Logreg Deep Rank Proposed

Train 0.99± 0.00 0.82± 0.01 0.83± 0.00 0.83± 0.00

Test 0.81± 0.14 0.80± 0.18 0.81± 0.17 0.83± 0.16

The results of our experiments are shown in Table 1. As we can see, our
proposed pipeline performs best on the test set, although logreg is far superior
on the training set. This highlights the very real risk of overfitting for a small
data set. The deep model does worst, indicating that learning the encoder does
not offer a big advantage for this data.

Finally, we re-trained our proposed model on the data of all N = 30 students
to obtain a model for practical application. Figure 2 shows the learned curves
for four example skills. Note that the curves differ for different skills, which may
indicate that the e-learning is—on average—more effective in teaching some
skills (such as basic algebra) compared to other skills (such as functions) in our
sample. Nonetheless, given the small sample size and the interaction with other
factors, we perform such interpretations with care.

2 Reflection of the Challenges and Opportunities

Developing artificial intelligence applications for vocational education is a chal-
lenging endeavor: The subjects are, typically, highly practical and thus difficult
to translate to a virtual setting. Skillsets are, typically, highly specialized which
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Fig. 2. The predicted gain
∑L

l=1 αk,l ·φ(θk) (y-axis) versus pre-test success rate θk (x-
axis) for the skills ‘basic algebra’, ‘fractions’, ‘equation solving with a single variable’,
and ‘functions’ as learned by our model.

means that cohorts are small and data is scarce. Finally, vocational education
topics, typically, evolve quickly such that any AI teaching tool for a specific topic
bears the risk of being out-of-date soon. Such practical issues might explain why
artificial intelligence has is still much less common in vocational education com-
pared to university or school education [8].

In this paper, we considered math knowledge, which is relevant across a broad
range of vocational topics and less subject to change. Nonetheless, we need to
develop a model which works specifically for the population of chemistry (lab)
technicians who might be interesting in becoming BP-CPM—which is a small
population. Thus, we only had a small sample size. We tried to address this
challenge by a combination of expert knowledge and model design. In particular,
experts manually assigned each pre- and post-test question as well as each part of
the e-learning to one of six skills which enabled us to make dedicated predictions
for each skill. Regarding model design, we assumed that the relationship between
prior knowledge and knowledge gain is bell-shaped, that knowledge gain is never
negative, and that knowledge gain only depends on factors related on the same
skill, not other skills.

Importantly, while our model is nonlinear, it can still be visualized and inter-
preted by human experts in the form of knowledge gain curves (refer to Fig. 2),
which enables our domain experts to judge whether the learned model is plausible
or whether further changes need to be applied. In fact, we used such visualiza-
tions repeatedly during model development to arrive at our current version. Prior
versions of our model did not use the bell-curve assumption or the non-negativity
assumption and yielded visibly implausible models.

Our work provides some insight into the challenges and opportunities of
applying educational data mining and artificial intelligence for vocational edu-
cation settings. In particular, we conclude that it is necessary to record data and
expertise that is applicable to the specific educational context and population
at hand, for example, chemistry technicians who may be interested in becoming
BP-CPM. In many cases, this means small sample sizes and highly specialized
knowledge, which means that very data-efficient models with strong inductive
bias have to be applied. We hope that our own case provides an example how
to develop such a model for a practically relevant task—namely recommending
a math preparatory e-learning.
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3 Description of Future Steps

In future work, we intend to apply the learned model in practice for recom-
mending the preparatory math e-learning to potential learners in the BP-CPM
course. We will also monitor learners’ feedback. We will also generalize the app-
roach to other e-learnings, concerning topics such as chemistry, pharmacy, or
process engineering, for courses such as the Bachelor Professional of Pharma-
ceutics (CCI).

Acknowledgements. Funding by the German Ministry for Education and Research
(BMBF) under grant number 21INVI1403 (project KIPerWeb) is gratefully acknowl-
edged.
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Abstract. Available online trainings and learning contents for teachers in adult
and continuing education (ACE) are scattered across many learning platforms.
We presume great synergies by enabling teachers to combine learning content
of multiple ACE platforms in their individual learning paths and receive verifi-
able credentials as proof of competency afterwards. In our three-year consortium
research project KUPPEL, we investigate how to enable personalized and adaptive
cross-platform learning for teachers in ACE. KUPPEL will connect existing ACE
platforms using a multi-agent system in a cloud. Each learner will be represented
by a learner agent that will continuously give personalized recommendations for
content and learning peers. In this paper, we describe the main components of the
KUPPEL cloud, i.e., the multi-agent system, the recommender system and self-
sovereign identity and verifiable credentials with blockchain technology. With
our work, we seek to ease access to online learning resources, improve learning
outcomes and make online learning more attractive to learners.

Keywords: Cross-platform learning · Education · Adult and continuing
education (ACE) ·Multi-agent system · Recommender system · Self-sovereign
identity (SSI) · Verifiable credential (VC) · Distributed ledger

1 Introduction

Online learning platforms for teachers in adult and continuing education (ACE) provide
learning opportunities to teachers looking to pick up new skills or refine their teach-
ing competencies. These teachers have little experience with online-based learning and
using learning management systems in a pedagogically sensible way. The group of ACE
teachers consists of approximately 530,000 people in Germany and shows a high will-
ingness for own further training [1]. However, available trainings and learning contents
are scattered across many online learning platforms. To the best of our knowledge, no
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technical solution exists to enable learners to execute cross-platform trainings composed
of learning content from various platforms. Our three-year consortium research project
KUPPEL investigates how to execute personalized and adaptive trainings for teachers
across different ACE platforms. Specifically, we pursue basic scientific questions regard-
ing the demand-oriented and learning-promoting design of (1) cross-platform selection
and sequencing of learning content, (2) cross-platform recommendations of learning
content and peers, and (3) cross-platform tamper-proof certifications of competencies
gained in trainings. We seek to answer these questions by developing a competency-
based framework curriculum (:DTrain) for our target group, which we operationalize
according to DQR1 level 5 upwards and which provides the basis for content develop-
ment and adaptation. This curriculum will consist of learning content from two existing
ACE platforms. We want to connect these two ACE platforms through a multi-agent-
based hybrid cloud (KUPPEL cloud) which will contain one software agent per learner.
This so-called learner agent will use hybrid recommender systems to suggest suitable
content and peers for collaborative learning activities based on a learner’s behavior, rat-
ing, interests, or professional background. The platformwill also issue blockchain-based
verifiable credentials based on the respective learner’s progress and competencies.

2 The Multi Agent-Based KUPPEL Cloud for Cross-Platform
Learning, Recommendations, and Certification

2.1 Requirements for Adult and Continuing Education

During the application phase of our project, we identified three main requirements for
improving the online-based ACE of trainers: (1) cross-platform execution of (collab-
orative) trainings, (2) adaptive and personalized recommendations of learning content
and peers from different platforms, and (3) unforgeable certificates issued for successful
completion of cross-platform trainings.

Cross-PlatformSelection and Sequencing of LearningContent. The available learn-
ing content for trainers inACE is scattered all over existing learning platforms.Moreover,
these teachers have little experience with online-based learning [2]. Connecting avail-
able learning content to cross-platform sequences might increase its accessibility and
reduce switching costs.

Cross-Platform Recommendations of Learning Content and Peers. ACE teachers
are very heterogeneous in terms of their expertise and competencies and often work
under precarious circumstances. Their own professional development often competes
with employment. For that reason, adaptive and personalized recommendations should
take the learner’s activities, feedback, interests, workload, and professional background
into account. For certain learning content, peers should receive recommendations for
learning partners to benefit from collaborative learning activities.

1 https://www.dqr.de/dqr/en/the-dqr/dqr-levels/dqr-levels_node.html.

https://www.dqr.de/dqr/en/the-dqr/dqr-levels/dqr-levels_node.html
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Certifications for Cross-Platform Trainings. With the increasing digitalization in all
areas of life, lifelong learning becomes essential for professional careers. The standard-
ized documentation and registration of individual learning records from cross-platform
trainings in long-term tamper-proof distributed ledgers will enhance transparency and
trust in certification processes.

2.2 Trial ACE Platforms

The competency-based framework curriculum :DTrain for our target group will consist
of learning content from the two ACE platforms vhs.cloud and EULE. With vhs.cloud,
the German Adult Education Association (DVV) operates its own communication and
learning platform. Among other features, vhs.cloud provides learning units and trainings
for continuing education courses as well as self-directed learning. EULE is a cross-
institutional open educational resource (OER), located in the DIE’s portal wb-web. It
reinforces the professional development of teachers in further education. EULE holds
self-learning offers that serve the development of teaching competency. Both platforms
are established in the field of ACE and already provide learning content that we can adapt
according to the :DTrain modules. Moreover, both contain typical elements of learning
management systems yet differ significantly regarding their underlying concepts and
structures for building and displaying learning sequences. Therefore, they act as ideal
prototypes for testing the interface-based innovations within our project to ensure broad
transferability to other platform types used in ACE. The medium-term goal is to expand
the hybrid offering to include additional partner platforms in line with the content of the
framework curriculum.

2.3 Components of the KUPPEL Cloud

The core components of the KUPPEL cloud will be a multi-agent system [3], a hybrid
recommender system, an SSI infrastructure, and verifiable credentials with blockchain
technology. In this section, we describe their main functions.

Multi-agent System. The multi-agent system in the KUPPEL cloud supports cross-
platform execution of ACE trainings. Each learner is represented by a learner agent.
The learner agent guides the learner during training across the associated platforms.
Additionally, themulti-agent system includes a pedagogical agent, a certificate agent, and
an ID agent. The pedagogical agent supports the modelling process, configuration, and
release of learning sequences. The certificate agent is connected to a blockchain network
and issues certificates based on a learner’s learning paths and assessments. The ID
agent assigns unique digital identities to agents and learners. The learner agent activates
whenever a learner operates on an associated ACE platform. A hybrid recommender
system suggests the learner’s next task based on the learner’s activities, ratings, interests,
or professional background. The agent sends the recommendation to the platform that
shows it to the learner. If the learner accepts the recommendation and the corresponding
task is on the current platform, the learner agent notifies the platform to show the selected
task. If the task is not on the current platform, the learner agent redirects the learner to
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the corresponding platform. Then, the learner agent notifies this platform to show the
selected task. Figure 1 describes the interaction between learners and the corresponding
learner agents in the KUPPEL cloud. Learner A stays on the current ACE platform
and Learner B switches to a task on another ACE platform. Alternatively, as illustrated
for learner C, the agent could transmit learning content between platforms instead of
redirecting the learner. The colored arrows mark the sequences of events triggered by
the respective learner’s actions.

Fig. 1. Interactions between learners, ACE platforms, and the KUPPEL cloud

The learner can request a learning partnership while performing tasks. In that case,
multi-agent coordination is necessary to assign the learning partner requests to another
learner. Those learners picked in the multi-agent coordination mechanism as poten-
tial learning partners can select the learning partner request out of the list of recom-
mended tasks. Besides consuming (collaborative) learning content, learners can perform
assessments to prove their competencies.

Recommender System. We employ several AI-based recommender systems to adapt
and personalize the learning experience. First, learners will receive recommendations
for learning content. The target system will not only recommend closed sequences from
different platforms, but also rearrange their components into new sequences. Second,
the system will suggest peers for collaborative learning activities. Recommendations
will be based on users’ behavior, ratings for completed assignments, competency level,
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interests, and professional background. Accordingly, we will employ two hybrid recom-
mender systems. These will include collaborative, content-based and knowledge-based
components [4]. The collaborative component is described in [5]. We will further enable
the learner or a responsible pedagogic person to select which data (user-behavior, rating,
interests, or professional background) affects recommendations. The recommendations
are not supposed to substitute the learner’s decision process. Our goal is to support the
learner make better decisions, enhancing their learning activity in what may be called a
“Human-AI”-partnership [6].

SSI and Verifiable Credentials with Blockchain Technology. The unforgeable doc-
umentation of certificates using a blockchain has been described and tested [7]. In Ger-
many, the first test network for educational institutions has been set up with digicerts.de.
This solution already ensures proof of authenticity and integrity of documents. Still,
it lacks cross-platform identity management and issuance and validation of data based
on international W3C standards. SSI with blockchain technology and concepts using
the W3C standards Decentralized Identifiers (DIDs) and Verifiable Credentials (VCs)
creates new opportunities to use learning platforms with cross-platform digital identi-
ties, to control identity data, to obtain and manage credentials, and to share them with
third parties in a generally accepted standard that cryptographic methods can reliably
verify. Moreover, in our approach special emphasis is also placed on compliance with
the General Data Protection Regulation (GDPR).

2.4 Challenges and Opportunities

Wedevelop the technical solution following an iterative design science research approach
[8] that contains multiple phases of requirement elicitation, design, demonstration, and
evaluation. During the requirement elicitation phase, we define user stories and derive
meta and functional requirements inweekly focus groupswith pedagogical and technical
experts. During this process, we identified several challenges. The protection and control
of personal data, the secure storage of data, and data integrity are major challenges to
gaining users’ trust in the digitization of education processes. Other challenges relate to
acquiring data for the machine learning-based methods such as collaborative filtering,
designing enough learning content for the competency-based framework curriculum
:DTrain, and playing sequences of learning content from various platforms on a single
ACE platform to avoid redirecting the user between each step. We will consider these
challenges through the upcoming design phase.

However, several opportunities comewith theKUPPEL cloud. Learningwill become
more effective by linking existing ACE platforms and personalizing cross-platform rec-
ommendations for adaptive content. Users will find useful platforms they did previously
not know about, and providers will attract new users who joined their platform through
the KUPPEL cloud. Collaborative learning experiences will potentially increase learn-
ing success. Finally, the KUPPEL cloud offers self-sovereign identity management and
decentralized registration of tamper-proof certificates based on blockchain technology.
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3 Conclusion and Outlook

In this contribution, we propose a technical solution, the KUPPEL cloud, for linking the
two existing German ACE platforms vhs.cloud and EULE using a multi-agent system.
Each learner will be represented by a learner agent. The learner agent will guide the
learner through learning content of associated ACE platforms. A hybrid recommender
systemwill support the learner by constructing personalized and adaptive cross-platform
learning paths. We will use blockchain technology to create tamper-proof records of the
learner’s learning path and competencies.

We are currently specifying the meta requirements and functions of the KUPPEL
cloud, and will soon start its implementation. We have examined various blockchain
infrastructures from third-party providers as well as national and international initia-
tives and selected Hyperledger Indy with the Hyperledger Aries Agent Framework for
the implementation of the identity and certificate agent. We intend to implement our
multi-agent system in Java using the Java Agent Development (JADE) framework and
develop the agents’ routines as Finite-State-Machines. The Contract-Net-Protocol will
be used to identify suitable learning partners. We intend to implement the recommender
system using the TensorFlow-framework and combine it with content- and knowledge-
based approaches. Further, we will investigate how recommendations’ design affects
user perception. By connecting learning platforms, we will offer a unified catalogue
of online learning content. This way, we seek to remove barriers and ease access for
learners. We expect the recommender system to improve learning outcomes and our
corresponding research will unveil design principles that can enhance existing recom-
mender systems in the domain. The Verifiable Credentials will enable learners to verify
their achievements and thus make online learning more attractive.

Acknowledgments. This contribution originates from the research project KUPPEL (KI- unter-
stützte plattformübergreifende Professionalisierung erwachsenen-pädagogischer Lehrkräfte),
funded by theGerman FederalMinistry of Education and Research (BMBF), ref. no. 21INVI0802,
21INVI0803, 21INVI0805.

References

1. Koscheck, S., et al.: Das Personal in der Weiterbildung. wbv Media (2016)
2. Bildungsberichterstattung, A.G.: Bildung in Deutschland 2020. wbv Media (2020)
3. Dorri, A., Kanhere, S.S., Jurdak, R.: Multi-agent systems: a survey. IEEE Access 6, 28573–

28593 (2018). https://doi.org/10.1109/ACCESS.2018.2831228
4. Aggarwal, C.C.: Recommender Systems. Springer International Publishing, Cham (2016).

https://doi.org/10.1007/978-3-319-29659-3
5. Krause, T., Stattkus, D., Deriyeva, A., Beinke J.H., Thomas, O.: Beyond the ratingmatrix: debi-

asing implicit feedback loops in collaborative filtering. In: Proceedings of the 17th International
Conference on Wirtschaftsinformatik (2022)

6. Borgwardt, A.: Bit für bit in die Zukunft : Künstliche Intelligenz in Wissenschaft und
Forschung. Friedrich-Ebert-Stiftung, Abt. Studienförderung, Berlin (2020)

7. Gräther, W., Kolvenbach, S., Ruland, R., Schütte, J., Torres, C., Wendland, F.: Blockchain for
Education: Lifelong Learning Passport (2018)

8. Peffers, K., Tuunanen, T., Rothenberger, M.A., Chatterjee, S.: A design science research
methodology for information systems research. J. Manag. Inf. Syst. 24, 45–77 (2007)

https://doi.org/10.1109/ACCESS.2018.2831228
https://doi.org/10.1007/978-3-319-29659-3


Complex Learning Environments: Tensions
in Student Perspectives that Indicate Competing

Values

Minghao Cai1(B), Carrie Demmans Epp1,2, and Tahereh Firoozi2

1 EdTeKLA Research Group, University of Alberta, Edmonton, Canada
{minghaocai,cdemmansepp}@ualberta.ca

2 Center for Research in Applied Measurement and Evaluation, University of Alberta,
Edmonton, Canada

tahereh.firoozi@ualberta.ca

Abstract. Advances in software have enabled an increase in the complexity of
online learning environments (OLE). How students perceive learning when these
environments are more complex is not yet understood. We conducted a focus
group with students who were taking a pilot-training course to understand their
experiences with a complex OLE. This online course integrated Moodle, a virtual
world, and a simulator among other technologies to facilitate student learning.
Student perceptions and experiences highlight tensions that indicate nuanced con-
cerns about the learning environment. Many of these concerns are similar to those
previously identified. Student concerns over features like leader boards suggest a
need for updating online-learning theories to explicitly address issues around data
privacy and information sharing.

Keywords: Online learning · Virtual worlds · Pilot training · Simulation

1 Introduction

A considerable body of literature has reported on explorations of student perceptions of
online learning environments (OLE), where an OLE is any technology that is used to
facilitate learning via the Internet. OLEs include learningmanagement systems, learning
content management systems, massive open online courses [1, 2], video-conferencing
tools (e.g., zoom, Google Meet), virtual worlds, and social media tools. In most cases,
this literature explores the use of a single online learning environment that delivers
multimedia content andhas features that aremeant to support student interaction [3].Very
few of the studied OLEs have provided complex environments that integrate multiple
technologies to go beyond more traditional OLEs by incorporating simulations and
virtual worlds.

The integration of the varied capabilities of these different types of OLE is both a
technical and pedagogical challenge. Guidance for how to use these tools to support
learning tends to focus on a single system, and we have recent evidence that small dif-
ferences in OLE feature design and use are associated with reasonably large differences
in student behaviours and experiences [1, 3, 4].
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Given this recent evidence, it is important to explore how students respond when
different learning technologies are integrated to enable learning experiences that are
meant to support a range of activities from knowledge acquisition to its application
in simulated environments. We take a first step in this direction by exploring student
responses to an OLE that integrates four separate learning technologies into a Moodle-
based online learning environment so that pilot trainees (tertiary educational students)
can learn what they need to know to pass their licensing exam. The learning environment
was designed to simulate a real flight-school setting using a virtual world.We ask, “How
do students experience an online learning environment that integrates multiple
technologies and approaches?”.

2 Theoretical Framework

In this study, online learning refers to a type of teaching and learning environment which
leads to effective learning by considering learners, content, assessment, and community.
These key components of online learning should be structured and designed to ensure
that appropriate interactions among student, teacher, and content will be encouraged so
that each learning objective is supported [5].

Taking a constructivist view, learning objectives are constructed by diagnosing and
considering the unique cognitive structures and the personalities that students bring to
the learning context. Further, like in theories of general learning, effective online learning
is achieved through defining pedagogy and content and then effectively communicating
those with teachers and learners. In addition, high quantity and quality assessment of the
content knowledge gives students an opportunity to reflect on their learning experience
and construct their understanding through the use of online computer-marked assess-
ments that can extend beyond quizzes to simulation exercises, virtual labs, and other
automated assessments of active student learning [6].

As a critical component of online learning, the interaction within the community of
inquiry framework [7] should be included. This interaction can be used to support and
challenge learners to construct the intended knowledge and reach the planned learning
objectives. A variety of web-based activities can support the types of communication
and interaction that enable students to construct knowledge. Because OLEs vary in the
extent to which they support specific interactions [3] and pedagogies [8], it is important
to investigate how different OLEs support learning.

Consistent with the above socio-constructivist view, we adopted the Community of
Inquiry (CoI) [7] framework for data analysis. CoI highlights social presence, cognitive
presence, and teaching presence as three core elements for student success in online
learning environments. While the presence of the three elements is essential, creating an
effective OLE depends on the interface among these elements.

3 Methods

To explore how pilot trainees (students) respond to a complex online learning
environment, we conducted a qualitative case study of their experiences.
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3.1 Learning Context and System

The course students took aims to equip themwith enough knowledge and comprehension
to pass the Transport Canada governed Private Pilot - Aeroplane (PPAER) exam. As part
of this course, students were exposed to four integrated systems within their OLE: VR
City, LM Flight, Flight Forge, and ManeuvAIR.

VR City is a 3D virtual campus where students were able to create their own avatars
- these were used to interact with VR City and other students. Students were encouraged
to attend synchronous lectures hosted in private classrooms by licensed flight instructors
(Fig. 1.a). Likewise, private study rooms were provided to enable small-group collab-
orative learning, and students could access a Moodle-based LMS (called LM Flight)
through computers in the virtual world (Fig. 1.b).

Fig. 1. The online learning environment

Within LMFlight, students had access to content to help prepare them for the PPAER
exam. Content was delivered through interactive multimedia notes that included ani-
mations. Support for vocabulary was provided through a chatbot, and assessment was
performed through quizzes. These quizzes were aligned with the licensing exam: they
assess student knowledge and comprehension of key rules and concepts. Discussion
forums, private messaging, and chatrooms were provided to support student interaction.

Within the OLE, students also had access to a tool (Flight Forge – Fig. 1.d) that
would allow them to create virtual aircraft, which they could later fly in a simulator
(ManeuvAIR – Fig. 1.c). In this case, students had the opportunity to modify and fly a
small plane (i.e., Cessna Skyhawk 172 SP).

3.2 Data Collection

We identified key areas of interest in coordination with the lead instructor of the school
where the above course is taught. Based on these discussions, a focus group protocol
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was designed and conducted following student use of the existing OLE. All work was
reviewed and approved by our university research ethics office.

Six students (3 female and 3 male) of varying levels consented and participated in
this focus group. The focus group lasted for approximately 1 h, was recorded, and was
transcribed verbatim. The main questions centered on why students were trying to learn
about flying; what they had previously tried to learn in this area; and their experiences
with the OLE. This included discussion of the learning approaches that were relatively
new to learners (e.g., the flight simulator and virtual world).

3.3 Data Analysis

We analysed the transcripts using ATLAS.ti. In the initial step, the coding system was
developed by one teammember based on a literature review.We coded and structured the
content of the focus group sentence by sentence, relating the text to the key questions
of our study. We then grouped the extracted quotations by the technology involved
and student preferences. In the second step, the code system was refined based on the
Community of Inquiry (CoI) framework [7]. Extracted data were then analyzed to reveal
student perspectives as they relate to social presence, teaching presence, and cognitive
presence. Two critical peer debriefers (authors 2 and 3) checked the coding separately
to increase the reliability of analyses [9].

4 Findings

Students facilitated their learning using external platforms (e.g., zoom) because the OLE
provided inadequate support for collaborative learning activities, for navigating course
activities across platforms, or for completing those activities. When reflecting on the
course materials and the learning process, students reported that the assessments helped
them better remember key information.

VRCity provided students with a virtual-reality campus environment that they found
comfortable. The integration of this environment supported the formation of social con-
nections and an enjoyable classroom atmosphere. However, they expressed concern over
the unrestricted inclusion of too many entertainment-based features that are unaligned
with educational goals. Students suggested limiting access to these features so they do
not become a distraction.

When reflecting on their learning practices, students affirmed a need for integrated
support materials so they do not have to leave the primary learning environment. They
also suggested adding features that better support collaborative practices (e.g., screen
sharing and shared simulation experiences) and self-directed learning (e.g., virtual study
hall) to promote engagement and enable more authentic learning.

Students expressed concerns that sharing information through gamification and
progress tracking features would lead to unproductive competition or pressure. This con-
cern shows a tension with their requests for additional gamification features to support
motivation.
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5 Discussion and Conclusion

Interest in virtual-reality (VR) environments and virtual representations as tools to
increase learning engagement has been expanding [10, 11]. In our study, the multi-
dimensional online learning environment that was used appears to have helped students
overcome geographical barriers and enhanced their online-learning experience by intro-
ducing new virtual presence and interaction techniques. However, the balance of enter-
tainment elements and educational materials needs to be handled carefully and should be
adjusted to enable a sense of community to be developed and maintained while keeping
students focused on learning. This tension can be partly addressed through the timing
of access to such features. VR and virtual world elements will help enhance student
engagement and community development when students are new to a course. As the
course progresses, maintaining a focus on purely social and entertainment activities
may distract students from their learning.

The current use of online learning environments still tends towards instructivist
approaches [3]. In contrast to this common approach, our study supports the use of
learning designs that facilitate collaborative activities, which several learning theories
argue are important, e.g., CoI and knowledge building [7, 12].

Ifwe consider the theoretical frameworks that are often relied upon in online learning,
it is important to note that they fail to explicitly account for issues of privacy and learner
control over their data despite these theories encouraging the inclusion of social elements
or sharing as part of learning. This is true of the CoI framework [7], communities of
practice [13], connectivism [14], and the more recent integrated model [15]. This lack
of coverage is in contrast to concerns expressed by participating students who were
worried about the effects of sharing their information through gamification features, such
as leader boards. They were specifically concerned about the pressure and competition
that these types of features may place on students. This is in explicit opposition to prior
studies of gamified learning that argue introducing competition can motivate students
to work towards achieving assigned learning tasks [16]. Since social features are being
integrated into online learning to motivate learners through mechanisms like leader
boards and social comparison [17–19], this issue of privacy and comparison against
others will need to be explicitly addressed by online learning theories.

Based on these findings, the virtual world has been redesigned and the integrations
between systems are being adapted. As part of this, agents are being developed to provide
guidance to learners while they are flying a plane in the simulator. Moving forward, we
need to work to better understand the impact of student concerns on their learning
performance and improve system design accordingly.
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Abstract. Arguing and working with data has become commonplace in several
study domains. One way to immerse students in hands-on exploration with data
is to provide them with problem-solving environments, for example jupyter note-
books, which can scaffold students’ reasoning and bring them closer to disci-
plinary ways of thinking. Although the intrinsic affordances of jupyter notebooks
(e.g., interaction with multiple data representations, automation of procedural task
aspects) allow students to engage in rich learning experiences, students lack crucial
social scaffolding that directly targets the process of learning. We are developing
an AIED infrastructure EASEx for use in higher education contexts that brings
in the affordances of embodied pedagogical agents to significantly advance edu-
cational practice by scaffolding students in a personalized manner as they work
through problems using jupyter notebooks.

Keywords: Data science education · Failure · Pedagogical agents · Scaffolding

1 Introduction and Motivation

Research has shown that the best learning emerges in the context of supportive rela-
tionships that make it challenging, engaging and meaningful (e.g., [1, 2]). Learning
from failure-driven problem-solving in data-rich environments (e.g., jupyter notebooks),
which can be emotionally taxing [3] and negatively affect students’ task motivation,
reflects an important learning context where students often lack crucial social support.
Embedded social scaffolding based on continuous monitoring of students’ activity in
problems with high failure-likelihood, can (i) alleviate cognitive and affective demands,
and (ii) grease the wheels of the task interaction by developing rapport and empathizing
with students’ frustration and motivational insecurities (e.g., low self-esteem). Scaffold-
ing failure-driven problem-solving, however, can take many forms, for example, that
which is directed towards the task to help students attend to critical features (cogni-
tive support) or engage them in time management and reflection on the progress made
(metacognitive support), that which nudges students to regulate their emotions (affective
support), that which nudges persistent behavior via directed praise or error encourage-
ment (motivational support), and finally that which builds rapport with the student via
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face management and coordination strategies like self-disclosure, referring to shared
experience (relational support). Despite stemming from seemingly disparate lines of
research (e.g., [4, 5]), invariably, instantiating these myriad forms of social support for
improving learning outcomes is a complex endeavor.

Embodied pedagogical agents [6], which can be designed to provide dynamic scaf-
folds using both verbal and nonverbal behaviors (e.g., smile, eye gaze, gestures), hold
high potential to improve the social context of learning through problem-solving. Sem-
inal studies in human-computer interaction have found that humans apply social rules
and heuristics (e.g., trust, friendliness, cooperation) from the domain of people to the
domain of machines, provided that the technology (i) resembles human-like shape and
form while avoiding the uncanny valley of appearance realism [7], and more crucially,
(ii) behaves in a socially-competent manner to evoke natural/genuine responses from
people via rich multimodal interaction [8]. 2D/3D computer characters in the form of
embodied pedagogical agents, which are one instantiation of such a technology, have
been shown to enhance STEM learning [9, 10] because of key capabilities such as
using conversational signals (e.g., head nod), gaze and gesture as attentional guides,
conveying/eliciting emotion, and adaptively responding to turn-taking and task actions.

Research on scaffolding learning through problem-solving (especially, within data-
rich environments) and technology-focusedwork on embodied pedagogical agents, how-
ever, has developed predominantly independently, with the former typically limited to
technology-poor traditional STEM settings (e.g., math). However, with the prolifera-
tion of data-driven decision-making, classroom learning today is increasingly moving
beyond the understanding of mere mathematical formalisms (e.g., correlation) to equip-
ping students with the ability to read, work with, analyze, and argue with data [11].
To provide accessible opportunities for students to engage and persist in ill-defined
problems, follow paths that are ultimately not productive, and create new visual and
numerical representations, we are implementing a content-agnostic AIED infrastruc-
ture called EASEx (Embodied Agents to Scaffold Education, x= any data-rich domain,
e.g., physics, medicine, psychology, astronomy) for university-wide dissemination. See
Fig. 1 for an overview. EASEx can offer in-situ social support via embodied pedagogical
agents during data-driven problem-solving in jupyter notebooks. The implementation
can be found at https://github.com/EASEx/Deployment.

2 Design Affordances of EASEx

2.1 Natural Language Understanding

The primary purpose of this module is answer matching. We perform agglomerative
clustering using sentence transformers [12] on previously submitted student answers
and automatically assign available topics to each cluster, wherein only a single topic
corresponds to the correct answer. Low scoring clusters can be reported to an instructor
for manual assignment to a topic. Upon submitting, students’ answer is matched to the
nearest cluster to check for correctness, and a corresponding scaffold can be triggered.
This module also consists of a code parser responsible for analyzing students’ program-
ming code for any errors and reporting the usage of modules and functions in the code
to the scheduler (cf. section 2.3).

https://github.com/EASEx/Deployment
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2.2 Natural Language Rendering and Generation

Most embodied agents rely on manual gesture authoring, but that leaves little room for
personalization and real-time modification of parameters. To circumvent such issues,
we draw on automatic gesture authoring toolkits, for example, speech visemes for lip-
syncing and SG Toolkit [13] for intuitive gesture authoring. We overlay the gestures
generated by the toolkits over a custom mesh (body) and generate the videos using
Blender’s python API. Several predesigned character textures (male, female, gender-
ambiguous) are available for usage. There is no standby animation, i.e., the agent is only
displayed when there is some interaction required to ensure minimal intrusiveness to
students’ problem-solving activities. Speech synthesis forms an integral part of our ren-
dering process, and inspired by the literature on teacher emotions [14], our architecture
draws on frameworks for expressive styles (e.g., [15], where we convert emotionmarkup
language (EML) to valid speech synthesis markup language and generate speech using
compatible text-to-speech) to allow course designers to employ EML tags for producing
naturalistic speech (e.g., with pauses, discrete/dimensional emotions). To further pro-
vide personalization to the dialog, filler tags (e.g., favorite subject) can be specified for
replacement with actual values during the rendering.

2.3 Scheduler

The scheduler comprises the core ofEASEx and is responsible for the backend server and
routing requests to other services via ZeroMQ sockets. The scheduler has several loops
running concurrently and is responsible for scheduling problem-solving sessions, met-
rics, and various kinds of scaffolds. It uses an SQLite database (long-term storage) and a
BadgerDB cluster (temporary storage) to provide concurrency and responsive read/write
capabilities. Traditional knowledge-tracing based learner modeling approaches [16] rely
on students’ longstanding history of past performance and are thus limited in their ability
to provide scaffolds within isolated instances of novel data-driven programming tasks.
Recent advances too (e.g., [17]) focus primarily on algorithmic programming, and cannot
be readily modified to data science education.

Our implementation of EASEx therefore uses a rich set of metrics from several data
streams – (i) responsiveness (determined using mouse, keyboard and cell execution
activity), (ii) stagnancy (determined using the pattern of code execution and errors),
(iii) code errors, functions and module usage (determined using the NLU). Each stream
consists of a set of indicators (e.g., last keypress time for responsiveness stream) con-
nected via Boolean expressions, which determine whether and what scaffold to trigger.
The scheduler can analyze real-time student metrics with rules set by a course designer
and trigger scaffolds that are allowed. Each scaffold is assigned a type (e.g., cognitive,
metacognitive, affective, motivational, relational), and a course designer can (i) choose
when to trigger a scaffold, and (ii) assign either a priority order or a fixed scaffold type to
each critical feature (subgoal) involved in the problem-solving task. Our infrastructure
also allows configuring custom rules to set a minimum/maximum of each scaffold type
to be triggered within a problem-solving session. Based on these aforementioned inputs,
we use a backtracking algorithm to determine all suitable scaffold sequences and an
optimal sequence to be delivered during runtime using the data streams.
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2.4 Administrative Dashboard

Two stakeholder-facing dashboards have been implemented as part ofEASEx (see Fig. 1).
First, the interface for course designers consists of various control panels that can be used
to (i) create newquestions, scaffolds (with dialogues, code examples, text data), problem-
solving sessions, (ii) configure scaffolding rules (cf. section 2.3), and (iii) view real-
time statistics from student data streams, and update configurations if they do not meet
desired effects. Second, we have also developed a cross-platform desktop application
that students can use to interact with the embodied agent. This user interface consists
of two browser windows for the jupyter notebook and the embodied agent respectively.
The application uses web scraping to monitor problem-solving activity, parse the input,
output and status (e.g., last execution result, total cell executions) of the notebook cells,
and communicate it to the scheduler as data streams. To provide a scaffold in real-
time, a specialized notebook cell that can display a code example and/or an associated
text/image is triggered.

3 Ongoing and Future Work

Data-rich learning environments like jupyter notebooks are being increasingly used in
higher education contexts to walk students through examples of a concept, create post-
lecture assignments to practice learned concepts as well as atypically, create preparatory
sensemaking assignments prior to a lecture where students can explore and generate
relevant problem parameters (e.g., [18]). Invariably, students are often left to their own
devices andmental capacities as they work through the problem, and they are likely to be
overwhelmedwithout any social support.Wehave designed and are iteratively improving
an AIED infrastructure called EASEx to offer personalized social support to students,
drawing on empirical Learning Sciences research on scaffolding students’ learning [4]
and advances in embodied pedagogical agent design within educational technologies
[6]. As part of the upcoming usability testing, survey responses focused on students’
background (e.g., affinity and attitude towards using technology) and user experience
(e.g., ease of use, satisfaction) are planned to be collected, along with audio data from
think-aloud and focus-group interviews. We are further designing interventions to test
whether and how students will profit in their learning from interacting with the embodied
pedagogical agent, and whether their perceptions of instructional quality would change
after interacting with the agent (e.g., actionable support encouraging active thinking,
improvement in time-efficiency). These interventions will measure both the process
(e.g., relevant learning mechanisms) and outcomes of learning (e.g., code, reasoning
quality). Finally, we plan to develop design guidelines for university staff on how to
customize usage of EASEx based on specific teaching needs (e.g., turn off particular
kinds of scaffolding, prioritize others). By relieving university staff of the anxiety of
not having the time/resources to support individual students during interaction with
a vast syllabus of learning materials, we will add value to how data-driven teaching
is approached. For complete degree programs that extensively use jupyter notebooks,
there is also an opportunity to co-develop commonguidelines and accessible video-based
training programs for the usage of EASEx.
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Abstract. Wedescribe the design of anAIED toolEmoInfer to accelerate process-
based research on emotions in Learning Sciences and help educational stakehold-
ers understand the interplay of cognition and affect in ecologically-valid learning
situations. Through an iterative implementation pipeline,we have developed a user
interface to streamline automatic annotation and analysis of videos with facial
expressions of emotion. EmoInfer can be applied to quantify and visualize the
frequency and the temporal dynamics of naturally occurring or induced emotions
(both on-the-fly andposthoc after data collection). Byoffering an accessible toolkit
with “low floor, high ceiling and wide walls”, we aim to initiate democratizing
emotion research in Learning Sciences.

Keywords: Emotions · Graphical user interface · Learning analytics

1 Introduction and Motivation

Emotions lie at the heart of human learning. Although there has been a steady surge
in research on emotions across psychological contexts [1], advances in automated
computer-based analyses for emotion inference have the potential to further acceler-
ate this trend. Learning Sciences researchers, who typically rely on manually annotated
process-focused descriptions of affective processes (along with other tools such as self-
reports), however, often may not possess the methodological/programming toolkit to
incorporate these quantitative advances in their studies. This missed opportunity may
constrain the scope of research questions that can be asked of the data, and weaken
the validity of the presented evidence. To bridge this gap, we are iteratively building an
open-source toolEmoInfer to simplify the annotation and analysis of video data with dis-
crete emotion labels automatically inferred from facial expressions. EmoInfer builds on
state-of-the-art research in the Learning Sciences [2] and can currently be used in offline
contexts (posthoc after the data collection), with the development of an online version
(for on-the-fly usage during data collection) underway. The development of EmoInfer
reflects our broader efforts into creating intuitive graphical user interfaces for use by
educational stakeholders with a non-programming background (e.g., researchers, prac-
titioners and instructors). For instance, data-driven emotion inference can augment an
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instructor’s contextual assessment of students’ observable cues in a (virtual) classroom,
in turn supporting more targeted scaffold delivery. EmoInfer can be freely downloaded
via https://github.com/EmoInfer.

2 Design Affordances of EmoInfer

2.1 Facial Action Unit Prediction

Human annotations of observable changes in facial movements (action units), best cap-
tured by the facial action coding system [3], form the starting point for classification via
machine learning models. Powered by OpenFace [4], EmoInfer can take high-quality
frames from single or multiple input video files (frames that have a face successfully
tracked and facial landmarks detected with confidence greater than 80%), predict and
visualize the presence/continuous intensities of up to 18 facial action units. Action unit
intensities are binarized using a stakeholder-defined threshold (between 1 and 5) for
further analyses. Thresholds for head movements (pitch, roll) can also be user-specified.
See Fig. 1 for illustration of the interface.

Fig. 1. Interface for action unit prediction with emotion inference computation in the backend

2.2 Emotion Inference

Drawing on [2], EmoInfer then uses three cross-cultural coding schemes1 [5–7] to map
the automatically annotated facial movements into 28 discrete emotion categories on a
frame-by-frame basis (see Table 1), with the rationale that an individual’s experience of

1 For example, in one of the emotion inference coding schemes [5], facial expressions of emotions
appeared at above chance rates in five cultures with varying societal characteristics (China,
India, Japan, Korea, United States), with no gender differences in the frequency of occurrence
of these patterns across the cultures.

https://github.com/EmoInfer
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emotion can be influenced by sensorimotor feedback from these facial action units [8].
Several non-prototypical emotions (e.g., shame, contempt, confusion) and compound
emotions2 (e.g., happily surprised, angrily disgusted) mimicking real-life displays, espe-
cially in ecologically-valid learning situations, can be inferred and visualized further.
See Fig. 2 for illustration of a saved datafile with inferred emotions.

Table 1. List of emotions annotated by EmoInfer. Please refer to [2] for physical descriptions

Emotion categories Exemplars

Self-conscious Shame, Pride, Embarrassment

Knowledge Interest, Surprise, Confusion

Hostile Fear, Anger, Disgust, Contempt

Pleasurable Happiness, Amusement, Awe

Compound Happily surprised, Happily disgusted, Sadly fearful, Sadly angry, Sadly
surprised, Sadly disgusted, Fearfully angry, Fearfully surprised, Fearfully
disgusted, Angrily surprised, Angrily disgusted, Disgustedly surprised,
Appalled/hatred

Other Pain, Sadness

Fig. 2. Saved datafile after emotion inference

2 Compound emotions [6] are those that can be distinctively expressed because of overlap in
action unit patterns as well as unambiguously discriminated by observers.
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2.3 Data Aggregation

For all subsequent analyses post emotion inference, EmoInfer provides choices to stake-
holders for (i) setting a time granularity to downsample the temporal resolution of the
data (e.g., ranging from 1/30th of a second to 300 s) and obtain the relevant descriptive
statistics and visualizations (after application of majority voting to the video frames),
as well as for (ii) specifying whether the calculation of descriptive statistics and visu-
alizations should proceed independently (e.g., videos of two participants, one from an
experimental and the other from a control condition) or together (e.g., videos of two par-
ticipants from the experimental condition). Specifically, for a selected coding scheme,
the emotion with the highest incidence (occurring in the highest percentage of video
frames) is displayed, along with violin plots and corresponding parametric and non-
parametric statistics for each inferred emotion. This can allow stakeholders to have a
consolidated look at the emotion data both numerically and graphically. Since the under-
lying datafiles are downloadable, stakeholders are free to use other statistical programs
to perform more complex analyses. See Fig. 3 for illustration of the interface.

Fig. 3. Interface for data aggregation and visualization of the inferred emotions

2.4 Pattern Mining

In addition to the frequency of occurrence of emotions, EmoInfer also allows probing
into frequently co-occurring and temporally contingent sequences of emotions. Because
human perception of facial expressions is heavily influenced by dynamics [9], pattern
mining capabilities within EmoInfer can allow stakeholders to decipher the meaning of
frequently subtle facial expressions that may not be identifiable in static presentations.
Powered by SPMF [10], EmoInfer summarizes emotion dynamics obtained by using a
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closed sequential pattern mining algorithm with time constraints in three objective ways
that can be corroboratedwith theoretical lenses a stakeholder brings into the analyses – (i)
sequences comprising each unique emotion inferred, (ii) sequences of multiple lengths,
(iii) sequences comprising more than one emotion. Parameters like the minimum per-
centage of sequences comprising a particular pattern (support, e.g., 75% or more), and
the time interval between itemsets in a sequence can be chosen (e.g., 0.5–1.5 s). The
rationale for our recommendations can be viewed at https://github.com/EmoInfer. See
Fig. 4 for illustration of the interface.

Fig. 4. Interface for pattern mining from the inferred emotions

3 Extending the Design Affordances of EmoInfer

We invite the AIED community to extend EmoInfer in the future. First, the backend
for emotion inference can be expanded to incorporate machine learning methods like
vision transformers [11] that are inspired by transfer learning approaches. The underly-
ing intuition would be to use models pretrained on abundant data available for the six
basic emotions (e.g., happiness, surprise), and use that to fine-tune classification for rarer
data on non-prototypical emotions relevant to learning contexts (e.g., shame, confusion).
Second, to allow for a comparative view of emotion dynamics in the data, the pattern
mining interface (Fig. 4) can be strengthened to incorporate alternatives to patternmining
(e.g., epistemic network analysis [12]). Taken together, we envision that EmoInfer can
be used by stakeholders to understand the interplay of emotion and cognition in at least
three ways – (i) examining the relationship between naturally occurring emotions and
learning (e.g., see [2] for a case study based on the EmoInfer pipeline), (ii) experimen-
tally manipulating emotions [13] to assess their differential effect on learning [14], (iii)

https://github.com/EmoInfer
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triangulating process data from facial expressions of emotions with other self-reported
or physiological measures [15] to nudge participants in meaningful ways (e.g., scaffold
them towards regulating emotions [16, 17]). Invariably, EmoInfer can allow stakehold-
ers to carry out manipulation checks for observable correlates of emotion and cut down
the time-taking process of using video-based data streams to create rich, explanatory
accounts of learning. With increasing efforts to improve multimodal data collection in
the field (e.g., [18]) and the criticality of implementation fidelity in educational inter-
ventions, disseminating accessible evidence-based tools such as EmoInfer to facilitate
effective practice holds high significance.
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Abstract. This paper outlines the linking of a multi-modal sensing platform with
an Intelligent Tutoring System to perceive themotivational state of the learner dur-
ingSTEMtasks.Motivation is a critical element to learning but receives little atten-
tion in comparison to strategies related to cognitive processes. The EMPOWER
project has developed a novel platform that offers researchers an opportunity to
capture a learner’s multi-modal behavioral signals to develop models of motiva-
tion problems that can be used to develop best practice strategies for instructional
systems.

Keywords: Motivation · Sensing · EMPOWER

1 Introduction

The Enhancing Mental Performance and Optimizing Warfighter Effectiveness and
Resilience (EMPOWER) project is a U.S. Defense Health Program in the Education
and Training Medical Readiness category. This effort aims to advance state-of-the-art
AI techniques and machine-based human perception to support and sharpen the acqui-
sition of critical cognitive and emotional skills that service members need to achieve
and sustain optimal performance under diverse conditions. Towards that objective, the
EMPOWER project has developed OmniSense, a multi-modal sensing system deploy-
ing novel algorithms for facial expression analysis, voice activity detection, automatic
speech recognition, and body tracking to accurately detect changes in human phys-
iological state and performance while predicting affect (arousal and valence). Thus,
OmniSense represents a research platform that provides a synchronized, distributed
solution for realtime human behavior and physiology acquisition and analysis, offering
an appealing machine learning and pattern recognition tool for research across a wide
range of human performance, training, and educational contexts.

2 Stem

The National Academies of Sciences, Engineering, and Medicine (2017) determined
there is a widely expanding need across industries and professions to build a broadly
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diversified workforce with the necessary skills and knowledge in science, technology,
engineering, and mathematics (STEM). Yet that objective is difficult to achieve through
standardized instruction in classrooms filled with students who have differing interests,
capabilities, and experiences. Studies show a 1:6 time to learn ratio in the classroom,
meaning slower students need six times longer than the fastest students to learn a single
lesson to the required level of mastery (Gettinger, 1983). The individual differences and
variability among learners results in barriers to effective instruction in a group setting.
These issues point to the potential for individualization in education and training, partic-
ularlywhen considering the complex, abstract concepts and advanced knowledge needed
to satisfactorily complete STEM instructional programs. Hence, the wide application of
computer-based training systems for STEM requirements.

3 Intelligent Tutoring Systems

A meta-analysis of Intelligent Tutoring Systems (ITS) by Kulik and Fletcher (2016)
found that almost all of those systems address STEM topics. The deep STEM-ITS con-
nection can be seen largely as the result of theDepartment of Defense’s research funding,
as many occupational specialties involve the need for service members to consistently
complete tasks that are highly technical and linked to other critical mission require-
ments (Fletcher, 2009). Yet, the knowledge, skills, and cognitive dexterity needed to
progress through STEM programs have broader applicability than strictly STEM disci-
plines (Carnevale and Smith, 2013). Moreover, ITS provide a cost effective approach to
one-on-one tutoring and deliver training and education on demand and at the point of
need. A next step to consider is whether an ITS that can perceive the motivational state
of the user offers a path to further improve learning outcomes.

4 Motivation

In the realms of education and training, motivation and self-regulatory strategies are key
elements for achieving desired learning outcomes. Though often overlooked, motiva-
tional issues aremore complex to determine and address than knowledge gaps (Clark and
Estes, 2008). Most studies and considerably more strategies target cognitive processes
rather than providing the necessary attention to the impact of motivation on learning,
transfer, and performance improvement (Clark and Saxberg, 2018).

The principal indicators of motivated action are the choice to initiate a task, persis-
tence when encountering distractions or difficulties, and applying the necessary mental
effort to complete the task successfully (Mayer, 2011). Active choice refers to a stake-
holder embarking on the initial steps needed to achieve performance goals (Clark and
Estes, 2008). Persistence involves the capacity and resilience to overcome barriers, con-
straints, and other environmental challenges tomaintainmomentum toward performance
goals. The third aspect of motivation focuses on whether an individual allocates and
maintains the amount of deliberate mental effort required to solve problems, implement
solutions, and ultimately reach the stated performance goals. Critical across these steps
is the integration of positive feedback so that any challenges or difficulties an individual
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encounters are attributed to controllable rather than uncontrollable factors, such as the
ability to self-regulate an increase in focused effort (Clark and Saxberg, 2018).

Wigfield and Eccles (2000) provide a model of motivation to help explain how
an individual’s internal expectation for success in coordination with an assessment of
underlying task values can influence his or her choices, persistence, and performance.
Expectancy-value theory suggests that expectancies and values interact to predict an
individual’s persistence, mental effort, and performance once he or she chooses a goal
or task. Expectancies refers to an individual’s belief in his or her ability to succeed.
Wigfield and Eccles (2000) offer that task values point to the four elements that motivate
an individual’s choice behavior: Attainment Value (tied to identity or self), Intrinsic
Value (interest in the task, goal, or something related), Utility Value (its usefulness or
relevance), and Cost (the tradeoff or loss of time).

Bandura’s (2005) description of human agency indicates that people regulate and
control their own actions and develop self-efficacy to motivate personal behavior. Self-
efficacy theory focuses on how empowering individuals with a sense of human agency
can serve to motivate attainment of performance goals (Bandura, 2000). Self-efficacy
manifests itself through an individual’s beliefs, expectations, and perceptions of his or
her capabilities for producing successful outcomes. Individuals have a higher tendency
to persist when encountering distractions and obstacles if they feel confident in their
ability to succeed (Bandura, 2000; Eccles, 2006). Of critical importance, self-efficacy
theory holds that individuals must have opportunities to build mastery experiences and
observe or experience reinforcing models to promote development of positive personal
beliefs (Bandura, 2000).

5 Modeling Motivation Problems

As noted earlier, the EMPOWER program’s OmniSense platform enables the dynamic
capture and quantification of behavioral signals across the following components: body
tracking, visual attention, facial expression, head gesture, speech recognition, voice
activity, and acoustic analysis (See Fig. 1). These informative behavioral signals serve
two purposes. First, they are broadcast to other software components of the system
to inform the state and actions of the participant. Second, they produce the capability
of analyzing the occurrence and quantity of behaviors, over the course of the interac-
tion/exercise, to inform detection of cognitive and emotional/motivational state. This
paper proposes the integration of OmniSense capabilities with an ITS to model the
motivational state of a learner while working through a set of STEM tasks.

A research prototype that delivers on the necessary requirements would build on
existing OmniSense features. For example, a robust and accurate head gesture recogni-
tion component developed through a recurrent neural network can classify behavioral
cues and train a machine learning model that identifies interruptions in motivational
processes, such as delays in starting on a lesson unit, lack of persistence, or trouble
investing necessary mental effort to successfully complete the unit. Visual attention and
facial expression components similarly provide actionable data from the learner’s behav-
ioral markers, supporting the development of deep learning models that correlate with
other indicators and further automatic accurate assessment of motivational state.
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Fig. 1. OmniSense facial expression analysis, head gesture recognition, and visual attention
components.

As an end-to-end multimodal system, the OmniSense pipeline synchronizes and
produces data streams as output from recognition and analysis of component signals.
Applications of OmniSense use deep learning models to send outputs to a virtual human
agent for generation of rapport building behaviors and empathetic responses based on
imitating human-human interaction. Similarly, automatic assessment of motivational
state can trigger an agent or other ITS feedback method to assess the learner’s task value
for working on the assigned lesson and the belief they hold about their self-efficacy to
complete the lesson. Further the system architecture can activate positive messages to
support the learner’s belief about the value of the task and attribute success to factors
within the learner’s control.

The combinationofmachine learning techniques andOmniSense sensing capabilities
across multiple modalities also provides the ability to develop models of the individual
learner. It can build a unique profile of each learner based on distinctive behavioral
signals during their time on task. This opens the door to more personalized instruction,
adding to assessment of prior knowledge and task completion.

6 Conclusion

There are benefits to identifying and separatingmotivation challenges from learning strat-
egy issues (Clark and Saxberg, 2018). A data-driven, evidence-based path to understand-
ing motivational issues through the capture of multimodal indicators during a learner’s
time on aSTEM task offers an opportunity to provide behavioralmetrics that can enhance
the development of strategies to improve motivation. Prior work leveraging automatic
analysis of behavioral signals to support the effective assessment of post-traumatic stress
disorder (Rizzo et al., 2016; Scherer et al., 2013; Stratou et al., 2013) demonstrates the
promise of detecting verbal and nonverbal behavioral cues and trainingmachine learning
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models in an educational context. Thus, we suggest the approach to multimodal sensing
and modeling of a learner’s motivational processes outlined here presents a rich and
potentially fruitful area of research to study, inform, and optimize performance.
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Abstract. ASSISTments is a free online learning tool for improving students’
mathematics achievement by providing immediate feedback and hints to students,
detailed information on how students performed to teachers, and instructional
suggestions for teachers to use. Researchers at the Friday Institute for Educa-
tional Innovation conducted an intrinsic, longitudinal multiple-case study of 7th-
grade mathematics teachers’ implementation of ASSISTments and its impact on
their instruction before and during the COVID-19 pandemic. The study examined
teachers’ use of ASSISTments in three instructional contexts: in- person only,
remote only, and both in-person and remote. Our findings indicate that teach-
ers in all contexts changed their instructional practices for homework review and
for determining whether their students had understood lessons. Teachers used
the ASSISTments auto-generated reports to focus their homework reviews, based
on their students’ performance, and to provide instructional interventions and/or
re-teaching. They also used the instructional suggestions provided by the ASSIST-
ments platform to plan lessons to re-teach concepts or to review prior instruction
with their students.

Keywords: ASSISTments ·Mathematics education · Educational technology ·
Teaching support · Feedback · Formative assessment · Data-based decisions

1 Introduction

The COVID-19 pandemic introduced unprecedented disruption to education in the U.S.
Students’ achievement in mathematics was more negatively affected than other subjects
by the effects of closing schools and turning to remote instruction [1].Many schools used
educational technologies, such as ASSISTments, an online mathematics instructional
platform, to maintain learning during school closures. ASSISTments saw significantly
increased use during the pandemic, going from supporting 800 teachers to supporting
20,000 teachers and their 500,000 students.

To gain a better understanding of teachers’ practices when using educational tech-
nologies, and how the learning analytics they provide affect instruction, researchers at
the Friday Institute for Educational Innovation (Friday Institute) completed a case study

© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 168–173, 2022.
https://doi.org/10.1007/978-3-031-11647-6_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_29&domain=pdf
http://orcid.org/0000-0002-6681-933X
http://orcid.org/0000-0002-6760-7267
http://orcid.org/0000-0003-1155-4431
https://doi.org/10.1007/978-3-031-11647-6_29


Implementation of a Mathematics Formative Assessment Online Tool 169

exploring howASSISTments was used during in-person and remote instruction and how,
if at all, the use of ASSISTments changed teachers’ instructional practices. Researchers
were interested in teachers’ use of ASSISTments for homework and/or classwork and
the impact of ASSISTments on teachers’ instructional practices for homework and/or
classwork, and in instructional decision-making, in general.

The study’s research questions were: (1) How did teachers implement ASSISTments
during in-person instruction and during remote instruction? and (2) How did the use of
ASSISTments affect teachers’ instructional practices during in-person instruction and
remote instruction?

1.1 ASSISTments

The case study is part of a large-scale randomized controlled trial in North Carolina that
seeks to replicate the findings of an earlier study, completed in Maine, that examined
the efficacy of ASSISTments. The Maine study found that ASSISTments significantly
increased students’ achievement and changed teachers’ instructional practices [2].

The ASSISTments platform contains mathematics questions/problems that teachers
may assign to a class of students, to groups of students, or to individual students. The
questions/problems are drawn from open educational resources (e.g., Illustrative Math,
Engage NY/Eureka Math, Open Up Resources) and there was also the option during
the study for teachers to enter their own questions/problems. While completing the
assignments, students are given immediate feedback on their accuracy and some problem
types also provide hints on how to improve their answers or help separate multistep
problems into parts. Once they have completed the assignments, their teachers receive
automated reports which provide data regarding how long each student worked, whether
they needed multiple chances to answer any question/problem, and whether they asked
for hints. Teachers also receive class-level reports showing the accuracy rates of a class
per question/problem and whether there were any common wrong answers.

Teachers use ASSISTments to assign online mathematics tasks and to see students’
results easily. Teachers can use ASSISTments to assign tasks in class or as homework.
By providing individual and class-level reports of students’ responses to the tasks and
data analysis, ASSISTments allows teachers to quickly assess students’ learning. In this
way, ASSISTments creates opportunities to use classwork and homework as formative
assessments. ASSISTments also provides instructional suggestions to teachers that they
may use in re-teaching the whole class, in small group instruction, or in one-on-one
instruction.

TheASSISTments theory of change posits that the use ofASSISTments increases the
likelihood that teacherswill make instructional changes in response to homework results.
This process, which is a form of formative assessment, would be described by Duckor
and Holmberg [3] as “a dynamic pedagogical process between students and teachers”
(p. 336). Research suggests that the use of formative assessment results to make instruc-
tional decisions increases students’ achievement ([2, 4–7]). The ASSISTments theory
of change argues that the use of ASSISTments leads to the use of formative assessment,
resulting in teachersmaking instructional changes based on students’ performance. This,
then, leads to increased student achievement.
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2 Methods and Analysis

This study investigated the implementation of ASSISTments and its impact by gathering
data pertaining to teachers’ use of ASSISTments and pertaining to their instructional
practices both before using ASSISTments and with ASSISTments. Researchers focused
onASSISTments use among teachers of 7th-grademathematics during in-person instruc-
tion and during remote instruction, although some teachers of other grades were also
included.

2.1 Survey

In November of 2020 – the second semester of pandemic-response instruction for North
Carolina’s teachers – the research team invited 544ASSISTments users inNorthCarolina
to take a Qualtrics survey to share their experiences using ASSISTments both in person
and online. Users included those who began using ASSISTments prior to, during, and
after the pandemic. The survey asked participants if they had used ASSISTments during
in-person instruction, remote instruction, or both, and how they had used ASSISTments
(classwork, homework, assessments, other), as well as their plans for future use. Partic-
ipants were also asked to reflect on factors that made using ASSISTments difficult or
easy, as well as their opinions and practices regarding formative assessments and home-
work. Ninety-seven teachers completed the survey. Closed survey items were analyzed
using descriptive statistics. Open-ended survey items were analyzed for themes using
an open coding approach [8].

2.2 Interviews

Three researchers reviewed the open-ended responses on the survey to narrow down a
pool of potential interviewees. While the researchers looked at all open-ended responses
to determine whom to interview, they looked most closely at responses to a question that
asked participants to share their definitions of formative assessments. This sampling
strategy was used because of the wide variety of individual definitions of the term.
The team wanted to understand a wide array of perspectives. However, due to the low
response rate to the initial email invitations, the team eventually reached out to all
survey respondents who had provided an email address and completed 31 interviews (n
= 17 both in-person and remote; n = 13 remote only; n = 1 in-person only). Interview
questions encouraged teachers to reflect on their experiences using ASSISTments and
asked about: (1) how they used ASSISTments in their instruction; (2) how, if at all,
using ASSISTments changed their teaching practices; (3) differences in their use of
ASSISTments between in-person and remote instruction; and (4) their perceptions of
homework and formative assessments, in general. Interviews lasted between 14 min
and 37 min, and audio recordings were transcribed using Rev.com. The research team
used Atlas.ti to analyze the transcripts, determining interrater reliability by coding three
transcripts together. The team established a set of codes based on the interview questions
and also used open coding and eclectic coding in the analysis [9]. Multiple rounds of
coding narrowed down the findings to themes explained in the next section. To aid in
analysis, participants were labeled by the instructional environments in which they had
used ASSISTments: in person only, remote only, and both remotely and in person.
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3 Findings

3.1 Implementation of ASSISTments

In response to the first study question regarding how teachers implemented ASSIST-
ments during in-person and remote instruction, researchers found that use of ASSIST-
ments remained consistent across instructional environments. The survey indicated that
teachers used the program for homework and classwork the most, and the purpose was
largely to practice new skills, with reviewing old skills the second-most common pur-
pose. This lack of variability between in-person and remote instruction suggests that
ASSISTments is a flexible program which is easy for teachers to access across modes
of instruction. This finding was affirmed through an examination of ASSISTments log
data and through interviews with teachers.

Researchers noted several changes in the ways that teachers viewed homework more
broadly. Teachers indicated that assigning homework through ASSISTments helped
them provide more focused assignments for their students. For example, teachers were
more selective in which tasks they assigned, choosing to give fewer items each night, but
ensuring that each itemwas alignedwith the day’s lesson. Interviews also illuminated the
tension that existed when students knew their homework was being used as a formative
assessment rather than as a graded assignment. When homework “didn’t count,” some
students did not complete the work.

Additionally, remote instructional environments changed teachers’ conceptions of
homework and classwork. Some teachers said that every assignment during remote
learning was homework because they were trying to limit the use of synchronous screen
time to direct instruction rather than individual practice. Many teachers noted that they
no longer assigned homework during remote learning because they did not want to
overburden students with additional screen time, because their students struggled to
concentrate in a remote learning environment.

3.2 Impact of ASSISTments

In response to the second study question, results showed that using ASSISTments
changed most teachers’ instructional practices, regardless of the learning environment
(in-person or remote). The survey indicated that 73% of teachers found that using
ASSISTments changed how they knew whether their students had understood a lesson.
They used the ASSISTments reports to understand where students had struggled and
what their errors were. The most common change for teachers was in how they reviewed
homework with students. Teachers overwhelmingly agreed that ASSISTments helped
them choose items to review in class that were more targeted to their students’ needs.
Using the ASSISTments-generated reports, teachers saw which items the students got
correct, which they struggled with, and whether there were any commonwrong answers.

A few teachers shared that, before using ASSISTments, they were inconsistent in
how they reviewed homework and in how they understood students’ confusion. Some
waited for students to ask questions during class, and others made guesses as to which
items they thought were the hardest for their students to answer. Others simply reviewed
all the homework items with their students, without knowing how they had performed
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on them. In implementing ASSISTments, however, teachers analyzed the reports, which
showed (1) how many times the students attempted to answer each item, (2) whether
they needed to ask for hints, and (3) how long they spent answering each item. These
report features gave teachers data to understand which items most students needed to
review. The reports also showed teachers if there were any common wrong answers,
which helped teachers see if there were misconceptions among the students. This helped
teachers determine whether they needed to re-teach a concept to the entire class or to
small groups of students.

Most teachers reported using the data from ASSISTments to differentiate instruc-
tion and place students into small groups based on their performance. During remote
instruction, teachers placed students in virtual breakout rooms and gave them short
lessons based on their needs identified via ASSISTments. One teacher provided virtual
one-on-one instruction “after school.”

Although there were similarities between teachers who used ASSISTments both
in person and remotely and teachers who used it only remotely, it was notable that
remote- only users (n = 13) found that ASSISTments improved their organization and
efficiency. These teachers shared that ASSISTments made reviewing students’ work
easier and timelier, so that students had feedback within 24 h. Their classes became
more efficient and more targeted to students’ needs when they used ASSISTments.

4 Significance and Implications

Findings from this study add to the body of knowledge on the use of computer-based
platforms to assess students, provide formative feedback to students, and provide usable
data for teachers to make instructional decisions. It also adds to the growing body of
knowledge on teachers’ instructional practices during remote instruction and on instruc-
tional practices when moving from in-person to remote instruction. As the pandemic
lingers, understanding which instructional practices are used, and how, during remote
instruction will assist schools in improving remote instruction. Further, this research is
particularly timely as many schools across the U.S. plan to retain virtual “schools” and
remote learning options beyond the pandemic.

Our findings also support prior research demonstrating the positive impact of imme-
diate feedback on students’ mathematics achievement and the positive impact of the use
of formative assessment data to adapt instruction for student achievement. Although this
study does not provide achievement results due to the canceled End-of- Grade Exams,
it does indicate how teachers changed their instructional practices when provided with
easy-to-access and clear formative assessment results that identify specific areas of stu-
dent struggle. Schools can keep this in mind when planning professional development
and creating data teams.Knowingwhich practices are likely to occur during teachers’ use
of specific tools, like ASSISTments, will make it easier for schools to prepare teachers
to use them effectively.

This study is also significant in that it demonstrates that a specific instructional tool
can change how teachers determine whether their students have understood a lesson.
On the survey, 73% of teachers said that ASSISTments had changed how they gauged
their students’ learning. These findings were reinforced in our interviews, where teach-
ers shared that they were using the reports to determine what they needed to re- teach,
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which students needed reinforcement on which skills, and whether there were any com-
mon wrong answers. This level of understanding is formative assessment at its most
effective, allowing teachers to differentiate and personalize students’ learning in order
to achieve student growth. Teachers also reported using the instructional suggestions
provided in ASSISTments, helping them create those targeted instructional activities
more efficiently.
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Abstract. The academic evaluation process, even today, is the subject
of much discussion. This process can use quantitative analysis to indicate
the level of learning of students to support the decision about whether
the student can attend the next curriculum phase. From this context, this
paper analyzes the history of students’ grades in the 1st year of a tech-
nical course in informatics integrated to high school, for the years 2020
and 2021, through the linear regression method, supported by genetic
programming, to find out the influence of the grades of the first two
bimesters concerning the final grade. The main results show that the
genetic programming algorithm favored the search for linear regression
models with a good fit to the datasets with students’ data. The resultant
models proved accurate and explained more than 74% of the datasets.

Keywords: Academic performance analysis · Linear regression ·
Genetic programming

1 Introduction

One of the missions of academic institutions is to enhance the education quality
of its students. However, many obstacles arise during the teaching-learning pro-
cess. Aiming to improve this process, professionals in the educational area have
concentrated efforts on analyzing the factors that affect the learning, to propose
pedagogical interventions that can assist in this process [1].

There are several initiatives to improve the learning process evaluation [2–4].
However, quantitative assessment is still the most used means as a base param-
eter to compute the academic performance of the students, in different subjects,
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in the most diverse academic institutions in Brazil [5]. For the students of the
Brazilian federal technical programs at the Federal Institute of Ceará, the evalua-
tion process takes place every two months, allowing them to improve or maintain
their performance in the course over a year. After this period, students receive
a weighted average (final grade) computed from the bi-monthly evaluations. If
this final grade is greater than a minimum limit, the student is considered able
to attend the next curriculum phase.

Knowing the importance of an adequate quantitative evaluation by course
for analyzing the students’ performance, the present work aims to use genetic
programming and linear regression to establish a systematic academic monitor-
ing approach based on the evaluation scores of the first two bimesters. Therefore,
this proposal evaluates the probability of the student not reaching a satisfactory
final grade by predicting it with sufficient time to take preventive actions (diag-
nostic assessment) aiming to support the student learning, such as (i) referral to
the academic reinforcement with support of monitors, (ii) parallel supplemen-
tary lessons, (iii) study groups, (iv) psychological and/or social assistance, and
(v) other kinds of formative assessment. As a result of these initiatives, it hopes
the percentage decrease of retained students.

2 Proposed Approach for Academic Performance
Evaluation

This study uses the collected data used at the academic records coordination of
the Federal Institute of Ceará - campus Crato. It anonymized all records from the
four bimesters of the subjects “Logic and Programming Language” and “Web
Development Language I”. These records refer to the 1st year of the Technical
Course in Informatics integrated into High School, 2020 and 2021 (excluding
transfer and dropout records). One of these records is the final grade which is
computed according to the following equation:

Mf = (n1 + 2 ∗ n2 + 3 ∗ n3 + 4 ∗ n4)/10 (1)

where Mf consists of the final grade, and n1, n2, n3 and n4 refer to the grades
obtained in the four bimesters.

Linear Regression (LR) is a method used to model a linear relationship
between a dependent variable and one (or more) independent variables. The
process of statistical analysis by linear regression involves the following steps: (i)
formulating the models, which consists of choosing the model variables (indepen-
dent variables, also called systematic or predictive, and the dependent variable,
also known as response), (ii) fitting the model, which aims to estimate the linear
parameters of the models and determine the functions of the estimates of these
parameters; and (iii) performing inference, which verifies the model fitness and
carries out the analysis of local discrepancies, which when significant may lead
to the choice of another model or to accept the existence of discrepant data [6].

In this work, the independent variables consisted of the grades obtained by
the students in the first two academic bimesters (n1 and n2), and the response
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variable consisted of the final grade (Mf ). For automation of the steps of the
statistical analysis method by linear regression, it opted to use GP4LR, a new
regression analysis tool supported by genetic programming (as described in the
following section).

To validate the proposed approach, it used a case study. It chose two subjects,
“Logic and Programming Language” and “Web Development Language I”, to
result in two statistical models. It generated a Linear Regression Model (LRM)
for each subject from the academic grade register data analysis, taking into
account only the grades from the first two bimesters to infer the final grade.
With the models obtained, the idea is to estimate the student’s final grade two
bimesters in advance and, thus, support the planning and execution of preventive
initiatives against student retention. In addition to these two LRM, it generated
a third model with the data from all the subjects of the mentioned course for
the years 2020 and 2021. Thus, it compared these three models to investigate
their generalization ability under datasets with different subjects, as detailed in
Sect. 4.

3 GP4LR Tool

Genetic Programming and Linear Regression have been used together in different
applications, such as software/hardware projects [7], weather forecasting [8], food
quality assessment [9], among others. This combination, in contrast to Symbolic
Regression, addresses a new class of problems, making it necessary to explore it
in order to establish its main characteristics and demands with support of error
analysis.

GP4LR is a tool that aims to support statistical analysis and has as its main
objective the selection of an LRM with the support of the Genetic Programming
(GP) technique. The GP parameters used in this tool follow those commonly
adopted in the Genetic Algorithms literature [10]. The sequence of steps for
a statistical analysis using the tool presented here is given in five stages: 1)
initially, it is necessary to select the dataset which will be analyzed in the study;
2) configure the parameters of the GP algorithm; 3) set up the LR parameters; 4)
the dataset is processed, according to the parameters configured in the previous
steps; and, finally, 5) a report is generated containing statistical analysis results
related to the LRM obtained, as the best solution for the dataset under analysis.
This process is iterative and can be repeated countless times.

4 Experimental Results

In order to conduct the experiments, it has been necessary to randomly split the
original dataset into training and testing sets, with proportions of 70% and 30%
respectively. The datasets for the subjects “Logic and Programming Language”
(dataset 1) and “Web Development Language I” (dataset 2) contain 110 and 79
records, respectively; as well as the dataset with all the subjects of the mentioned
course, for the years 2020 and 2021 (dataset 3), containing 5.732 records.
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The following parameters of the GP technique have been used to generate
the LRMs: 1) 100 individuals for the initial population size; 2) The removal of
duplicate individuals has been considered; 3) Elitism; 4) Mutation rate of 5%; 5)
Best individual for 30 generations and 100 as the maximum number of genera-
tions, both for stopping criterion; 6) 3 individuals to constitute the tournaments;
and 7) For the evaluation criteria of genetic individuals, the RMSE metric has
been used to fit the LRMs to the data from the datasets. The RMSE has been
chosen because it accentuates the magnitude of the errors, thus highlighting the
presence of outliers. The other parameters have been chosen after an empirical
and arbitrary analysis.

After executing the GP4LR tool 30 times to generate each of the models (1,
2 and 3), the same LRM has been obtained for the three datasets. The resulting
simplified model is given in Eq. (2):

Mf ∼n1 + n2 + n1 ∗ n2 (2)

Table 1 illustrates the results of checking the fitness of the LRMs to the train-
ing datasets and to verify the assumptions about the nature of their presented
errors, in which: Mann-Whitney-Wilcoxon and Coefficient of Determination (R2)
have been used to evaluate the fitness of the LRMs to the training datasets;
Kolmogorov-Smirnov for normality tests; Breusch-Pagan for homoscedasticity
tests; and Durbin-Watson for tests of independence of residuals [11].

Table 1. Quality checking results of the LRMs fitted to the training dataset

Metrics for training datasets Datasets

1 2 3

Mann-Whitney-Wilcoxon Hypothesis Test (Fitness, p-value) 0.64 0.83 0.49

Coefficient of Determination (R2) (Fitness) 0.76 0.71 0.76

Kolmogorov-Smirnov Hypothesis Test (Residuals Normality, p-value) 0.0 0.0 0.0

Breusch-Pagan Hypothesis Test (Residuals Homoscedasticity, p-value) 0.0 0.0 0.0

Durbin-Watson Hypothesis Test (Residuals Independence, p-value) 0.77 0.64 0.97

According to Table 1, it can be seen that the LRMs vary from medium
to good for the model fitness to the training dataset data, according to the
Mann-Whitney-Wilcoxon and R2, and the independence of errors (Durbin-
Watson Hypothesis Test). The tests for normality (Kolmogorov-Smirnov) and
homoscedasticity (Breusch-Pagan) failed (probably due to the existence of out-
liers, which respective records have not removed from the datasets). However,
analyzing the plots in Fig. 1, it can be concluded that the distribution of errors
tends to follow a Normal distribution (histograms charts at Fig. 1 (a), (b) and
(c)) and the variance of the errors tends to be constant (scatter plots charts
at Fig. 1 (d), (e) and (f)), thus validating the LRMs obtained for the training
datasets.
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Fig. 1. Graphical residual analysis: histograms and scatter plots of the residuals

To evaluate the prediction performance of the obtained LRMs, the metrics
RMSE (1.81, 1.72 and 1.75), MAE (1.25, 1.44 and 1.15) and R2 (0.74, 0.82 and
0.74) have been computed considering the observed values in the test sets of the
datasets 1, 2 and 3 and the predicted values by using the LRMs, respectively.
Comparing the values obtained for the RMSE and MAE metrics, it is observed
that the RMSE values have larger magnitudes than the MAE values. However,
by jointly analyzing the RMSE and MAE results, it is verified that they contain
approximate values, thus it can conclude a low variability of the errors [12]. This
can also be verified from the calculation of the Variance Account For (VAF)
metric, which values for datasets 1, 2 and 3, consisted of 74.5%, 82.7% and
81.9% (results closer to 100% are better [13]). Finally, the R2 metric, which is
used as a measure of the quality of fitness of the LRMs, presents the percentages
of the total variation in which the LRMs explain the data in the test sets. Thus,
the obtained models 1, 2 and 3 explain 74%, 82% and 74% of the datasets 1, 2
and 3, respectively.

5 Conclusions

The obtained LRMs can be employed for modeling and predicting the stu-
dents’ final grades from the grades of the first two bimesters. Comparing the
case study scenarios, it is possible to conclude that the LRMs showed similar
behaviors/trends and, consequently, the technique presented in this work can be
employed for data analysis of different subjects.
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Both quantitative and qualitative evaluation approaches are very relevant for
monitoring the students’ performance [1]. But the qualitative aspects evaluation
is a task that demands a lot of time, human and financial resources, and the
result can arrive too late, that is, after the student has been retained or given up
on the course. Thus, as future work, new variables can be explored to enrich the
work presented here. Since the automation of LRM parameter checking, contem-
plated by the GP4LR tool, makes it possible to investigate how the incorporation
of new qualitative or quantitative variables (e.g. related to socioeconomic data)
can be explored, thus contributing to the investigation of new hypotheses related
to other pedagogical processes, such as dropout. In addition, the approach pro-
posed in this work analyzed a dataset that only included students’ grades from a
technical school. Therefore, it may be interesting to investigate the performance
of this approach in a context with more subjective evaluation metrics, such as
in arts or social science classes.
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Abstract. This paper responds to the emerging call from researchers of many
disciplines (computer science, engineering, learning sciences, HCI community,
education) to address the need for fostering AI literacy in those with or without
technical backgrounds. There is an urgent need for research to support educa-
tors’ understandings of the potential challenges and opportunities surrounding
the appropriate and responsible use of AI tools in formal education spaces. This
contribution to the scholarly literature is based on three years of reflective data
gathered from an author-instructor’s experiences of working with graduate stu-
dents who identify and analyze AI applications in an introductory AIED course.
The course was designed by the author-instructor to critically examine ethics, bias,
privacy, inclusion, data collection and explainability in popular AIED tools. The
emerging scholarship on AIED is reviewed to identify common understandings
and justifications of AI literacy. Reflective data is shared to highlight the need
for educators to better understand the implications of integrating AI applications
into teaching. This article is intended to inspire the promotion of AI Literacy for
educators (AILE) and to contribute to the development of meaningful AI literacy
frameworks and guidelines.

Keywords: Artificial intelligence in education (AIED) · AI literacy for
educators (AILE) · AI and ethics · Teacher education · Higher education · K-12
education · AI literacy guidelines

1 Introduction to Artificial Intelligence in Education (AIED)
for Educators

1.1 Why Educators Need an Informed Understanding of AI

Advances in artificial intelligence (AI) have led to a prevalence of AI tools in every-
day lives (smartphone applications, Google, Alexa, Siri, toys, games, and more). It is
expected that educators are teaching learners who commonly engage with AI-supported
applications. ISTE (2019) explains that while only 33% of people think they are using
AI, nearly 77% already are [8]. Teachers and their students may recognize that the
underlying technology involves AI of some kind but may not necessarily understand
its implications. Dignum explains that the concept of AI is multifaceted and broad as
it “deals not only with how to represent and use complex and incomplete information
logically but also with questions of how to see (vision), move (robotics), communicate
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(natural language, speech) and learn (memory, reasoning, classification)” [6]. Dignum
further explains that the responsible use of AI means that everyone “should be able to
get proper information about what AI is and what it can mean for them, and also to have
access to education about AI and related technologies” [6]. The need for responsible and
trustworthy AI is called for worldwide [6, 24]. Responsible AI “is about ensuring that AI
systems are ethical, legal, beneficial and robust, that these properties are verifiable, and
that organizations that deploy or use these systems are held accountable” [23]. Given
the rapid pace of AI application development and the need for common understandings
of what AI applications are and what they do, we are looking at how to address these
issues within the field of education. This paper looks at the author-instructor’s reflective
experiences in the context of understanding the implications of AI in education (AIED)
and the need for AI literacy for educators (AILE).

1.2 Context

The author-instructor draws on reflections gathered from three years of experience of
developing and teaching an introduction to AIED course to higher education students
(pre-service, in-service and graduate level). With self-study as a methodological frame
for inquiry-guided research [2, 21], theAIED researchers and author-instructor are exam-
ining AI applications in educational contexts. This study is a response to the call for edu-
cators to engage in important AIED and AILE conversations. This examination begins
by exploring the need to identify common understandings of AI concepts, particularly
for those without technical backgrounds [1, 6, 11]. This is followed by a review of the
importance of identifying responsible and ethical concerns in AIED and the need to fos-
ter AILE through guidelines, defined competencies and learning opportunities to prepare
educators and their students for the everyday integration of AI technologies now and in
the future [11, 15, 22, 23].

1.3 AI as a Starting Point

As a starting point, Luckin (2018) [13] provides a broad definition of AI as “technology
capable of actions and behaviors requiring intelligence when done by humans.” While
AIED research has been taking place for over three decades, primarily in computer
science, AIED must be recognized as more than the implementation of AI technology
in education. We must also consider the integration of pedagogical, social and economic
dimensions when incorporating AIED [16, 17, 19, 20]. There is a need for developing
ethical principles and practices for AI applications in education [7]. The following views
of AI in the context of education guide the challenges we aim to address:

• AI literacy for educators (AILE) encompasses basic competencies and fundamental
skills for educators to understand, create, use, apply, and evaluate AI applications
in an educational context. There is a need for AI literacy to develop appropriate
technological and pedagogical strategies [15, 18];

• Educators need to be supported to update their AI knowledge to enable them to address
contemporary teaching opportunities and challenges in responsible ways. Examples
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of this are current considerations of student safety and privacy, and explainable under-
standings of AI-supported personalized learning applications that determine learning
pathways and recommend grades [15]; and

• It is important to educate teachers on human-centered considerations around AI that
foster social responsibility and ethical awareness of AI for societal work. Beyond
enhancing one’s AI abilities and interests, we must also consider inclusiveness,
fairness, accountability, transparency, bias and ethics [15, 25].

1.4 AI Literacy

There are valid concerns about the uncertainties of identifying the underlying AI tech-
nology in educational tools. Common misconceptions can limit educators’ abilities to
effectively use and understand the risks of engaging with AI. One promising dimen-
sion of AIED focuses on fostering AI literacy [3, 16]. AI Literacy is an emerging term
describing the competencies necessary to critically evaluate AI technologies; to com-
municate and collaborate effectively with AI; and to use AI as a tool in the classroom
[12]. The Council of Birmingham City School of Education and Social Work reports
that the term AI Literacy has evolved to mean the development of skills and technical
awareness around the application, practical considerations, and transformative thinking
about AI education [4].

AI literacy is defined in emerging literature as an individual’s ability to access and
use AI-related knowledge and skills to build sound understandings about the principles
of AI and its applications [5, 9, 10]. Looking at the K-12 context, for example, scholars
note that AI literacy in K-12 education is at its starting point [15]. Ng et al. (2021) [15]
identify four common goals of fosteringAI literacy through learning curricula: to support
the building of fundamental AI concepts; to facilitate the application of AI concepts in
applicable contexts; to critically evaluate and engage with AI technologies within those
contexts; and to better understand the existing and emerging ethical implications of AI
applications. Researchers identify the importance of accounting for those with no prior
knowledge and the need for learning artifacts when educating people about AI [15].
They emphasize that the reliable, trustworthy and fair use of AI must be addressed by
broadening common understandings of ethics and responsible use not only from within
the technical AI field, but also from the field of education. While many recognize that
forms of AI technology are increasingly infused in our everyday lives, AI’s role in
formal education is less clear. Some are predicting that AI can enhance teaching and
learning by complimenting instructional and assessment practices through the uses of
big data, machine learning and sophisticated prediction. Some see the promise of AI
in the fulfillment of supporting roles, such as chat-bots and intelligent tutors. Others
are concerned about the impact of AI on educators and learners, particularly related to
security, privacy, data collection, unexplained decision-making, inherent bias, job loss
and loss of control.

1.5 Responding to the Need for AIED Understandings and AILE Supports

Alignedwith the needs highlighted above, the author-instructor designed the introduction
toAIED course for educators to address the key overarching questions:What definitions,
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terminology and core concepts of AI are important to understand as they relate to edu-
cation? How do those in the field of education plan for and understand the complexities
and implications of the integration of AI tools? How do educators stay current in the
context of rapid and complex AI application developments [14]? What are the impacts
and implications of AI integration in education today and in the future?

From the author-instructor’s experiences, the following section highlights a sample
of some of the AI tools examined for the type of AI, intended effects on learning,
bias, ethics, privacy, data collection, inclusion, explainability, and other implementation
considerations.

2 Challenges and Opportunities Associated with Fostering AI
Literacy

To support educators’ development of current understandings of the responsible use of
AI in teaching, a fundamental level of AI literacy is required. Through examination of
the collected data, it stood out that conceptions of AI greatly influenced assumptions of
responsible use. Both the author-instructor and the graduate students were challenged
to understand exactly what underlying AI technology was in use in some educational
applications claiming to use AI. As a course project, the graduate students could choose
any AI-related tool that applied to their context. The author-instructor reflected that
despite marketing claims, it was often challenging to identify applications currently
used in an educational context that truly featured AI. More than sixty AIED applications
of interest have been identified in our study. Table 1, below, highlights a few examples
of AI tools examined by the instructor and the learners.

Table 1. Sample of AI applications explored by educators.

AI tool Description provided from
developer/marketer

More information at

ALEKS ALEKS is a research-based,
adaptive learning platform
designed to offer quality
online tutoring and
assessment programs for
math, chemistry, statistics
and business. This
application has been trained
to efficiently identify the
exact topics each individual
student has mastered, and
which ones they are ready to
learn, to accurately place
them moving forward

www.aleks.com/

(continued)

http://www.aleks.com/


184 L. Wilton et al.

Table 1. (continued)

AI tool Description provided from
developer/marketer

More information at

ELSA SPEAK ELSA Speak is an artificial
intelligence-powered
language application
designed to democratize
English learning for learners
anywhere. It uses speech
technology with AI and deep
learning to detect users’
mispronunciations and
provide real-time feedback
with specific improvement
suggestions

elsaspeak.com/en/

MATHia MATHia is an adaptive
learning math software that
personalizes instruction for
middle- and high-school
students based on how they
learn over time. It uses
artificial intelligence and
cognitive science to mirror a
human tutor with more
complexity and precision
than any other math software

carnegielearning.com/solutions/math/mathia/

MuseNet MuseNet is a deep neural
network that uses
unsupervised multi-purpose
technology such the GPT-2
Sparse Transformer to create
musical compositions with
different instruments and
musical styles. The
transformer allows MuseNet
to predict the next note based
on a given set of notes and
input positions

openai.com/blog/musenet/

(continued)
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Table 1. (continued)

AI tool Description provided from
developer/marketer

More information at

Packback Packback is an
inquiry-driven online
discussion platform designed
to improve student
motivation and critical
thinking through discussions.
It incorporates machine
learning to scale instant
1-to-1 student feedback,
automatically moderate the
discussion community, and
support grading for any class
sizes

www.packback.co/

SnatchBot SnatchBot is a chatbot
platform that processes
human conversation,
allowing students to
communicate with the digital
device as if they were
interacting with a real
person. From answering
questions about registrations
to providing information on
student groups, SnatchBot is
praised for its capability to
provide logistical support for
student inquiries in a timely
manner, alleviating staff
workloads and increasing
student satisfaction. This
application attempts to move
the capabilities of intelligent
virtual assistants towards
supporting teachers by
identifying learning gaps,
driving efficiencies, and
streamlining educational
tasks

snatchbot.me/

Table 1 provides the name of the tool, a short description of the functions and features
of the tool supplied by the manufacturer/developer, and a link to the website for more
information.

http://www.packback.co/
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In addition to the data in Table 1, the following observations highlight some of the
challenges encountered in examining AI applications in educational contexts.

1. The underlyingAI technology can be difficult to identify/understand. Some tools that
are promoted as featuring AI, may simply be referring to AI as a marketing strategy.
Of those tools that truly feature AI, many AI features are difficult to understand.

2. Many of the product’s explanations of the tool’s use of AI were complex or limited.
While this may have been a result of patented technology, these complicated or
incomplete descriptions obscure educators’ understandings of the tool.

3. Technology transience [14] creates surmounting pressure for educators. Free
AI applications appeal to educators who face financial constraints. Some tools
researched within the past few years can no longer be found online. An example
of this is the chatbot feature of Duolingo.

4. Identifying those factors affecting issues of bias, ethics, explainability, and so on was
very difficult. Some applications do not provide the specific detail about data col-
lection by the AI tool. This is particularly concerning for free AI-based educational
tools which may silently collect data. Undisclosed data collection is concerning
given educators’ obligations to protect student privacy. Privacy of student data is
often regulated through established laws and policies. Educators must remain mind-
ful of professional obligations. Nonetheless, who is responsible when educators do
not understand that student privacy may be compromised? How do educators make
sense of terms of service jargon that is often written in language that is difficult to
understand?What happens when explainability is beyond the scope of an educators’
understanding?

5. Although AI tools can display smart computation in an educational domain, they
can fail to enhance learning. Some of AI features in educational applications were
intended for a general situation that could not address the needs of a particular
domain, specific learning activities, or teaching goals.

3 Conclusion and Future Steps

It is essential to continue to address the need for deepening educators’ understandings
of AIED and for supporting the development of AILE opportunities. The following
suggestions are proposed for consideration.

1. AILE course development. It is recommended that AI Literacy for Educators (AILE)
course development be expanded within the education discipline. An introductory
course should foster educators’ understandings of AI concepts and terminologies,
and support the identification of appropriate AI tools for safe and responsible use in
an educational context.

2. Interdisciplinary collaborations. Opportunities for those in the field of education
to collaborate with other disciplines such as Computer Science (CS), Engineer-
ing or Human Computer Interaction (HCI) communities should be fostered. This
collaboration is twofold. Teacher education (pre-service and in-service) offers an
important opportunity for developing AI competencies [12, 18]. CS, Engineering or
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HCI expertise could support the development of these competencies while benefiting
from educator views. Scholars in other AI research communities would also benefit
from pedagogical, curriculum, and learner perspectives.

3. Sharing the findings and community building. We encourage the dissemination of
findings like these, and the fostering of learning communities.We are a small research
group seeking to continue our research and share our findings [23]. We hope to
bridge the gap between academia, business, and non-profit as we seek to prepare
future generations for safe, responsible, and ubiquitous AI integration in education.
We wish to initiate a SIG to include those from many fields, including education, as
we address the need for AILE.

We end this paper by extending an open invitation to engage in discussions about
best practices for advancing opportunities for those in education to engage with AIED
and AI literacy.
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Abstract. In this study, we investigate teachers’ trust in automatic text
assessments and explore whether teachers’ trust increases when we show
them, in addition to the rating classification score, contextual didactic
keywords (e.g., important didactic terms or persons, so-called entity) in
the text through named-entity recognition (NER). The results of the
present study make it clear that for the majority of the participat-
ing teachers (N=34), trust in automatic text assessment increases as
soon as they are shown important task-related keywords in the text.
In order to increase teachers’ acceptance and trust in the assessment
result of an automatic text response, we recommend that when develop-
ing future correction-supporting assessment tools, the automatic extrac-
tion of important task-related didactic keywords from the text should be
considered in addition to text score.

Keywords: Named-entity recognition (NER) · Natural language
processing (NLP) · Text assessment systems · Trust

1 Introduction

The processing of human languages, such as English or German, is known in
the context of artificial intelligence (AI) and machine learning (ML) as natural
language processing (NLP). There are numerous studies that not only demon-
strate the usefulness of trained NLP systems in reducing the assessment burden
in teaching, but also confirm the reliability of fully automated text assessment
over human correction [2]. A major challenge is still to increase teachers’ trust in
NLP-based applications, for automatic text assessment in education. To coun-
teract this, we have developed an NLP system that is capable of automatic
text assessment [3] as well as extraction of task-related didactic keywords [4]. In
an exploratory case study, we pursued the following question: “Does teachers’
trust in an automatic assessment system increase when we highlight contextual
didactic terms in the response text in addition to the text scoring?”

2 An NLP System for the Analysis of Mathematics
Didactic Free Text Answers

To answer the question, we have developed an NLP system that consists of the
combination of artificial neural networks [3,4], which we have trained with the
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 191–194, 2022.
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help of German-language student responses from various mathematics didactic
lectures. For this purpose, student teachers from different universities were asked
to respond to various mathematics didactic tasks in writing – e.g., “Explain the
EIS principle known according to J. Bruner.” We classified all students’ responses
with “correct” and “incorrect”. Our classifications were checked by independent
peers. Subsequently, all student responses were artificially augmented via the
online language API DeepL with the back-translation method, resulting in a
corpus of about 3600 individual responses on average for the training of the ML
models for each task. The underlying algorithm classifies the responses based
on a trained recurrent neural network (RNN) with LSTM layers [3]. For the
extraction of didactic keywords and their visualization in the text, we used the
open source library spaCy and the annotation tool doccano. A language model
that can filter mathematics didactic entities from German texts was trained.
For example, the used language model recognizes the words enactive, iconic,
and symbolic as “forms of representation”, or it extracts from texts the word
EIS principle as a “teaching concept”. Finally, the trained models were merged,
into a web application using the framework flask, resulting in a ready-to-use
NLP system for the browser.

3 Case Study: Objectives, Implementation and Results

Objectives and Test Persons: The aim of this study is to evaluate teachers’
confidence in automatic text analysis by means of a psychometric scale mea-
surement (Likert scale [1]) and qualitative interviews in a comparative way, in
order to get clues for future developments of innovative assessment systems in
education. The sample consisted of 34 teachers aged 27 to 54 years who teach
mathematics and its didactics at different German educational institutions. In
order to minimize person-related confounding variables, such as the influence of
“prior knowledge” and “attitudes toward digital media”, care was taken when
selecting the subjects to ensure that they had a certain degree of willingness and
openness to use innovative digital teaching support systems. However, they had
no prior knowledge regarding automated text assessments or other ML-based
assessment tools.

Implementation: In order to avoid external influences, the interviews took
place in a quiet environment of the respective teaching institute. Each inter-
view lasted about 15 min, during which the subjects were asked to assess an
automatically assessed free-text response in two different test scenarios. First,
teachers were shown automatic assessment of student responses without NER
analysis and afterwards including NER analysis. Study participants indicated
their trust in the automatic text assesment on a 4-point Likert scale for the
item in both situations: “I trust the result of the automatic text assessment and
agree with the system assessment”. The response scale for the level of agree-
ment with the item ranged from complete rejection to complete approval and
included the four points: (1) Strongly disagree; (2) Disagree little; (3) agree quite
a bit and (4) Strongly agree. Since we wanted the subjects to take a concrete
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position in the tests, we decided against a middle category with the response
option Neither agree nor disagree in the scale construction. During the tests,
the teachers were interviewed and their statements were documented. To ensure
that the study participants did not read the student responses in the text field
and thereby influence their statements by their own evaluations, the responses
were concealed by us after the analysis – approximately 2 sec after text entry.

Results: For the outcome evaluation, the responses from the tests were com-
pared with the interview statements of the subjects. For each test, the item
provided different intensities for the measured attribute: “Trust”. In each test,
all participating teachers convincingly positioned themselves on one of the four
scale responses offered. We compared both the absolute values and the average
score of the test responses to identify response tendencies regarding teachers’
trust in the NLP system. The average score can be between 1 and 4 according
to the Likert scale. Where values less than or equal to 2 can be interpreted with
a rather disagreeing position and values greater than 2 with a rather agreeing
position.

In the first test, 32.35% study participants do not trust the automatic assess-
ment by the system at all and 38.24% have a rather low level of trust. In the
interview, 18 teachers (approximately 52.94%) indicated that they have little
trust in the NLP system because they do not receive additional information on
text analysis and their concerns are high that correct student responses will be
classified as incorrect by the system. These concerns are independent of the age
and gender of the interviewees. However, 29.41% of the teachers interviewed,
trust the system quite a bit. In absolute numbers it can be recognised that 24
out of 34 teachers interviewed do not trust or only slightly trust the automatic
text assessment without NER analysis. Only 10 study participants trust the NLP
system without NER analysis, not a single test person trusts the assessment tool
completely.

In the second test, 11.76% of study participants have no trust at all and
26.47% have bit of trust in the system. In contrast, 61.76% of teachers now
have quite a bit of trust in the automatic text assessment due to the additional
keywords displayed. In other words, 13 of the 34 teachers interviewed also show
slight or no trust in automatic text assessment in the second test, while 21
teachers now fairly trust the NLP system with named-entity recognition. Also,
in the second test, not a single teacher fully trusts the assessment tool. The inter-
view statements of the teachers indicate that the gain in trust is accompanied
by increased assessment transparency through the NLP system. The additional
automatic indication of didactic technical terms makes the result of the text
assessment more trustworthy for teachers. Six out of 34 teachers note that the
extracted technical terms can also be used as an opportunity for feedback to the
students. In addition, for almost all teachers interviewed, the points of system
security, equal opportunities, data protection, and privacy are significant basic
requirements that significantly influence and determine trust and acceptance in
automatic assessment systems.
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Comparison of Test Results: The additional visualization of important didactic
keywords increases teachers’ trust in automatic text assessment by 32.35%. On
the other hand, the complete rejection of the automatic text assessment decreases
by 20.59%. The proportion of teachers’ who have little trust in the assessment
tool also decreases by 11.77% when NER analysis is included in addition to
text assessment. Interestingly, roughly 11.8% of study participants which didn’t
trust the NLP system in the first test, had quite a bit of trust in the second
test, due to additional NER analysis. In the first test, the teachers tended to
select the second response on the Likert scale (average score: 1.97) and thus
have recognizably little trust in the result of the automatic text assessment. The
trust of the teachers’ in the NLP system increases as soon as they are offered, in
addition to the text assessment, the automatic extraction of didactic keywords
from the text. In this case, teachers seem to have quite a bit of trust in automatic
text assessment. In the second test, the interviewed teachers, with an average
score of 2.5, the majority tends toward the third response of the Likert scale.
The fact that no study participant fully trusts the automated assessment system
is positive in the context of the study. It demonstrates responsible and reflective
teacher behavior when using digital technology in educational context.

4 Conclusions

Innovative assessment systems can massively reduce the correction effort assess-
ing written work and demonstrably relieve teachers. The willingness to use
trained NLP systems for teaching and learning in everyday life increases and
decreases with the trust of teachers in the functionality of such systems. The
results of the present study show that the majority of participating teachers have
a higher trust in automatic text assessment when task-related entities are visibly
highlighted in the text. We therefore recommend that in the future development
of NLP systems for correcting text responses, care must be taken to ensure
that teachers are not only informed about the scoring result of the analyzed
response, but that they are also shown important didactic keywords from the
response text. The additional text-related information increases teachers’ trust
in the analyzing assessment tool.
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Abstract. Numerous AI ethics checklists and frameworks have been proposed
focusing on different dimensions of ethical AI such as fairness, explainability, and
safety. Yet, no such work has been done on developing transparent AI systems
for real-world educational scenarios. This paper presents a Transparency Index
framework that has been iteratively co-designed with different stakeholders of AI
in education, including educators, ed-tech experts, and AI practitioners. We map
the requirements of transparency for different categories of stakeholders of AI in
education. The main contribution of this study is that it highlights the importance
of transparency in developing AI-powered educational technologies and proposes
an index framework for its conceptualization for AI in education.

Keywords: AI in education · Transparency in AI · Algorithmic transparency ·
AI development pipelines · Bias in AI · Human-centred AI

1 Introduction and Literature

Ethical AI is a rapidly developing field with a number of tools, frameworks and research
papers coming out at a high frequency. Considering the blurred boundaries between dif-
ferent dimensions of ethical AI like fairness, accountability, transparency and explain-
ability, it is important to first define what we mean by transparency in the context of AI.
Both, AI and transparency can be interpreted in many ways [1]. In the context of this
study, transparency in AI refers to a process with which all the information, decisions,
decision-making processes and assumptions are made available to be shared with the
stakeholders and this shared information has the potential to enhance the understanding
of these stakeholders.

While there has been significant work on ethical AI [2], the focus on transparency
as a necessary construct to enable ethical AI is limited. More specifically in education,
it is even fewer [11]. The research presented in this paper aims to fill in this gap by
presenting and evaluating a framework that tackles the challenges of ethical AI through
transparency in the entire product lifecycle of machine learning powered AI products
in educational contexts, from the initial planning of an AI system till it is deployed and
iteratively improved in the real world.

Transparency of machine learning powered AI products in education is a relatively
new concept compared to other sectors like healthcare, recruitment or the justice system
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where AI-powered products are being widely used. Within AIED, the transparency of
AI-powered products needs to be consideredwithin the context of ethics of education like
what is the purpose of learning (to pass examsor help students achieve self-actualization),
what is the role of AI (to empower teachers or replace them) andwill AI be creating equal
access to education or widen the gap between affluent and disadvantaged communities
[3]. Recently, there has been a growing interest among AI researchers and practitioners
within education in the ethical implications of AI products on learners and teachers.
Holmes et al. [4] have presented a community-wide framework for developing ethical
AI for education. The Institute for Ethical AI in Education [5] collaborated with over 200
experts inAIED through interviews, roundtables andTheGlobal Summit on the Ethics of
AI inEducation to prepare an ethical framework forAI in education that provides detailed
criteria and a checklist to educators for evaluating AI-powered ed-tech products. They
also identify ‘transparency and accountability’ as one of the objectives that educators
need to look for when selecting AI products for their educational institutions.

2 Methodology

A mixed-methods approach was used to first develop, then evaluate and improve the
framework developed in this study. The framework was created in three steps: firstly,
based on the literature review of different stages of theAI development process: data pro-
cessing stage, machine learning modelling stage and deployment and iterative improve-
ments stage. In this step, popular frameworks for the documentation, robustness and
reproducibility for each of these stages were identified.

In the second step, the selected framework for each stage of the AI development pro-
cess was applied in the real world during the development of an AI tool in an educational
context for a training organization that envisioned to become a leader in educational tech-
nology. This application of domain agnostic frameworks for AI tool development in an
educational context enabled us to identify any gaps in these frameworks when applied
in educational settings.

In the third step, the framework was iteratively evaluated in two phases with three
groups of educational stakeholders including educators, ed-tech experts and AI practi-
tioners. 40 candidates were recruited in two phases to participate in this research. 18
candidates responded to this request and participated in interviews.

3 Results and Discussion

In this section, we present the results of this research in the form of the final version
of the Transparency Index framework that was built based on the literature review, the
co-design of an AI-powered ed-tech tool with trainers and after the interviews with
educators, ed-tech experts and AI practitioners. The Transparency Index framework for
AI in Education and further details of these processes can be accessed here: https://eda
rxiv.org/bstcf.

For the data processing stage, datasheets from Gebru et al. [6] were chosen as the
benchmark for documenting different components of the data processing stage in the
AI development process. For the Machine Learning modelling stage, model cards by

https://edarxiv.org/bstcf
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Mitchell et al. [7] were chosen as a baseline to document the details of the ML model
used. Factsheets by Arnold et al. [8] were added as a basic requirement for documenting
the usability of AI tools. Some additional requirements were also added for each stage
to record the various decisions and assumptions made specifically for the AI-powered
products for educational contexts. These requirements were derived from our experience
of applying AI to enhance the understanding of domain experts [9] and then improved
based on the feedback from educators, ed-tech experts and AI practitioners.

In the interviews, some themes appeared across all the stakeholders from different
groups, irrespective of their backgrounds. In contrast, some local themes appeared across
all stakeholders from a particular group, with a specific background.

Across all the groups, stakeholders thought that the framework was useful in enhanc-
ing their understanding ofAI products andwhere these products can gowrong. Educators
stated that the framework could help them get a better understanding of AI-powered ed-
tech products and the contexts in which they work best. Some educators who were
currently evaluating ed-tech tools were very interested in using the framework as an
auditing tool to get a better understanding of these products.

For 17 out of the 18 stakeholders interviewed for this research, the conversation
on transparency regarding ethical considerations in AI products was a relatively new
phenomenon. Seven educators were using some form of ed-tech and AI products in
schools, but ethical AI was a relatively new conversation for them. It seemed they were
not aware of the adverse consequences of AI going wrong.

All eighteen interviewees, including most of the AI practitioners who build AI prod-
ucts, did not perceive transparency in machine learning development pipelines the way
it was being addressed by the proposed framework in this research. For all nine educa-
tors interviewed, this was the first time they were having conversations on ethical AI
and what kind of documentation or precautionary measures to expect from companies
applying AI in education.

One of the themes that emerged across all three stakeholders of AI in education,
including educators, ed-tech experts and AI practitioners focused on how all the groups
found transparency through the Transparency Index framework useful. Educators as the
users of AI-powered ed-tech products and AI practitioners as developers and providers
of AI systems in education believed transparency helped them in understanding their
products better. But some researchers have also argued against complete transparency
similar to the arguments presented in [10]. Complete transparency like making the code
of an AI tool public can hinder innovation as companies will be sharing the secret sauce
that makes AI work in certain contexts and provides them with a competitive edge over
others. It can be argued that many times users may not even know what information they
need. What is useful for them, what kind of impact lack of transparency can have on
them or what is too much transparency for them that leads to cognitive overload. This
is especially the case for tier 3 users who are not tech experts and do not know exactly
what kind of information from the entire AI tool’s development pipeline will be useful
for them. Our results show that educators, in comparison to other stakeholders such as
ed-tech experts, tech enthusiasts and researchers have mostly never had conversations
on ethical AI and/or transparency in AI before. AI practitioners also confirmed this by
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saying that they have never received requests for transparency or concerns about ethical
aspects of AI in product development from their clients (educators).

4 Conclusion

The Transparency Index framework proposed in this paper integrates the popular frame-
works of ethical AI like Datasheets, Model Cards and Factsheets into one coherent
framework that addresses the whole AI product development timeline for Educational
Technology interventions. We contextualize these tools in a single framework for their
applicability in educational contexts and validate these modifications through interviews
with various stakeholders of AI in education. In future, the Transparency Index frame-
work for education can be further developed into a practical tool to evaluate transparency
levels of AI-powered ed-tech products for practitioners.
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Abstract. Proof Blocks (proofblocks.org) is a software tool that allows
students to practice writing mathematical proofs by dragging and drop-
ping lines instead of writing proofs from scratch. Because of the large
solution space, it is computationally expensive to calculate the differ-
ence between an incorrect student solution and some correct solution,
restricting the ability to automatically assign students partial credit.
We benchmark a novel algorithm for finding the edit distance from an
arbitrary student submission to some correct solution of a Proof Blocks
problem on thousands of student submissions, showing that our novel
algorithm can perform over 100 times better than the näıve algorithm
on real data. Our new algorithm has further applications in grading Par-
son’s Problems, task planning problems, and any other kind of homework
or exam problem where the solution space may be modeled as a directed
acyclic graph.

Keywords: Mathematical proofs · Automated feedback · Scaffolding

1 Introduction

Traditionally, classes which cover mathematical proofs expect students to read
proofs in a book, watch their instructor write proofs, and then write proofs on
their own. Students often find it difficult to write proofs on their own, even when
they have the required content knowledge [6]. Because proofs need to be graded
manually, it often takes a while for students to receive feedback.

Proof Blocks (proofblocks.org) is a software tool that allows students to con-
struct a mathematical proof by dragging and dropping instructor-provided lines
of a proof instead of writing from scratch (similar to Parson’s Problems for writ-
ing code). This tool scaffolds students’ learning as they transition from reading
proofs to writing proofs while also providing instant machine-graded feedback.
To write a Proof Blocks problem, an instructor specifies lines of a proof and
their logical dependencies. The autograder accepts any ordering of the lines that
satisfies all logical dependencies (see [5] implementation details).

The initial version of Proof Blocks lacked a way for students to receive partial
credit. Receiving partial credit for their work is a significant concern for students
taking exams in a computerized environment [1]. A simple partial credit scheme
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 199–203, 2022.
https://doi.org/10.1007/978-3-031-11647-6_34
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would be based on the location of the first incorrect line of the proof. For example,
if the first 3 lines of a student’s proof were correct, and the correct proof had
10 lines, the student would receive 3/10. This does not always work well. For
example, what if a student has the first line of the proof wrong, but every other
line was correct? Under this simple partial credit scheme, this answer would
receive no partial credit, despite being almost completely correct.

A better way to assign partial credit is based on the minimum edit distance
from the student submission to some correct solution. This gives a more holistic
measure of the similarity of the student submission to some correct solution.
However, because of the large solution space, it is computationally expensive
to exhaustively check all possible solutions. This näıve approach will not scale
to many students needing feedback at the same time (as in an active learning
setting in a large classroom), or to problems of longer than 8 lines. To solve
these problems in scaling, we propose a novel algorithm which calculates the
minimum edit distance by directly manipulating the student submission into a
correct solution and runs asymptotically faster than the näıve solution.

2 The Partial Credit Algorithms

A proof blocks problem P = (C,G) is a set of proof lines C together with a
directed acyclic graph (DAG) G = (V,E), which defines the logical structure of
the proof. The proof lines and DAG are provided by the instructor who writes
the question (see [5] for question authoring details). The set of vertices V of the
graph G is a subset of the set of proof lines C. A submission S = s1, s2, ...sn is a
sequence of distinct proof lines, constructed by a student who is attempting to
solve a proof blocks problem. If a submission S is a topological ordering of the
graph G, we say that S is a solution to the proof blocks problem P .

If a student makes a submission S to a proof blocks problem P = (C,G),
we want to assign partial credit such that: (1) students get 100% only if the
submission is a solution (2) partial credit declines linearly with the number of
edits needed to convert the submission into a solution (3) credit is guaranteed
to be in the range 0−100. To satisfy these properties, we assign partial credit as
follows: score = 100× max(0,|V |−d∗)

|V | , where d∗ is the minimum edit distance from
the student submission to some correct solution of P , that is: d∗ = min{d(S,O) |
O ∈ AllTopologicalOrderings(G)}, where d(S,O) is the least common
subsequence edit distance between the sequence S and the topological ordering
O. This means, for example, that if a student’s solution is 2 deletions and 1
insertion (3 edits) away from a correct solution, and the correct solution is 10
lines long, the student will receive 70%.

Baseline Algorithm. The most straightforward approach to calculating partial
credit as we define it is to iterate over all topological orderings of G and for
each one, calculate the edit distance to the student submission S. While this is
effective, this algorithm is computationally expensive.

MVC Algorithm. Our more efficient algorithm operates by reducing the prob-
lem to the minimum vertex cover (MVC) problem over a subset of the student’s
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Table 1. Performance of baseline vs. MVC algorithm. (*) denotes a statistically sig-
nificant difference in algorithm time, p < 0.001 in all cases. Algorithm run times are
reports in mean milliseconds, followed by their standard deviations. For all problems
with more than 3 possible solutions, the MVC algorithm was significantly faster, with
a speedup of up to almost 200 times. This speedup gap will continue to grow as instruc-
tors write more complex problems.

Question
number

Proof
length

Possible
solutions

Submissions Submission
size (mean)

Prob.
subgraph
size (mean)

MVC size
(mean)

Baseline
Alg. time

MVC Alg.
time

Speedup
factor

1 4 1 291 4.0 0.5 0.3 0.1 (0.03) 0.16 (0.04) 0.6∗

2 5 1 104 5.0 2.1 1.0 0.12 (0.05) 0.21 (0.05) 0.6∗

3 6 1 551 5.8 3.7 2.3 0.14 (0.04) 0.31 (0.09) 0.5∗

4 6 3 19 5.0 0.2 0.1 0.25 (0.07) 0.26 (0.09) 1.0

5 6 6 674 6.2 0.1 0.0 0.41 (0.11) 0.25 (0.06) 1.6∗

6 7 20 488 6.5 0.0 0.0 1.46 (0.49) 0.26 (0.07) 5.6∗

7 9 24 28 9.0 3.2 1.5 2.23 (0.31) 0.47 (0.09) 4.7∗

8 9 24 529 8.9 3.5 1.6 2.22 (0.53) 0.47 (0.10) 4.7∗

9 9 35 376 8.5 1.1 0.4 3.03 (0.97) 0.41 (0.12) 7.4∗

10 9 42 13 8.8 2.2 1.0 3.49 (0.46) 0.44 (0.08) 8.0∗

11 10 21 623 9.8 4.6 1.8 2.36 (0.42) 0.57 (0.15) 4.1∗

12 10 96 145 8.3 3.0 1.2 8.92 (2.38) 0.78 (0.64) 11.4∗

13 10 1100 616 9.4 3.1 1.3 92.04
(20.78)

0.47 (0.13) 194.9∗

submission. Rather than iterate over all topological orderings, this algorithm
works by directly manipulating the student’s submission until it becomes a cor-
rect solution. In order to do this, we define a few more terms. We call a pair of
proof lines (si, sj) in a submission a problematic pair if line sj comes before line
si in the student submission, but there is a path from si to sj in G, meaning
that sj must come after si in any correct solution. We define the problematic
subgraph to be the graph where the nodes are the set of all proof lines in a
student submission that appear in some problematic pair, and the edges are the
problematic pairs. Then the minimum edit sequence from the student submis-
sion is given by deleting each line in an MVC of the problematic subgraph, then
adding lines to reach the correct solution. More details of the algorithm and a
proof of its correctness are in [3].

3 Benchmarking Algorithms on Student Data

We collected data from homework, practice tests, and exams from the Discrete
Mathematics course in the Computer Science department at the University of
Illinois during the Fall 2020 semester [4]. In total, we collected 9,610 submis-
sions to Proof Blocks problems. After discarding correct solutions and prob-
lems with too few data points, left us with a total of 4,457 submissions for our
benchmarking data set. We used Python with NetworkX [2] to implement the
algorithms and ran benchmarks on an Intel i5-8530U CPU with 16GB of RAM.
Table 1 shows the benchmarks and statistical comparisons of our novel MVC-
based algorithm and the baseline algorithm. The baseline algorithm performed
about 2 times as fast as the MVC algorithm when there was one solution—more
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trivial cases when both algorithms took less than a third of a millisecond. The
MVC algorithm performed about 5 to 200 times faster than the baseline algo-
rithm. when there were 20 or more possible solutions. In Fig. 1 (A), we show that
the run time of the baseline algorithm scales exponentially with the number of
topological orderings of the proof graph, while in (B) we show that the run time
of the MVC algorithm scales exponentially with the length of the proof. Thus, a
relatively short Proof Blocks problem could have a very long grading time with
the baseline algorithm, while with the MVC algorithm, we know that we can
guarantee a bound on grading time given the proof length.
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Fig. 1. Comparison of grading time for the two grading algorithms. Subplot (A) is a
log-log plot showing that we see that the baseline algorithm scales with the number of
possible solutions, Subplot (B) is a log-linear plot showing that the MVC Algorithm
runtime scales with the length of the proof. This is a critical difference, because the
number of topological orderings of a DAG can be n! for a graph with n nodes.
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Abstract. Reinforcement learning (RL) has shown significant potential for induc-
ing data-driven scaffolding policies but designing reward functions that lead to
effective policies is challenging. A promising solution is to use inverse RL to
learn a reward function from effective demonstrations. This paper presents an
inverse reward deep RL framework for inducing scaffolding policies in an adap-
tive learning environment. The framework centers on generating a data-driven
model of immediate rewards by sampling high learning-gain episodes from pre-
vious student interactions and applying inverse RL. The resulting reward model
is used to induce an adaptive scaffolding policy using batch constrained deep Q-
learning.We evaluate this framework on data from 487 learners who completed an
adaptive trianing course that provided direct instruction on principles of leading
stability operations. Results show that the framework yields significantly better
scaffolding policies more quickly compared to several RL baselines.

Keywords: Inverse reinforcement learning · Reward modeling · Adaptive
learning environments · Adaptive scaffolding · ICAP

1 Introduction

Adaptive learning environments provide scaffolding to support students in their learning
activities. Reinforcement learning (RL), more specifically, deep RL has shown signif-
icant promise in providing effective scaffolding in adaptive learning environments [2,
4]. A key factor in inducing effective scaffolding policies is designing reward functions.
Researchers commonly use outcomes such as learning gains, post-test scores, and ratings
of effort as rewards for inducing scaffolding policies [2, 4]. However, none of these can
fully represent the effectiveness of individual scaffolds for a learning task. A promising
solution is to use inverse RL, a branch of RL that learns reward models from demonstra-
tions by finding maximum margin or maximum entropy between expert demonstrations
and non-expert demonstrations. Inverse RL has been utilized to learn hidden rewards in
a variety of domains [1], but limited work has explored its benefits in adaptive learning
environments. In this paper we propose an inverse RL-based reward design framework
for inducing adaptive scaffolding polices using deep RL.
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2 Method

2.1 Dataset

To investigate the efficacy of using inverse RL for reward design we used log data from
487 learners (54%male) who completed a 90-min training course designed to teach prin-
ciples of leading stability operations [4]. The course contained a series of short videos
that provided direct instruction on leadership principles and multiple-choice questions
to check students’ learning. If learners incorrectly answered a multiple-choice question,
the learning environment randomly provided one of four types of ICAP-inspired reme-
diation: (1) read a feedback statement indicating the learner’s answer was incorrect, (2)
passively reread a transcription of the concept covered in the question, (3) reread the
transcript and actively highlight the portion of the transcription that is related to the
missed question, or (4) reread the transcript and constructively summarize the answer
to the missed question in the learner’s own words [3]. The final dataset includes a total
of 4,998 instances of ICAP-inspired remediation. Each learner received on average 10
instances of remediation (SD = 12.7, min = 1, max = 113). Further analysis showed
that there was a significant difference (p < 0.001) between pretest (M = 4.18, SD =
2.30,) and posttest scores (M = 8.32, SD = 2.96) among the learners.

2.2 Inverse Reward Deep Reinforcement Learning Framework

Our inverse reward-based deep RL framework involves a two-step procedure that com-
bines inverse reward learning and deep Q networks to devise data-driven adaptive scaf-
folding policies to improve learning gains. In the first step, the framework uses prior data
generated from a behavioral (i.e., scaffolding) policy πb to learn a reward function using
the Offline Reinforced Imitation Learning (ORIL) algorithm. ORIL is an inverse rein-
forcement learning algorithm that leverages deep learning techniques on prior data [7].
The approach uses a discriminator network as a reward function Rψ(s) that distinguishes
between the expert demonstrations from unlabeled demonstrations.

For the second step, the framework calculates the reward-components for all the
state-action pairs in the dataset and distributes the normalized learning gain (NLG) of
an episode according to the reward-components of that episode to calculate a series of
immediate rewards Rimm. Finally, we use Batch-Constrained Deep-Q Networks (BCQ)
[5] to learn the optimum scaffolding policy π∗ based on the immediate rewards to
improve the overall expected student learning gain.

2.3 States, Actions, Rewards and Evaluations

We formalize our Markov decision process as follows. To represent states (S), we cre-
ated 31 features from learners’ log data divided into 3 groups: (1) survey features, (2)
video features, and (3) remediation engagement features. See our earlier work for a
detailed description of each state [6]. Our action set (A) contains the following four
ICAP-inspired actions:A = {none, passive, active, constructive}. We used pretest and
posttest scores to calculate the normalized learning gains (NLG) and used that as delayed
reward Rdel ∈ [−100, 100]. Immediate rewards Rimm ∈ [−100, 100] were calculated
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using our inverse reward deep RL framework. We used Expected Cumulative Reward
(ECR) and Weighted Doubly Robust (WDR) to evaluate the policy [6].

3 Results and Discussion

In our experiment, we used an η of 0.5. Our discriminator used three fully connected
neural network layers (64 neurons each) with hyperbolic tangent function in all but
output layer, which uses the sigmoid function. For BCQ, we also used three layers
of fully connected neural networks with 128 neurons each and the ReLU activation
functions. We used τ as 0.3 and discount factor γ as 0.95.

For all models, we used a target network
(
θ ′) and an online network (θ) to improve

stability and copied the value of the online network to the target network after every 100
epochs. We have also used the Adam optimizer (learning rate of 1e−3). For robustness,
we ran all our experiments 10 times with different seeds. We did not use test-train splits
as this is not necessary [6].

We explored three different sampling heuristics: sampled based on linear weight of
NLG (irl_linear), sampled based on exponential weight of NLG (irl_exp) and sampled
from episodes with at least 75th percentile NLG (irl_q3). For the exponential heuristic,
we used an exponential time constant of 100 to keep the final weight between [−e, e].
In all cases, we sampled only 10% of the demonstrations as experts.

We compare the induced policies against three baselines. The base_delayed is the
baseline where NLG is directly used as a delayed reward. The base_q3 and base_q2
assume all the reward-components in episodes with at least 75th and 50th percentile
NLG are 1 and the rest are 0, respectively.

Fig. 1. The left figure shows ECR, and the right figure showsWDR for all models with 10 random
repeats for 20,000 iterations.

As depicted in Fig. 1, all inverse RL-based reward policies perform significantly
better (p-value< 0.001) than all the other baselines, including the base_delayed for both
metrices. The inverse RL models converged significantly faster (around 1,500 epochs)
than the delayed reward baseline (12,500 epochs).
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4 Conclusion

Devising effective strategies for adaptive scaffolding is challenging and creating RL-
based scaffolding policies raises important questions about RL reward design. We used
an inverse RL-based reward design framework to guide deep RL models for adaptive
scaffolding. The framework learns the rewards of different scaffolding demonstrations
by sampling higher learning gain episodes using inverse RL and using batch constrained
deep Q networks to optimize scaffolding policies to increase learning gains. Empirical
analysis shows that it outperforms policies that directly use learning gains as rewards
along with other baselines. The results suggest that the framework shows significant
promise, and future work investigating the integration of data-driven scaffolding policies
induced using this framework is an important direction.
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Abstract. We propose a simple but effective method to recommend
exercises with high quality and diversity for students. Our method is
made up of three key components: (1) candidate generation module;
(2) diversity-promoting module; and (3) scope restriction module. The
proposed method improves the overall recommendation performance in
terms of recall, and increases the diversity of the recommended candi-
dates by 0.81% compared to the baselines.

Keywords: Exercise recommendation · K-12 online education

1 Introduction

The recommender systems (RSs) are widely adopted in internet applications to
provide relevant items according to users’ preference history [1,6,10,15]. In the
online learning scenario, users are learners and items are exercises. As a key
component in online learning, exercise recommendation systems provide per-
sonalized exercises to every student according to his or her individual require-
ments [4,8,13]. Despite the promising results achieved by the existing exercise
recommendation methods [2,9,12,14,16], building an effective exercise RS still
presents many challenges that come from special characteristics of real-life stu-
dent learning scenarios. First, classic RS approaches are likely to recommend
lexically similar exercises while a desired RS is supposed to generate exercises
with different content but the same knowledge concepts (KCs) and help students
avoid rote memorization. Second, compared to the data scale in internet com-
panies, student-exercise interaction datasets are much smaller and even more
sparse. Third, the exercise RSs accompany students for the entire semester and
the recommended results should follow the learning progress of the in-school syl-
labus. Hence, we propose a simple yet effective exercise recommendation system
to recommend KC-relevant exercises within the scope of the in-school syllabus.
c© Springer Nature Switzerland AG 2022
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2 System Design

The entire exercise recommendation workflow is illustrated in Fig. 1.

Fig. 1. The overview of our exercise recommendation system.

Candidate Generation Module. We conduct the candidate generation by
using an enhanced random walk algorithm on an educational tripartite graph
that is composed of a set of KCs, exercises and class materials. By incorporating
KCs and class materials in the graph, we are able to capture the underlying
knowledge similarities of exercises while focusing on the in-class teaching content.
For each student, we create a query set Q that may contain the most recently
incorrectly answered exercises as well as exercises practiced in the class materials.
Then, we generate recommendations using the enhanced random walk algorithm
given the query set. Let E1 and E2 be the edges between KCs and exercises
and edges between exercises and class materials. Each random walk produces a
sequence of steps. Each step is composed of three operations. First, given the
current exercise q, i.e., q ∈ Q, we select an edge e from E, i.e., E = E1 ∪ E2. If
e comes from E1, it means q is connected with a KC k. Otherwise, e connects q
with a class material m. Then, we select exercise e′ by sampling an edge e′ from
either E1(k) that connects k and e′ or E2(m) that connects m and e′. Third, the
current exercise is updated to e′ and the step repeats. We use E1(k) and E2(m)
to denote exercises connect to KC k and class material m respectively. The length
of each short random walk and the total number of steps across all such short
random walks are determined by two hyper-parameters α and T respectively. We
record the visit count for each candidate exercise q in each step and maintain a
counter V that maps the candidate to the visit count. Finally, the N exercises
with the highest visit count are selected as the candidate recommendations.

Diversity-Promoting Module. In this module, we remove candidates with
high lexical similarities. First, we further pre-train the widely used large-scale
language model, i.e., RoBERTa, using the exercise data [7]. Then we obtain
the exercise semantic representations by averaging all the word-level representa-
tions of its textual content. After that, similarities between all the exercises are
calculated via their exercise embedding and the recommended candidates with
high similarities, i.e., over a certain threshold, are filtered out. In this way, we
provide a set of diverse exercises to help students avoid rote memorization.

Scope Restriction Module. In K-12 education, the recommended exercises
should align with the in-school learning progress of the students. To achieve
this property, we first roughly sort all the KCs in sequential order according
to the class syllabus arrangement in each semester. Then, we only select and
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recommend candidates whose KCs are never beyond the scope of KCs covered
by the up-to-date course progress.

3 Experiments

We conduct our method on a real-world K-12 online learning dataset with 1679
KCs, 1,153,690 exercises and 135,637 class materials. These class materials are
created by teaching professionals from a third-party online educational plat-
form1. We randomly withhold test data of 244 class materials, which contain
494 KCs and 8,340 exercises. Our exercise recommendation evaluation task is
finding a set of exercises which are relevant to the set of KCs from the student’s
incorrectly answer exercises of the handcrafted class material. Similar to [3], the
recommendation performance is evaluated by (1) recall, which measures the per-
centages of recommended exercises that the handcrafted class material contains
as well; and (2) Distinct-2 , which measures the diversity of selected exercises by
computing the ratios of the number of different bi-grams to the total number of
bi-grams [5]. We compute recall scores from both micro and macro perspectives
[11]. We set the α is 0.04 and the total steps T of a random walk procedure is
100,000. For each KC, we select the top N ∈ {10, 25, 100} recommended exercise
candidates.

Table 1. Results (%) of different recommendation methods on the online learning
dataset. TG, DP, and SR denote the tripartite graph based candidate generation mod-
ule, the diversity-promoting module and the scope restriction module respectively.

Model Top-10 Top-25 Top-100 Distinct-2

Macro recall Micro recall Macro recall Micro recall Macro recall Micro recall

TG 13.52 9.63 25.73 19.48 44.70 36.22 13.05

TG+DP 13.52 9.64 25.69 19.48 44.41 36.06 13.21

TG+SR 13.75 9.80 26.25 19.90 45.71 36.93 13.69

TG+DP+SR 13.80 9.82 26.20 19.86 45.42 36.80 13.86

The recommendation results are shown in Table 1. From Table 1, we make the
following observations: First, when comparing TG+DP+SR to TG+DP, we can
see that SR in general improves the overall recommendation performance. We
believe this is because the SR module is able to remove the out-of-scope recom-
mended candidates generated from the random walk based candidate generation
module. Second, comparing TG and TG+DP, TG+SR and TG+DP+SR, we can
see, the DP module increases the diversity of the recommended exercises up to
0.17%.

1 https://www.xesvip.com/.

https://www.xesvip.com/
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4 Conclusion

In this work, we propose a simple but effective method utilizing exercises, KCs,
and class materials to recommend exercises for students. Our recommendation
framework relies on the candidate generation module, the diversity-promoting
module and the scope restriction module. We evaluate our approach on an offline
educational data set and the results show that the proposed method is able to
give accurate and more diverse recommended exercises.
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Abstract. In this paper, we investigate the opportunities of automat-
ing the judgment process in online one-on-one math classes. We build
a Wide & Deep framework to learn fine-grained predictive representa-
tions from a limited amount of noisy classroom conversation data that
perform better student judgments. We conducted experiments on the
task of predicting students’ levels of mastery of example questions and
the results demonstrate the superiority and availability of our model in
terms of various evaluation metrics.

Keywords: Performance judgement · Deep learning · Online
education

1 Introduction

Accurate student performance judgments provide essential information for teach-
ers deciding what and how to teach and form the fundamental prerequisites for
adaptive instructions [4,7,9,13]. When inaccurate diagnoses and judgments are
made of students’ abilities, prior knowledge, learning and achievement motiva-
tion, or other student characteristics, teaching becomes less effective in terms of
learning and achievement gains [8,12]. Our work is different from many existing
studies along this direction [4,6,10,11]. First, previous approaches try to man-
ually conduct user studies to verify the accuracy of teacher judgment and the
corresponding effects and influence. Second, the majority of existing works use
the results of assignments or exams to represent student performance, which is
a very lagged and coarse indicator.

In this paper, we aim to explore the opportunities of building an AI-driven
model to perform automatic fine-grained student performance assessment by
analyzing the in-class conversational data at the question level and aim to predict
whether the student understands each example question on slides in the online
one-on-one class. Our work focuses on utilizing the deep learning and neural
network techniques to learn effective representations from a limited amount of
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noisy classroom conversation data that perform better student judgments. Our
framework builds upon the Wide & Deep learning architecture [3] to achieve
both memorization and generalization in one model by training a multi-layer
perceptron (MLP) on representations from both wide and deep components.
The wide component effectively memorizes sparse feature interactions between
teachers and students, while deep neural networks can generalize and handle the
linguistic variations in classroom conversations. Experiments show that the Wide
& Deep framework performs better than alternative methods when predicting
student performance on a real-world educational dataset.

2 The Wide & Deep Framework

In this work, we design the Wide & Deep learning framework to achieve both
memorization and generalization in one model, by training a MLP model with
representations from both the wide component and the deep component.

The Wide Component. In the wide component, we handcraft 25 features
to capture the teacher-student interactions on each example question in the
online one-on-one math class. Our manually-engineered features include both
continuous-valued features, i.e., conversation duration and Jaccard similarity
between teacher’s and student’s sentences, and discrete-valued features, i.e., the
number of words per conversation from the teacher, the number of student-
spoken sentences with less than 3 words. We use one-hot encoding for discrete
features and project them to dense embedding space with a linear projection
matrix W, i.e., x∗

d = Wxd, where xd represents the one-hot representations
of discrete features and x∗

d represents the projected dense representations for
discrete features. The overall features from the wide component xwide is the
concatenation of the original continuous features xc and projected dense fea-
tures x∗

d, i.e., xwide = xc ⊕ x∗
d where ⊕ denotes the concatenation operation. A

two-layer fully connected deep neural network is trained on features from wide
component xwide.

The Deep Component. We design a deep component for learning effective low-
dimensional representations of the rich in-class conversational information and
teaching styles and instructions variations. Firstly, we use the “EduRoBERTa”
[1] to obtain the sentence embedding ei of each spoken transcription sentence
si, i.e., ei = EduRoBERTa(si). Then, we use a deep sequential model to cap-
ture the relation of long-range dependencies among the sentences in the origi-
nal conversational texts. In this work, we use bidirectional LSTM as our sen-
tence encoder, i.e., {h1,h2, · · · ,hn} = BiLSTM({e1, e2, · · · , en}). Furthermore,
we apply the structured self-attention mechanism to each learned representa-
tion from BiLSTM, i.e., {q1,q2, · · · ,qn} = Attention({h1,h2, · · · ,hn}). The
structured self-attention is an attention mechanism relating different positions
of a single sequence in order to compute a representation of the sequence
[15]. At the end, we use the average pooling operation to get the low-
dimensional dense representation xdeep from the deep component, i.e., xdeep =
MeanPooling({q1,q2, · · · ,qn}). A four-layer fully connected deep neural net-
work is trained on features from wide component xwide.
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Joint Learning. The wide component and deep component are combined using
an element-wise sum of their output log odds as the prediction, which is then
fed to a Softmax function to output the probability score of the student’s level
of mastery of each example question. Our Wide & Deep Model is learned by
minimizing the standard cross-entropy loss function.

3 Experiments

In this work, we collect 5226 unique samples of teacher-student conversations
of solving example question from 497 recordings of online one-on-one math
classes in grade 8 from a third-party K-12 online education platform. We use
a third-party publicly available ASR service for the conversation transcriptions.
We evaluate the performance of our proposed approach (denoted as W&D) by
comparing it with the following baselines: (1) GBDT: Gradient boosted decision
tree [5] on handcrafted wide features; (2) LSTM w. EduRoBERTa: Similar
to the proposed approach but it eliminates the contribution of features from
the wide component. We utilize the XGBoost library [2] for the GBDT train-
ing where we grid search the max depth over [1, 2, · · · , 9] and n estimators over
[10, 20, · · · , 90] and with a fixed subsample of 0.9. For the BiLSTM model, the
size of hidden states is grid searched over [64, 128, 256]. We set batch size to 256
and conduct the hyper-parameter tuning by selecting the one with the highest
accuracy on the validation set and we report the model performance on the test
set.

Table 1. Overall performance in terms of accuracy, micro-F1 and macro-F1.

Model name Accuracy micro-F1 macro-F1

GBDT 0.705 0.676 0.606

LSTM w. EduRoBERTa 0.728 0.704 0.643

W&D(Ours) 0.728 0.709 0.649

We list the test results in terms of accuracy and F1 scores from both micro
and macro perspectives [14], shown in Table 1. We make the following two obser-
vations: (1) The LSTM w. EduRoBERTa led to a macro F1 of 0.643, which is a
notable improvement over the performance of GBDT. It showed that text infor-
mation is important for judging student performance; and (2) our W&D model
achieves the best performance in all metrics by combining wide and deep fea-
tures. This suggests that although the deep model has pretty good than GBDT,
the wide features can improve the performance of LSTM. Thus, it is essential to
incorporate both wide and deep features.
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4 Conclusion

In this paper, we present a Wide & Deep framework to predict students’ level
of mastery of questions. Combining the handcraft features with a deep learning-
based model can improve the performance. As part of future work, we plan
to find more efficient method to encode the conservation text of students and
teachers. Furthermore, we will do a more profound analysis of handcraft features,
which can help us understand which features are essential for judging students’
performance.
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11. Praetorius, A.K., Drexler, K., Rösch, L., Christophel, E., Heyne, N., Scheunpflug,
A., Zeinz, H., Dresel, M.: Judging students’ self-concepts within 30 s? investigating
judgement accuracy in a zero-acquaintance situation. Learn. Individ. Differ. 37,
231–236 (2015)

12. Praetorius, A.K., Koch, T., Scheunpflug, A., Zeinz, H., Dresel, M.: Identifying
determinants of teachers’ judgment (in) accuracy regarding students’ school-related
motivations using a bayesian cross-classified multi-level model. Learn. Instr. 52,
148–160 (2017)

13. Stürmer, K., Könings, K.D., Seidel, T.: Declarative knowledge and professional
vision in teacher education: Effect of courses in teaching and learning. Br. J. Educ.
Psychol. 83(3), 467–483 (2013)

14. Van Asch, V.: Macro-and micro-averaged evaluation measures. Belgium: CLiPS 49
(2013)

15. Vaswani, A., et al.: Attention is all you need. NIPS 30 (2017)



Multimodal Behavioral Disengagement
Detection for Collaborative Game-Based

Learning

Fahmid Morshed Fahid1(B) , Halim Acosta1, Seung Lee1, Dan Carpenter1 ,
Bradford Mott1 , Haesol Bae2, Asmalina Saleh2, Thomas Brush2,
Krista Glazewski2, Cindy E. Hmelo-Silver2, and James Lester1

1 North Carolina State University, Raleigh, NC 27695, USA
{ffahid,hacosta,sylee,dcarpen2,bwmott,lester}@ncsu.edu

2 Indiana University, Bloomington, IN 47405, USA
{haebae,asmsaleh,tbrush,glaze,chmelosi}@indiana.edu

Abstract. Collaborative game-based learning environments offer significant
promise for creating effective and engaging group learning experiences. These
environments enable small groups of students to work together toward a com-
mon goal by sharing information, asking questions, and constructing explanations.
However, students periodically disengage from the learning process, which nega-
tively affects their learning, and the impacts are more severe in collaborative learn-
ing environments as disengagement can propagate, affecting participation across
the group. Here, we introduce a multimodal behavioral disengagement detection
framework that uses facial expression analysis in conjunction with natural lan-
guage analyses of group chat.We evaluate the frameworkwith students interacting
with a collaborative game-based learning environment for middle school science
education. The multimodal behavioral disengagement detection framework inte-
grating both facial expression and group chat modalities achieves higher levels of
predictive accuracy than those of baseline unimodal models.

Keywords: Multimodal learning · Collaborative game-based learning ·
Behavioral disengagement

1 Introduction

Game-based learning environments are designed to enhance positive cognitive and affec-
tive outcomes among learners by embedding curricular content in gameplay [4]. Col-
laborative game-based learning environments integrate collaborative elements such as
group chat so that students can interact with each other, which can potentially increase
engagement [3, 4]. However, disengagement may appear throughout the learning pro-
cess in game-based learning environments and the impact is even higher in a collabo-
rative learning space as students’ behavioral disengagement can distract other students,
impeding the learning process and engendering negative attitudes [6]. Prior work has

© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 218–221, 2022.
https://doi.org/10.1007/978-3-031-11647-6_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_38&domain=pdf
http://orcid.org/0000-0002-4802-3979
http://orcid.org/0000-0003-3253-8369
http://orcid.org/0000-0003-3303-4699
https://doi.org/10.1007/978-3-031-11647-6_38


Multimodal Behavioral Disengagement Detection 219

characterized different types of disengagement behaviors and their impacts [5], but iden-
tifying disengagement behaviors is challenging, as what constitutes disengagement is
often dependent on the context and modality of the learning environment [2].

This paper introduces a multimodal behavioral disengagement detection framework
leveraging facial video recordings and group chat logs from middle school students
and investigates the effectiveness of different modalities when identifying disengage-
ment behaviors in a collaborative game-based learning environment, Crystal Island:
EcoJourneys. We labeled the two modalities for disengagement behaviors and investi-
gated the impacts of features from bothmodalities for predicting disengagement. Results
show thatmultimodalmodels can achieve higher predictive accuracywhen automatically
detecting disengagement behaviors compared to unimodal baselines.

2 Multimodal Disengagement Modeling

A classroom study was conducted with 26 middle school students (8 females; 18 males)
as they interacted in a collaborative game-based learning environment for ecosystem
science, Crystal Island: EcoJourneys. In the game, the students were divided into
groups of three or four (total 7 groups) to determine the cause of the sudden sickness
of fish on a remote island using in-game chat and a collaborative whiteboard system. A
total of 2,560 chat messages and 44 h of facial video recordings were collected.

We first annotated both modalities (group chat and video recording) as engaged or
disengaged. Two raters marked all the chat messages that are either content or task
related as engaged (35.35%) and the rest as disengaged (κ = 0.925). Next, for tagging
the video recordings, two raters used theHELP coding framework [1]with awindow size
of 10 s [7] and tagged each window as disengaged whenever a student was disengaged
for more than 4 s (κ = 0.763). The final labels contain 4,863 disengaged segments
(30.85%) and 10,898 engaged segments (69.15%). To combine the chat-based labels
with video-based labels, we considered the “window of a chat” to be a window of 10 s
after a chat message was sent. We combined the labels using three different heuristics:
chat_first prefers chat-based labels whenever there is a chat message; engaged_first
prefers engaged behaviorwhenever there is disagreement between chat-based and video-
based labels; and, disengaged_first prioritizes disengaged behavior whenever there is
disagreement.

For chat-based features, we transformed the tokenized in-game chat messages into
distributed vector representations using ELMo. For each chat message, we averaged a
1024-dimension vector over all tokens to generate a single word embedding. We refer to
these as chat_only features. For video-based features, we utilized the action unit features,
pose features, and gaze features (total 49 features) from theOpenFace1 behavior analysis
toolkit. We refer to these as video_only features. We also created a multimodal feature
set called all features that combines chat_only and video_only features.

3 Results and Discussion

To compare our feature groups across different labels based on different modalities, we
utilized three off-the-shelf classifiers, namely, Random Forest (RF), Decision Tree (DT),

1 https://openface-api.readthedocs.io.

https://openface-api.readthedocs.io
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and Logistic Regression (LR). All classifiers were trained to predict engagement (1) and
disengagement (0) behaviors among students on individual 10-s time segments. We
repeated all experiments with three random seeds, each with five-fold cross-validation,
and only report the mean scores (Table 1).

Table 1. Precision,Recall, andF1 scores (in percent) for unimodal andmultimodal features across
multiple labels using different classifiers. Highest F1 scores are bolded.

chat_only unimodal
features

video_only unimodal
features

all multimodal
features

Labels Classifier Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

chat-based LR 76 69 73 62 33 43 77 71 74

DT 60 62 61 45 42 43 58 61 59

RF 78 63 70 64 34 44 79 61 69

video-based LR 16 1 1 74 44 55 72 47 57

DT 20 2 3 60 56 58 61 57 59

RF 34 1 1 79 60 68 80 56 66

chat_first
(combined)

LR 77 12 21 72 43 54 75 52 61

DT 61 11 18 58 54 56 60 56 58

RF 77 10 18 78 58 66 79 59 68

engaged_first
(combined)

LR 25 1 1 74 43 54 73 47 57

DT 20 1 2 59 54 57 60 56 58

RF 39 0 1 79 59 68 79 57 66

disengaged_first
(combined)

LR 74 13 22 73 45 55 74 53 62

DT 59 11 19 59 55 57 61 57 59

RF 75 13 21 78 60 68 79 60 69

For unimodal features, we can see that video_only unimodal features outperform
chat_only unimodal features in all cases except for chat-based labels. Only for chat-
based labels, chat_only unimodal features are significantly better at predicting disen-
gagement behaviors than video_only unimodal features. This shows that video_only
features are dominant in predicting disengagement behaviors when disengagements are
defined either using video-based annotations or using a combination of video-based
annotation and chat-based annotations. But video_only features are ineffective in pre-
dicting chat-based disengagement behaviors. When all features are used, most of the
classifiers perform better than the unimodal features, indicating that combined labels
achieve better predictive scores when both modalities of features are present.

A potential explanation for chat_only features performingworse inmost casesmaybe
the low number of segments that contain chat messages (2,560) when compared against
the total number of segments (15,761) that contain video_only features. As for other
limitations, we defined disengagement behaviors using 10-s segments for video-based
annotations. Previous work also used different sizes of segmented windows to define
student behavior [7], but in reality, such behaviors are continuous.
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4 Conclusion

Collaborative game-based learning environments offer engaging learning opportunities
for groups of students. However, students may become disengaged from the learning
process, and these disengagement behaviors can be detrimental to the learning process
of individuals as well as their groups. Automatically detecting disengagement behaviors
is challenging as they are often difficult to identify with a single modality. We have
introduced a multimodal behavioral disengagement detection framework that leverages
in-game chat messages in conjunction with facial video recordings of individual learn-
ers to detect disengagement behaviors among students. The results show that the multi-
modal behavior disengagement detection framework outperforms unimodal models for
detecting student disengagement. These findings suggest that the multimodal behavior
disengagement detection framework can inform the design of adaptive scaffolding for
collaborative game-based learning environments.
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Abstract. There is a variety of metacognitive information that can be used to
model learning success, such as judgements of learning (JOLs) and feeling of
difficulty (FOD). The latter is not widely used, and part of this study is to collect
FODs through crowed annotation and demonstrate its potential as a predictor of
learning success. While objective features related to task difficulty provide valu-
able information for the modeling task, we show evidence that FOD can provide
similar insight. We examine and compare the use of objective and subjective fea-
tures as predictors for learning success in second language word pair learning.
The results indicate that metacognitive information is transferable across different
groups of subjects. They also show that crowed annotation is a useful method for
enriching datasets with FODs and potentially other metacognitive information.

Keywords: Metacognition ·Machine learning · Transfer learning ·Word
difficulty · Crowed annotation · Feeling of difficulty · Judgments of learning

1 Introduction

Education is being transformed in many directions [1–7], particularly through the use of
digital technologies. There are several successful approaches [7–10] that have been used
to track student performance and development and to model students’ cognitive states,
abilities, and problem-solving skills. Other models are concerned with trying to predict
students’ learning success in solving tasks with high accuracy. This raises the question
of what features should be included to predict students’ task-solving abilities or to model
their cognitive states. One important type of “pedagogical” feature is feedback, both from
teacher to student and from student to teacher. Regarding the former, there is a large body
of research discussed in Hattie’s synthesis of meta-analyses [11], that demonstrates the
effectiveness of teacher to student feedback. It is particularly effectivewhen the feedback
is immediate and frequent. Less researched is the way student feedback can be used by
teachers. In the cognitive sciences, subjective feedback and reporting of various kinds
have been studied. Metacognitive notions that have been explored and found useful
include judgments of learning (JOLs) [12] and feeling of difficulty (FOD) [13]. It is
shown in [12] that JOLs are effective in predicting outcome in the case of word pair
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learning tasks such as those used in the present work. Unlike JOLs, FOD has not been
extensively studied for modeling learning outcome.

The work in [13] examined this notion in the context of mathematics exercises for
high school students. In this study, we attempt to show the potential of using FOD as
a predictor for modeling word pair learning success. We incorporate objective features,
as studied in [14–16], into the modeling of word pair learning success. We investigate
the effects of using objective features (such as word length, frequency of occurrence in
large English text corpora, word familiarity, number of hyponyms and hypernyms1) in
combination with the subjective features FOD and JOL on predictive performance. We
use transfer learning [17, 19] as an approach to gain knowledge from one scenario and
context and transfer it to another. For our research, we used the OMNI2 dataset [18],
which contains JOLs of students learning word pairs in a second language. However, this
dataset does not contain FODs. To overcome this problem and conduct our study with
combined enrichment of JOLs and FODs, we employed crowded annotation and used
a naïve form of transfer learning. For this purpose, online annotation services provided
by the platform “www.figure-eight.com” were used. To predict students’ performance
in learning word pairs, we used different machine learning models.

2 Methodology

We used both the OMNI [18] dataset and data collected in an own study for which crowd
annotation was utilized, using the annotation platform www.figure-eight.com.

OMNI Dataset. 45 Lithuanian-English word pairs were shown to the subjects at five
different time points for about four seconds, first the English word and then, after a short
delay, the Lithuanian word. After studying, subjects had to report JOLs, seeing the word
pairs and being asked how likely they were to remember the pair a week later.

Crowed Annotation for FOD. Participants were shown each of the 45 English words
from the OMNI dataset. They were then asked to rate how difficult they perceived each
of the words on a scale from 0 (not at all difficult) to 100 (very difficult).

Objective Features. The dataset was additionally enriched by some objective features
indicative of word difficulty.

Models. We tested support vector machines (SVM), AdaBoost, and random forests
as classifiers. These model types generally perform well on small datasets. Transfer
learning techniques was used to increase the prediction performance [17, 19].

3 Results

Table 1 shows that describing measurable features for difficulty of a task can play an
positive role in the prediction of learning success.

http://www.figure-eight.com
http://www.figure-eight.com
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Table 1. Results for objective features in terms of ROC AUC

Features AdaBoost SVM Random forest

All objective features 0.609 0.599 0.608

Note: No subject-specific features (e.g., user id) or time lags were used
as features

Table 2. AUC of JOLs and FODs and their combinations

Features AdaBoost SVM Random forest

JOLs 0.671 0.671 0.668

Naïvely transferred FODs 0.561 0.512 0.569

JOLs + naïvely transferred FODs 0.648 0.674 0.673

Table 2 presents the AUC of the subjective features of JOLs and FODs.
The results also show that the use of JOLs alone can improve predictive power

more than using FOD alone. However, it should be noted that the FODs used here are
collected using crowed annotation and only enter in averaged form (for each word across
all subjects) and are transferred equally to all subjects. Comparing the results in Table
1 with Table 2, we see that subjective metacognitive feedback is a better predictor than
objective features alone.

Table 3 shows the results for combining objective features with JOLs and FODs
individually and all together.

Table 3 AUC of combined objective-subjective features

Features AdaBoost SVM Random forest

JOLs + objective 0.653 0.681 0682

FODs + objective 0.609 0.608 0.608

FODs + JOLs + objective 0.652 0.684 0.683

4 Discussion

We have demonstrated the usefulness of the metacognitive information of FOD, and
objective features related to word difficulty in improving the predictive power of clas-
sifiers in the context of second language word pair learning. Despite the challenges

1 https://dictionary.cambridge.org/de/.
2 http://gureckislab.org/omni.

https://dictionary.cambridge.org/de/.
http://gureckislab.org/omni
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associated with using crowd annotation, studies involving metacognitive information
such as FOD can also benefit from it. It is worth noting that the FOD is included in our
analyses only as an average over a whole group of subjects. Nevertheless, the results are
promising and suggest that a more sophisticated application of subject-related transfer
learning will lead to even better results. Future studies could take advantage of the simi-
larities between subjects to increase positive transfer. How is all this useful for practical
applications? On the one hand, modeling students’ cognitive state should interfere as lit-
tle as possible with instructional activities in educational institutions. On the other hand,
student feedback contains important information about the learning process and should
not be neglected. FOD should therefore be further investigated because it has the advan-
tage of being easy to collect and yet reflects important aspects of human metacognitive
monitoring processes and thus human learning.
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Abstract. Pair programmers utilizing more Exploratory (critical, constructive)
talk has been shown to help students achieve a better mutual understanding of
problems they are solving. In this paper, we investigate the promise of fine tuning
a pretrained transformer-based machine learning model to classify utterances into
Exploratory, Cumulative, and Disputational talk. The task of classifying utter-
ances into different types of collaborative talk was approached as a multi-label
text classification problem. This is the first successful automatic classification of
utterances into the different types of collaborative talk.

Keywords: Pair programming · CITS · CSCL · Collaborative learning

1 Introduction

Pair programming is a practice in software engineering where two programmers develop
software together on the same physical or virtual workstation. During pair program-
ming one of the programmers writes the code (the driver) while the other programmer
watches that coding to catch any errors or find ways to improve it (the navigator). It is
good practice for both pair programmers to verbalize their thoughts and to exchange
questions and ideas [1]. Effective Pair programming is known for improving code qual-
ity, technical knowledge, and team morale but has its own obstacles, one of which is
poor communication [2]. The research introduced here is a step toward improving such
communication.

Neil Mercer [3] developed a framework for analyzing students’ dialogue, which
distinguishes more productive conversations from less productive ones. During collab-
oration and other joint activities among students, conversations can be grouped into
three categories – Cumulative, Disputational, and Exploratory talk. “In Cumulative talk,
speakers build positively but uncritically on what the other has said” [4]; whereas, “Dis-
putational talk is characterized by disagreement and individualized decisionmaking” [4].
“In Exploratory talk, participants engage critically but constructively with each other’s
ideas by offering alternative ideas” [4]. Fernández et al. [5] showed that Exploratory
talk expands the joint Zone of Proximal Development [6] by aiding partners to achieve
a better mutual understanding of the problem they are collaborating to solve. Previous
studies that analyzed students conversations during pair programming have found that
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without any intervention students use Cumulative talk more than Exploratory or Dis-
putational talk [4] but more Exploratory talk can be achieved through human (teacher)
interventions [7]. Ubani and Nielsen [8] highlighted the need for more intelligent col-
laborative systems that analyze dialogue and nudge positive collaborative behavior. The
longer-term goal of this research is to develop tools that can provide such interventions
automatically, rather than requiring substantial human intervention as seen in the work
of Zakaria et al. [7]. This is the first work to successfully automate the classification of
different types of collaborative talk – Exploratory, Cumulative, and Disputational talk.

An automatic classification model as investigated here can be integrated into a Col-
laborative Intelligent Tutoring System (CITS) that encourages improvements in pair
programming by nudging programmers to improve communication, for example, by
engaging in more Exploratory and less Disputational talk.

2 Dataset

Our approach to classifying collaborative talk utterances involves supervised machine
learning which in this case requires a corpus of pair programming dialogue labeled at
an appropriate level of detail to indicate the type of talk. We used the corpus of labeled
pair programming dialogue collected and annotated in research by Zakaria et al. [7]. The
corpus consisted of four activity sessions from 12 students (6 pairs) in a programming
class at a school in the southeastern United States resulting in 24 total collaboration
sessions. The dataset consists of a total of 7027 utterances. Zakaria et al. manually
labeled each utterance for all relevant specific fine-grained subtypes of Disputational,
Cumulative, Exploratory or Other talk (off-task dialogue) achieving a Cohen’s kappa
[9] average of 0.795 across the categories of collaborative talk. This is characterized as
substantial by Landis and Koch [9].

3 Experiments

During our experiments, we performed a leave-one-(pair)-out evaluation based on the
six programmer pairs (the same pairs were maintained for all four activities) resulting
in a total of 6 × 4 = 24 distinct testing datasets. To act as a baseline, we first created a
TF-IDF model that achieved a macro-average F1-score over the 24 testing datasets of
0.31 for classifying Cumulative Talk, 0.03 for Exploratory, 0.02 for Disputational, and
0.20 for Other Talk. For all other experiments, we used our training data to finetune a
pre-trained transformer model, DeBERTa [10], to classify collaborative talk. To address
data imbalance across the classes, we augmented only the training set using two data
augmentation techniques: Easy Data Augmentation [11] (the percent of the words in a
sentence to bemodified is set to 0.1) andBack translation [12] (English andGermanwere
the source and intermediary languages respectively). ForBack (and Forward) translation,
we used the Microsoft translator1. We used EDA and Back translation to augment the
data in the training sets at ratios that led to balanced classes (each of the four classes
ranged from 20% to 25% in each of the final 24 training subsets).

1 https://docs.microsoft.com/en-us/azure/cognitive-services/translator/.

https://docs.microsoft.com/en-us/azure/cognitive-services/translator/
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All experiment hyperparameter selection was performed using cross-validation tun-
ing folds, then we retrained using both the training and tuning dataset and reported
results obtained on the held-out testing dataset. Neither the training nor tuning data
included utterances from programmers or activities represented in the corresponding
testing dataset. We determined the hyperparameters based on performance on the tuning
dataset, resulting in a training time of three epochs, batch size of 64, AdamW optimizer
with a learning rate of 5 × 10−5, categorical cross-entropy as the loss function, and a
maximum sequence (utterance) length (MSL) of 200 tokens. We froze the first 12 blocks
of the DeBERTa-Large pretrained model and finetuned the remaining 12 blocks.

4 Results

Results were computed for the fine-grained subcategories of talk and averaged over the
24 testing sets. The model achieved an F1-score of 0.65 for detecting Cumulative Talk,
0.53 for Exploratory Talk, 0.52 for Disputational Talk, and 0.43 for Other Talk.

5 Discussion, Conclusion and Future Work

Our collaborative talk classification model achieved an F1-score of 0.65 for detecting
Cumulative talk, 0.53 for Exploratory, 0.52 for Disputational, and 0.43 for detecting
Other talk. This is substantially better than the baseline, which only reached F1-scores
of 0.31, 0.03, 0.02, and 0.20, respectively. Since we partitioned the data by pair pro-
gramming activities and pairs to ensure dataset independence, the model did not overfit
to the idiosyncrasies of a specific activity or programmer. Therefore, our reported results
should be indicative ofwhat to expect for newprogramming pairs and activities in similar
course settings. The results show that it is feasible to develop a system that significantly
outperforms the baseline which is promising, but there is still a lot of room for improve-
ment. In futurework, wewill systematically probe [13] our finetuned transformermodels
and augment themodels with the linguistic and contextual features obtained from further
error and computational linguistic analysis not already encoded in our models.

Since the primary goal of this model is to nudge students to engage in more
Exploratory talk, a high F1-score for detecting Exploratory talk is more important than
for other types of talk. Higher recall will help ensure the system does not nudge users
at a time when they just used Exploratory talk and higher precision will help ensure an
accurate assessment of how often it occurs. Similarly, high precision is more important
than high recall in detecting Disputational talk, since if the system erroneously classifies
an utterance as Disputational, any resultant system feedback could be counterproductive,
and it is not necessary to detect every instance of Disputational talk to provide occasional
support with corrective nudges. This practical perspective on the results should guide fur-
ther research into the most important model improvements. In future, we plan to deploy
our model in a CITS to assess how effectively it can foster improved collaboration by
encouraging students to engage in more Exploratory talk.
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Abstract. Classroom orchestration tools rely on research showing when indi-
vidual or collaborative activities are effective. No prior research has investigated
effects of collaboration on perceptual learning, which is nonverbal and inductive.
An experiment compared individual learning to nonverbal, gesture-based col-
laboration on a perceptual training. Results show an advantage of gesture-based
collaboration on pre-to-posttest gains, especially for low-spatial skills students.

Keywords: Perceptual training · Collaboration · Gestures · Spatial skills

1 Introduction

Classroom orchestration tools may help teachers decide when to transition between
individual and collaborative instruction. Designing such tools requires research that
determines for which types of activities and for which collaboration is effective. For
example, following the call to understand under what circumstances collaboration is
beneficial [1], research showed that collaboration has differential effects on conceptual
vs. procedural learning [2]. We expand this research by testing whether collaboration
enhances students’ benefit from activities that focus on perceptual learning. Further, we
investigate effects on students with low spatial skills who tend to be underrepresented
in science, technology, engineering, and mathematics (STEM) [3].

Visual representations are often used in STEM instruction to illustrate abstract con-
cepts [4]. Students need to be able to fluently perceive information shown in visual repre-
sentations [4, 5]. For example, when chemistry students see a Lewis structure (Fig. 1A),
they need to be able to perceive the molecule’s 3D geometry (Fig. 1B). Students acquire
such perceptual fluency via nonverbal processes involved in inductive pattern learn-
ing [5]. These processes are considered nonverbal because verbalization interferes with
perceptual learning [6]. To support perceptual fluency, perceptual trainings present stu-
dents with short nonverbal tasks that ask students to quickly recognize or classify visual
representations [4, 7].

A limitation of prior research on perceptual trainings is that it has exclusively focused
on individual learning, possibly because of their focus on nonverbal learning. On the
one hand, collaboration involves nonverbal communication via gesturing, which can
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support perceptual learning [8]. This may be particularly helpful for students with low
spatial skills [9]. On the other hand, collaboration enhances learning from complex tasks
but not from simple tasks [10], whereas perceptual trainings typically involve simple,
one-step tasks. To address these limitations, we test if nonverbal, gesture-based collabo-
ration enhances perceptual learning, if spatial skills moderate the effect of gesture-based
collaboration, and if problem-solving behaviors mediate this effect.

Fig. 1. A: 2D wedge-dash Lewis structure; B: 3D ball-and-stick model.

2 Methods

The study was conducted in an introductory chemistry course with 45 undergraduate
students, taught by one of the authors. The course lasted 15 weeks; the study occurred
in weeks 14–15. Three students were excluded from the analysis: two were absent in
week 15, and one did not consent to participate in the study, yielding N = 42.

Individual students were randomly assigned to conditions. Students in the collabo-
rative condition (n = 22) worked in dyads on the perceptual learning activities. Dyads
were instructed not to talk but to communicate only via gestures, such as pointing and
showing shapes. The individual condition (n = 20) worked alone on the activities.

The perceptual training was provided electronically and was designed based on prior
research [4, 5]. To encourage nonverbal, inductive processes, the perceptual training
asked students to “solve tasks fast and intuitively without overthinking it.” Students
received 20 short tasks asked them to select one of four visuals that showed the same
molecule as a given visual. The choice options varied a range of visual features that are
relevant to chemical isomerism and irrelevant features.

Students took a content knowledge pretest at the start of week 14, an immediate
posttest after finishing the perceptual learning activities, and a delayed posttest at the
start of week 15. Further, students took a mental rotations test in week 1. We also used
logs from the perceptual training to compute Z scores for time on task and error rates.
Students in the collaborative condition were assigned the group score.

To analyze the data, we first calculated the intraclass correlation (ICC) to estimate the
degree of clustering due to students being nested in dyads. While the ICC for students’
immediate posttest scores was nonsignificant (p= .693), it was significant for students’
delayed posttest scores (ICC = .506, p = .041). This rejects the assumption of inde-
pendence of students within dyads. Hence, we used a hierarchical linear model (HLM).
Level 1 modeled repeated test-time within students (immediate and delayed posttest).
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Level 2 modeled student characteristics (spatial skills, pretest scores). Level 3 modeled
student-group variables (condition, interaction between condition and spatial skills).
Levels 2 and 3 included random effect for students and student dyads, respectively. To
conduct the mediation analysis, we constructed a causal path model.

3 Results

To test if collaboration is effective, we examined the main effect of condition, which
was significant, F(1, 30.7)= 9.89, p= .004. Students in the collaborative condition had
higher learning gains than students in the individual condition. To test if spatial skills
moderate the effect of collaboration, we examined the interaction between condition
and the continuous spatial skills variable, which was significant, F(1, 34.4) = 6.29,
p = .017. Students with lower spatial skills benefitted more from collaboration (see
Fig. 3A). To test if problem-solving behaviorsmediate the effect of collaboration,we first
verified whether collaboration affected problem-solving behaviors. The HLM showed
a significant effect on error rates, F(1, 33.3) = 5.48, p = .025, but not on time on task
(F < 1). There was no significant interaction between condition and spatial skills (F
< 1). Thus, we used only error rates for the mediation analysis. The causal path model
fits the data, χ2 (9, N = 42) = 13.0074, p = .163) (Fig. 3B). Error rates fully mediate
the effect of condition on immediate posttest: collaborating students made fewer errors,
which increased performance on the immediate posttest.

Fig. 3. A: Interaction of condition with spatial skills. The y-axis shows estimated marginal means
(EMMs, averaged across immediate and delayed posttests). Error bars show standard errors of the
means. B: Summary of causal path analysis model, unstandardized coefficients.

4 Discussion

This study tested whether nonverbal, gesture-based collaboration enhances perceptual
learning. We found a large benefit of gesture-based collaboration, especially for low-
spatial skills students, which was fully mediated by a reduction of error rates.

Our results extend prior research in several ways. First, adding to research showing
that perceptual learning can occur in social settings [8], we found that gesture-based
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enhances perceptual learning. Second, in contrast to research suggesting that verbal col-
laboration interferes with perceptual learning [6] our findings suggest that this assertion
does not extend to gesture-based collaboration.

Further, our findings expand prior research by providing pathways for addressing
an equity issue for students with low spatial skills. Our study suggests that gesture-
based collaboration may help address this issue. Specifically, students with low spatial
skills may have difficulties in mentally rotating visual features so that they can translate
between the visuals. A partner who is more proficient at this task may help them see
mappings between the visuals and thereby help them recognize perceptual patterns.

Limitations of our study include that we did not observe students’ nonverbal
communication and that it had a relatively small sample size.

To conclude, our study is the first to establish that nonverbal collaboration via ges-
turing enhances students’ benefit from activities focused on perceptual learning with
visual representations. These findings can inform the design of classroom orchestration
systems that can help instructors decide which activities lend themselves to collaborative
work, and which students might benefit from them.
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Abstract. We consider how pre-existing STEM interest influences the way in
which adolescents engage an astronomy-themed Minecraft environment. Partici-
pants in an after-school programmet for five sessions over the course of fiveweeks
and explored a variety of hypothetical versions of Earth, such as Earth with no
moon, in Minecraft. An association rule mining approach was taken to understand
how differing levels of STEM interest influence in-game science tool usage and
observations across worlds. Highest science tool use was observed among partic-
ipants with moderate STEM interest, suggesting high engagement and desire to
learn comparedwith the low and high STEM interest groups. High recorded obser-
vations among the high STEM interest group suggests confidence or high prior
knowledge, while moderate tool use among low STEM interest learners might
suggest development of interest in content.

Keywords: Association rule mining · STEM interest ·Motivation ·Minecraft

1 Introduction

Digital games offer extensive opportunities for learning [1] in a platform that has dis-
played evidence of being more effective at motivating learning and engagement than
conventional methods [4]. Adolescents tend to shed or adopt STEM identities during
their middle school and early high school years, because of feelings of incompetence
or disinterest [2]. Interest develops through consistent opportunities to engage domain-
specific content or topics, and once learners can formulate their own questions and make
personal connections to content their interest tends to remain steady [3]. Using an open
world digital sandbox game, Minecraft, we explore how adolescents of varying interest
levels in STEM engage the environment through self-directed play and use of science
tools. Association Rule Mining (ARM) is used to extract rules for how these groups
interact with STEM content in the game and pinpoint differences between them.

2 Methods

2.1 Participants

Participants were all students at a middle school in the midwestern United States partic-
ipating in an after-school program (n= 14, 7% female, 8 identified as White/Caucasian,

© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 236–239, 2022.
https://doi.org/10.1007/978-3-031-11647-6_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_42&domain=pdf
http://orcid.org/0000-0002-8544-8693
http://orcid.org/0000-0002-3046-1751
https://doi.org/10.1007/978-3-031-11647-6_42


Mining for STEM Interest Behaviors in Minecraft 237

1 as American Indian or Alaskan Native, and 5 preferred not to answer). The median age
for participants was 12. Consent was obtained virtually by at least one parent/guardian
of each participant prior to the program start. The program was conducted on-site in the
middle school library.

2.2 Materials

The primary mode for delivering content throughout the after-school program was a
customizedMinecraft server usingMinecraft JAVAEdition (MCServer). TheMCServer
hosts 13 unique worlds to explore, including two orientation worlds to introduce players
to science tools and observations, six “What-if”worlds, such asEarth as amoon (Mynoa),
as well as five known Exoplanets. On each world players can use science tools to take
measurements by typing “/temperature” or “/oxygen”, for example. In total, learners
have 11 science tools at their disposal. All participants were provided laptops and access
to Minecraft.

2.3 Measures

STEM Interest Survey. A validated STEM interest survey developed by our lab was
given to all participants on the first day of the program, prior to playing on our Minecraft
server. The survey uses a 1–5 Likert type scale (1= “Strongly Disagree”, 5= “Strongly
Agree”) and consists of 25 items designed to measure participant interest in a vari-
ety of STEM activities (i.e. “I like learning about how different ecosystems work”).
Unpublished results showed high reliability (Cronbach’s α from .8 to .9).

Log Data. Log data for each participant was collected by the MC Server and stored
in a database. Collected log data included timestamped location data every 3 s, every
science tool used, every observation made, blocks placed, blocks destroyed, and the
value returned for every use of a science tool.

2.4 Procedure

The after-school program consisted of five, two-hour sessions meeting once per week
for five consecutive weeks. Each session consisted of short discussions introducing
participants to the “What-if” worlds theywould explore each day, followed by time spent
exploring the worlds, taking science measurements, and making in-game observations.
The STEM interest survey was given on the first day of the program.

2.5 Analysis

An aggregate score for each participant was calculated for the STEM interest survey,
based on responses to the Likert-type items. The mean value and standard deviation
were divided participants into three groups: low STEM interest (LSI), medium STEM
interest (MSI), and high STEM interest (HSI).
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Once participants were divided into STEM interest groups, Association RuleMining
was used to examine the ways in which the different groups use science tools and
observations on the WHIMC server. Due to a low sample size, science tool use was
aggregated for each group across all explored worlds.

RapidMiner software was used to conduct the analysis. Support is used to calcu-
late the proportion of transactions containing an item or rule from the total number of
transactions. Minimum support was set at .15. Confidence is used to find the proportion
of transactions that fit a rule out of the number of transactions that fit the rule’s “if”
condition. Confidence provides evidence for strong relationships in the data, and the
cutoff for confidence was also set at .15 to account for diversity of tool options in an
open environment. Finally, lift is calculated by dividing the confidence of a rule, such
as “temp-obs”, by the probability of an observation occurring. A lift value> 1 suggests
strong association.

3 Results and Discussion

Based on survey results (mean= 80.14,min= 65,max= 90, SD= 7.5) four participants
were placed in the low STEM interest group (>1 SD from mean), five in the medium
STEM interest group (within 1 SD of mean), and five in the high STEM interest group
(>1 SD from mean).

Association rule mining was applied to each group separately to see how STEM
interest might influence tool usage and observations. TheMSI group showed the greatest
activity in terms of science tool use and observations. The LSI group also showed higher
activity, in terms of science tools used, than the HSI group. However, when looking at
frequent items, the HSI group did more frequently make observations than the other
two groups (support = 0.652). The lack of activity but high number of observations
for the HSI group could be due to greater interest driving exploration and recording
inferences. Across all groups, the “Temperature” science tool was most frequently used
(support: LSI = 0.65, MSI = 0.52, HSI = 0.348). The LSI and MSI groups both
exhibited a tendency to measure “Gravity” (support: LSI = 0..25, MSI = 0.4) at a
more prevalent rate than other science tools, aside from “Temperature”. Frequent items
associated across groups were “Temperature-Observe”, suggesting that the LSI andMSI
groups were taking measurements and making observations. Similarly, the HSI group
had observations and “Temperature” frequently cooccurring.

For rules generated from the data (Table 1), the HSI group only exhibited one rule,
“Temp – Observe”, with a moderate confidence (conf= 0.625). The LSI group produced
a total of four rules, including some overlap with the MSI group. All LSI group rules
involved “Temperature” measurements, with “Gravity – Temp” (conf = 0.8, lift = 1.2)
and “Observe – Temp” (conf = 0.75, lift = 1.2) having the highest confidence ratings,
suggesting they are likely cooccur. The lift values> 1, supports the occurrence of these
rules. Despite low support, multiple measurements cooccurring might suggest the LSI
group made efforts to understand how planetary conditions fit together.
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Table 1. Rules Generated from ARM analysis divided by STEM interest level

Low STEM interest Medium STEM interest High STEM interest

Rule Sup Con Lift Rule Sup Con Lift Rule Sup Con Lift

G-T 0.2 0.8 1.2 T-O 0.3 0.73 1.4 T-O 0.2 0.63 1.0

T-G 0.2 0.3 1.2 T-G 0.2 0.46 1.2

P-T 0.15 1 1.5 O-G 0.2 0.55 1.4

O-T 0.15 0.75 1.2 G-T 0.2 0.6 1.2

G-O 0.2 0.6 1.4

T-O-G 0.2 0.63 1.6

O-G 0.2 0.71 1.8

T-G-O 0.2 0.83 1.9

O-G-T 0.2 0.83 1.6

Note: G = Gravity, O = Observation, T = Temperature, P = Pressure
Sup = Support, Con = Confidence

The MSI group generated the most rules from the data. In Confidence scores were
highest for the three variable rule, “Temp-Obs – Gravity” (conf = 0.833). This suggests
a greater complexity to how they were approaching exploration of worlds by taking
multiple measures and making observations. An overall reliance on a few specific tools
could be attributable to interest in comparing conditions across the planet.

Support was low for all rules, with the highest reported supported rule being “Temp-
Observe” (support = 0.32) for the MSI group. Low global support values are likely due
to the variety of tools available and an emphasis on open-ended exploration.
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Abstract. Is consciousness required for social robots to serve as a tutor? This
study explored the effects of a tutor robot’s social-AI on participants’ perception
of social robots’ Theory of Mind abilities, perception of social robots’ conscious-
ness, and acceptance of social robots in education. We were also interested in
the relationships between these variables. One hundred and twenty participants
from Amazon Mechanical Turk were randomly assigned to one of four condi-
tions. The participants completed an online survey that included two short videos
of a robot tutor interacting with a student, followed by several questionnaires.
We manipulated the robot’s social-AI abilities with respect to two social abili-
ties: emotion Expression and Detection, resulting in a 2 × 2 controlled research
design. Participants’ responses to the Social Robots Theory of Mind Assessment
Scale revealed that the robot’s social AI behavior had an impact on its perceived
ability to detect and influence others’ feelings. Perceptions of social robots’ TOM
and consciousness had a significant positive correlation with acceptance of social
robots in education.

Keywords: Social robots · Theory of Mind · Consciousness · Social AI

1 Introduction

While the use of social robots in educational settings has been increasingly explored
in recent years, with promising affective and cognitive outcomes [1], social robots are
yet to scale up in educational settings. Indeed, when it comes to education, people are
hesitant about the possibility of children interacting with social robots at school [2].

Why are social robots yet to scale up? The physical presence of robots generates
expectations with respect to their social behavior that is different from the expectations
of a social agent viewed on a computer or tablet. A robot tutor should be able to not only
perceive and evaluate the cognitive state of the learner but also interpret engagement,
confusion, and attention and respond accordingly. Indeed, there has been great progress
in social AI; nevertheless, the integration of these technologies is still limited and does
not allow accurate interpretation of a learner’s social behavior [1]. Thus, while we have
witnessed great progresswith respect to artificial intelligence in recent years, the problem
of social AI is the hardest and still not solved. We claim that the intrinsic complexity of
this problem is related to the hard problem of consciousness [3].
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Related to consciousness, one of the fundamental social skills in human-to-human
interaction is the ability to attribute mental states (i.e., beliefs, emotions, desires, goals)
to oneself and others, referred to as the Theory of Mind (TOM) [4]. As a preliminary
exploration of the relationships between the problem of social AI and consciousness,
this study explored the effects of a tutor robot’s social-AI on participants’ perception of
social robots’ Theory of Mind abilities, perception of social robots’ consciousness, and
acceptance of social robots in education. We were also interested in the relationships
between these variables.

2 Method

2.1 Participants

One hundred and twenty participants (62 female and 58 male, age mean= 39.02, SD=
11.31) recruited at Amazon Mechanical Turk were randomly assigned and completed
one of four online surveys. The participants were adults English speakers from the
United States. The participants signed a consent form that was approved by the institu-
tional ethical committee and received the standard Mechanical Turk payment for their
participation.

2.2 Materials

Two short (~17 s) videos were generated per condition (see Fig. 1). The social robot used
for the videos is a 58 cm humanoid robot named Nao, developed by SoftBank Robotics.
In each video, the social robot Nao behaved differently according to the condition.
The robot’s behaviors were generated using Choregraphe software. The two videos,
followed by questionnaires, were embedded inQualtics questionnaires that took ~20min
to complete.

2.3 Conditions

We manipulated a robot tutor’s social-AI abilities with respect to two social abilities:
emotion Expression and Detection, resulting in a 2 (Expression+\Expression−) × 2
(Detection+\Detection−) controlled research design. This design resulted in four con-
ditions: (1) Expression+Detection+ condition - the robot detected the student’s feeling
and expressed its feeling to the student, (2) Expression+Detection- condition - the robot
expressed its feelings but did not detect the student’s feelings, (3)Expression−Detection+
condition – the robot detected the students’ feeling but did not express its own feelings,
and (4) Expression−Detection− condition – the robot did not detect the students’ feeling
nor expressed its own feelings.
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Fig. 1. Screenshots from a video of the robot Nao and a student

2.4 Dependent Variables

SocialRobotsTheory ofMindAssessment Scale. Tomeasure the perceptions of social
robots’ TOM abilities, participants completed a 12-items questionnaire on a five-point
Likert scale (1= strongly disagree to 5= strongly agree). The itemswere generated based
on the Theory of Mind Assessment Scale (Th.o.m.a.s) [5]. Exploratory factor analysis
revealed three subscales: Scale 1-Social robots experience emotions and desires (5 items,
α = 0.82), Scale 2- Social robots are indifferent to their and others feelings (4 items, α
= 0.76), and Scale 3- Social robots perceive and influence others’ feelings (3 items, α
= .68).

Perceptions of SocialRobots’Consciousness. The participants responded to two items
(“Social robots have amind” and “Social robots can be conscious”) on a five-point Likert
scale (1= strongly disagree to 5= strongly agree). The two items had a Cronbach alpha
reliability of α = .862 and were combined into a single item.

Acceptance of Social Robots Scale. Five items from Kennedy et al. [2] were used
to measure the participants’ acceptance of social robots in education (e.g., “It would
be acceptable for social robots to be used alongside other technology in school”). The
Cronbach alpha reliability of the items was α = .824, and they were combined into a
single item.

3 Results

Perceptions of Social Robots’ TOM Abilities. Two-way MANOVA with conditions
(Express±× Detect±) as between-subjects independent variables were performed (see
Fig. 2). Participants in the Detect+ conditions rated scale 3 (social robots perceive and
influence others’ feelings) significantly higher than participants in theDetect- conditions,
F (1, 116)= 10.433, p< .05, η2= .083. There was no significant difference between the
Detect conditions for scales 1&2. Likewise, there was no significant difference between
the Express conditions across the scales.

Perceptions of Social Robots Consciousness. We asked the participants whether they
think social robots have a mind and whether they can be conscious. No significant
differenceswere found between the conditions for the perceptions of robot consciousness
items. Interestingly, the participants’ responses varied from strongly disagree to strongly
agree, expressing awide range of opinions, andwere not normally distributed (M= 3.24,
SD = 1.32).
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Acceptance of Social Robots in Education. No significant difference between the con-
ditions was found for acceptance of social robots in education. Overall, the participants
expressed high acceptance of social robots in education regardless of the videos they
watched (M = 4.09, SD = .70).

Fig. 2. Social Robots TOM scales by condition

The Relationships Between Perceptions of Social Robots’ TOM Abilities, Con-
sciousness, and Acceptance of Social Robots in Education. We conducted Pearson
correlations to better understand the relationships between the variables. Perception of
social robot’s consciousness had a significant strong positive correlation with TOM scale
1, r = .74, p < .001, and a significant moderate correlation with TOM scale 3, r = .38,
p< .001. In addition, acceptance of social robots in education had a significant moderate
correlation with TOM scale 1, r = .37, p < .001, TOM scale 3, r = .33, p < .001, and
perception of social robots’ consciousness, r = .45, p < .001.

4 Discussion

We claim that the failure of social robots to scale up in real-world educational settings is
related to the social complexity of the behavior expected froma tutor,whichmight require
the unique property of consciousness. As a preliminary attempt to examine this claim,
this study explored the effects of a tutor robot’s social-AI on participants’ perception of
social robots’ Theory ofMind abilities, consciousness, and acceptance of social robots in
education.We found that manipulating the social behavior of the robot tutor, in particular
the robot’s ability to detect feelings, affected the robot’s perceived TOM ability, yet did
not affect its perceived general consciousness nor the acceptance of social robots in
education. We also found that perception of social robots TOM and consciousness had a
significant positive correlation with acceptance of social robots in education, indicating
that the lack of consciousness might be a key explaining social robots’ present failure to
scale up. But should we aim to develop a conscious social robot? The participants in the
current study were selected from the general population. Participants in future studies
should include teachers, parents, children, and other stakeholders to address the ethical
problems involved in developing a conscious-like social robot. Furthermore, we propose
that the present failure in creating a simulated conscious agent has to do with the open
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philosophical hard problem of consciousness [3]. Until this hard problem is solved, it
might be more productive to find the added value of social robots over teachers, which
we believe has to do more with AI than with social AI. Thus, leaving the complex social
interaction to human teachers.
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Abstract. Questions are one of the most essential assessment compo-
nents in education. Although the delivery of questions has been revolu-
tionized by technologies like intelligent tutoring systems (ITS), questions
generation (QG) still largely relies on expert knowledge. QG requires
instructors to address multifaceted aspects of teaching, including stu-
dent performance, learning goals, the coverage of concepts/topics, and
so on. To the best of our knowledge, there is little research investigating
the structural characteristics of instructor-made questions (for specific
students in a class), textbook questions (for a broader range of readers
in general), and their relationship with student performance in prac-
tice. This work used the local knowledge graph (LKG) to analyze struc-
tural features of the instructor-made multiple-choice questions and those
from textbooks. The results showed that the instructor-made questions
were much less complex than the textbook questions in terms of con-
cept diversity. Also, the complexity of the network components involved
in the questions was significantly correlated with the performance in a
classification analysis.

Keywords: Question complexity · Semantic network analysis · Local
knowledge graphs

1 Introduction

Questions are one of the most widely used tools in education. Instructors use
questions to assess students’ knowledge acquisition or utilize them to organize in-
class activities (Ham Myers, 2019). The rise of the remote and distance learning
has made the role of questions more imperative than ever. Accompanied by
the growing size of classrooms and the limited human resources in teaching,
making use of more questions has been thriving and inevitable. Previous studies
have shown various educational technologies that are effective for students to
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keep competitive in such a learning environment. For example, instructors can
periodically release questions (e.g., quizzes, exercises, worked examples) on a self-
assessment platform and help students regularly and persistently practice the
content [2]. The demand for questions to support day-to-day learning activity
consequently increases, therefore becoming an important issue for instructors
and content creators.

Although there has been a surge of interest in the field of QG, much research
mainly focuses on the data processing aspect of applications (e.g., identifying
linguistic features for QG processes) rather than investigating the semantic rela-
tionship between question complexity and student performance. We believe that
findings of this relationship can shed light on not only the understanding of
the question structures but also the associated challenges that are faced by the
students during the learning process. This study adopted a semantic network
model, local knowledge graph (LKG). The model was used to extract concepts
in questions in the format of semantic triples and to construct a semantic network
around them. The network was further used to analyze the complexity of ques-
tions that was represented by various network features. Comparing instructor-
made questions from 9 undergraduate introductory programming courses and
textbook questions with two existing references, we found that the former had
much simpler complexity than the latter. This outcome revealed that instructor-
made questions specifically focused on some topics and might not fully cover the
breadth and depth of learning content.

2 Methodology

Extending the concept of semantic role labeling (SRL), researchers have pro-
posed Open Information Extraction (OIE) that considers both SRL and propo-
sitions asserted by sentences. For example, the sentence “computers connected
to the Internet can communicate with each other” can be decomposed into two
possible propositions: “(Computers connected to the Internet; can; communicate
with each other)” and “(Computers; connected; to the Internet)”. These two
propositions represent two aspects of the meaning. Compared to conventional
SRL, OIE can extract more information about the intent of a given sentence.

Based on OIE, the Local Knowledge Graph (LKG) is a semantic network
model that connects subjects, verbs, and objects in OIE triples [3]. It has been
shown that the LKG can be used to store a large volume of documents and
provide an efficient structure for search queries. We believe that the LKG can also
help analyze the structure of question content due to its network structure: the
interconnection of similar semantic objects and the span of edges may represent
the complexity of underlying knowledge, thereby forming a semantic network.

We collected three datasets of questions, one of which represent instructor-
made questions and the other textbook questions. The first dataset, QuizIT, was
instructor-made multiple-choice questions (MCQ) collected from QuizIT [1] that
was used in 9 undergraduate courses about entry-level Java programming over
3 years. The number of unique questions was 779 (355 when counting unique
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question text only). The second dataset of practice questions, Textbook, was
collected from a free online textbook, “Introduction to Programming Using Java,
Eighth Edition”1. In total, there were 163 practice questions, most of which were
free-text questions. The third dataset, QBank, was collected from a question
bank accompanied by the textbook used in the entry-level Java programming
course. After processing, we collected 225 practice questions that were also in
the format of MCQ.

Fig. 1. Comparing LKGs from the Three Datasets (left: QuizIT; middle: Textbook;
right: QBank).

3 Results and Conclusions

As shown in Fig. 1, the three LKGs had a similar structure (one large component
and many small components) but different textures. First, we noticed that the
number of questions was not correlated with the size of networks. The largest
network was from QBank, which had 1025 nodes and 1492 edges. The Textbook
network was the second largest and had 883 nodes and 1349 edges. The smallest
network was from QuizIT, which had only 401 nodes and 573 edges. The result
suggests that the number of questions was not positively correlated with the
size of LKGs, which suggests that instructor-made questions on QuizIT might
be less complex in terms of the content.

To understand the relationship between student performance and the char-
acteristics of LKGs, we collected the usage data on QuizIT in the courses and
computed the first-attempt error rate of the questions. 570 students contributed
14,534 first attempts. We grouped questions into “high-error” and “low-error”
based on the average error rate. Since the question contents were transformed
into semantic networks, the scope of a mapped area on the network might sug-
gest the concepts that were addressed by the question. To capture the scope of
the mapped area, we first summarized a list of unique connected components
in the LKG. Then, for each question, we computed all unique connected com-
ponents it involved (which was a set that we called a “combination of unique

1 https://math.hws.edu/javanotes/.

https://math.hws.edu/javanotes/
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connected components”, CUCC). Afterward, we summarized how many high-
error questions and low-error ones were in each CUCC.

The result showed that there was a clear correlation between the CUCC and
the error rate. There was a set of CUCC that had more low-error questions than
high-error ones and vice versa. The instructor-made questions from QuizIT had
low complexity. Also, the CUCC were correlated with the error rate, and some of
them only appeared in high- or low-error questions. We further grouped questions
into three categories by the CUCC: cucc high, cucc low, and cucc gen. cucc high
includes the CUCC that had more high-error questions than the low-error ones
and vice versa for cucc low. The category cucc gen contains C1 only because it
had significantly more questions than the other CUCC. A chi-square test showed
that both cucc high (x2 = 28.12, p = 0.00) and cucc low (x2 = 43.45, p = 0.00)
had significant differences in the number of high- and low-error questions.

Finally, we conducted a classification analysis to evaluate the classification
performance of the CUCC and other network characteristics. The Random Forest
classifier with 10-fold cross-validation was used to benchmark different configu-
rations of features. We found two network characteristics that helped reach the
best performance: the out-degree of verbs (ODV) and the betweenness of argu-
ment (BTA). The classification reached f1 = 0.72, precision = 0.75, recall = 0.70,
and accuracy = 0.73. This result suggests that the ODV and the BTA might be
indirect indicators of the CUCC. Hypothetically, a small component had low
ODV and high BTA; a large component had high ODV and low BTA. Although
the current state of analysis was not able to examine this hypothesis, the result
from the classification analysis can help develop a measure to evaluate the com-
plexity of questions.

Overall, this study is aimed to investigate the characteristics of instructor-
made question content by an explainable model from two aspects: the differ-
ence from textbook questions and the correlation with student performance.
We adopted a semantic network model, local knowledge graph (LKG), which
is built by interwoven verb-arguments semantic triples. Comparing one dataset
of instructor-made questions from introductory programming courses with two
datasets of textbook questions, the analysis showed that instructor-made ques-
tions had less diversity of concepts and simpler formats than the textbook ques-
tions. We also found a correlation between the coverage of concepts and the
average error rate of questions.
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Abstract. Application of Bayesian Knowledge Tracing (BKT) has pri-
marily occurred in formal learning settings. This paper presents an inte-
gration of BKT in an informal learning context to assess the structure
and skill level of learner scientific observations. We compare different
approaches to text classification in a Minecraft science simulation. Our
models were trained on data collected from two separate middle schools
with students of different backgrounds. Experimental results demon-
strate the effectiveness of several machine learning models to automati-
cally label observations.

Keywords: Bayesian Knowledge Tracing · Minecraft · Informal
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1 Introduction

Making scientific observations is one of the most important and challenging
skills for children to acquire as they learn about science. It is often difficult
for learners since it is not always obvious what features or aspects of some
phenomena are most relevant. Educational support is needed to help learners
make the shift from more casual (“everyday”) observations to those that are
more rigorous and scientific. Thus, we are developing a set of AI-based tools
to support students in the task of writing scientific observations made while
exploring virtual worlds in Minecraft. In this paper, we present our approach to
assess and give automated feedback on the structure of observations. Our aim is
to scaffold learner experience to create more meaningful observations that lead
to inference-making and integration of knowledge.

Additionally, we describe an in-game open-learner model updated by
Bayesian Knowledge Tracing (BKT) that visualizes participant progress in learn-
ing to make different types of observations. To date, a large portion of research
on BKT has focused on well-defined domains and on problem-solving activities.
In our work, we seek to model the more open-ended skill of making observations
in an open, virtual world environment.
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2 Learning Science in Minecraft

Our work occurs in the context of the WHIMC project (What-if Hypotheti-
cal Implementations in Minecraft). In WHIMC, learners explore hypothetical
versions of Earth as well as known exoplanets and engage in numerous science-
related activities, such as taking measurements, making observations, interacting
with non-player character (NPC) scientists, and building habitats for survival.

Learners in WHIMC record observations directly in the Minecraft world they
are exploring. An observation is an “official” record of them having seen some-
thing that stands out as interesting and potentially important. In this paper, we
focus on assessing the structure of WHIMC observations. To do this, we lever-
age a scheme to categorize student work, which produced four observation types
that we want students to focus on. Descriptive are observations related to color,
temperature, quantity, and other physical attributes such as weight or size. Com-
parative are observations comparing one natural phenomena to another. Analogy
are observations comparing natural phenomena with another similar structure
or object and can be considered an advanced form of comparative. Finally, Infer-
ence are observations where a hypothesis or explanation is proposed [1].

3 Dataset and Participants

We collected observation data from an after-school community center and work-
shops at a public middle school in a small Midwestern town in the United States.
There were ∼86 participants over 4 years from the community center. Data
provided in a 2018 grant application shows 95% of participants are Black or
African American and over 80% come from low income families. Gender balance
varies by camp but is typically an even split. There were ∼14 participants from
the after-school workshops. Data provided on self-report surveys shows 1 stu-
dent identified as female the rest male with a majority identifying as White or
Caucasian.

There were 1165 observations made by participants from the community
center and 176 from the middle school. Of the observations we collected at
both sites 571 were Descriptive, 295 were Comparative, 9 were Analogy, 53
were Inference, and the rest were categorized as being related to unproductive
behaviors. The observations were coded and cross-validated by two Caucasian
education graduate students at a large Midwestern university.

4 Bayesian Knowledge Tracing

On the WHIMC server, we implemented BKT using an adaptation of the brute
force BKT model with simulated annealing to solve for the parameters [2,3].
We focused on observation structure to address the open-ended nature of the
domain. Our BKT model tracks the four types of observations defined in Sect. 2.
To update the learner model, we compare the student’s self-classification of their
observation with the predicted class from an automated classifier.
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Please note due to an absence of student self-classified observations, our
current BKT model is trained using 208 student observations not used to train
our classifier where we compared the model’s prediction against the researchers’
codes. With the availability of student self-classified observations, we will train
our BKT model using student self-classified observations with the researcher
classifications to get an accurate representation of the domain (Fig. 1).

Fig. 1. In-game correctness and open-learner model feedback with a BKT update.

5 Observation Classifier

There were three main considerations for selecting our approach to obser-
vation classification: text representation, machine learning model, and model
evaluation.

For text representation, preprocessing cleans observations to be vectorized.
We tried a baseline method (removing non-alphanumeric characters), Porter
Stemming, and WordNet lemmatization. Vectorization converts the preprocessed
sentences into vectors for our classifiers. We used term frequency-inverse docu-
ment frequency (TF-IDF), word2vec, and Global Vectors (GloVe).

For our classifier we show the results of the stochastic gradient descent
(SGD), support vector machine (SVM), and multilayer perceptron (MLP) mod-
els, which were the three best performing algorithms on our dataset and pipeline.
To account for imbalances in our samples and classes (see Sect. 3), we used sam-
ple weighting based on data collection site and Synthetic Minority Oversampling
Technique (SMOTE).

To evaluate our models, we ran 10-fold cross-validation. We compared four
different standard metrics for evaluating our models: accuracy (A), precision
(P), recall (R), and F1 score (F1). For precision, recall, and F1 score we utilized
macro averaging.

6 Results

Table 1 shows the results of our three classifiers, vectorization, and preprocessing
approaches using the dataset described above in Sect. 3 and the approaches to
handle dataset imbalances described above in Sect. 5 for our four metrics.
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Table 1. Averages of 10-fold cross validation for each ML algorithm, vectorization,
and preprocessing approach on the four different metrics. Bold scores indicate the best
result for that metric.

ML

Algorithm

Vectorization

Technique

Baseline Stemming Lemmatization

A P R F1 A P R F1 A P R F1

SGD TF-IDF .700 .588 .545 .544 .700 .612 .555 .559 .699 .590 .541 .544

w2v .667 .532 .633 .549 .630 .475 .601 .495 .673 .535 .620 .542

GloVe .409 .421 .484 .382 .402 .361 .448 .329 .396 .421 .502 .376

SVM TF-IDF .701 .644 .472 .500 .709 .641 .473 .500 .701 .644 .472 .500

w2v .683 .545 .584 .547 .630 .502 .563 .497 .683 .545 .584 .547

GloVe .287 .383 .429 .308 .305 .298 .372 .244 .287 .383 .429 .308

MLP TF-IDF .689 .604 .550 .548 .700 .610 .547 .555 .688 .608 .540 .550

w2v .704 .545 .613 .560 .667 .517 .613 .537 .698 .547 .612 .559

GloVe .562 .495 .585 .497 .529 .406 .519 .426 .576 .500 .578 .504

7 Discussion

Our results found that there is currently no clear “best” approach to classify-
ing observations. With the exception of GloVe vectorization, each preprocessing,
vectorization, and ML technique produced the best result on at least one met-
ric. Since GloVe was the only one that used a pretrained model, we believe
the language in our dataset was vastly different from that found in common
datasets. Thus, researchers using natural language classifiers with data from
middle schools should prioritize proper vectorization over other aspects of their
pipeline. Another significant point of discussion is the inclusion of statistically
underprivileged participant populations in our dataset. We take measures to
train our model to equally weigh the language differences from students of differ-
ent backgrounds and believe our work could connect to future studies regarding
information ethics. The effectiveness of our AI scaffolding will be empirically
measured in future studies.
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Abstract. Little research has addressed how systems can use the learning process
of self-explanation to provide scaffolding or feedback. Here, we propose a model
automatically generating sample self-explanations with knowledge components
required to solve a math quiz. The proposed model contains three steps: vector-
ization, clustering, and extraction. In an experiment using 1434 self-explanation
answers from 25 quizzes, we found 72% of the quizzes generated sample answers
with all necessary knowledge components. The similarity between human-created
and machine-generated sentences was 0.719, with a significant correlation of R=
0.48 for the best performing generation model by BERTScore. These results sug-
gest that ourmodel can generate sample answerswith the necessary key knowledge
components and be further improved by using the BERTScore.

Keywords: Self-explanation · Rubric · Automatic summarization · NLP

1 Introduction

Self-explanation is defined as generating explanations to oneself and explaining con-
cepts, procedures, and solutions to deepen understanding of the material [1]. It has been
widely recognized for its learning effects for a long time [2]. The iSTART system is the
leading research method in self-explanation evaluations, which guides learners through
the exercise to support active reading and thinking [3].

In mathematics, there is a procedure for solving a quiz, and the quiz is solved accord-
ing to that procedure. Therefore, we proposed a method to check whether students can
describe each step in a self-explanation by comparing the similarity between the human-
created sample answer and students’ self-explanations [4]. Itwas judged that the student’s
knowledge was likely to be insufficient because the information and words of the unit
required were included or, if not, they were missing some knowledge components. We
defined “Rubric” as can-do descriptors that clearly describe all the essential knowledge
components of the quiz and “Sample Answer” as model answers of self-explanations
with knowledge components, which are prepared according to the step rubric num-
ber(Table 1). In this study, we propose an automatic generating sample answers model
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in place of human-created sample answers. Our contributions have a wide range of
implications, such as scoring self-explanations and generating self-explanation scaffold
templates based on sample sentences.

Table 1. Rubrics and a sample answer of self-explanation in a quiz.

Number Rubric Sample Answer of Self-explanations

Step 1 Be able to find the equation of a linear
function from two points

Substituting the y-coordinate of p into the
equation of the line AC

Step 2 Be able to find the equation of the line
that bisects the area of a triangle

Find the area of triangle ABC, and then
find the area of triangle OPC

Step 3 Be able to represent a point on a
straight line using letters

Since the coordinates of P are (3, 5/2), the
line OP is y = 5/6, and Q are (t, 5/6)

2 Data Collections and Model Architecture

We collected the data from January 1, 2020, to December 31, 2021, using the LEAF
platform [5], which consists of a digital reading system named BookRoll, and a learning
analytics tool LAViEW (Fig. 1). For this experiment, we chose quizzes with at least five
answers. The number of quizzes were 25, and the total number of answers were 1434.
Figure 2 illustrates the proposed model, which consists of (i) Vectorizing component,
(ii) Clustering component, and (iii) Extracting Component. As the vectorizing compo-
nent, we adopted Sentence BERT and BERT Japanese pre-trained model to represent the
sentences [6, 7]. As the clustering component, we employed an unsupervised learning
model, K-means. The reason for generating meaning-intensive clusters through unsu-
pervised learning is to reproduce the solution steps in mathematics. From an educational
point of view, a problem for junior high school students would probably contain at least
two steps and at most six steps of unit knowledge components and set the number of
clusters in the range of 3–5 by the elbow method. As the extracting component, for each
semantic cluster, the most representative sentences are extracted and sorted by multi-
plying them by their position in the problem, obtained from pen strokes. For extracting
a representative sentence, Lexrank [8] was tested to extract the most representative sen-
tences from each cluster. The input is all the self-explanation sentences associated with
the quiz, and the output is the summarization with knowledge components for the quiz.

3 Experiments

Firstly, we set the rubrics for each quiz for evaluation (Table 2). Secondly, two authors
and one assistant evaluated the machine-generated self-explanations to determine if they
contained the necessary knowledge components. Though the Fleiss’ kappa coefficient [9]
was 0.518 initially, after discussing the differences among the three, the final coefficient
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Fig. 1. The students input a sentence of explanation every time they think they have completed
some step in their answers during the playback. Therefore, the self-explanations are temporally
associated with the pen stroke data.

Fig. 2. Overall model architecture.

was 0.870. Table 2 shows the human evaluation results in 72% of the quizzes, it could
generate all of the maximum five knowledge components.

Next,we evaluated the similarity of human-created andmachine-generated sentences
from several metrics: BERTScore, BLEU [10, 11]. In addition, we conducted a Spear-
man correlation analysis to investigate the correlations between the summary index and
human evaluation. The Human Evaluation Score (HES) was scored according to how
well machine-generated answers met the knowledge components against rubrics in the
following form.

Table 3 presents the F1Metrics scores. The highest similaritymetric was BERTScore
with an average of 0.719. Table 4 shows the correlations and RMSE between HES and
metrics. As for correlation, it was 0.48 for BERTScore, showing a moderate correlation.
As for RMSE, the BERTScore with the minor error was 0.273, while the other metrics
were over 0.5, a significant difference.
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Table 2. Missing knowledge components of each quiz by Human evaluation

Missing knowledge components 0 1 >=2

Num of quizzes 18 4 3

Probability density 0.72 0.16 0.12

Table 3. The similarity evaluation(F1)

BERTScore BLEU

M SD M SD

0.719 0.032 0.300 0.093

Table 4. RMSE and Correlations between HES and metrics.

BERTScore BLEU

Correlations 0.48** 0.46**

RMSE 0.273 0.582

Note. *** p < 0.01, ** p < 0.05, * p < 0.1

4 Conclusion

This study attempted to generate sample self-explanation sentences from collected data.
The collected 1434 self-explanations from 25 quizzes were fed into a model and the
results showed that 72%of the quizzes could generate all of themaximumfive knowledge
components. The similarity between human-created and machine-generated sentences
was 0.715, with a significant correlation of R = 0.48(BERTScore). Results suggest it
is possible to generate sample answers using the proposed model to extract the neces-
sary knowledge components and improving the BERTScore accuracy correlates with
extracting essential knowledge components.
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Abstract. Gamification applied to education could impact positively
(or negatively) students’ psychological and cognitive aspects, such as
motivation, engagement and learning performance. Nevertheless, the per-
ceptions of education professionals and their concerns about implicit
biases and ethics that emerge from applying gamification to support
learning has not been widely explored. Thus, we conducted a qualitative
study that aims to identify gamification potential biases and ethical con-
cerns, from teachers’ perspectives, in the Brazilian context. We designed
a survey answered by 61 Brazilian teachers, who had not used gamifica-
tion before - even thought they were aware of its potential benefits. Our
results point out that social aspects, difficulties in planning and evalua-
tion, psychological and behavioral impacts, and privacy of students are
some of the main concerns related to ethics and biases. This paper contri-
bution focused on providing a list of potential biases and ethical concerns
to consider when designing and applying gamification in education.

Keywords: Gamification · Ethics · Biases in learning technologies

1 Introduction

Gamification, when properly designed and tailored to students’ needs, is often
‘sold’ as a solution for educational problems, such as lack of motivation and
engagement [5]. Most studies are focused on the perspective of researchers, and
experiments with students to help design gamification properly [3]. Additionally,
few are concerned with the teachers’ workload, or their needs and perceptions
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on gamification, but rather present it to these practitioners as a solution they
did not ask for nor know how to use. Since these professionals are the main
stakeholders (aka, the ones that will potentially use gamification effectively for
their students), it is important to consider what their thoughts about ethical
issues are, when planning and applying any kind of technology, gamification
included, to learning environments [1,2]. Thus, considering their concerns on
real or perceived biases is crucial, to understand why they would or not use
gamification in education.

Hence, this study aims to understand how education practitioners perceive
the gamification biases in educational contexts and their main ethical concerns
towards using gamification in learning environments, through an exploratory
qualitative research. Furthermore, we address the following research questions
(RQs): (A) What are educational practitioners’ biases towards gamifi-
cation in education?; and (B) What are educational practitioners’ main
ethical concerns towards the use of gamification in education?. Based
on these RQs, our main contributions with this paper are to propose, for the
first time: a set of potential biases that must be addressed during gamification
design in education; a set of ethical concerns that must be considered before
gamifying a learning environment. Those insights can be used in the design and
development of gamification in learning environments.

2 Methods

To approach our research questions, we opted to conduct a qualitative study,
since the main objective is to explore a field (that of biases and ethical concerns
in gamification in education) that has not yet been tackled or approached by
other studies [4]. To collect the data, we opted for the survey method, due to
its reach and low-cost [4], alongside snowball sampling, where we created an
online link to our survey and shared with teachers and other educational prac-
titioners’ social media groups in Brazil. Our survey consisted of 41 questions,
divided into two parts. The first part (22 questions) consisted of collecting demo-
graphic and socioeconomic data, while part two (19 questions) dealt with the
gamification aspects. It is worth mentioning that the data collected was care-
fully anonymised. Such information was not further used in the study reported
in this paper, thus fully complying with the General Data Protection Regula-
tions (GDPR), which was approved by the ethical committee of University of
Sao Paulo, CAE 42598620.0.0000.5464. Considering part two of our survey, we
asked: (i) if participants knew what gamification is; (ii) what they understood
by the concept of gamification; (iii) previous gamification usage; (iv) reasons to
use gamification; (v) perceptions about gamification planning ; (vi) perceptions
about gamification application; (vii) perceptions about gamification evaluation;
(viii) main concerns about gamification that may affect its adoption by other
practitioners; (ix) thoughts about gamification impacts on students’ autonomy;
(x) biases and ethical concerns.
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3 Results

Regarding the biases, we received 61 comments from practitioners, from where
two experts extracted possible common themes. This process led to a total of
64 biases. After a brainstorming session, these 64 biases were reduced to 11,
divided into four categories by six experts. We removed similar themes and
grouped the ones that were identified as similar in their semantics (e.g. “Teacher
formation” and “Incentives on teacher formation” were attributed to the same
theme). Finally, we created four categories, to group those 11 themes, for a
clearer overview:

– Social Aspects: this category encompasses biases related to social contexts
(e.g. when teachers are concerned about the social context of students), accep-
tance of gamification by teachers (e.g. there is still a major resistance from
teachers and other education practitioners towards game-based approaches
in educational environments), and students (e.g. when the gamification does
not consider students’ characteristics and they find it boring), and lack of
interest (e.g. when people just do not care about gamification at all);

– Planning: this category contains themes related to how gamification is
thought of, and is related to the lack of theoretical knowledge (e.g. when
the teacher does not know the basis for using gamification), lack of practical
knowledge (when the practitioner does not know how to apply in practice),
lack of time (e.g. when practitioners state they do not have time to plan gam-
ification), and personalisation (e.g. when the practitioner is concerned with
students’ characteristics when planning /applying gamification);

– Evaluation: this theme is also its main category, due to many practitioners
stating that evaluating the effectiveness of gamification might not be so doable
in real learning environments, making it difficult to accept in practice;

– Budget: this category is related to the lack of resources (e.g. when the insti-
tution does not provide infrastructure, or financial resources).

Considering the ethical concerns, we identified a total of 70 concerns, that
were grouped into nine themes. These nine themes were finally divided into five
categories. We also removed similar concerns and grouped others that had sim-
ilar semantics (e.g. “Undesired Behaviour” and “Students behavioural concerns
towards competition”). The categories that were created are:

– Psychological impacts: teachers, in general, were worried about how gam-
ification could affect students’ motivation, as well as needed to be careful not
to be used as a tool to manipulate students and cause embarrassments;

– Social issues: in this category, teachers were concerned about gamification
being equal and equitable, as well as attend the needs of minorities, so no
student feel excluded;

– Privacy: teachers also expressed their concerns about how students’ data
would be gathered and organised in gamified environments;
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– Humanisation: according to some teachers, gamification should be used as
a tool to improve creativity and make students’ more respectful and proac-
tive, some teachers also believe that gamification should be used as a tool to
promote positive behaviours in students’ routines;

– Behaviour: regarding this theme, some teachers were worried that gamifi-
cation could also lead to negative behaviours that would impact directly on
the psychological aspects (e.g. loss of motivation due to extreme competition
in a given gamified task).

4 Conclusions and Future Works

In this work, we navigated through the looking glass of teachers’ perception on
gamification biases and ethical concerns. We believe that our main contribution is
the mapping of these aspects, as well as providing a summarised, yet abstract, set
of topics that must be considered before gamifying educational environments. It
is important to understand how these practitioners see these ethical concerns, to
create more equitable and equal gamified environments, as well as understanding
what teachers expect, when they want to gamify something related to their
teaching practices. As future works, we aim to both conduct a deeper analysis
on the data collected and expand it.
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Abstract. In this paper, we analyze in-game data and out-of-game assessment
data from 15 Grade 6 boys from the Philippines who were completing a learning
taskwith theWhat-If Hypothetical Implementations usingMinecraft (WHIMC) to
determine how distance traveled and area covered relate to assessment outcomes.
We also determine the extent of overlap of areas covered by computing the Jaccard
Index and Maximum Similarity Index (MSI). We find no significant correlation
between assessment scores and overall distance, area, or MSI. However, when
we break the data down into five-minute intervals, we find a significant negative
correlation between assessment scores and distance traveled and area covered
during certain time periods. These findings suggest that wandering off early in
game play may be indicative of low learning outcomes later on. The absence of a
significant relationship between MSI and assessment scores suggests the absence
of a canonical traversal in an open-ended environment.

Keywords: Minecraft ·WHIMC · Exploration behaviors · Assessment ·
Philippines

1 Introduction

What-If Hypothetical Implementations in Minecraft (WHIMC) [10] is a set of sim-
ulations that learners can explore in order to learn more about science, technology,
engineering, and mathematics (STEM). In each of the alternate Earths and exoplanets,
learners explore the terrain, describe the environment, report observations about how
life on Earth is affected by these circumstances, and possibly create habitats which will
enable them to survive. By immersing learners in these activities, WHIMC hopes to
generate interest in and excitement for STEM among participating learners.

Among the many challenges of using an open-ended game such as Minecraft for
education is assessment: How can we as educators tell whether learners are learning and
what they have learned? Some educators opt not to assess learners at all, asserting that
assessments of creative, open-ended projects would be “challenging” and that bench-
marks would be difficult to establish [2]. However, not to assess learner performance is
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becoming less and less of an option. As the presence of serious games grows in education
and training, it is assessment that makes them vehicles for learning as opposed to forms
of pure entertainment [6].

The ways in which outcomes of Minecraft activities are assessed are often limited to
pre- and post-tests [9], self-reports [1], and teacher or researcher observations [1]. Some
researchers have advocated the use of game analytics to provide insights into the learning
process, separate from out-of-game assessments [4]. The use of game analytics provides
researchers with objective data on learner engagement with the game [8] and allows
the examination of interesting phenomena such as exploration strategies [5] and map
exploration styles [7]. In this study, we use in-game data and assessment data to examine
how learners’ traversals of Minecraft worlds relate to their assessment outcomes. We
compare similarities in map coverage to speculate on the extent to which goal-directed
tasks performed in open-ended environments such as Minecraft have canonical answers
or optimal exploration paths.

We hope that the results of this analysis can point out behaviors that may lead to
better or worse learning outcomes, guide the teacher in identifying learners who need
more assistance, and suggest ways in which learners can be guided or nudged towards
better learning outcomes as they explore these open-ended worlds.

2 Methodology

The data analyzed for this paper consisted of in-game data and out-of-game assessment
data from 15 Grade 6 learners, 10 to 12 years old, from the Philippines. Partner teachers
from the school developed a total of six (6) learning modules that explored the Rocket
Launch Facility, Lunar Base LeGuin, Earth with NoMoon, Tilted Earth, and Exoplanets
and implemented these modules with the 15 learners. We limited the analysis to data
from the first module only.

We computed four (4) metrics: distance traveled, area covered, Jaccard Index, and
the Maximum Similarity Index (MSI) [6].

We calculated the cumulative distance traveled by each learner in five-minute inter-
vals. We also determined the smallest convex polygon that contains all locations that the
learner visited, i.e. the convex hull [3]. Based on these convex hulls, we computed the
area that each learner explored. The convex hull was generated every 5 min to get the
cumulative area that the learner explored.

Because each learner had a unique convex hull, we selected the convex hulls of
the two highest performing learners for all six modules. The convex hulls of these two
learners served as ground truth. We computed the Jaccard Index or Intersection over
Union (IOU) to measure the similarity of convex hulls of each learner and each of the
ground truths. The IOU value is the area of the intersection of the two convex hulls
divided by the area of their union. The highest of the IOU values or the MSI was the
value that was used to represent how similar a learner’s answer is to a canonical answer.
We then conducted correlation analysis between the cumulative values of distance, area,
and MSI with learners’ assessment scores for the first module.
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3 Results

There was no significant correlation between assessment scores and the total distance
traveled, total area, and MSI. However, when broken down into five-minute intervals,
some significant relationships emerge. There was a significant negative correlation (r =
−.57, p= .03) between the cumulative distance traveled by the learners and assessment
score at the 5-min mark. Figure 1 shows that during the first five minutes of exploration
(Fig. 1a), the low-performing learner already traveled quite far from the starting point
and the high-performing learner traveled short distances and stay within a confined area.
This exploration behavior continues up to the 10-min mark (Fig. 1b.)

Fig. 1. Exploration Path of a low-performing learner (red) and a high-performing learner (green)
after 5 min (1a) and 10 min (1b) of exploration. (Color figure online)

There were significant negative correlations between the accumulated area explored
and assessment scores at the 5-min (r = −.61, p = .02), 15-min (r = −.57, p = .04),
and 20-min (r = −.69, p = .01) marks. At the 10-min mark, the negative correlation
was marginally significant (r = −.45, p = .09). Figure 2 illustrates the convex hulls
of the same learners in Fig. 1 during the first 10 min of the session. After the first
5 min of exploration (Fig. 2a), the high-performing learner only covered a small area
compared to the low-performing learner. After 10 min, the high-performing learner
gradually expanded their area of exploration (Fig. 2b).

Fig. 2. Location points with convex hulls to enclose the area of exploration of a low-performing
learner (red) and a high-performing learner (green) after 5 min and 10 min of exploration (Color
figure online)
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4 Conclusion

In this paper, we tried to determine the relationship between learner traversals of the
WHIMC worlds and their assessment outcomes. Because they tend to explore a far,
wide area early in their game play, our results suggest that low-performing learners
exhibit what Si and colleagues [7] patterns characteristic of either wanderers or seers.
Wanderers are learners who explore a map without a definite purpose or destination.
They do not have a high-level understanding of their location and have no specific plans
to reach wherever it is they should go. They tend to pick a direction and move forward,
without a clear strategy. Seers tend to use a depth-first search strategy when exploring
an area and aim to expand their range, venturing into unexplored territory as quickly
as possible. High-performing learners tend to exhibit patterns characteristic of targeters
[7]. These are learners who are goal oriented, who seek out objects or items that might
lead to the “win” state of the game.

We also tried to determine whether there was such a thing as a canonical way of
exploring an open-ended world. Our results show that MSI and assessments were not
significantly correlated. This implies that perhaps not all who wander are lost, that
explorations can vary, and that there is no one solution to open-ended exploration.
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Abstract. What-If Hypothetical Implementations usingMinecraft (WHIMC) is a
set ofMinecraftworlds that learners can explore to learnmore about science,math-
ematics, engineering, and technology. BecauseMinecraft is open-ended by design,
assessing whether students are learning is always a challenge. In addition to using
methods such as post-tests and self-reports, how can we use in-game data to mea-
sure learning? In this paper, we analyze and compare American (US) and Filipino
(PH) learner traversals and in-game observations against canonical answers from
experts to determine the extent to which students achieved the desired learning
outcomes and the ways in which outcomes varied. We grouped students into high-
and low-performing categories based on an out-of-game post test. We found that
high-performers tended to make more observations than low-performers. Obser-
vations of high-performers tended to align with canonical answers. Many PH
students tended to be low-performers and tended not to make in-game observa-
tions. In contrast, even low-performing US students tended to record observations
actively.

Keywords: Minecraft ·WHIMC · Comparison · Philippines · United States

1 Introduction

The What-If Hypothetical Implementations using Minecraft (WHIMC) project is a
set of Minecraft worlds that learners can explore as supplementary activities to learn
more about science, mathematics, engineering, and technology. It logs both the ways in
which learners traverse these words and the observations that learners make during their
explorations.

When engaging learners in open-ended environments such as Minecraft, assessment
is always a challenge: How can we determine whether students are learning and what
they have learned? Educators use a variety of well-worn assessment methods, e.g. pre-
and post-tests [7] self-reports [1, 4] and teacher or researcher observations [1]. In recent
years, more and more researchers are examining game logs, sometimes in conjunction
with out-of-game assessments, to measure learning.

In this paper, we analyze game logs of American (US) and Filipino (PH) learner
traversals and observations in order to assess whether learners achieved expected learn-
ing outcomes and to determine ways in which outcomes varied. We first organize the
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observations into word clouds, taking into account the context in which the observations
were made. We then compare canonical answers from experts against answers from
(1) All students, (2) High-performing and low-performing learners and (3) US and PH
learners.

2 Review of Related Literature

To guide our analysis, we drew on prior work regarding WHIMC, word clouds, and
map exploration archetypes of [6]. As WHIMC logs all student activity and all obser-
vations that students make, we organized student observations made in WHIMC into
contextualized word clouds and compare student answers with canonical answers from
experts.

Word clouds or tag clouds “are visual presentations of a set of words, typically a
set of tags, in which attributes of the text such as size, weight or color can be used
to represent features (e.g., frequency) of the associated terms” [3]. By displaying text
data in graphical form, word clouds help readers surmise the gist of a text quickly [5].
However, word clouds are only useful for quick looks and cannot replace careful analysis
of student responses. It was therefore necessary to group observations by location before
creating the word clouds, a process that will be discussed further in the section on the
Word Cloud Visualization Tool.

Finally, to interpret the traversal patterns of the students, we referred to the four map
exploration archetypes of [6] and attempted to operationalize some of these archetypes
in the logs that we analyzed.

3 Data Collection

The demographic details of the respondents are shown in Table 1. High- and low- per-
formers were determined using out-of-game assessments [2]. The observations data of
these groups were considered in the analysis.

Table 1. Summary of demographic details of respondent groups.

Group Inclusive dates Total Year level/Subject Age range # Observations

US 1 6/28 - 7/2, 2021 10 Grade 5 Science 11 - 14 y/o 110

US 2 7/12 - 7/28, 2021 11 Grade 5 Science 11 - 14 y/o 53

PH 1 8/27 - 9/15, 2021 16 Grade 6 Science 11 - 14 y/o 291

PH 2 9/29 - 10/2, 2021 24 Grade 5 Science 10 - 13 y/o 102
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4 Results and Analysis

The observations were organized into word clouds using a custom visualization program
written in Python.

Using the custom visualization tool, eighteen (18) comparison attempts were made
across 6 WHIMC maps and 3 performance categories (high-, average- and low-
performers) for a total of 108 comparison attempts. Upon analyzing the 44 successful
attempts, we find that:

High-Performing Students Make More Observations. When there were insuffi-
cient observations for the K-means clustering, the visualization was not generated.
Hence, we see that making more observations across all maps visited is characteris-
tic of high-performing students. Low-performing students fewer than average number
of observations or no observations at all.

Observations of High-Performing Students Matched the Canonical Observations
from Experts. Most of the observation matches occur in comparisons where the high-
performing students were included. The matching observations were mostly from the
high-performing group.

High-Performing Students Tend toWander. A comparison between the performance
categories within each data set was. It is noted that for each comparison, there are
more wanderer clusters generated by the data coming from the high-performing group.
Wandering around the Minecraft map and making observations beyond the prompts of
the NPC seems characteristic of high-performing students.

Low-Performing Students from PH Did Not Make any Observations. None of
the low-performing students from PH made any observations as opposed to the low-
performers in the US data who all made observations. We speculate that active
observation-making, might be an indicator of positive performance.

5 Contributions and Future Work

This work contributes to the literature in at least twoways. First, we contribute a tool that
helps cluster and visualize word clouds and maps them onto the contexts from which the
data was generated. This context can help with their interpretation. Second, we perform
a cross-cultural comparison of data from two different populations, US and PH, using
the same game-based learning environment, teasing out some of the similarities and
differences between these populations.

In summary, high-performing students from the US and PH made the most in-game
observations and that these observations tended to match the canonical observations
from experts. US and PH high-performers tended to exhibit more wandering or moving
around the map without a defined destination or purpose. Low-performers tended to
make fewer observations in general. However, low-performers from the PH set did not
contribute any observations while those from the US data set actively recorded their
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observations. The observations from low-performers from the US tended to match the
canonical answers.

The differences between these groups may have been a function of differences in the
wayWHIMC sessions were introduced and conducted. US learners were asked to listen
to 10-min lectures that were specifically about the WHIMC worlds they were about to
explore. The PH students were introduced to WHIMC, but preparatory lessons leading
up to the explorations tended to be more generic, e.g. a lesson on making observations
or a lesson on ordinal numbers. WHIMC served as a backdrop or context against which
students demonstrated knowledge of these concepts.

We would like to see how we can leverage on word embeddings libraries to merge
or combine synonyms or related words, rather than treating them as unique and would
like to further investigate the types of observations made by low-performing students.
The data suggests that low-performing students who actively record their observations
still manage to produce quality outcomes. However, more data is needed to validate this
finding.

Finally, we hope to continue the cross-cultural comparisons we began in this study.
WHIMC gives us a unique opportunity to capture and study the behaviors of US and PH
learners within the same learning context. Investigating these differences may give us
more insight about how to best use environments such as WHIMC to support learning
goals in culturally appropriate ways.
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Abstract. Automatic question generation and the assessment of proce-
dural knowledge is still a challenging research topic. This article focuses
on case of it, the LL(1) grammar design. This is a well known tech-
nique for construct a top-down parser. There are many tools that given
a context-free grammar can construct the LL(1) tables, but they are not
designed for assessment. This article describes an application that covers
all the tasks needed to automatize the assessment process.

Keywords: Automatic assessment · Question generation · Procedural
knowledge · Adaptive feedback · Top-down parsing

1 Introduction

Compiler construction is a compulsory subject in almost all computer science
degrees. Here the student learn different algorithms, tools and methods necessary
to understand how a compiler for a programming language is constructed [1]. A
core part of compiler construction is the design of the language grammar and
the construction of the parser. The LL(1) technique allows to construct efficient
top-down parsers based on theoretical grounds, but it requires some conditions
to be met for the grammar design. Let’s introduce some concepts that are used
in this article:

A context-free grammar (CFG) is defined as G(N,T, P, S), where N is a set
of non-terminal symbols, T is a set of terminal symbols, P is a set of production
rules (of the form A → γ, where A is called the antecedent and γ ∈ (N ∪ T )∗ is
called the consequent), and S is the axiom. The languages that can be generated
by a CFG are called context-free languages (CFL).

LL(1) grammars are a subset of context-free grammar (CFG) that accomplish
the LL(1) condition. There is a well-known algorithm to efficiently determine if
a context-free grammar is LL(1) and construct its parsing table. It is based on
the construction of the functions FIRST , FOLLOW and the directive symbols
of each production rule DS [1]. LL(1) languages are those context-free language
that can be generated by an LL(1) grammar.
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This article describes the implementation of a computer-based assessment
application, constructed as a plugin of the SIETTE assessment system (see
Sect. 2) that is able to automatically generate a random CFG and evaluate the
student answers.

2 System Architecture

In order to assess the student knowledge and skills needed to design and imple-
ment LL(1) parsers for a given language, we have implemented a plug-in exten-
sion of the SIETTE assessment environment. Using this plug-in and some of the
standard features of SIETTE, we are able to automatically generate different
types of questions.

2.1 The SIETTE Assessment System

SIETTE [2] is a general-purpose automatic assessment environment that sup-
ports the generation of different question based on JSP templates, different types
of questions and student answer interfaces; automated recognition of students’
open answers based on regular expression patterns; and a flexible support of any
other assessment requirement based on the construction of a plug-in extension.
SIETTE implements the Classical Test Theory (CTT), Item Response Theory
(IRT), Computer Adaptive Testing (CAT), and it provides built-in statistical
and psychometric tools to analyze students, tests and questions results.

The student answer is given to SIETTE in a plain or structured text format.
SIETTE recognizes whether the answer is correct using a pattern matching pro-
cess. Patterns are provided by the teacher and the matcher algorithm is imple-
mented as a plug-in. There are some default matcher plugins that are already
implemented in SIETTE. On of them is the SIETTE regular expression that
allows to recognize the student answer based on a regular expression pattern
provided by the teacher or, in this case, automatically generated.

2.2 Automatic Generation of Context-Free and LL(1) Grammars

One of the first challenges of this project is to define a way to generate small
context-free languages that can be used to pose questions to students. The alpha-
bet of these languages (terminal symbols) is restricted to lowercase letter in order
to be easy to write it in text format. non-terminal symbols are written using
uppercase letters. The axiom of the grammar is always the non-terminal symbol
that appears on the left hand side of the first rule.

Small context-free grammars can be generated just by setting the antecedent
and a random length string that combines terminal and non-terminal symbols.
This strategy requires validating the generated grammar and repeating the pro-
cess until a correct grammar is obtained.

On the other hand, a well defined context-free grammar can be generated
based on composition of “building block” grammars. The building blocks are
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tiny context-free grammars with just two or three production rules. Some of
them are listed below:

A → Aa
A → a

(1)

A → aAb
A → ab

(2)

The plug-in defines some building block grammars, but they can be easily
extended as needed. Using this building blocks we apply a composition rule just
by replacing a terminal symbol with a non-terminal symbol of another building
block. For instance, combining Block 1 and Block 2 in this order will generate
the following grammar:

A → AB
A → B
B → aBb
B → ab

On the other hand, combining Block 2 and Block 1 grammars can give one
of these four grammars:

A → BAb
A → Bb
B → Ba
B → a

A → BAb
A → Bb
B → Bb
B → b

A → aAB
A → aB
B → Ba
B → a

A → aAB
A → aB
B → Bb
B → b

Note that there are four possible ways to combine Block 2 and Block 1
grammars, because we have two alternative options: (1) In Block 2, there are
two terminal symbols, so we have two options to replace a terminal with a non-
terminal of the second grammar; (2) we have to choose if the terminal symbols
of the resulting grammar are the same or not. Nevertheless, without loss of
generality, we can always assume that terminals are different, and at the end of
the generation process, two or more symbols can be merged as a single terminal.
That is, in the last example, options 2 and 4 can be obtained from options 1 and
3 just by considering that terminal a and terminal b are the same. This process
is delayed until we finish the combination process.

Thus, a context-free grammar can be randomly generated by selecting the
building blocks to combine, the number of combinations to apply (or alterna-
tively the number of production rules in the final grammar) and the final number
of terminal symbols (which will randomly merge two symbols until the desired
number of terminal symbols is met).

Finally, a validation and refinement process is triggered to eliminate unused
rules or symbols, and/or duplicate rules, to guarantee that the context-free gram-
mar is correct and that the FIRST and FOLLOW sets can be effectively calcu-
lated.
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2.3 Automatic Construction
of LL(1) Parsers

Fig. 1. A composed SIETTE question
about FIRST and FOLLOW sets

Given a context-free grammar it is
always possible to compute FIRST and
FOLLOW functions and obtain the
directive symbols of each production
rule [1]. The result of these functions
are a set of symbols. Determining if a
context-free grammar accomplishes the
LL(1) condition depends on these sets.

The system requires a student
response by asking to type the sym-
bols in the set. The student can shuf-
fle the order of symbols in the set, but
the pattern will recognize the answer
anyway. Figure 1 presents a composed
question where a common grammar has
been generated, and some questions
about FIRST and FOLLOW sets are
posed. Each question is evaluated inde-
pendently.

3 Conclusion

The application described in this article provides a way for the student to
enhance the practice of design of the LL(1) context-free grammars. Although
the generation of an LL(1) grammar and the recognition of grammar equiva-
lence are unsolvable issues in the general case, a heuristic approach can provide
a practical solution for assessment purposes.

The application has been designed and used for formative and summative
assessment. It includes automatic recognition of student answers and person-
alized feedback. The application is embedded in the SIETTE system, which
provides additional features that can be used, such us adaptive question selec-
tion, scoring procedure selection, access control, etc. Question difficulty can be
controlled by means of the number of building block grammar combinations, but
it can also be obtained empirically through SIETTE question calibration and
learning analytic tools.

We do not claim that the system itself is responsible for the increase in the
student scores, but the data obtained from the students that have used the
system shows that it helps them to practise and be aware of their progress.
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Links to on-line assessments

FIRST and FOLLOW: https://www.siette.org/siette?idtest=631978
LL(1) analysis: https://www.siette.org/siette?idtest=633742
LL(1) table construction: https://www.siette.org/siette?idtest=525382
LL(1) grammar design: https://www.siette.org/siette?idtest=633700
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Abstract. Gestures and speech modalities play potent roles in social
learning, especially in educational settings. Enabling artificial learning
companions (i.e., humanoid robots) to perform human-like gestures and
speech will facilitate interactive social learning in classrooms. In this
paper, we present the implementation of human-generated gestures and
speech on the Pepper robot to build a robotic teacher. To this end, we
transferred a human teacher gesture to a humanoid robot using a web and
a kinect cameras and applied a video-based markerless motion capture
technology and an observation-based motion mirroring method. To eval-
uate the retargeting methods, we presented different types of a humanoid
robotic teacher to six teachers and collect their impressions on the prac-
tical usage of a robotic teacher in the classroom. Our results show that
the presented AI-based open-source gesture retargeting technology was
found attractive, as it gives the teachers an agency to design and employ
the Pepper robot in their classes. Future work entails the evaluation of
our solution to the stakeholders (i.e. teachers) for its usability.

Keywords: Motion retargeting · Teacher robot · Non-verbal
behavior · Motivation · Pepper robot

1 Introduction

Designing a robotic teacher or teaching assistant is an emerging area that hosts
various interdisciplinary challenges and opportunities for the researchers and
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educators [3]. Employing a robotic agent in an educational setting presents
noticeable benefits both for learners and teachers. For learners, a robotic teacher
can enhance motivation and learning gain by providing students with one-on-
one attention through physical social presence [1,2,8], in addition to mitigating
learners’ anxiety or embarrassment which they usually feel when asking ques-
tions to a human teacher [9]. For teachers, a robotic teaching assistant can ease
mundane teaching loads from teachers so that they could better allocate their
resources [3]. Even though teachers endorse the benefits of a robotic teacher as it
supports personalized learning [12], the disbelief on the competency of a robotic
teacher and the technical limitation in a robot in autonomous [13] or in Wizard
of Oz mode [10] hinders actual in-class adoption. Therefore, in this paper, we
propose a practical approach to design a robot teacher based on our real-life
design requirements to reflect teachers’ needs and lower the technical barriers.

2 Methodology

Our design requirements are enumerated as follows: 1) a robotic teacher should
behave similar to a human teacher; 2) the implementation of a robotic teacher
should involve open-source offline solutions to ensure the user’s privacy and omit
platform dependency; 3) the teachers should be able to implement a robotic
teacher without in-depth technical knowledge; and 4) the design and develop-
ment process of a robotic teacher should involve human teachers as active par-
ticipants to ensure the reliability and ecological validity.

To fulfill our first design requirement, we focused on transferring human
teacher’s gesture to a robotic teacher by recording two teachers speaking out the
scripts from the ITS system, Betty’s Brain [4] in front of cameras (Kinect v2,
Webcam). We use the term, ‘gesture’ which is generally accepted as a movement
of a part of the body (hands or the head) to express and emphasizes an idea
or meaning. The captured videos were retargeted using 1) an AI (specifically
machine learning) based pose tracking method and 2) pre-defined motions.

For the AI-based motion retargeting, we customized the method introduced
in [6], which provided a teleoperation tool for a Pepper robot. This method
uses a Kinect v2 (RGB+depth) camera and OpenPose for creating 3D keypoints
which are then converted into joint angles for controlling the motion of Pepper.
We replaced the OpenPose-based motion capture method with MediaPipe [5].
With this setting, we were able to reduce computational complexity and only use
2D-RGB camera feed to estimate 3D keypoints of body movement, 3D (depth
camera) input is not required.

This AI-based gesture retargeting flow is combined with an audio processing
path for speech control of Pepper as shown in the combined toolflow diagram
in Fig. 1. To synchronize gesture and speech, we adjusted the speed of the video
data (frames per second) before feeding it to the motion detection tools and
for the speech, we added delays between the group of words in the text file
and adjusted the speech speed parameter. For the text transcription and syn-
chronization between gesture and speech, the current approach involves several
manual steps.
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Fig. 1. Toolflow diagram of AI-based open-source framework

To create robotic teachers using pre-defined motions, we manually reviewed
the teachers’ gesture videos and selected a set of matching motions from the
built-in animations and combined with speech. For instance, we used pre-defined
animation called (YouKnowWhat 5) and matched it with the text “Hello, User!”
followed by the animation, (Explain 8) with “what are we going to do today?”.

In addition to creating robotic teachers that gesture and speak similar to
a human teacher, we created a robotic teacher that uses general explaining or
pointing gestures by selecting some gestures from the built-in animation package
randomly. Lastly, we created two robotic teachers which only speak without
performing any gesture, which we omitted in evaluation to focus on the gesture
implementation in a robotic teacher.

As a result, we have used five versions of robotic teachers. 1) Teacher A based
predefined robotic teacher (PDA), 2) Teacher B based predefined robotic teacher
(PDB), 3) Teacher A based AI robotic teacher(MPA), 4) Teacher B based AI
robotic teacher (MPB) and 5) Random predefined robotic teacher (R).

To evaluate our implemented robotic teachers, we have conducted an online
interview with six teachers which includes a perception study similar to the one
stated in [7] to gain understanding on what and how our prospective user (i.e.,
teachers) receive the robotic teacher and verify the importance of gestures in a
robotic teacher. Specifically, we presented five gesturized robotic teacher versions
(PDA, PDB, MPA, MPB and R) and asked which version they consider as most
human-like, most teacher-like, most fitting and explain their reasoning.

3 Results and Discussion

Learners enjoy interacting with a robot with gestures as they find a robot more
friendly and communicative [11]. In pursuit of a practical solution for teachers
to employ Pepper robot in their class as an assistant or as a support teacher,
we began with eliciting design requirements, on which we applied AI-based app-
roach along with pre-defined method to integrate gestures in a robotic teacher.
We conducted online interviews with six teachers to verify the usability of our
solution by presenting five different versions of robotic teachers.

We can not conclude how exactly the AI-based robotic teacher is different
from other versions that we created. However, in spite of the limitation, our
research indicates the importance of providing a solution that enables teachers
to use without putting more workloads on them (I would always use the less time
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consuming option). Additionally, in the course of ongoing research, we were able
to resolve the challenge of manual synchronization of speech and gesture and
present our renewed diagram [14].

Our future work entails engaging teachers to create teaching scenarios where
a robotic teacher plays a role in a classroom and evaluate our solution in terms
of usability.
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Abstract. To examine the effectiveness of two types of representational-
competency supports in educational video games, we conducted a 2 × 2 experi-
ment with 142 students. We found that one type of support was effective, but only
for students with high prior astronomy knowledge. We discuss implications for
the design of representational-competency supports for educational video game.
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1 Introduction

Educational video games provide intuitive access to authentic scientific practices [1].
To engage in these practices, games provide interactive visual representations that stu-
dents manipulate to solve domain-relevant problems [2, 3]. Visuals can enhance learning
because they can make complex concepts accessible [4, 5]. However, visuals can also
be confusing if students do not know how they depict information [4, 5].

To overcome these issues, research has investigated ways to support students’ rep-
resentational competencies: skills that enable students to use visuals to solve tasks [5].
This research has shown that students need two types of representational competencies
to benefit from visuals: sense-making competencies that allow students to explain how
visuals depict information [4, 5] and perceptual fluency that allows students to effort-
lessly extract information from visuals [5, 6]. To support sense-making competencies,
instructions prompt students to verbally explain which visual features correspond to
disciplinary concepts [4, 5]. To support perceptual fluency, instructions engage students
in many short matching tasks [5, 6]. Prior research shows that combining support for
both sense-making competencies and perceptual fluency enable students to overcome
difficulties with visuals and enhance learning of disciplinary concepts [7].

However, research on representational-competency supports has mostly focused on
structured learning environments (e.g., [5]) and has not examined these supports in
educational games. Yet, visuals are ubiquitous within games [2] and can support game-
based learning [1]. Nevertheless, students have difficulties understanding how visuals
showconcepts, especially if they are not central to game interactions [2]. Further, students
often focus on intuitive understanding instead of critically reflecting on visuals [2].
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Thus, students encounter similar difficulties with visuals in educational video games
as in structured learning environments. Thus, integrating supports for representational-
competencies shown effective in structured environments may be helpful for students in
game environments.

2 Methods

We recruited 142 undergraduate studentswithout prior undergraduate astronomy courses
from our institution via flyers and emails to participate in our study.

Students were randomly assigned to one of four conditions that resulted from a 2 ×
2 design (sense-making support: yes/no; perceptual-fluency support: yes/no). Students
received representational-competency supports in the form of five 2-min. videos and
verbal reminders given at regular intervals during game play, which provided step-by-
step guidance on how to interact with visuals. To control for any potential effects of the
videos and reminders, the control condition received videos and reminders related to the
benefits of educational video games and technical aspects of the game.

All students played At Play in the Cosmos, an astronomy game designed to help
students make connections among multiple visuals of astronomical phenomena and to
engage students visually with astronomy concepts [3]. In the game, students complete
guided missions to explore galaxies where they acquire resources for the corporation.
Students use a variety of visuals to gather information about celestial objects. Interac-
tions with visuals are designed to intuitively engage students with astronomy concepts
without having to compute mathematical formulas. In the game, visuals illustrate how to
obtain variables for an equation and students drag values to corresponding color-coded
locations. We selected 10 missions of the game for our study.

We assessed students’ learning of astronomy content knowledge, sense-making com-
petencies, and perceptual fluency with three isomorphic versions of a test that was deliv-
ered at three test times (pretest, intermediate test, posttest). Scores for content learning
and sense making were computed as the average of correct answers on the items. Scores
for perceptual-fluency were computed as an efficiency score to take accuracy and speed
into account [8]. Students also completed a Mental Rotation Test (MRT) [9] and rated
their cognitive load after each mission of the game [10].

The study involved two sessions, 1–5 days apart. In session 1, students took the
pretest and MRT, watched videos, played the game, and took the intermediate test. In
session 2, students continuedwatching videos and playing the game and took the posttest.

3 Results

We used a repeated measures ANCOVA with pretest, MRT, cognitive load, and sense-
making pretest as covariates, test scores as dependent measures, test time (intermediate
and post) as repeated, within-subjects factor, and sense-making and perceptual-fluency
support as between-subjects factors. With respect to research question 1 (whether sense-
making support is effective),we foundno significantmain effect of sense-making support
(F < 1). With respect to research question 2 (whether perceptual-fluency support is
effective), we found a medium significant main effect of perceptual-fluency support,
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F(1, 120) = 9.383, p = .034, η2 = .077. This main effect was qualified by a medium
significant interaction between perceptual-fluency support and the content pretest scores,
F(1,120) = 7.580, p = .007, η2 = .063. Students with low prior content knowledge
showed higher learning outcomes at the posttest if they had not received perceptual-
fluency support. In contrast, students with high prior content knowledge showed higher
learning outcomes at the posttest if they had received perceptual-fluency support. With
respect to research question 3 (whether the combination of supports is effective), the
interaction between the two types of support was not significant (F < 1).

4 Discussion

We investigated whether representational-competency supports that have proven effec-
tive in structured learning environments are effective in the context of an educa-
tional video game. Specifically, we tested the effects of two types of representational-
competency supports. We found no evidence that sense-making support enhanced learn-
ing. Our results suggest that effects of perceptual-fluency supports depend on student
characteristics. Specifically, we found that perceptual-fluency support enhanced content
learning from the game, but only for students with high prior content knowledge.

A possible explanation for why the sense-making support was ineffective is that the
game may not have provided enough information for students to reflect deeply about the
information the visuals depict when they were prompted to do so. In the absence of this
information, students may have engaged in shallow processing of the visuals. Further,
students may have been unwilling tomake sense of the visuals because the game fostered
intuitive, game-like interactions more than reflection. Thus, our version of sense-making
support might have been incompatible with the present game.

On the flipside, perceptual-fluency support might have been effective because it
aligned with the game design that, as described above, aimed to intuitively engage
students with astronomy visuals. However, the finding that perceptual-fluency support
enhanced learning outcomes suggests that the game itself may not have sufficiently
encouraged perceptual processing in ways that maximized students’ content learning.
Further, only students with high prior knowledge benefited from perceptual-fluency
support. While this result corroborates prior research suggesting that perceptual-fluency
support is most effective for students with prior content knowledge [7], it highlights a
limitation of the game. Even though the goals of the gamewas to provide intuitive access
to disciplinary practices with visuals [3], our results suggest that it may not be suitable as
a first introduction to astronomy. Instead, it may be more effective if used after students
have acquired some preliminary content knowledge.

Our study has several limitations. The game we used aimed to provide intu-
itive access to concepts like many educational video games. However, other video
games may instead emphasize conceptual reasoning with visuals. Thus, future research
should test representational-competency supports with other types of games. Further,
our representational-competency supports were provided outside of the game. Future
research should test whether integrated types of support are effective. Third, we con-
ducted our study in a research lab to maximize internal validity, which may compromise
external validity. Future research should examine these supports in realistic game-play
contexts.
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To conclude, our study suggests that representational-competency supports that are
effective in structured learning environments are not necessarily effective in the context
of video games. Specifically, sense-making support may be incompatible with video
games that foster intuitive interactions with visuals. In contrast, perceptual-fluency sup-
port seems to be effective in such games. Our results suggest that designers of such
games should add support for perceptual fluency but refrain from reflective prompts that
support sense-making competencies during gameplay. Similarly, our results encourage
instructors to prompt students’ perceptual processing but caution against encouraging
reflection during games that emphasize intuitive processing of visuals.
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Abstract. This paper views the learning path recommendation task as
a sequential decision problem and considers Partially Observable Markov
Decision Process (POMDP) as an adequate approach. This work pro-
poses M-POMDP, a POMDP-based recommendation model that man-
ages learners’ memory strength, while limiting the increase in complexity
and data required. M-POMDP has been evaluated on two real datasets.
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1 Introduction

Recommender systems (RS) in education help learners reach their learning goals,
while keeping care of the recommendation adoption. The recommendation are
sequences of resources, that maximise the probability the goal is reached. Such
recommender systems are Learning Path Recommender Systems (LPRS). LPRS
can be viewed as a sequential decision problem and approached by a Markov
Decision Process (MDP). However, in the educational context some elements
remain uncertain such as the learners’ knowledge level or the motivation [2].
LPRS can thus be formulated as a POMDP. Although the learners’ memory
ability is an important factor, it is seldom considered in recommendation, gener-
ally at the cost of a high model complexity. We intend to manage it to promote
the review of resources and foster long-term retention, with a limited complexity
in a learning environment where no metadata about the resources is provided.

2 Related Work

Learning path recommender systems (LPRS) are designed to recommend a
sequence of educational resources that contributes to reach a predefined goal. This
goal can be the knowledge increase, minimization of learning time, etc. Associated
models generally exploit the learners’ past interactions with pedagogical resources.
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Several approaches have been proposed to perform learning path recommenda-
tions, especially Markov-based algorithms, which are known to be good at deal-
ing with this sequential problem. In the educational context, MDP and POMDP
have shown to be relevant [2]. POMDPs compute a policy for selecting sequential
actions when information may be unobserved. A POMDP consists of a tuple of at
least 7 elements, among which the set of states, the set of actions, the observation
probability, a transition and a reward function, beliefs, etc.

Memory is important in education and numerous studies in psychology have
been interested in modeling human memory. They model how memory decays
with time, through a forgetting curve or a half-life regression model [4]. [5] studies
several forgetting curve models that incorporate human expertise: psychological
and linguistic features, to predict the probability of word recall. One main limit
of these works is their complexity and the large datasets they require.

3 Learners’ Memory Strength in a POMDP-Based LPRS

We formulate LP recommendation as a POMDP when no content information
about resources is available. An action is the act of accessing a resource. The
set of actions is thus defined as the set of resources, as in [2]. A state s is
defined by two simple attributes: sLP represents the learner’s history learn-
ing path and sKL represents the estimated knowledge level of the learner. As
resources are not indexed, we propose to represent the learner’s knowledge
for each resource in sLP . To limit the complexity, we discretize the knowl-
edge level [3]. Given that action a is taken in state s, the observation model
p(z|s, a) indicates the probability of observing z. The reward function is defined
as R(s, a) = r(sLP , a)+r(sKL, a). The transition function T models the possible
effects of the actions on a state. T (s, a, s′) = P (s′|s, a) = P (s′

LP |s, a)·P (s′
KL|s, a)

manages both attributes of the state independently [3].
Given an learning path LP , two cases arise when estimating a learner’s knowl-

edge level for a resource. First, if the action points to an evaluation resource er
(quiz, exam), the knowledge level KL(LP, er) can be directly estimated from
the grade obtained by the learner (eval(LP, er)). Second, if the action does not
point to an evaluation resource, we assume that (eval(LP, er)) is an accurate
indicator of knowledge level of all the resources that have been studied before
er. So, the knowledge level of the current resource cr can be estimated from
the evaluation resource that follows cr. We propose to apply a discount fac-
tor λ, the longer distant cr is from er, the lower the knowledge level for cr.
We present the way we estimate the knowledge level on cr as: KL(LP, cr) =
round(λdist(LP,cr,n eval(LP,cr))eval(LP, n eval(LP, cr))) where n eval(LP, cr) is
the next evaluation resource that follows cr in LP and dist(LP, cr, n eval(LP, cr))
is the distance between cr and the corresponding next evaluation resource.

Managing Learners’ Memory Strength. We propose Memory-based
POMDP (M-POMDP) that manages the learners’ memory strength to foster
resource reviewing. M-POMDP is intended to limit the increase in complexity. M-
POMDP stores learners’ memory strength in the state, as an additional attribute,
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under the form of a discretized attribute [4]. The corresponding attribute sNLT

is set as an array, where each element represents the number of times the corre-
sponding resource in sLP has been studied by the learner. It is used to evaluate the
need of review of this resource. sNLT is deterministically incremented each time
the learner interacts with a resource. In line with the literature, when a learner has
studied a resource MAXNLT times, it does not need to be reviewed.

Reward Function. sNLT is a supplement to sKL and impacts the reward
function. We propose to redefine the reward function as R(s, a) = r(sLP , a) +
r(sKL, a) + r(sNLT , a) where r(sNLT , a) is the reward function that computes
the reward based on sNLT , defined as follows: if the NLT is increased, it gains a
unit of reward uNLT ; otherwise the reward is 0.

Transition Function. The transition function T (s, a, s′) is also impacted
by sNLT . It is evaluated by three independent sub-functions: T (s, a, s′) =
P (s′

LP |s, a) · P (s′
KL|s, a) · P (s′

NLT |s, a). Since NLT is deterministic,
P (s′

NLT |a, s) = 1, so the transition function remains unchanged.
This simple solution faces a limit: the time gap between two actions is not

considered. Even if it could be simply stored as the last access date of each
resource, this would be at the cost of a significant increase in the number of
states due to the high number of possible values for this new attribute.

4 Experiments

Experiments are conducted on two real-world datasets: EOLE and the EdNet
datasets. EOLE, described in [6], is a medium-sized dataset that contains 3,972
interactions from 104 learners on 39 resources. The median length of LP is 38
and the repetition rate is 0.30. About EdNet1, it is a large dataset with a LP
median length of 15 (twice lower than for EOLE) and a repetition rate of 0.22.

Evaluation Protocol. We propose to adopt a leaving one out cross validation.
The interactions of each test learner in the review period are split into two.
The first 50% form the elements which help to determine the initial state of
the POMDP, the rest is used to evaluate the recommended LP. For the EdNet
dataset, we select the last 50% of interactions of each learner as the test set.

Parameter Settings. The length of the history is set to the average length of
the learning path in datasets (N = 7). The number of knowledge levels is set to
K = 4 [3], MAXNLT = 3 and λ = 0.9. The SARSOP solver [1] is used.

Evaluation Metrics. We use the well-known precision measure. To fit the
sequential characteristics of our data, we redefine the “matched” resources from
the upper part of the equation by the Longest Common Subsequence (LCS)
between RLP and ground truth LP (GTLP). This updated precision is defined
as Precision = |LCS(RLP,GTLP )|

|RLP | . Besides, we use precision of SLLP measure

1 https://github.com/riiid/ednet.

https://github.com/riiid/ednet


Learners’ Memory Strength in a POMDP 287

(Similar Learners Learning Path) [6], noted PrecSLLP . Based on [6], learners are
split in three groups: Good (GL), Average (AL) and Promising (PL) Learners.

Table 1. Evaluation of POMDP and M-POMDP for EOLE and EdNet datasets

Dataset POMDP M-POMDP

Measures Knowledge level Knowledge level

ALL GL AL PL ALL GL AL PL

EOLE Prec 0.34 0.41 0.36 0.24 0.44 0.59 0.43 0.30

PrecSLLP 0.26 0.30 0.27 0.21 0.33 0.40 0.35 0.22

EdNet Prec 0.20 0.14 0.31 0.15 0.29 0.27 0.38 0.23

PrecSLLP 0.07 0.1 0.11 0.02 0.10 0.09 0.15 0.05

Table 1 presents the values of Prec and PrecSLLP . Considering the baseline
POMDP, Prec decreases with the level of the group, which was expected. This
confirms that POMDP recommends PL paths that are closer to those adopted
by learners with a higher level, which is confirmed by PrecSLLP . Considering
M-POMDP on the entire set of learners Prec and PrecSLLP are improved by
similar rates and the quality of the recommendations if also increased for each
group of learners. This confirms that the way M-POMDP manages learners’
memory strength seems to be adequate.

We can see that the values on EdNet are lower than for EOLE, explained
by the number of resources that is twice larger on EdNet; the average length of
learners’ learning path that is 3 times smaller than in EOLE. For M-POMDP,
the increase on Prec and PrecSLLP for the entire set of learners are similar.
Considering each group of learners, Prec is improved significantly for each group.
PrecSLLP remains stable with M-POMDP.

From these experiments, we can conclude that the simple way M-POMDP to
manages learners’ memory strength is adequate and fits medium size datasets.

5 Conclusion and Perspectives

This work focused on the learning path recommendation task through POMDP.
We have designed a model that manage learners’ memory strength with a limited
increase in complexity, validated experimentally. As a future work, we intend
to incorporate additional information in the model, whether they are teacher
expertise or from data.
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Abstract. Knowledge tracing (KT) aims to predict student perfor-
mance on the next question according to historical records. Recently
deep learning-based models for KT task successfully modeling student
responses receive good prediction results of student performance. The
student responses encoded as input of KT models use a one-hot encod-
ing. We find that one-hot encoding represents student responses on dif-
ferent items related to the same concepts in completely different vectors.
However, items related to the same concept have certain relationships
in the real world so the student has a similar representation in these
items. In this paper, we propose a new method named Contrastive Deep
Knowledge Tracing (CDKT) for providing a reasonable representation of
students. We evaluate our model using three public benchmark datasets
and the experimental results demonstrate improvements over state-of-
the-art methods.

Keywords: Knowledge tracing · Contrastive learning · Deep learning

1 Introduction

Knowledge tracing (KT) is one of the critical problem research in personalized
education [1–3]. KT problem can be defined as given student history records
X =

{(
qi1, a

i
1

)
,
(
qi2, a

i
2

)
, . . . ,

(
qit, a

i
t

)}
, where qitrepresents student i answering

the question q at time t, ai
t ∈ {0, 1} , 0 represents student i incorrectly answering

this question, 1 represents correctly answering this question. We need to predict
the performance on next question P

(
ai
t+1 = 1 | (

qi1, a
i
1

)
,
(
qi2, a

i
2

)
, . . . ,

(
qit, a

i
t

))
.

Among existing knowledge tracing models, deep learning-based model (DKT)
shows more promising results than others. Deep knowledge tracing uses Long
Short-Term Memory (LSTM) to model student learning process [4–6]. The input
is one student historical responses on each item. Usually it uses one-hot encod-
ing to denote item which student answered. Different item uses different one-hot
encoding. This method fails to distinguish different item related to the same con-
cept. Because one-hot encoding only takes the different items into consideration
which ignores the concept-level information. How to choose the proper way to
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integrate concept-level into student response encoding? Can we set an auxiliary
task to distill items and concepts information from the input data itself? We
introduce contrastive learning framework into DKT model. Contrastive learn-
ing [7] has received interest due to its success in self-supervised representation
learning in the computer vision domain [8]. Contrastive learning aims to learn
representation by maximizing feature consistency under differently augmented
views and has achieved remarkable success in various fields, such as natural lan-
guage processing [9] and computer vision[10,11]. In this paper, we propose a new
method Contrastive Deep Knowledge Tracing (CDKT). To our best knowledge,
there is almost no exploration of the contrastive learning in deep knowledge
tracing scenarios.

2 Methodology

2.1 Student Contrastive Learning

The import thing in contrastive learning is to construct positive and negative
samples [8]. In our model, we adopt the items with same concepts as positive
samples and the items with different concepts as negative samples. We attempt
to maximize feature consistency under different items. Then we adopt the con-
trastive loss to minimize the agreement of positive pairs and maximize that of
negative pairs as in [8]:

Lcl = − log
exp

(
sim

(
si, s

+
i

)
/τ

)

∑N
j=1

(
exp

(
sim

(
si, s

+
j

)
/τ

)
+ exp

(
sim

(
si, s

−
j

)
/τ

)) (1)

where si denotes the response of student i and s+i denotes the positive sample of
student si, s−

i denotes the negative sample of student si. sim denotes the similar
of two samples.

2.2 Deep Knowledge Tracing

Modeling the student learning process, the current knowledge state of a student
is highly related to the previous knowledge state. Thus, the student learning
process can be modeled by Long Short-Term Memory network [12]. We get the
new features from student contrastive learning as the input of LSTM and then
calculate the probability of correctly answering item ik,t+1 by student k. The
process can be represented as: pk,t+1 = σ (Wshi,t + bs). Where Ws ∈ Rds , and
bs ∈ R1 are the weight matrices and biases to be learned, and ds denotes the
dimension of the hidden vector. pk,t+1 is the probability that student i can
answer item k + 1 correctly.

2.3 Optimization

The objective of the proposed model are two folds: one is to learn new embed-
ding of student responses of different items, and the other is to make accu-
rate predictions of students’ responses. For student i answering item qk,t at
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time t, the prediction loss �k,t can be modeled with the binary cross-entropy:
�i,t = − (yi,t log (pi,t) + (1 − yi,t) log (1 − pi,t)). Where pi,t is the probability that
student i can answer item qk,t correctly and yi,t is the correctness of the response
of student iat time t. The total loss can be represented as the weighted sum of
the total prediction loss and the total contrastive loss:

L =
|N |∑

n=1

�i,t + λLCL (2)

3 Experiments

3.1 Prediction of Student Performance

We compare the CDKT model with the DKT. Results are show in Table 1. From
Table 1, we can find that CDKT gets the better AUC and ACC than DKT which
means using contrasitve learning to learn student features is superior to one-hot
encoding.

Table 1. Prediction results of DKT and CDKT.

Dataset Method

DKT CDKT

Metrics ACC (%) AUC (%) ACC (%) AUC (%)

ASSISTment2009 77.02 81.81 78.23 82.10

ASSISment2015 74.94 72.94 76.73 75.82

STATICS2011 81.27 82.87 83.15 84.21

3.2 Visualization of Student Knowledge State

KT task aims to quantitative analysis student knowledge state. In this experi-
ment, we show the hidden state of deep model which represents the knowledge
state of student. Figure 1 shows the change of student knowledge state over time.

Fig. 1. Visualization of student knowledge state. The horizontal axis represents a ques-
tion answered by a student. The vertical axis represents the related skills.
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Abstract. Reflection is often used as a tool to analyse student learning,
be it for internalizing of acquired knowledge or as a form of seeking help
through expression of doubts or misconceptions. However, it can be a
challenge to extract relevant information from the free-form reflection
text. Often times the workload of manually analyzing the reflection text
can be a form of deterrence instead of providing insights in the course
delivery for instructors, let alone improving the learning experience. In
this paper, we review the current usage of reflection and propose an
automated reflection framework, together with an end-to-end analysis of
reflection that provides agility in the course delivery and, at the same
time, timely feedback to both students and instructors.

Keywords: Reflection framework · Course evaluation · NLP

1 Introduction

Do my students understand? This question lingers in every instructor’s mind
after each lesson. With the adoption of online teaching during COVID safe man-
agement measures, it is no longer feasible to observe individual student’s expres-
sion in a class to gauge their understanding. One of the options available is to
collect reflections from students after each lesson to extract relevant feedback, so
that doubts or misconceptions can be addressed in a timely manner. In general,
reflection is important for interpreting and internalizing academic activity [3].
More specifically, Karm [3] has shown that, in order to support the development
of university instructors and academics in teaching professions, it is crucial to
engage students in active reflection.

The current use of reflection is mainly in learning, even though the learning
can be from students or instructors and instructor trainees. Interestingly, one
article mentioned how reflection can be used as a feedback tool to improve the
curriculum [5], having the potential to evolve as a tool for instructors and not
merely as a learning tool for students.

Reflection journals or learning logs are commonly used as platforms for stu-
dents to express what they have experienced, what they might have learned and
c© Springer Nature Switzerland AG 2022
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their doubts or questions. Even though many insights, such as misconceptions
or doubts can be extracted, it remains a challenge to effectively analyse these
free form reflection text.

In this paper we propose an automated reflection framework that enables
reflection to be used as an agile course evaluation tool for instructors, rather
than only as a learning tool for students. In the next section, we explain how
reflection can be used as a course evaluation tool. Section 3 presents the proposed
automated reflection framework while Sect. 4 covers our recommendations and
conclusion.

2 Reflection as an Agile Course Evaluation Tool

Sharp & Lang [6] has proposed a conceptual framework for integrating agile prin-
ciples in teaching and learning. According to the authors, “given that instructors
face large amounts of uncertainty regarding the needs and capabilities of the stu-
dents prior to or at the beginning of a course, it appears that agile principles
may be useful in the course development process”. This is in line with observa-
tions from Gibson et al. [2], which reported that more frequent early reflections
throughout a course may help teachers and students improve through receiving
more immediate and regular feedback. This approach also allows the raising of
concerns throughout the learning journey, rather than at the end of a long period
of teaching. In other words, it can be more useful to collect reflection at the end
of each lesson, instead of at the end of a course, to allow agility in evaluating
course delivery.

Instead of the end of the course assessment alignment suggested by Ozdemir
et al. [5], Chen et al. [1] analyzed students’ journals on a weekly basis and
discovered additional topics that are of interest to the students, but not explic-
itly covered by the weekly syllabus. It has the potential to guide instructors to
develop future teaching content and activities that are tailored toward students’
needs. Lo et al. [4], on the other hand, used an automated method to effectively
extract questions or doubts. This gives instructors an option to adjust teaching
materials dynamically based on students’ reflections after each lesson. With the
doubt identified, a list of topics that require further explanation or clarification
can be extracted. Additional materials can be designed to cater to the students,
addressing the misconceptions before the start of the next lesson.

As discussed above, when reflection is used as a tool for course evaluation and
not contributing directly to assessment, it is usually not evaluated stringently
and currently there is no framework for analysing the data. Although there are
various rubrics or frameworks proposed to evaluate the depth of reflection for
learning, to the best of our knowledge, no comprehensive framework has been
proposed to use reflection as a course evaluation tool.

3 Proposed Automated Reflection Framework

The course feedback collected at the end of the term usually only benefits the
next cohort of students and has no direct impact on the current cohort. In this
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paper, we would like to propose adoption of both end of term course feedback
and individual lesson reflection as a tool for agile course evaluation. The core
source of input is the student self-reflection from each lesson, which collectively
complements the end of term course feedback (as shown in Fig. 1).

The analytics output component, in the proposed automated reflec-
tion framework (Fig. 1), consists of two core analyses: objective-based and
doubt/misconception-based. The objective-based analysis is for the instructors
to compare the themes stated in the course/lesson objectives to the content
mentioned in the student’s lesson reflections and course feedback. This provides
insights on whether the objectives are well covered or any new theme can be
uncovered that needs further clarification. The doubt/misconception-based anal-
ysis is useful to identify topics that require further attention. By aligning with
lesson objectives, personalised learning advice can be offered to the individual
students on top of addressing the common misconceptions identified. Finally, the
result from the Reflection Analytics Model (Fig. 2) are presented on an analytics
dashboard that enables users to perform the objective-based analysis and the
doubt/misconception-based analysis.

Fig. 1. Proposed automated reflection framework

Along with our automated reflection framework, we have created a Reflec-
tion Analytics Model (Fig. 2) that summarises the various automated analysis
approaches that have been used in recent research. The model consists of five
main sections, namely: Information Retrieval, Pre-Processing, Feature Extrac-
tion, Reflection Classification Model and Analytics Dashboard.
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Fig. 2. Reflection analytics model that represents the automated analysis process.

4 Recommendations and Conclusion

Through our proposed automated reflection framework, we recommend collect-
ing reflections/feedback both at the end of individual lessons and end of term.
We propose to use the reflection after each lesson as an enabling tool for all
types of courses and provide some guiding questions to aid in extracting rele-
vant information.

The two generic questions are:

– Question 1: What have you learnt from the session?
– Question 2: What needs further explanation? What could have done better?

The above qualitative and open-ended questions can work hand-in-hand with
quantitative feedback that is collected using Likert-type items or scales. Based
on the finding from Lo et al. [4], although quantitative feedback can be used
to analyse the numerical feedback to gain an understanding of students’ overall
self-assessment, written student reflection is able to identify themes and concepts
that did not emerge from quantitative analysis.

The focus of the end of term data collection is on delivery, assessment design,
and the depth or coverage of teaching materials. Using the proposed frame-
work, it helps instructors to incrementally improve the course through compar-
ing actual delivery of course materials from student’s reflection and feedback
against lesson or course objectives set at the beginning of the course.

In this paper, we have proposed an Automated Reflection Framework that
enables an end-to-end analysis of reflection to provide agility in course evalu-
ation. This automatic extraction of reflection allows a systematic analysis of
information as well as providing agility in course adjustment (through reflection
analysis from individual lessons) and improving the learning experience for the
current cohort of students.
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Abstract. We present a novel design for detecting Foreign Language
Anxiety (FLA) while the learner is using an English as a second language
system (ESL). Our method uses sensor-free metrics to avoid disrupting
the learning process. We evaluated the validity and reliability of several
machine learning models using data from two different systems. Using
9 features extracted from the interaction, we found that Random For-
est, XGBoost, and Gradient Boosting Regressor provided suitably accu-
rate predictions of anxiety, and outperformed Linear Regression, Support
Vector Regressor, and Bayesian Ridge Regression.

Keywords: Affect detection · FLA · ML · Sensor-free metrics

1 Introduction

Automated detectors for predicting emotions such as engagement, boredom, con-
fusion, and frustration have achieved high accuracy [1]. However, there is still
a need to improve prediction of Foreign Language Anxiety (FLA), a signifi-
cant impediment to learners of new languages [7]. Previous emotion research
has shown that multiple factors affect learners’ vulnerability to FLA, such as
task complexity [3], academic achievement, gender and age [10]. Horwitz, et al.
[4] found that there are three dominant components that influence FLA: fear of
negative evaluation, communication apprehension, and test anxiety [4]. Based on
this, they developed a well-established and validated instrument for measuring
FLA, the Foreign Language Classroom Anxiety Scale (FLCAS) [4]. The FLCAS
was developed for use in a classroom context, but it has also been shown to
correlate well with self-reported anxiety within online tutoring system [6].

Sensor-free metrics detect emotions from the users’ interactions with the
system without using any physical monitors [7]. Previous researchers have built
sensor-free emotion detector, comparing various machine learning algorithms to
reach the best prediction [1]. In this work, we focused on Foreign Language
Anxiety in particular. We extracted features from learners’ interactions with
ESL systems then built machine learning models to predict FLA from those
features. We used self-reports of FLA as ground truth for our predictions. We
analyzed the following research questions:
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Research Question 1: “Can FLA be detected without learning interruption
when using ESL learning systems?” This question has two sub-questions:

RQ1A: What features best predict FLA?
RQ1B: What machine learning methods are better for predicting FLA?
Research Question 2: “How well can sensor-free detectors be generalized

to other emotionally intelligent foreign-language/ESL learning systems?”

2 Method

The data was collected from two different ESL systems. Dataset 1 came from
a system focused on practice, with no tutorial and no scoring. Thirty partic-
ipants did 27 exercises, covering vocabulary, grammar, listening, conversation,
and speaking, providing data from a total of 810 exercises. Dataset 2 came from
an online system which included video tutorials and feedback on the answers [8].
29 participants did 26 exercises which covered vocabulary, grammar, listening,
reading, and writing, producing data from a total of 704 exercises. For both
experiments the participants completed level of anxiety self-report after each
exercise.

From each of the exercises, 16 features were extracted. Following [7], we used
the average of the three FLCAS component scores: fear of negative evaluations,
communication apprehension, and test anxiety [4]. Following [10], we included
the participant’s age, gender, education level, English level, exercise score, dura-
tion, exercise topic, score on the preceding exercise, the percentage of previous
incorrect scores, the percentage of previous correct scores, average percentage of
all previous exercises, and average duration of exercises of the same section. We
did a correlation analysis and set an absolute threshold value of 0.5 to eliminate
multicollinearity. Then we used the Gini importance feature selection algorithm
to distill the features that could cause overfitting and kept only the features that
improved the model. From an original set of 16 features, we ended up with 9
features that provided an acceptable accuracy with the least bias.

We made predictions using regression instead of classification because we used
continuous-valued self-report to measure anxiety in order to capture moment-
to-moment emotion fluctuation [9] and to provide more accurate high-resolution
measurements (as opposed to, e.g., the Likert classification scale). The methods
we evaluated were Random Forests, XGBoost, Gradient Boosting Regressor,
Linear Regression, Bayesian Ridge Regression, and Support Vector Regressor.
We implemented these machine learning models in the scikit-learn library in
Python. We evaluated each detector using 10-fold cross-validation.

3 Results

Regarding RQ1A, determining which features are predictive of FLA, based on
the correlation analysis and Gini importance algorithm, the final set of features
that reliably predicted FLA were: exercise score, percentage of all previous exer-
cise scores, percentage of previous incorrect scores, exercise duration, relevant
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exercise duration, FLCAS score, English level, exercise topic, and the partici-
pant’s age. Gini indicated that the most important features were FLCAS score
followed by the average percentage of all previous exercises.

With respect to RQ1B, on the types of machine learning methods, for Dataset
1, the Random Forest method was most accurate, predicting 47% of the variance
of FLA. XGBoost was close behind, predicting 45%. For Dataset 2, both meth-
ods predicted 66% of FLA. The performance of Gradient Boosting was slightly
behind that of the other ensemble methods. In contrast, the non-ensemble meth-
ods performed much worse, predicting a maximum of 21% of the variance of FLA.
For RQ2, which focused on the robustness of these features and models across
the different systems and datasets, we found that the set of most important
features for both datasets was identical, with slight differences in ranking. The
relative performance of the models was identical across the datasets.

4 Discussion and Conclusions

Prior research used FLCAS components and exercise score as sensor-free metrics
to predict FLA [7]. Here, we extend this by uncovering features that produce bet-
ter predictions using machine learning without interrupting the learning process.
Previous research found that FLA could be predicted up to 43% using Linear
Regression using FLCAS components and exercise scores, but only by includ-
ing self-reports of system and language difficulty after each exercise. Without
these intrusive self-report measures, the maximum prediction was 20%. Here,
we found that by augmenting the FLCAS scores with behavioral features from
the participants’ interactions with the systems, and by using machine learning
models, we can predict up to 66% of the learner’s anxiety without interruptions.
This level of accuracy is imperfect yet satisfactory; affect detection is extremely
difficult because it is not directly accessible [1].

Because the two datasets had identical highest feature importance rankings,
these features should provide reliable predictive performance for any e-learning
system that teaches English as a foreign language. They are also easily derived
from pretest and behavioral data.

As mentioned above, previous research found that sensor-free metrics could
predict FLA using Linear Regression, accounting for 20% of the variation in anx-
iety [7]. Here, we found that machine learning models can produce much more
accurate predictions. It is clear that ensemble learning models (Random Forest,
XGBoost, Gradient Boosting Regressor) outperform non-ensemble models (Lin-
ear Regression, Bayesian Ridge, and Support Vector Regressor). The high perfor-
mance of the ensemble learning models is consistent with other research demon-
strating the robustness, reliability, and stability of these methods [5]. Because
these ensemble learning methods can produce acceptably accurate predictions
of the learner’s level of anxiety, they can be used to support an emotionally
intelligent tutoring system which can adaptively provide interventions according
to the learner’s current emotional state.
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When the performance of a model on a second dataset is the same or better
than on the one for which it was developed, that provides evidence for the relia-
bility of the model [2]. Here, we extracted a set of features from one system and
dataset, evaluating predictive performance with multiple models. Then, using
the same features, found that the relative performance was equivalent across the
systems, and that all of the models actually produced better performance in the
second dataset. Thus, we demonstrated the generalizability of this approach to
any ESL system because the models used features that can be easily extracted
from any such system. A limitation of this approach is that the features were
selected along with the machine learning algorithm. For our future work we will
build an emotionally intelligent tutoring system to detect FLA and reduce it by
adaptively providing appropriate feedback, creating a more positive and effective
learning environment.
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Abstract. This paper presents an approach for semi-automatic genera-
tion of video trailers for learning pathways containing sequenced learning
resources of various forms. The main aim of presenting a trailer to the
learners is to generate curiosity and interest among them and help them
make an informed choice about the learning pathways or the courses they
want to learn. We propose generation of video trailers using Machine
Learning and Natural Language Processing techniques. The proposed
trailer is in the form of a timeline consisting of various fragments created
by selecting, para-phrasing or generating content using various proposed
techniques. The fragments are further enhanced by adding voice-over
text, subtitles, etc., to create a holistic experience. Human evaluation of
trailers generated by our framework showed promising results.

Keywords: Trailer generation · Artificial intelligence · Educational
technology

1 Introduction and Background

Internet boom has led to an enormous increase in freely available educational
content, thus leading to production of redundant courses and videos overtime
for many topics. Choosing an appropriate course that might align to learners’
interest has become more challenging. Often, enrolling to a course that does
not meet the learner’s expectations on course curriculum and other peripherals
such as expected commitment, support availability, etc., leads to an interim loss
of motivation and eventual drop-out from the course [9]. We believe that this
problem can be tackled to a certain extent by providing a glimpse of the course
to the learner before the start of the course, in the form of a video trailer.

The concept of Trailers is not new and has been widely used in the movie
industry for a long time now. Use of Artificial Intelligence in creating movie
trailers has also been explored [1,3,5,6]. However, movie trailers are used mainly
for advertising, whereas trailers in context of educational domain have a different
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purpose. They set the right expectations in learners’ mind in-terms of takeaways
and mastering competencies, before they start their learning journey.

While studies have established the importance of trailers in educational
domain [4,10], automatic or semi-automatic generation of the trailers for aca-
demics is unexplored. Hence, we propose a semi-automatic framework for gen-
erating video trailers for learning pathways, which are a sequence of related
educational documents of various forms [2].

Fig. 1. Trailer generation flow

2 Proposed Method

Our proposed trailer generation framework consists of design of different trailer
fragments that form a trailer timeline, together with the proposed algorithms
for generation of the trailer fragments. The proposed trailer timeline consists
of 7 trailer fragments namely, Splash, Trailer Title, Author Details, Outline,
Meta-Information, Social Proof and finally the Call-to-Action(CTA). Each of
these fragments define a specific part and purpose in the trailer. Fragments are
composed of a sequence of frames and each frame is composed of various types
of elements and their properties. The look and feel of the trailer is determined
by various pre-defined templates, which can be selected by the creator of the
trailer.

The overall approach for trailer generation is illustrated in Fig. 1. All the
resources mapped to a learning pathway along with template constraints like
number of fragments, frames and elements, etc., form the input to our Fragment
Data Generator (FDG) module. Splash fragment displays introductory informa-
tion related to the trailer such as credits, software logo, etc., mostly obtained
from the creator’s input. Author Details fragment is populated using automa-
tion utilities around fetching images, author name, title etc., from the learning
resources, and inputs from the creator. The Trailer Title and Outline fragments
are generated using our previous work [7,8] along with custom pruning strate-
gies. Meta-Information Fragment informs the learners about other important
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aspects of the course like course structure, total reading time, total number of
resources, etc. and is generated automatically from the learning pathway. Social
Proof fragment has information about the learners that have traversed or are
traversing the pathway and is derived from the deployed learning environments.
Last fragment is CTA where different encouraging phrases are displayed for the
learners to get started on the learning pathway.

Once all the fragments are generated, composition module is called which
adds various multi-modal experiences. Voice-over is generated based on the nar-
ration script as per slot based text grammar. Frame duration and other basic
animations like fade-in/out, voice type, etc., are derived from the template to
come up with the final trailer.

3 Evaluation and Results

63 human evaluators well versed in the technical domain representing our dataset
evaluated the trailers generated by our framework. 6 trailers1 generated from 3
different learning pathways were evaluated using two templates (T1 and T2) per
learning pathway. The evaluation for each trailer was done on a set of 8 questions
on Likert-scale from 1 to 5 (1 = very poor, 5 = very good). The questions2

covered two major themes, one around the motivation, clarity, impression and
learner appeal and other around it’s visual properties and experience like font-
size, audio frame sync, etc.

Fig. 2. Average scores per Survey Question for all 3 pathways and trailers. Here P1,
P2, P3 represent 3 Pathways and T1, T2 represent Templates

As can be seen in Fig. 2, the scores obtained for each of the survey questions
are good and far above the average (score of 3) for almost all the generated
trailers. Figure 3 shows some of the trailer fragments generated by our proposed
system.

1 Sample Trailers: https://bit.ly/3Hscie9.
2 Evaluation Questions: https://bit.ly/3FIak8p.

https://bit.ly/3Hscie9
https://bit.ly/3FIak8p
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Fig. 3. Trailer fragments

4 Conclusion and Future Work

We presented a framework for generating video trailers for learning pathways
using ML and NLP techniques. Evaluation of the generated trailer samples were
encouraging. In future, we plan to add more interesting themes like automatically
detecting learning outcomes given the resources.
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Abstract. Assessments evaluate students’ understanding of taught con-
cepts. While students may be assessed on various concepts and in dif-
ferent learning environments, learning institutions often fail to provide
students with a way to connect their learning and assessment results
beyond a single institution. This results in problems such as the inabil-
ity to understand one’s readiness for a new program, the inability to
decide the most suitable program to enrol after current learning, and
difficulty finding the right institution to enrol based on one’s profile.
This work proposes a conceptual framework for connecting assessment
results on the blockchain beyond a single institution in a secure, privacy-
preserving, tamper-proof, and trusted manner. We also discuss some typ-
ical use cases, results of the evaluation and visualizations when students
graduate from high school and enter higher institution.

Keywords: Assessment · Blockchain in education · Learning
analytics · Lifelong learning

1 Introduction

Evaluating students and reporting performance outcome is an essential compo-
nent in teaching and learning. However, information on students’ performance
are often not readily available to decision makers (teachers, students, parents,
etc.) or even provided in a comprehensible format [7]. This arise from limitations
such as data privacy, interoperability, lack of distributed analytics and conse-
quent implications of such distributed access [1]. Thus, we propose a framework
to enable a decentralized reporting and access to assessment results based on a
Blockchain of Learning Logs (BOLL) system [6] that connects learning behaviour
logs and digital contents across institutions. We extend the BOLL system to
include assessment results by integrating scores reporting, blockchain encoding,
decentralized analytics opt-in/out function and a visualization to support data-
driven decision making by stakeholders. To highlight the potential impact of
our proposal, we present a simple orchestration of university enrolment decision
making process guided by distributed analysis of assessment results.
c© Springer Nature Switzerland AG 2022
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Other works such as [2,3,5] have explored the use of blockchain to report and
manage academic data, focusing mainly on providing trusted data for a single
student. Thus, this work is the first to propose a framework that offers chain
analytics that can provide trusted aggregate data and insights not previously
accessible.

2 Proposed Framework

We propose a framework that allow institutions to report assessment results of
their students on a decentralized network with strict privacy preservation and
learner control as illustrated in Fig. 1 based on the Boll System [4]. In the next
subsections, we will discuss the layers in proposed architecture.

Service Layer consist of 3 components: Analytics Service Installer (ASI), Sub-
scription and Event Handlers. The ASI allow researchers or learning service
providers to install a Learning Analytics Service (LAS) that can aid students’
learning objectives such as predictions, interventions and recommendations. The
subscription handler is a set of smart contracts and utilities that help learners
manage their subscription to LAS’s. The event handler enable data and visual-
ization layers to stay updated when data associated with LAS’s change and may
require updates to the previous models or visualizations.

The Data Layer is made up of the aggregator, data processors, analyzers
and the resulting model. The aggregator helps to retrieve the data of all the
subscribers to a given LAS. The processor and analyzer provide similar functions
as the data processing and analysis tasks in data mining and it is unique to each
LAS. The model represents the results obtained by analyzing the data provided
at a specific time, t.

The Visual Layer is directly user facing and provide interfaces for querying
various insights deduced from the previously provided data. The Explorer allow
subscribers to invoke the compute functions implemented by LAS’s. Based on
the type of exploration or compute function selected, the Builder invokes the
relevant LAS’s compute function; providing the subscriber’s details as input.

Fig. 1. Proposed architecture
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Table 1. Dataset for training initial model (2010 - 2020).

Program type No. students Math English Japanese National

μ σ μ σ μ σ μ σ

I Education... 1116 68.17 12.57 57.27 14.76 55.86 14.31 59.30 13.02

II Science... 169 52.17 16.15 48.29 16.22 51.58 15.56 47.89 14.23

III Sports... 164 62.15 14.40 54.88 15.46 55.85 15.20 55.64 14.36

IV Medicine... 870 60.13 14.00 56.63 15.20 58.26 14.29 56.60 13.88

V Economics... 559 65.63 19.96 61.75 18.69 59.34 18.35 60.85 18.42

VI Others 173 57.69 14.11 58.02 15.70 59.22 15.26 56.39 14.07

Table 2. AUC for predicting enrolment decision based on score data.

Program type I II III IV V VI

I 1

II 0.82 1

III 0.65 0.78 1

IV 0.70 0.60 0.62 1

V 0.56 0.81 0.70 0.72 1

VI 0.80 0.69 0.74 0.70 0.80 1

3 Use-case: Determining Career Path from Score Data

To evaluate the usefulness of the proposed framework, we use the assessment
results of students in a High School in Japan to build a decentralized model that
can support students in making data-informed enrolment decisions. We begin
by connecting the learning infrastructure at the selected school to BOLL [6].

We use the assessment results of past students (2010 - 2020) shown in Table 1
and the program category they successfully enrolled in to build the initial model
using Random Forest classifier that can predict enrolment likelihood and recom-
mend the most suitable options.

4 Results of Evaluation

The Area Under the Curve (AUC) scores presented in Table 2 showed that the
resulting models performed 70% and above for the cases in bold. Further analysis
of these cases revealed that the model makes a better judgement where compar-
ing between Art vs Science oriented program types. For example, the classifier for
program type I (Arts) vs program type II (Science) had an AUC score of 82%.
Surprisingly, over 200 students still went ahead to apply to both. This comes
with the consequence of students spreading themselves too thin and finding it
difficult to make smart choices and preparations. We also provide a visualization
in Fig. 2 as an example of the visual layer of our proposed framework where
students can determine which school their profile fits.
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Fig. 2. Interactive visualization to support enrolment decision and preparation

5 Conclusion and Future Work

In this work we conceptualized a framework for managing assessment results on
a decentralized network using the blockchain. There is also a lot of potential to
expand beyond education in schools as the BOLL could cross into private sec-
tor employment and training. Recommended future research include the imple-
mentation of the proposed framework, usability and performance testing and
evaluating its impact on teaching and learning.
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Blockchain for education: lifelong learning passport. In: Proceedings of 1st ERCIM
Blockchain workshop 2018. European Society for Socially Embedded Technologies
(EUSSET) (2018)

3. Ocheja, P., Flanagan, B., Ogata, H.: Connecting decentralized learning records: a
blockchain based learning analytics platform. In: Proceedings of the 8th Interna-
tional Conference on Learning Analytics and Knowledge, pp. 265–269 (2018)

4. Ocheja, P., Flanagan, B., Ogata, H., Oyelere, S.S.: Visualization of education
blockchain data: trends and challenges. Interactive Learning Environments 0(0),
1–25 (2022)

5. Ocheja, P., Flanagan, B., Oyelere, S.S., Lecailliez, L., Ogata, H.: A prototype frame-
work for a distributed lifelong learner model. In: 28th International Conference on
Computers in Education Conference Proceedings, vol. 1, pp. 261–266. Asia-Pacific
Society for Computers in Education (APSCE) (2020)



310 P. Ocheja et al.

6. Ocheja, P., Flanagan, B., Ueda, H., Ogata, H.: Managing lifelong learning records
through blockchain. Res. Pract. Technol. Enhanc. Learn. 14(1), 1–19 (2019).
https://doi.org/10.1186/s41039-019-0097-0

7. Zapata-Rivera, J.D., Katz, I.R.: Keeping your audience in mind: applying audience
analysis to the design of interactive score reports. Assessment in Educ. Principles,
Policy Practice 21(4), 442–463 (2014)

https://doi.org/10.1186/s41039-019-0097-0


Cognitive Diagnosis Focusing
on Knowledge Components

Sheng Li1,2, Zhenyu He1,2, Quanlong Guan1,2(B), Yizhou He2,3,
Liangda Fang1,2, Weiqi Luo1,2, and Xingyu Zhu4

1 College of Information Science and Technology, Jinan University,
Guangzhou 510632, China

lsjnu@stu2020.jnu.edu.cn, {tzhenyuhe,gql,fangld,lwq}@jnu.edu.cn
2 Guangdong Institute of Smart Education, Jinan University,

Guangzhou 510632, China
hyz@jnu.edu.cn

3 College of Management, Jinan University, Guangzhou 510632, China
4 Science and Technology Department of Jinan University, Jinan University,

Guangzhou 510632, China

Abstract. Cognitive diagnosis is a crucial task in the field of educational
measurement and psychology, which aims to diagnose the strengths and
weaknesses of participants. Existing cognitive diagnosis methods only
consider which of knowledge concepts are involved in the knowledge
components of exercises, but ignore the problem that different knowl-
edge concepts have different effects on practice scores in actual learning
situations. This paper proposes the CDMFKC model, which considers
the effect of different knowledge concepts on exercise scores, and uses
neural networks to model complex interactions between students and
exercise factors. We validate our model on three real datasets.

Keywords: Cognitive diagnosis · Neural network · Knowledge
concepts

1 Introduction

Cognitive diagnosis aims to discover the states of students in the learning process,
such as students’ specific mastery of each knowledge concept [1]. Many scholars
have conducted a lot of research on cognitive diagnosis, such as Deterministic
Inputs, Noise And gate model (DINA) [2], Item Response Theory (IRT) [3],
Multidimensional IRT (MIRT) [4] and Matrix Factorization (MF) [5]. These
models have achieved some good results, but still use hand-designed interaction
functions. They are a linear combination of the features of students and exercises,
mostly of which are solved by parameter estimation. Hence, it cannot capture
the complex connection between students and exercises.

To address this defect, some scholars designed a neural network-based cog-
nitive diagnosis framework [6]. This framework incorporates neural networks to
c© Springer Nature Switzerland AG 2022
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learn the complex exercising interactions, for obtaining both accurate and inter-
pretable diagnosis results.

However, we observe that these models only consider which of knowledge
concepts are involved in the exercise. In actual learning situations, knowledge
concepts in different knowledge components have different effects on exercise
scores. Therefore, it is necessary to reshape the learning situation by combining
the multi-factor relationships between knowledge concepts.

Fig. 1. Description of CDMFKC model diagnosis process.

2 Model Description

Given a learning system ψ = (S,E,R,K,Q), the task of cognitive diagnosis
is to obtain students’ knowledge concepts proficiency. As shown in Fig. 1, we
formulate the output of the CDMFKC model as:

y′
ij = PP (NN(V E(IN(xs, xe), Q))) (1)

where y′
ij indicates the predicted score of student i in exercise j; IN, VE, NN

and PP are input layer, vector embedding layer, neural network layer and per-
formance prediction layer respectively.

Input Layer. In this layer, the information include the Q-matrix that reflects
the connection between exercises and knowledge concepts, the information e of
the exercise and the students’ real score yij on the exercise.

Vector Embedding Layer. In this layer, we design the vector of our embedded
layer based on the information provided by the input layer.

– We represent each student with a skill proficiency vector as Vi ∈ (0, 1)1×K .
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– The relationship between exercises and knowledge concepts is represented by
Q-matrix, which is Qe

j ∈ (0, 1) here.
– Knowledge difficulty hdiff

j ∈ (0, 1)1×K represents the different difficulty of
each knowledge concept examined by exercise ej , and exercise discrimination
hdisc
j ∈ (0, 1) represents the ability of exercise ej to distinguish students with

different skill proficiency levels.
– In actual scenarios, since different knowledge concepts represent different

attributes, their effects on answering are mostly different. This shows that
our design of knowledge concept impact parameters is able to fit real scenar-
ios, simulate more complete learning interactions, and achieve more accurate
diagnosis. The impact of knowledge concept gimp

j is obtained by the joint
design of exercise discrimination hdisc

j and knowledge concept difficulty hdiff
j .

Neural Network Layer. Inspired by the design of MIRT model, we connect
the parameters of vector embedding layer to get our input Xij and train it.

Performance Prediction Layer. In this layer, we consider the dynamic influ-
ence of some factors on the response probability. We observed that the impact of
knowledge concepts indicates the magnitude of the impact of different knowledge
concepts on exercise responses. However, we noticed that the previous methods
(such as NCDM) used 0.5 as the limit of right and wrong judgment, which
is a bit absolute in the actual teaching scene. The higher the impact of the
knowledge concepts contained in exercise ej , the higher the requirements for
the proficiency of students’ knowledge concepts. For example, when the aver-
age knowledge concept impact AV Gimp

j of exercise ej is lower than the average
knowledge concept impact AV Gimp

ij of all exercises done by student si, exercise
e requires less knowledge and concept proficiency of students, so the judgment
boundary is also reduced.

Output Layer. Finally, the output layer gets the adjusted student’s prediction
and answers y′

ij , We can do some analysis at this level.

Table 1. Experimental results on predicting student grades on three real datasets.

Model ASSIST Math1 Math2

ACC RMSE AUC ACC RMSE AUC ACC RMSE AUC

DINA 0.650±.001 0.467± .001 0.676± .001 0.593±.001 0.487±.001 0.686±.001 0.592±.001 0.475±.002 0.683±.001

IRT 0.674±.002 0.464± .002 0.685± .001 0.693±.002 0.478±.001 0.705±.001 0.700±.001 0.457±.001 0.723±.001

MIRT 0.701±.001 0.461± .001 0.719± .002 0.719±.002 0.464±.001 0.733±.001 0.712±.002 0.448±.002 0.736±.002

PMF 0.661±0.001 0.476± .001 0.732± .002 0.703±.001 0.447±.001 0.712±.001 0.696±.001 0.464±.001 0.734±.001

NCDM 0.719±.008 0.439± .002 0.749± .001 0.714±.002 0.439±.001 0.796±.001 0.698±.003 0.450±.002 0.771±.001

CDMFKC 0.762±.001 0.431±.001 0.750±.001 0.740±.003 0.437±.001 0.797±.001 0.732±.002 0.442±.001 0.778±.002

3 Experiment

To verify the validity and explanability of the proposed model in performance
prediction tasks, our experiment used three real world datasets: ASSIST [7],
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Math1, and Math2 [8]. Table 1 summarize the experimental results of all models
on student performance prediction tasks, with the best results shown in bold.
All models are evaluated using 5-fold cross-validation, ± representing standard
deviations. From Table 1, we can observe that compared with NCDM on three
datasets, CDMFKC predicted an improvement of about 3.5%, 2.6% and 3.4%
respectively, and performed better than all other baselines, indicating the validity
of our model. On the other side, we find that models with fewer considerations
perform worse (such as DINA and PMF), which also proves that fully utilizing
the information of the learning system can improve the accuracy of the model.

4 Conclusion

This paper proposes a new neural network-based cognitive diagnosis model
CDMFKC for cognitive diagnosis of students. Specifically, we use neural net-
works to obtain rich information in the learning system, introduce the impact of
knowledge concepts and correlate them with exercise discrimination and knowl-
edge difficulty, and dynamically design judgment boundaries to improve the
model. Prediction results on real data sets show that our model is more accurate
and interpretable. In this paper, the neural network design is relatively simple,
which will be an extensible direction, and we will continue to explore.
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Abstract. The current intelligent algorithms leverage various factors
for predicting student success. However, concerns have been raised that
the selection of predictors in the automated decision-making process may
cause unfair decisions. Recent research has recognized the computational
challenges and the need for developing fairness-aware intelligent algo-
rithms. However, the unavailability of ground-truth about fair predictors
of student success can make the available solutions ineffective. In this
paper, we fill this need by identifying how students perceive different
success predictors and the reasons behind their perceptions. We leverage
three scenario-based user studies comprising of students from universities
in three different countries and note the substantial perception changes
across these different scenarios.

Keywords: AI in education · Algorithmic fairness · Human-centred AI

1 Introduction

Artificial intelligence applications are increasingly being used to inform decision-
making in the educational sector. Predicting student performance is one of the
many applications of algorithmic decision-making that enables educators to make
informed decisions on students’ success [1][8]. Intelligent algorithms use various
predictors [6] to make accurate decisions. However, some of these factors, if
considered, may be unfair to an individual or a group in various situations.
For instance, the consideration of grades in high school maths may predict the
students who require assistance in a introductory programming course, however,
may leave out students with high grades who really need tailored support.

Prior research has pointed to the need for developing fairness-aware algo-
rithms in education [2]. However, the lack of ground-truth (i.e., the under-
standing on user perceptions of predictors and their incorporation in algorithmic
decision-making) may make the current algorithms ineffective [5][7]. The overall
c© Springer Nature Switzerland AG 2022
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aim of this project is to collect and investigate how students perceive and rea-
son about the use of different predictors in algorithmic decision-making for the
purpose of student success prediction. The identification of this missing ground-
truth will help to understand and guide the development of future AI algorithms
in making effective student assessments. The contributions of this paper includes:

– The formation of a user study to build a new student perception dataset from
multiple institutions in three different countries.

– Analysis of perceptions through three different scenarios including a base
scenario, an accuracy scenario and a discrimination scenario. In particular,
we investigate participants’ general perceptions on different predictors and
the reasons behind those perceptions. We also observe how the perceptions
may change with the changes of context (i.e., scenario).

2 Methodology

Recruitment of Participants. We recruit 1658 tertiary student participants
(77.6% male, 21.9% female, 0.5% other or did not disclose their gender) from
three institutions in Australia, Bangladesh and Saudi Arabia. Participation in
this research was completely voluntary and anonymous.

Collecting Perceptions. We adapted the frameworks described in [3] and [4]
to collect and analyse student perceptions in our study. The participants were
given a set of predictors, under three scenarios, related to demographics, internal
evaluation, psychometric and course content, as highlighted in the recent litera-
ture to predict student success (see Table 1). We also ask participants to identify
the most and least important feature they perceive for this prediction task. They
were also allowed to suggest addition features if they think are missing in the
collection.

– Base scenario: asks participants about their general perception on a given
predictors. In particular we ask if they believe it is fair to use a specific
predictor in algorithmic decision making for prediction of their success. As a
follow-up, we ask what motivates them to select this answer.

– Accuracy scenario: asks if it is fair to use a specific predictor in algorithmic
decision making, if it increases the accuracy of the prediction?

– Discrimination scenario: asks about the fairness of a predictor if its inclusion
may lead to falsely predicting one group of students as having a higher risk
of poor performance than another group.

Perception Analysis. Given any predictor of student success, the participants
rate their perception in a 5-point scale (Strongly Disagree, Disagree, Neutral,
Agree, Strongly Agree). The proportion of responses are given in Table 1.

We see a mixed response in terms of agreement and disagreement for all
the features. While many respondents agree to consider the features related
to types of high school, rating of high school, grades obtained in high school,
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Table 1. Proportion of perceptions in different scenarios

Base Reason Accuracy Discrimination

Feature Strongly
disagree

Disagree Neutral Agree Strongly Agree Reliability Relevance Privacy-sensitive Discriminatory Other Yes Possibly No Yes Possibly No

Gender .21 .11 .24 .26 .18 .30 .22 .10 .25 .14 .42 .25 .32 .37 .27 .35

Age .12 .08 .26 .36 .18 .28 .31 .15 .11 .15 .40 .38 .21 .38 .35 .27

Parent’s
education

.15 .16 .26 .29 .15 .23 .25 .21 .15 .17 .32 .34 .34 .31 .34 .35

Family’s
financial
status

.14 .11 .28 .33 .14 .22 .24 .23 .15 .15 .34 .37 .29 .33 .39 .28

Background of
mathematics

.07 .05 .17 .44 .28 .37 .37 .07 .06 .13 .57 .36 .07 .50 .38 .12

Grades
obtained in
high school

.09 .13 .25 .40 .13 .28 .34 .09 .12 .18 .38 .42 .20 .39 .41 .20

Rating of the
high school

.11 .14 .29 .32 .14 .26 .30 .10 .16 .19 .35 .39 .26 .32 .40 .28

Type of high
school

.14 .15 .28 .33 .11 .25 .29 .08 .19 .19 .32 .30 .38 .33 .37 .29

Quiz
performance

.07 .06 .17 .45 .25 .37 .36 .06 .07 .15 .62 .30 .07 .57 .34 .09

Lab
performance

.07 .03 .15 .43 .32 .39 .36 .07 .05 .13 .71 .24 .05 .62 .28 .09

Attendance .07 .05 .17 .39 .32 .36 .35 .11 .04 .14 .65 .29 .06 .58 .33 .10

Homework
scores

.07 .04 .17 .45 .27 .31 .40 .07 .07 .15 .61 .32 .06 .57 .33 .09

Personality
traits

.07 .07 .21 .44 .21 .28 .31 .13 .09 .19 .53 .37 .11 .49 .38 .13

Attitude
towards
programming

.07 .04 .16 .39 .34 .37 .34 .06 .06 .16 .66 .30 .05 .59 .32 .08

Time spent on
the contents
supplied

.07 .04 .18 .43 .27 .36 .34 .08 .06 .17 .61 .34 .05 .57 .34 .09

Number of
entries to the
contents

.07 .05 .24 .46 .19 .31 .35 .09 .06 .19 .58 .35 .07 .52 .37 .11

Attendances
to live sessions

.07 .04 .23 .41 .24 .34 .36 .07 .06 .17 .59 .34 .07 .51 .39 .10

Time spent in
live sessions

.07 .07 .23 .40 .23 .31 .34 .06 .08 .21 .56 .36 .08 .52 .37 .11

Table 2. Result from Wilcoxon signed-rank test

Responses in two scenarios Statistics p-value Remarks

Yes - Yes 04.00 <0.01 Distribution is significantly different

Possibly - Possibly 17.00 <0.01 Distribution is significantly different

No -No 19.00 <0.01 Distribution is significantly different

family’s financial status, parent’s education, age and gender, the same features
accounted for most of the disagreements among all the features. In relation to
reason behind the perceptions, we see that a high proportion of respondents
are mainly concerned about the reliability and relevance of the predictors for
decision-making. Participants also raised the issues related to privacy and dis-
criminating decisions. The factor ‘age’ is labelled as the most discriminating
factor, followed by high school type and parent’s education.

In accuracy scenario and discrimination scenario, we observed that the major-
ity of the participants are still happy to see the given features to be considered
by the decision-making algorithms. The cumulative proportion of ‘yes’ and ‘pos-
sibly’ is substantially higher than ’no’ responses. However, we should note that
approximately 4–38% participants responded ’no’ for the given predictors in the
accuracy scenario while 8–35% in the discrimination scenario. Next, a Wilcoxon
signed-rank test (see Table 2) shows that the perceptions change from the accu-
racy scenario to discrimination scenario with statistical significance (p<0.01).
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Fig. 1. Top-5 most and least important features perceived by participants

We also identified the 5 most and least important features as perceived by our
participants (see Fig. 1(a-b)). Note that the family’s financial status is perceived
as one of the most important as well as least important features by two groups
of respondents. This could be due to the groups coming from different countries
with different backgrounds and values. The complexity of perceived responses
given by the student respondents in our study suggests the importance of user-
specific consideration in the development phase of fairness-aware algorithms.

3 Conclusion

This paper investigated students’ perceptions of AI-based decision-making in
the prediction of their success. We also analyze the reasons that motivate these
perceptions in terms of a feature’s reliability, relevance, privacy sensitiveness,
and the possibility to cause discriminating decisions. We also examine if the
perceptions change under different scenarios. We found that the change in the
proportion of different perceived responses is statistically significant. We iden-
tify the most and least important predictors perceived by the students. Future
research may include a perception analysis for different demographics such as
instructors, cultural aspects and study area. We also plan to analyze the indi-
vidual shift in perception under various scenarios.
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Abstract. Cognitive diagnostic model (CDM) aims to estimate learn-
ers’ cognitive states utilizing different techniques so that personalized
educational interventions can be provided. The deterministic inputs noisy
and gate (DINA) model is a fundamental CDM that estimates learn-
ers’ cognitive states based on response data. However, the response time
that learners used to answer test items provides rich information for
cognitive diagnosis and influences the accuracy of the responses. In this
work, we propose to introduce the response time into guessing and slip-
ping of DINA model, which could better differentiate individual learner’s
dynamic cognitive states.

Keywords: Cognitive diagnostic model · DINA · Response time

1 Introduction

Cognitive diagnostic model (CDM) aims to estimate learners’ cognitive states
utilizing different techniques, and then finds out the learning obstacles of learn-
ers [2]. The earlier model is item response theory (IRT) [7] that models learn-
ers’ cognitive states with a single ability variable and estimates it using logistic
function based on response data. The following and more popular CDM is deter-
ministic inputs noisy and gate (DINA) model [5]. It defines learners’ cognitive
states as the mastery of a set of cognitive attributes that denote knowledge skills,
which are similar to knowledge states [1]. Based on the assumption that a learner
can answer a test item correctly only when all the required cognitive attributes
are mastered, DINA establishes a probabilistic model to make an estimation on
learner’s cognitive states.

The traditional DINA mainly relies on learners’ response information (i.e.,
the correctness of their answers) to model learners without considering learners’
response time. Learners’ response time refers to the time learners take to answer
individual item (i.e., question) in a test. Siegler advocates response time could be
useful information to infer the different strategies employed by learners to solve
c© Springer Nature Switzerland AG 2022
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the same test item [10]. Van et al. suggest that response time could show extra
insight not reflected by the response information [8]. Van and Wim further point
out that response time actually affects the accuracy of learners’ responses [6].

There were several previous studies considering learners’ response time in
the model design. Thissen proposes a linear regression model integrating the
response time into the IRT model [11] and Ferrando et al. extend it to non-linear
model [4]. B-GLIRT employs the two-dimensional confirmatory factor analysis
to provide a more generalized IRT model [9]. A hierarchical CDM is designed
to that jointly utilize learners’ response answer and response time [6], which has
been extended to multi-dimensional model [12].

However, no existing CDM explicitly considers the relations between learners’
response time and their guessing/slipping behaviors during a test. Hence, we
propose to properly introduce the response time information into the guessing
and slipping parameters of DINA model. It could not only better utilize the
important response time information, but also differentiate individual learner’s
dynamic cognitive state.

2 DINA Model and Response Time Integration

The key assumption of DINA is that one learner can answer one test item cor-
rectly only if he has mastered all the cognitive attributes required by the test
item. Hence, DINA utilizes ηij to represent whether learner i has mastered all
the required cognitive attributes of test item j, which can be computed as:

ηij =
K∏

k=1

α
Qjk

ik (1)

where αik denotes learner i’s mastery on cognitive attribute k, Qjk denotes
whether concept k is required to answer test item j correctly.

DINA model also assumes that the learner’s answering process and response
are inherently affected by two factors, namely guessing and slipping. Guessing
means that learners correctly answered the item by chance in a test although
she or he has not mastered all the cognitive attributes associated to the item.
Slipping means that learners have mastered all the necessary cognitive attributes
but still falsely answered the item in a test. Given gj and sj as the guessing and
slipping probabilities of test item j, DINA model can be expressed as:

P (Rij = 1|αi) = g
1−ηij

j (1 − sj)ηij , (2)

where αi is learner i’s cognitive state and Rij is learner i’s response to test item
j. Hence, DINA model could estimate individual learner’s cognitive state by
leveraging their responses and Q-matrix. The detailed estimation process could
refer to [3].
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2.1 Guessing and Response Time

Intuitively, learners’ successfully guessing is affected by their response time: too
short response time indicates that the learner might just make a random guess;

(a) (b)

Fig. 1. Function Plots: (a) arctan(x) function; (b) arccot(x) function.

longer response time indicates that the learner might take more efforts to analyze
the test item; too long response time might have no further help on correctly
answering the item finally. Hence, it is reasonable to assume that the probability
of successfully guessing is significantly increasing when learners’ response time
increases initially. However, the probability of successfully guessing gradually
approaches to a certain limit even though further increasing the response time.
To simulate this property, we propose to employ the arctan(·) function, which
monotonically increases with its input and fulfill the feature of learner’s guessing
property given above. Specifically, given t as learner’s response time on test
item j, the probability of successfully guessing can be denoted as:

fg
j (t) = ug

j × arctan(wg
j ∗ t) (3)

where ug
j and wg

j are the two parameters, which determine the asymptotic value
of the guessing and the varying ratio, respectively. Figure 1(a) gives a plot of
arctan(·) function.

2.2 Slipping and Response Time

Similarly, learners’ successfully slipping is affected by their response time as well:
too short response time indicates that the learner might simply make a mistake;
longer response time indicates that the learner might take more efforts to avoid
a simple mistake; too long response time might prevent a slipping occurring.
Hence, it is reasonable to assume that the probability of slipping decreases sig-
nificantly when learners’ response time increases initially. The probability of slip-
ping gradually approaches to zero with the response time increases. To simulate
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this property, we propose to employ the arccot(·) function, which monotoni-
cally decreases with its input and fulfill the feature of learner’s slipping property
given above. Specifically, given t as learner’s response time on test item j, the
probability of slipping can be denoted as:

fs
j (t) = us

j × arccot(ws
j ∗ t) (4)

where us
j and ws

j are the two parameters, which determine the highest probability
of slipping and the varying ratio, respectively. Figure 1(b) gives a plot of arccot(·)
function.

3 Discussion and Future Work

Based on the newly defined guessing and slipping functions that explicitly con-
sider learners’ response time, individual learner’s performance can be better
captured and modeled. For example, given two learners both correctly or falsely
answering the same item in a test, their response time could help to better esti-
mate their guessing and slipping probability and accordingly differentiate them
in term of their cognitive state.

We believe this work could inspire a number of new CDM designs, which
might be able to tackle the practical issues in cognitive diagnosis. The corre-
sponding experiments need also be carefully designed to validate new models.
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Abstract. Engagement is a strong predictor of learning in educational contexts,
but the definition of engagement can vary from study to study, with small dif-
ferences in definition leading to substantial differences in findings. In addition,
students frequently employ strategies in online learning systems that the system
designers may not have expected, which can challenge the assumptions made in
these definitions. Students playing educational games employ a particularly wide
variety of strategies and behaviors, which can make measuring overall engage-
ment with the game challenging. In this study we examine student engagement
by describing players’ profiles of behaviors and interactions with a physics-based
simulation game, Physics Playground. To identify possible sub-groups of players
we use Latent Profile Analysis (LPA), a type of person-centered mixture model
that assigns individuals to a set of mutually exclusive classes based on patterns
of variance in a set of response data. We found support for two classes of play-
ers – high engagement players and low engagement players – and we show that
students’ membership in these classes is predictive of their performance on a
posttest assessment. We end by discussing the limitations of this method, as well
as the potential for identification and analysis of these types of player profiles to
be used in adaptive game mechanics and personalization of learning contexts.

Keywords: Game-Based Learning ·Mixture modeling · Engagement profile ·
Player typology

1 Introduction

The designer of an AIED system typically has an implicit context in which they expect
the system will be used. However, individuals playing games -- educational or not --
generally seem to manifest a range of gameplay strategies and styles that can be difficult
for a systemdesigner to account for. There has been considerable research on the different
ways that people orient themselves to non-educational games (Bartle 1996; Williams
et al. 2008), suggesting that players have a wide range of motivations for play. Some
players report that they enjoy social interaction, others immersion in a detailed world,
and others in-game measures of their achievement. What a player says they enjoy doing
in a game, and what they do when playing that game, however, can be very different.
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For a deeper understanding of the different approaches that players use to engage with
games, it’s crucial that actual play data be used in conjunction with students’ evaluations
of enjoyment and motivation in play. Some research efforts have attempted to do this,
as well as determine if these typologies are also seen in educational games. Slater et al.
(2017) attempted to replicate Bartle’s original typologies in a physics simulation game,
identifying achiever and explorer classes of players, using log data collected fromwithin
the game environment during play. A third group was also identified, called disengaged
players. They hypothesized that this latter group might have consisted of students who,
in other games, might be socializers and/or killers, as the game studied was a nonviolent,
single-player game, and there were no multiplayer elements for these types of players
to partake in.

In thiswork,we replicate and extendSlater et al.’s study, using a later data set from the
same physics simulation game. We construct a typology of game players from multiple
variables created by logged game actions recorded by the system. We then use latent
profile analysis to construct a typology of players in the game and measure performance
differences between groups of players on a post-test assessment. By connecting learning
to these typologies, we can understand how styles of play relate to learning gains in
digital games.

2 Methods

We conduct this research using Physics Playground, an educational physics simulation
game developed by Valerie Shute’s lab at Florida State University (Shute et al. 2019). In
Physics Playground, students draw simple machines to navigate a ball through obstacles
and to a balloon somewhere else in the level. The game contains worked examples and
hint-based physics lessons to help students that are having difficulty solving levels. Data
were collected from 199 high school students in the southeast United States as part of
a broader study on Physics Playground (for study details see Shute et al. 2021). The
study took place over six days, and students spent approximately 250 min on gameplay.
Student actions (e.g. menu navigation, level start, stop, and completion, objects drawn,
and hints used) were recorded by the system.

Following data collection, gameplay features were constructed from the log data
generated by the game. Our final feature set consisted of 8 features, covering multiple
different facets of game interaction: number of gold and silver coins earned for level
completion; number of unique levels and total levels visited by the player; number of
machines, number of total drawings, and number of erases made by the player; and
number of times the player used the learning support button. Each feature is summed
across a student’s entire record of play. Using a limited feature space was necessary
due to the use of Latent Profile Analysis (LPA) as our modeling approach (Jung and
Wickrama 2008) in the statistical software program MPlus (Muthén and Muthén 2017).
In developing our features we ensured that multiple different elements of gameplay were
represented, both in terms of level-to-level behaviors as well as within-level behaviors,
so that our resulting groups of players would be representative of a multivariate measure
of engagement in Physics Playground. We also included one distal learning outcome,
consisting of students’ score on an 18-item post-test that measured students’ physics
knowledge.
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3 Results

We found statistical support for the existence of two distinct classes of Physics Play-
ground players in our data. This model consists of two groups: (a) low engagement
(Class 1, red, n = 146), with below-average mean scores on all measured variables,
and (b) high engagement (Class 2, blue, n = 53), with above-average mean scores on
all measured variables. Players in the two classes differed significantly for all features
except for the number of gold coins earned and the number of learning supports used.
In each case, the blue high engagement group had higher mean scores than the red low
engagement group. This difference in engagement was apparent both in terms of overall
progression, in the case of unique levels and total levels played, and in level-specific
actions.

The impact of class membership on posttest learning outcomes was estimated using
the BCHmethod within MPlus (Asparouhov and Muthén 2014). We found that students
in the high-engagement group scored significantly higher on the post-test than students
in the low-engagement group,with amean difference of over half a point (X(4)= 15.691,
p < 0.01).

4 Discussion and Conclusions

Engagement is important to learning both within educational games, and in learning
technologiesmore broadly, but students can engagewith the samegame in differentways.
In this paper, we identify subgroups of students in an educational game context using
features drawn from the game log data. We interpret these subgroups in terms of their
overall game engagement, and we link subgroup membership to learning outcomes. By
using players’ process of gameplay, rather than self-reported measures, we hope to
explicitly link engagement to the actions taken within the learning context (Fincham
et al. 2019).

In this study we found a single ‘engaged’ group, where previous work was able
to differentiate between achiever students who were engaged by tangible rewards for
achievement, like coins and badges, and explorer students who were engaged by explor-
ing the rules and bounds of the game environment. There are several reasons that this
finding may have failed to replicate. First, our sample was relatively underpowered for
this type of analysis. Second, Physics Playground has undergonemultiple design changes
since 2017, and it’s possible that these design changes have subsequently changed the
ways that students are able to interact with the game. We also found that engaged stu-
dents outperformed disengaged students on a posttest measure of physics understanding.
While engagement in educational tasks has already been shown to strongly influence
eventual learning outcomes, we think it’s important to construct engagement in the game
task as a multivariate measure of an individual’s experiences within the game.

The measurement and analysis of engagement profiles represent a valuable means
of informing game designers and educators on the behavioral patterns of educational
game players, and how those behavioral patterns may be used to drive eventual learning
(Ruiperez-Valiente et al. 2020). In this work we have demonstrated that Latent Pro-
file Analysis can be used to generate player typologies that align with overall game
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engagement, and that these typologies are predictive of posttest performance. Given the
increasing breadth and depth of educational games, we hope that analyses such as the
one presented here see continued use in determining the best methods for engaging,
supporting, and instructing learners in educational game contexts.
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Abstract. Generation of gestures that conform to the syntax of a gestu-
ral language (such as American Sign Language (ASL)) and are congruent
with the meaning of a technical term, has significant impact on enhancing
the participation of people with hearing disabilities in Technical Higher
Education. In this paper, we present a semantic congruity metric formu-
lated to aid in generation of new gestures conforming to the syntax of
ASL while being congruent with the meaning of the technical word and
show the usage and validity of the metric using 70 ASL gestures.

Keywords: Accessible computing education · Gesture learning ·
Semantic congruity

1 Introduction

One of the biggest hurdles in technical education for the Deaf and Hard of Hear-
ing(DHH) population is communicating technical terms through gestures [5].
Frequently, technical terms are finger-spelled, which does not convey the action
or purpose related to the term. There have been several initiatives to generate
a technical sign corpus for Computer Science (CS) including #ASLClear [1] or
#DeafTec [4] or CSAVE [5] that enable the development of a repository of CS
technical gestures and also educate DHH population [2]. Although such initia-
tives are a significant step towards a solution, they are non-curated and lack a
metric to have the gestures standardized. For faster adoption and recognition,
any gesture generation framework should follow the syntax of signed communi-
cation that has been established through years of interaction within the DHH
population and between their hearing counterparts. A recent collaborative effort
between eminent researchers has stressed the need for including American Sign
Language (ASL) in Natural Language Processing research [10]. The framework
proposes a novel semantic congruity metric to evaluate conformance of new ges-
tures to the ASL semantics.
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2 Semantics of ASL: Congruence and Concepts

In this section we define the semantic congruence in terms of ASL and discuss
the underlying concepts in an ASL gesture.

2.1 Word-Gesture Semantic Congruence for Creating New Gestures

Traditionally, when a gesture is not available for a certain word, a skilled ASL
user can make up a gesture that can represent the concept/s associated with the
word [7]. A DHH individual can collaborate with her interpreter to assign an
adhoc gesture for a CS technical term for which no ASL sign exists.

Fig. 1. Semantic congruence: venn diagram

For example, the word
‘Venn Diagram’ (Fig 1), is
a mathematical term that
has no sign available in the
CS technical term reposi-
tory. A suggested gesture
can combine two concepts
related to the word Venn
Diagram: a) gesture for cir-
cular shapes, followed by
b) gesture for overlap. The
resulting combined gesture
is semantically congruent
with the word Venn Dia-
gram. We explored the con-
cept of Semantic Congruence used in Linguistics [3,9] and define Semantic Con-
gruence as referring to common gesture concepts executed for words with similar
or related meaning.

2.2 ASL Word Syntax: Gesture Expression in Terms of Concepts

We build our Concept Set based on the three unique modalities of ASL gestures:
1) location, 2) movement and 3) handshape. We consider the Concept Set, Γ ,
where Γ = ΓH

⋃
ΓL

⋃
ΓM . Here, ΓH is the set of handshapes, ΓL is the set of

locations and Γm is the set of movements [6,8].

3 Word Gesture Network and Congruity Metric

In this section we discuss the generation of word-gesture network and definition
of congruity metric.
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3.1 Gesture Network Δ

Fig. 2. Manual word-gesture network

A gesture network (as shown in
Fig. 2) is an un-directed graph
that expresses the semantic rela-
tions between a set of words by
evaluating similarity in their con-
cept identity. Each word used in
the gesture network is a node.
There can be three types of edges
between any two node: a) hand-
shape edge, which denotes simi-
larity in the initial or final hand-
shape between the two nodes, b)
location edge, which denotes sim-
ilarity in the initial or final loca-
tion between two nodes, and c)
movement edge, which denotes similarity in movement. The edge set of the ges-
ture network can be expressed using three upper-triangular adjacency matrices:
AH , for handshape edge, AL, for location, and AM for movement. The entries
are either 1 when the concepts match in the gestures, or 0 if they do not. We
first group the videos based on a common theme for the gestures, for example-
gestures for “deaf”, “hearing” and “phone” are grouped in a category named
“Ear”. We then develop Word gesture network using the commonalities iden-
tified between the ASL gestures for different words. The graph connects words
that have common execution of concepts in their ASL gestures. Two different
word gesture networks are then developed based on - 1) manual observation by
an ASL user, as shown in Fig. 2, and 2) automated identification.

3.2 Semantic Congruity Score ω:

This metric is defined to evaluate semantic grouping of words by two different
agents. In our paper, we use it to compare the semantic grouping obtained from
an expert with that obtained from the automated system. Given two gesture net-
works Δ1 with adjacency matrix {A1

H , A1
L, A1

M} and Δ2 with adjacency matrix
{A2

H , A2
L, A2

M}, the semantic congruity score is defined by Eq. 1.

ω(Δ1, Δ2) =
∑

∀K∈{H,L,M}

∑N
i

∑N
j=i |(a1

K(i, j) − a2
K(i, j))|

∑N
i

∑N
j=i (a

1
K(i, j) + a2

K(i, j))
(1)

3.3 Adjacency Matrix Creation

We create adjacency matrices for Location, Movement and Handshape using the
location, movement and handshape edges that connect each gesture node in
the Word-Gesture Network. A 45X45 matrix is created for location, where cell
value 1 is for gesture nodes with same location in manual observation. Gesture
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nodes that do not have a location edge connecting them, share a cell value of 0.
Same matrix size and process is followed for movement and handshape in manual
observation, resulting in three different adjacency matrices for gesture nodes in
manual observation. For automated identification, same process is followed, and
nodes with connecting edges for location, movement and handshape are included
in the matrix with corresponding cell value 1, and other nodes with a 0. Three
more matrices for automated identification of location, movement and handshape
are thus obtained. We then calculate the semantic congruity ω, as shown in Eq.
1. We find the individual scores for handshape, location, movement and then
overall congruity, ω, for both set of gestures (regular and animal). We discuss
the results of these calculations in detail in Sect. 4.

4 Results: Validation of Congruity Metric

Automated Congruity Check: We compute the congruity metric for the Ges-
ture Networks developed in Sect. 3. In addition we consider a second set of 32
videos of only animal gestures from Signing Savvy website. This new data set
is used to test the proposed metric. We first create an Animal Gesture Network
based on the manually observed similarities. We then run these videos through
the automated recognition process and collect the location labels, movement and
handshape matrices. The gesture nodes are connected with edges if they have
same location labels. Using the movement and handshape matrices, we iden-
tify similar movement and handshape. A threshold of 0.73 (=73% similarity) is
selected for hand shapes to be considered similar. Gesture nodes with similar
movements and handshapes are then connected with edges. We also build six
adjacency matrices for this data set following the process described in Sect. 3.
For each of the networks: Gesture and Animal, we compute the semantic con-
gruity between automated and manual adjacency matrices. Here, lower score
represents higher congruence between the manual and the automated gesture
networks, i.e. a movement congruity score of 0 would mean that manual obser-
vation and automated identification of movements in the gestures were same,
and movement congruity score of 1 would mean that manual observation and
automated identification of movements in the gestures were different. While com-
puting the congruities for each of the concepts, we are expecting scores to be
in between 0 to 1. And by adding these individual congruities, we expect the
overall congruity score, ω, to be in between 0 to 3.

Fig. 3. Semantic congruity results

We also compare across the hand-
shape, location and movement con-
gruity scores between regular and ani-
mal gestures. Figure 3 shows the com-
puted semantic congruity scores, as
per Eq. 1. The results show that with
respect to location and movement,
automated recognition mechanism can capture the semantic relations between
the words. This is reflected in the low values of the semantic congruity score for
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each of these concepts. In comparison between regular and animal specific ges-
ture concepts, we see a higher congruity value- reflecting that there is significant
difference between the concepts of regular and animal gestures.

5 Conclusion and Future Work

This paper provides a metric to quantify the semantic congruence between two
gestures. Results obtained from testing the metric with two different data sets
show that the automated congruity checker proposed in the paper agrees with
manual observation. We intend to evaluate an iterative gesture generation mech-
anism as a continuation of this work.
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Abstract. Despite almost two decades of interest in reducing gaming the system
in interactive learning environments, gaming continues as a key factor reducing
student learning outcomes and contributing to poorer learning outcomes. In this
study, we redesigned the Kupei learning system by implementing a combined set
of three interventions aimed at mitigating the impact of the two gaming behaviors
we documented. Our results show evidence of a possible positive effect of the
combined gaming prevention intervention at reducing the second type of gaming
behavior within our system, however, it was not as successful at mitigating the
first type of gaming behavior.

Keywords: Gaming the system · Learning engineering · Iterative redesign ·
Interactive learning environments

1 Introduction

Interactive learning environments are intended to create opportunities for students to
learn but a substantial proportion of students choose instead to game the system, attempt-
ing to succeed by taking advantage of the regularities and properties of a system rather
than by learning the material [1]. Considerable research has demonstrated negative
correlations between gaming the system and student outcomes [2, 3].

Over the last 15 years, a range of interventions have been proposed and investigated.
Several research groups attempted to mitigate the impact of gaming, in a more subtle
fashion when gaming occurs and then adapt in real time to detection of gaming behavior
[4, 5]. Other approaches attempted to prevent gaming behavior in the first place by
adding delays or minimum amount of wait time between two actions [6, 7]. Some of
these approaches [4, 5] improved learning outcomes but were not adopted at scale, while
others may also hinder the usefulness of help-seeking for non-gaming students [7].

In this paper, we investigate a multi-pronged redesign of an AIED system, using
three interventions in tandem to reduce students’ propensity to game. We conduct a
within-system quasi-experiment, investigating whether the redesigned version of the
system leads to reduced gaming behavior and better within-system performance.
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2 Method

2.1 Platform

Our intervention was developed in the context of the Kupei learning platform that sup-
ports the learning of math, English and science subjects. Rather than teacher-led instruc-
tion, the systemuses algorithms that can automatically determinewhich content a student
should work on next.

With the Kupei learning system, students usually take less than three practice sets
to achieve basic mastery (probability of mastery falls between 80% and 95%) of each
concept. Therefore, we define practices on the same concept after three practice sets as
extra practices. We believe that a considerable proportion of extra practice will be the
result of either gaming the system or struggling with the content.

Kupei uses Bayesian Knowledge Tracing (BKT) [8] to estimate student proficiency
in real-time. When studying a concept using the Kupei system, Kupei assesses students’
probability of mastering a concept after the first 3 items are completed. If the probability
falls between 80% (a cut-off used by many commercial systems) and 95% (the original
cut-off in) [8], then the concept is labeled as basic mastery, and the student will continue
to work on two additional items. If the mastery probability is more than 95% (advanced
mastery), then the system stops and advances the student to the next concept. If a student’s
probability of knowing a concept is less than 80%after the first three items are completed,
the concept is labeled as unmastered, and the practice stops and displays the result.
Studentswho did notmaster the concept (whether after 3 or 5 problems) are next required
to complete an integrated review on the same concepts/skills (involving video and/or
lecture notes). In all situations, the learning recommendation offered after each concept
will change according to students’ performance during the practice.

2.2 Gaming Behaviors

Prior to the integration of the gaming prevention intervention, gaming behaviors typically
observed in the Kupei system can be divided into two types:

1. Students use an exhaustive method to obtain the correct answers of the practice
sets by inputting random answers for each question of each practice set until earlier
questions are re-shown.

2. Students open a practice set to obtain the set of questions, then quit the practice set
midway to seek answers elsewhere.

2.3 Design and Method

Our design aimed to simultaneously accomplish two goals: first, by increasing the costs
of gaming, it is hoped that students will game the system less often; second, with less
gaming behaviors, we hope that students will engage in more productive behaviors and
learn more effectively.

Aiming to achieve these objectives, we designed three gaming prevention interven-
tions: first, we re-designed the system so that students may not complete more than two
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practice sets (of five problems each) on a concept more than three times a day, with a
pause of 36 h before they can work on a concept again. Second, Kupei now provides
meta-cognitive feedback which acts as a reminder to the students about the cost of gam-
ing -- if they now game, they will have to wait 36 h [5]. Third, the system now requires
students who responded too quickly and failed to reach basic mastery to complete an
integrated review on the same concepts/skills (involving video and/or lecture notes).

A within-subjects quasi-experiment was conducted comparing two 15-day math
learning periods -- a control period before the new strategy for reducing gaming behavior
was adopted, and an experimental period immediately following adoption of the new
strategy within the system. We analyzed data (i.e. interaction logs) from a total of 343
students who studied at least 10 math concepts in both two periods.

3 Results

3.1 Frequency of Gaming Behavior by Condition

In this study, 93 students were control-gamers (they gamed the system during the control
period) and 250 students were control-non-gamers (they did not game the system dur-
ing the control period). After the gaming prevention interventions were integrated, the
average gaming frequency per student decreased from 0.124 in control period to 0.064
in experimental period, a statistically significant difference, V = 5411, p < 0.01.

In terms of specific behaviors, therewas a statistically significant reduction in gaming
by quitting to seek answers, from 0.085 during control period to 0.031 during experi-
mental period, V = 2511, p < 0.01. However, there was not a significant reduction in
gaming by memorizing answers, from 0.040 during the control period to 0.032 during
the experimental period, V = 2086, p = 0.51.

3.2 Other Behavior Changes

The Proportion of Extra Practice. The average proportion of extra practice decreased
from 12.20% in the control period to 7.66% in the experimental period, which is sta-
tistically significant, V = 25588, p < 0.01. The proportion of extra practice in the
control-gamers decreased from 23.1% in the control period to 13.4% in the experimen-
tal period, while for control-non-gamers, the proportion of extra practice decreased from
8.1% control to 5.5% experimental. According to aWilcoxon rank sum test, the control-
gamers’ decrease in extra practice is significantly steeper than the control-non-gamers,
W = 7928, p < 0.01.

Average Time Spent Per Item. Starting from the second practice set, there was a sta-
tistically significant increase in the average time spent on each item in the experimental
period compared to the time spent in the control period, especially in the second practice
set. The average time spent per item in the first practice set decreased from 98.87 s in
the control period to 91.06 s in the experimental period, which is significantly different,
t (342)= 3.32, p= 0.001 for a paired t-test. In the second practice set, the average time
a student spent answering each math item increased from 79.66 s in the control period
to 116.90 s in the experimental period, which is statistically significant, t(339)= 12.75,
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p < 0.01. In the third practice set, the average time a student spent on each math item
increased from 85.05 s in the control period to 97.41 s in the experimental period, which
is statistically significant, t(216) = 2.98, p < 0.01.

4 Discussion and Conclusions

In this paper, we attempted to address the two gaming behaviors that we documented
within Kupei learning platform. We found that the multi-pronged gaming prevention
intervention appear to have been successful at dissuading students from gaming the
system. We detected a lower frequency of gaming behaviors in learning math after
the integration of the gaming intervention. In addition, we found that fewer students
used extra practice on a concept after the implementation of the gaming intervention.
Instead, students spent more time on later items during the experimental period, possibly
indicating students are practicing each item more seriously than students in the control
period.

However, there appear to be some limitations to this approach that should be consid-
ered in future work. The intervention was not successful at reducing at addressing the
first type of gaming behavior. Another possible limitation is that even if some students
reduce their frequency of gaming the system, they may not replace gaming with the most
desirable behaviors.

Ultimately, we hope that our research will inform the design of systems that will
reduce students’ motivation to game the system, and, in turn, increase the frequency of
effective self-regulated learning strategies that lead to better student learning.
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Abstract. One of the goals of adaptive learning systems is to realize adaptive
learning sequencing by optimizing the order of learning materials to be presented
to different learners. This paper proposes a novel approach to recommending opti-
mal and personalized learning sequences for learners taking an online course based
on the contextual bandit frameworkwhere the background knowledge of the learn-
ers is the context. To improve learning efficiency and performance of learners, the
adaption engine of such an adaptive learning system can select an optimal learning
path for a learner by continually evaluating the learners’ progress as the course
advances. To overcome the complexity of learning path recommendation due to
the large number of knowledge components, we use the ‘divide-and-conquer’
approach to modeling the domain and designing the sequence adaptation algo-
rithm. Also, the adaptation engine can dynamically replan the learning path for
a learner if her/his performance is worse than expected. Finally, our approach
can improve over time by learning from the experience of previous learners who
adopted recommended sequences.

Keywords: Sequence adaptivity · Bandit algorithms · Learning path
recommendation · Adaptive learning

1 Introduction

A learning path is a sequence of learning units or learning objects that guides the learners
to accomplish the learning goalswhile satisfying the prerequisite relationships among the
units [1, 2]. The needs for sequence adaptivity - recommending optimal and personalized
learning paths to learners who have various backgrounds and dynamic performance -
have been identified by many researchers [3]. However, according to Doroudi et al.
(2019) [4], the studies on learning content sequencing have been the least successful
compared to other types of studies, such as sequencing concept-level questions and
sequencing learning activities. There are three main challenges of sequence adaptivity.
First, learners vary tremendously in backgrounds and already mastered knowledge. As
a result, a same recommendation policy is unlikely to provide every learner with the
best learning experience. Second, learning sequencing requires dealing with a large
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decision space which grows combinatorically with the number of learning units and
learning objects. A practical learning system requires the optimal learning path to be
recommended in an acceptable period. Third, since the knowledge, experience, and
performance of a learner develops and evolves in the process of learning, learners may
arrive at different completion status of a course at a given time, depending on their
performance in the finished learning units. Hence, a replanning process is needed to
recommend alternative sequence for the remaining content.

The goal of this research is to propose a novel approach to recommending learning
sequences. In our approach, the adaptation agent can continuously learn from the data
about the performanceof previous learnerswhoadoptedvarious sequences and replanned
learning paths to improve the quality of learning path recommendation.

2 The Proposed Methodology

The proposed architecture of adaptive learning systems is shown in Fig. 1.

Fig. 1. The proposed architecture of adaptive learning systems.

Domain Modeling: We first construct a domain model using a two-layer tree structure
as shown in Fig. 2. The root node of the tree represents the whole domain, denoted
DM. DM consists of a set of knowledge units (KUs), which is the second layer of the
tree. Because prerequisite relations often exit among KUs, a graph can be formed as
KU-graph. Each KU (the tree node at the second layer) can consist of a set of knowledge
points (KPs), which are usually interdependent. One way of modeling these KPs is
modeling them as learning objectives (LOs) using the Bloom taxonomy [5]. In this
research, we call these KUs and KPs the knowledge components (KCs) [6].
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Fig. 2. The domain model.

To represent the KCs and their prerequisite or dependency relationships, a graph
is usually used. There are two types of prerequisites: AND and OR. AND captures
the combined prerequisite relationship while OR captures the alternative prerequisite
relationship. Thus, we can use an AND/OR graph structure to represent the elements
and their dependencies in a tree node of the domain model. These nodes are called KC-
graphs. Next, a KC-graph is modeled as a knowledge space suggested by the Knowledge
Space Theory (KST) [7].

Policy Base: The set of candidate optimal KC sequences can be obtained by selecting
a number of the candidate optimal KC sequences with the highest weighted sum of two
attribute values. The selected candidate sequences are stored in a policy base.

The Divide-and-Conquer Method: Some KCs within a domain may not be required
for a particular course. Thus, the knowledge structure of a course can be obtained by
removing those KCs not required from the domain model but represented as a tree with
the same structure of the domain model. As a result, each node of the tree for the course
is a sub-graph of the corresponding graph of the domain model. Thus, the sequence
adaptivity problem for a whole course becomes path sequencing in the KU-graph and
KC-graph, which are for the KUs and the KPs, respectively. In this way, we can construct
a ‘divide-and-conquer’ algorithm for learning path sequencing to reduce the complexity
of the problem. Because the structure of these graphs is the same, we can only focus on
the sequence adaptivity problem for KC-graph.

Learning Paths: Alearningpath is also called a policyor a learning sequence. Formally,
all KCs in a KC-graph are denoted as KC = {1, 2, . . . , n}, n is the total number of
the KCs of the course. We use � to denote the set of KC recommendation policies.
A policy π ∈ � is represented as π = (e1, e2, . . . , en), which is a permutation of
{1, 2, . . . , n}. Each ei has two attributes: learning time T (ei) and proficiency value P(ei).
And then, a learning path has two important attributes to describe its quality: learning
time T (π) = 1

n

∑n
i=1 T (ei) and proficiency value P(π) = 1

n

∑n
i=1 P(ei).

Candidate Optimal Sequences: From the knowledge space of a KC-graph, we first
generate all the possible learning paths. And then, we select a number of the candidate
optimal KC sequences with the highest weighted sum of two attribute values: P(π) and
1/T (π). The selected candidate sequences are stored in a policy base.
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The Learner Model: Each learner is represented by a list of grades obtained in pre-
requisite courses, the selected π , and {P(ei)}n1 and {T (ei)}n1. By recording and updating
the sample mean completion times and competency levels of the KCs in the sequence
once a learner completes the course by adopting the sequence, the prior knowledge of
the algorithms will be learnt by the system.

3 The Algorithms

3.1 Modeling with the Bandit Framework

We use the contextual bandit algorithm to select and recommend learning paths [8]. The
set of candidate optimal KC sequences in the policy base are used as arms or actions.
Let π(s) = (e1(s), e2(s), . . . , en(s)) be the policy that is used on learner s. The system
observes the realized reward re1(s), re2(s), . . . , ren(s) along each edge in the path, here
rej(s) = γ × 1

T (ej(s))
+ δ × P(ej(s)), γ and δ are the weights reflecting the relative

importance of these two contributing factors of rewards: time and proficiency. Also,
γ + δ = 1, 0 ≤ γ ≤ 1, 0 ≤ δ ≤ 1.

To personalize the sequence for each learner according to his/her educational back-
ground such as the scores of the prerequisite course, we assume that learners with the
similar background will achieve similar learning outcomes if they follow the same KC
sequence. A clustering algorithm is constructed to adaptively cluster learners and refine
the clustering as more learners are enrolled and complete the course. We are implement-
ing several multi-armed bandit (MAB) algorithms such as greedy, Thompson Sampling
(TS), UCB, or ε-greedy [8]. Simulation is conducted in our research to benchmark all
of them against a random selection algorithm, as well as against each other. This would
help us identify the most effective MAB algorithm.

3.2 Replanning

A replanning algorithm is triggered when a learner encounters a KC in an adopted
learning path that is too difficult to complete, or the cumulative reward is much lower
than expected. When replanning is triggered, the system compares the learner’s current
path with similar neighbor paths that have the same backward segments. After that, it
uses an MAB algorithm to choose the shortest potential path, then evaluates the new
path’s upcoming kc for an acceptable delay. The algorithm iterates over similar neighbor
paths until it finds a suitably shorter path. By simulating the replanning process, we can
obtain greater learning outcomes for a learner.

4 Conclusion and Future Work

Using the contextual bandit framework, we have proposed an approach to recommend-
ing optimal knowledge component sequences to learners with different backgrounds. A
replanning mechanism was designed to respond to the difference between expected per-
formance and actual performance of a learner who followed the recommended sequence.
The clustering algorithm would also allow further personalization. We are developing
an experimental learning system to test the effectiveness of the approach with actual
learners.
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Abstract. This paper proposes a novel approach to automatically gen-
erate conceptual riddles, with an objective of deployment in online learn-
ing environments. The riddles are generated by creating triples from the
learning resources using BERT language model, which are fed to the
k-Nearest Neighbors language model to identify the proximity between
properties and their respective contexts. These properties are classified
into Topic Markers and Common based on their uniqueness and mod-
eled on an effective instructional strategy called as Concept Attainment
Model. Each riddle is passed through the Validator Module that stores all
possible answers for the riddles and is used to verify the learner’s answers
and provide them hints. The riddles generated by our model were eval-
uated by human evaluators and we obtained encouraging results.

Keywords: Riddle generation · Triples creation · Language models

1 Introduction and Background

Activity-based learning is achieved by adopting instructional practices that
encourage learners to think about what they are learning [8]. One such instruc-
tional strategy in pedagogy that is shown to be effective across domains [7] is
the Concept Attainment Model (CAM) [5].

The CAM promotes learning through a process of structured inquiry. This
model is designed to lead learners to a concept by requiring them to analyse the
examples that contain the attributes of the concept i.e., positive examples, along
with the examples that do not contain these attributes i.e., negative examples.
An engaging and fun way to present this model to the learners is by structuring
the CAM in the form of riddles.

Although Riddle solving in learning environments motivates and interests the
learner rather than just reading [2], most of the previous works [3,4,10,11] on rid-
dle generation are addressed in the context of computational creativity/humor.
However, apart from the fact that our approach is backed by an effective instruc-
tional strategy, it also has an unique methodology of building riddles by identi-
fying and distinguishing semantically closer concepts based on their properties
using the pre-trained language model BERT and k-Nearest Neighbor model.
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2 Approach

Our proposed method of Riddle generation includes four modules: Triples Cre-
ator, Properties Identifier, Generator followed by Validator as shown in Fig. 1.
Each learning resource is passed as an input to our Triples Creator module
which first extracts noun phrases, adjectives, verbs and phrases comprising of
noun and adjectives as attributes/properties associated with a concept. Then
the concept and its associated properties are arranged by masking the relation
part as follows: concept <mask> property. The masked token is then predicted
using Bert-Uncased whole word masking language model [1]1. For example: dog
<mask> bark returns dog can bark, constructing simple and complete sentences.
Refer Triples Creator column in Table 1.

Fig. 1. Architecture of the proposed riddle generation approach

Consequently a Lookup Dictionary is created where keys are concepts and
values are the list of triples along with their respective properties.

These triples are fed to the Properties Identifier module where the properties
are classified into Topic Markers and Common. Topic Markers are the properties
that explicitly represent a concept [9] and Common property is associated with
more than one concept.

We use the k-Nearest Neighbor’s Language model [6], which uses a data
store and a binary search algorithm KDTree2 to query the neighbours of the
target token given its context. Each triple of a concept along with its respective
property are passed as queries to the model, returning the distances, neighbours,
and their contexts. If all the contexts relate to the target concept, then the
triple is categorized as Topic Marker, otherwise, it is categorized as Common.
Subsequently, neighbouring concepts with common properties are extracted for
further use. Refer Properties Identifier column in Table 1.

The Generator module creates riddles through a Greedy mechanism which
creates combinations of triples, either of class Topic Marker or Common as pos-
itive examples. Riddles generated from Topic Markers of a concept are termed
as Easy Riddles and those from Common are termed as Difficult Riddles.

Difficult Riddles accommodate both positive and negative examples of a con-
cept. So, to generate negative examples for those respective positive examples
in 2 versions, the module uses Lookup Dictionary utilizing formerly extracted

1 https://huggingface.co/bert-large-uncased-whole-word-masking.
2 https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.KDTree.html.

https://huggingface.co/bert-large-uncased-whole-word-masking
https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.KDTree.html
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Table 1. Outputs from triples creator, properties identifier, generator and validator

Triples creator Property identifier Generator Validator

Class Neighbouring concepts

Dog can guard your house Topic marker Easy: I can guard your

house. I can bark. I am a

loyal friend. Who am I?

Dog

Dog can bark Topic marker

Dog is related to canine Common Fox, wolf, bear

Dog is a mammal Common Elephant, lion, tiger Difficult(v1): I am

related to animals but I

am not elephant. I am a

pet but I am not a rabbit.

I am related to flea but I

am not a cat. Who am I?

Dog, ferret, ...

Dog is related to flea Common Cat, bee, louse

Dog is a loyal friend Topic marker

Dog is a pet Common Cat, rat, rabbit

Dog is a animal Common Tiger, fox, elephant

Dog has four legs Common Elephant, rabbit Difficult (v2): I am

related to animals but I

don’t have a trunk. I am

a pet but I don’t like

carrots. I am related to

flea but I am not feline.

Who am I?

Dog, ferret, ...

Dog is for companionship Common Animals, cat, fish

Dog wants a bone Topic marker

Dog can run Common Cheetah, horse, rat

Dog is related to a kennel Common Ferret, rabbit

neighbouring concepts and their properties. Some examples of the generated
riddles can be seen in Generator column in Table 1.

The generated riddles can have one or more answers. So, each riddle is passed
through the Validator which generates and stores all possible answers to validate
learners’ answers and provide hints. Refer Validator column in Table 1.

3 Experiment and Results

We use a dataset of 200 open learning resources of the zoology domain com-
prising free-text curated from Wikipedia3. We had 30 human evaluators that
are presented with a sample of 20 riddles both easy and difficult along with
multiple-choice options and hints, i.e., topic markers.

3 https://github.com/goldsmith/Wikipedia.

https://github.com/goldsmith/Wikipedia
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Fig. 2. Evaluation results

Our evaluation approach targets to assess the quality of the riddles (syntactic,
semantic, and difficulty level), engagement, informativeness and whether they are
fit for learning using 3 point Likert scale. It also captures the overall experience
of answering riddles using 5 point Likert scale. As shown in Fig. 2(a), (b) ≈70%–
75% of the evaluators agreed that the generated riddles are semantically and
syntactically correct respectively. From Fig. 2(e), (c), (f), ≈70% of the evaluators
agreed that the riddles are interesting and ≈60% agreed on the difficulty level
and their adaptability in learning. More than 70% of the evaluators agreed the
experience of answering riddles to be good. (Refer to Fig. 2(g)).

4 Conclusions and Future Work

We presented a novel approach to automatically generate concept attainment
riddles given a representative set of learning resources. The results obtained
from our evaluation are encouraging. As part of future work, we plan to use the
generated riddles to test the concept understanding of the learner.
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Abstract. Lacking behavioural data between students and an Intelli-
gent Tutoring System (ITS) has been an obstacle for improving its per-
sonalisation capability. One feasible solution is to train “sim students”,
who simulate real students’ behaviour in the ITS. We can then use their
generated behavioural data to train the ITS to offer real students person-
alised learning strategies and trajectories. In this paper, we thus propose
SimStu-Transformer, developed based on the Decision Transformer algo-
rithm, to generate learning behavioural data.

Keywords: Student modelling · Decision Transformer · Intelligent
Tutoring Systems · Behavioural patterns

1 Introduction

The past decade has seen the rapid development of Machine Learning (ML)
in many fields, including Intelligent Tutoring Systems (ITS). Unlike traditional
ITS, which are time-consuming to build, recently proposed data-intensive ITS
are more efficient, but require a large amount of data to support the ML models,
[11]. Unfortunately, the lack of student behavioural data has become one of the
most significant barriers for ITS breakthroughs, akin to the scarcity of labelled
data in several other AI domains [12]. Previous studies have proposed various
approaches to address this problem. For example, building Reinforcement Learn-
ing agents to simulate student behavior to train the ITS [5], simulating students’
mastery of knowledge through Knowledge Tracing (KT) [7], or classifying stu-
dents into different clusters based on their social interaction pattern to predict
their behaviour [8]. However, none of these approaches has effectively solved this
problem. Thus, in this paper, to tackle this challenge, we aim at answering:

How to create adequate high-fidelity and diverse simulated student
behavioural data for training ITS?

The Transformer-based strategy allows ITS to capture a small amount of
real student behavioural data and provides it to a generator that generates a
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large amount of simulated student behavioural data, which can subsequently
be used to train the ITS alongside the real data. In this paper, we propose
“SimStu-Transformer” based on the Decision Transformer [2].

We adopt the ‘sim student’ approach [1], to simulate student behaviour. We
apply group-level student modelling [4], to identify the “optimal” behavioural
patterns that may result in better learning outcome. The results suggest that
our model can well imitate student learning behaviour, and that it outperforms
the traditional imitation learning method [6]. Our key contributions are twofold:

1. We designed a student learning behaviour simulation method to provide ade-
quate data for ITS.

2. Our results showed a trained SimStu-Transformer model can simulate real
student behaviour and surpass traditional imitation learning methods.

2 Experiment

Architecture. Our SimStu-Transformer is developed based on the Decision
Transformer [2], initially proposed by Chenet al. It consists of an encoder and a
decoder that simulate the joint distribution of student ‘returns-to-go’, ‘states’,
and ‘actions’. It divides student interactive trajectory sequences into two halves,
one for the encoder’s input and the other for the decoder’s output [10]. The
encoder then receives the first half of the trajectory sequence embeddings as
input, and outputs a trajectory to the decoder. To construct the final output
trajectory, the decoder takes a shifted embedding trajectory as input.

Data. Our data is from EdNet [3] - the largest student-ITS interaction bench-
mark dataset in the field of AIED/ITS. We conducted our experiments using
the EdNet-KT4 sub-dataset, which provides more detailed interaction data than
the other three sub-datasets. EdNet-KT4 contains 297,915 students’ data with
access to specific features and tasks. 1,000 students (a total of 861,247 action
logs) were randomly selected for our experiments (200 students as the training
data; 200 as the test data; 600 to compare with the simulated data). Students
were divided into 5 groups based on their scores, due to the consideration of
the possible correlation between learning performance and learning behaviour
(Group 1 to Group 5: “very good” to “very poor”). The training data and the
test data were partitioned by stratified sampling with such grouping strategy.

Trajectory Representation. The gap between the individual timestamps is
used to replace the actual timestamps. The large UNIX time integers are reduced
to small values. We also exclude highly sparse data from the modelling data.
‘action type’ is used to imitate students behaviour, which is denoted by a in
the Decision Transformer Trajectory τ . ‘user answer’, denoted by r, is used
for evaluating student performance, thus partitioning them into groups. The
correctness of student’s answers were examined. ‘item id’ is used for evaluating
the feasibility of the learning paths, which takes as the state of the student and is
denoted by s. Due to the fact that ‘user id’ does not affect or represent student
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behaviour, we choose to generate it randomly, after the SimStu-Transformer
generation procedure ends.

Experimental Design. The SimStu-Transformer was implemented using the
Pytorch framework and trained on an Nvidia RTX 3090 GPU. We used the
Adam optimiser with batch size of 64. We set Adam betas as (0.9, 0.95). The
initial learning rate was 0.0006 and the dropout rate was 0.1. Two experiments
were conducted to access the SimStu-Transformer.

In the first experiment, the similarity of the data generated by the SimStu-
Transformer model was compared with the real data using Pearson Product-
Moment Correlation Coefficient (PPMCC). The same training and test data
was provided to the Behaviour Cloning model proposed by Torabi [9] in the sec-
ond experiment, which yielded 600 student trajectory data (a total of 4,413,561
actions) and its results were compared with the real student data. We used
RELU as the nonlinearity function, with standard batch size of 64. We set the
initial learning rate as 0.0001 and the dropout rate as 0.1. We forcused on exam-
ing the distribution of ‘elapsed time’ (i.e., the amount of time a student works
on a specific exercise) between the Behaviour Cloning method and the SimStu-
Transformer with real student data by PPMCC.

Result and Discussions. Our results discovered some statistical similarities
between the distributions of real student data and simulated student data, such
as group sizes and the difference in the amount and frequency of actions in each
group. Differences were only observed in the actions that occur less frequently,
such as ‘pay’ and ‘undo erase choice’. The resulting PPMCC value of all actions
is equal to 0.714, which implies that the simulated student data is 71.4% similar
to the actual student data in the average distribution of actions.

Figure 1 shows the distributions of elapsed time of real student (on the
left), SimStu-Transformer simulated student (in the middle), and the Behaviour
Cloning model simulated student (on the right). It can be seen that our SimStu-
Transformer model outperforms the Behaviour Cloning model, as the data sim-
ulated by SimStu-Transformer is more similar to the real data (The PPMCC
value: 0.762 vs. 0.683).

Fig. 1. Elapsed time of real student data (left), SimStu-Transformer method (middle),
and Behaviour Cloning method (right).
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3 Conclusions and Future Work

This paper presents a Transformer-based technique (SimStu-Transformer) to
generate data for ITS training by modelling student behaviour. We use EdNet
to train our model, which generates learning behaviour data that can be used
to simulate individual students’ learning trajectories. This method may benefit
ITS training by compensating for the scarcity of real student data.

In the future, we aim to establish measurements to assess the fidelity and
variety (coverage) of the simulated students in order to produce data that is as
diverse as real student data. We also plan to address the impact of infrequent
individual activities, such as pay, by evaluating different weights for different
actions, for example. Finally, we plan to feed the simulated data into a real ITS
to investigate if it can optimise the ITS training process, with a special focus on
its effects on personalisation and adaption capabilities.
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Abstract. Creativity can be defined as the process of having original
ideas that have value. The use of educational technology to promote
creativity has attracted a great deal of attention. However, mining cre-
ative thinking patterns from educational data remains challenging. In
this paper, we introduce a pipeline to contextualize the raw educational
data, such as assessments and class activities. We also evaluate our app-
roach with a real-world dataset and highlight how the proposed pipeline
can help instructors understand creative thinking patterns from students’
activities and assessment tasks.

Keywords: Educational data mining · Creativity · Data curation

1 Introduction

Recent research on creativity via education reveals that creative thinking, i.e.,
the ability to consider something in a new way, considered as a skills and can
be learned by individuals [1]. There are various tools and techniques available
for measuring creativity [2] which mostly involve evaluating the quality of ideas
and products using human evaluators. Although scoring systems have proven
effective, they are susceptible to two fundamental limitations: labor cost and
subjectivity [3].

In the review of the literature, despite the extensive research on adaptive
technology for education such as Educational Data Mining and Learning Ana-
lytics [4–6], mining creative thinking patterns from educational data remains
challenging. To address this challenge, in this paper, we propose a rule-based
insight discovery method to discover patterns of creativity in educational data.
Our work relies on the knowledge of experts in education to build a domain-
specific Knowledge Base to be linked to the extracted features from educational
data. To evaluate our approach, we carry out an experiment with a real-world
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dataset containing information about 480 students between 7–18 years and high-
light how the proposed pipeline can help instructors understand creative thinking
patterns from students’ activities and assessment tasks.

Fig. 1. An overview of the proposed model.

2 Mining Creative Thinking Patterns

We present a pipeline, namely iCreate, to facilitate mining creative thinking
patterns from educational data. Figure 1 illustrates the iCreate pipeline which
includes the following components:

Data Curation: Leveraging state of the art in data curation [7], which turns
the raw educational data into contextualized data and knowledge. The cura-
tion pipeline includes cleaning, feature extraction, and enriching the extracted
features.

Feature Selection: Reducing the dimensionality of data which has multiple
benefits, making the dataset less complex and thus easier to analyse. The most
straightforward technique to minimize dimensionality is to choose only the key
features from a huge dataset. We employ several types of features in education,
including students’ demographic data (e.g., age, gender), achievement data (e.g.,
test scores), and program data (e.g., teacher training programs).
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Domain-specific Knowledge Base: Imitating the knowledge of experts in
education into an Educational Knowledge Base (eKB), which provides a rich
structure of relevant entitles, semantics, and relationships among them. For
example, “Cognitive Thinking Skills”, “Domain-relevant Skills”, and “Affective-
Disposition-Motivation” are three main concepts of creativity in the educational
hierarchy.

Educational Knowledge Graph: Building a Resource Description Frame-
work (RDF) graph from the contextualized features. The graph consists of two
components, entity and relationship, which together create triples of instances.
The entities are real-world objects with a distinctive physical (e.g., a teacher, a
student) and conceptual (e.g., a course, a task) identity that distinguishes them
from other objects. They are defined by a set of attributes, e.g., name, age, and
student ID. An example of the knowledge graph is depicted in Fig. 1.

Linking the Knowledge Base to the Knowledge Graph: Performing a
user-guided insight discovery task to analyze the knowledge graph and identify
creativity patterns related to each student node. We link the extracted features
to the concepts of creativity in the eKB. To this end, we define a set of rules for
each pattern and guide the process of finding relevant sub-graphs. For example,
in Fig. 1 an example rule is provided for the “Using Wide Categories of Ideas” as
a creativity pattern under the “Cognitive Thinking Skills” concept in the eKB.

3 Experiment

We used a Kaggle public educational dataset1 which contains information about
480 students between 7–18 years with 16 features. The features are divided
into three groups: (1) Academic background features such as educational level,
section, and stage; (2) Behavioral features include the number of raised hands in
class, involved discussions, and visiting resources; and (3) Demographic features
such as nationality, gender, and age.

After importing the dataset, we performed some preprocessing tasks such as
data cleaning and removing noisy inputs. By selecting the features that are most
relevant to our approach (e.g., the number of raised hands, involved in discus-
sions, visiting resources, and absences), we built an RDF graph. The completed
graph then was saved to be imported into our graph database (GraphDB). We
defined a set of rules to be implemented on top of the RDF graph repository and
link the constructed RDF graph to the eKB. To query this huge graph, we made
use of SPARQL queries to organize the data and extracted features. As a result,
students that follow the rules appeared in the result of the queries. For instance,
three rules were applied across the graph, including those about having a strong
memory, using wide category of ideas, and lack of motivation.

To evaluate the correctness of the model, we carried out a user study. In this
study, we tried to validate the following hypotheses: (H1) The components of
the KB are relevant to creativity, (H2) The designed rules for pattern mining
1 https://www.kaggle.com/aljarah/xAPI-Edu-Data.

https://www.kaggle.com/aljarah/xAPI-Edu-Data
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are useful and relevant to creativity patterns, and (H3) The query results are
reasonable and show a successful link between the KB and educational data.
The experiment was done in a controlled environment to examine our approach.
Participants were mostly chosen from academics and students with different
backgrounds. Hence, among 10 participants, some had strong knowledge in edu-
cation and cognitive science, some had computing domain expertise, and others
had both. We prepared a questionnaire and shared it with the participants to
examine the study’s hypotheses. With each of the participants, we asked them
to rate the relevancy of the hypotheses to allow the participants to express their
opinion.

The finding of the user study supports the hypotheses H1, H2, and H3. How-
ever, in H2, the rule-based pattern mining techniques require future improvement
to gain a higher score in the evaluation. Moreover, mainly experts in education
with knowledge, expertise, and interest in education and computing found our
approach valid and confirmed the hypotheses. Based on the participants’ feed-
back and the lessons learned, some future improvements could be considered for
the approach. The motivation of participants, time pressure and training, and
definition of the rules are important indicators that significantly impact the final
evaluation results.

4 Conclusion

In this study, a data-driven technique is provided to relate students’ behavior to
creative thinking patterns and assist instructors in understanding them from stu-
dents’ activities and assessment tasks. We concentrated on understanding the big
educational data, used existing data curation techniques, built a domain-specific
KB by leveraging the knowledge of education experts, and linked the contex-
tualized data to the KB using a rule-based technique. We also evaluated our
approach through a user study, relying on the knowledge of education experts.
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Centre (https://aip-research-center.github.io/) for funding this research.

References

1. Shaheen, R.: Creativity and education. Creative Educ. 1(3), 166–190 (2010)
2. Henriksen, D., Mishra, P., Mehta, R.: Novel, effective, whole: toward a NEW frame-

work for evaluations of creative products. J. Technol. Teach. Educ. 23(3), 455–478
(2015)

3. Beaty, R., Johnson, D.: Automating creativity assessment with SemDis: an open
platform for computing semantic distance. Behav. Res. Methods 53(2), 757–780
(2021)

4. Baker, R.S., Inventado, P.S.: Educational data mining and learning analytics. In:
Larusson, J.A., White, B. (eds.) Learning Analytics, pp. 61–75. Springer, New York
(2014). https://doi.org/10.1007/978-1-4614-3305-7 4

https://aip-research-center.github.io/
https://doi.org/10.1007/978-1-4614-3305-7_4


356 N. Shabani et al.

5. Romero, C., Ventura, S.: Educational data mining and learning analytics: an
updated survey. Wiley Interdisciplinary Rev. Data Mining Knowl. Discovery 10(3),
e1355 (2022)

6. Wang, S., et al.: Assessment2Vec: learning distributed representations of assessments
to reduce marking workload. In: AIED Conference, pp. 384–389. Springer, Utrecht
(2021)

7. Beheshti, A., Benatallah, B., Nouri, R., Tabebordbar, A.: CoreKG: a knowledge
lake service. Proc. VLDB Endowment 11(12), 942–1945 (2018)



Analyzing Speech Data to Detect Work
Environment in Group Activities

Valeria Barzola, Eddo Alvarado, Carlos Loja, Alex Velez, Ivan Silva,
and Vanessa Echeverria(B)
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Abstract. Collaboration is one required skill for the future workforce
that requires constant practice and evaluation. However, students often
lack formative feedback and support for their collaboration skills during
their formal learning. Current technologies for emergent learning due
to COVID-19 could make visible digital traces of collaboration to sup-
port timely feedback. This work aims to automatically detect the group
work environment using speech data captured during group activities.
Grounded in literature and students’ perspectives, this work defines and
implements three indicators for detecting the work environment namely
noise, silence and speech time. Three experts rated two hundred thirty-
two video instances lasting 30-secs each to get a group work environment
score. We report the results of two machine learning models for detecting
the group work environment and briefly reflect on these results.

Keywords: Collaboration feedback · Group work environment ·
Automatic feedback · Human-centered analytics

1 Introduction

Collaboration is one critical skill for the future workforce that requires con-
stant practice and evaluation. However, students often lack formative feedback
and support for their collaboration skills during their formal learning. Fostering
students’ collaboration skills often need close coaching by an expert to prompt
timely feedback. Nevertheless, it may be unrealistic in practice. This problem
has been exacerbated with the COVID-19, in which it is difficult for the teacher
to supervise what is happening in group video calls [1], due to this new form of
teaching does not resemble a face-to-face classroom, where the teacher can walk
around the class and observe what is happening during group activities.

Recent initiatives have started analyzing real-time users participation using
video conferencing software (e.g., Zoom breakout rooms) to support teaching
and learning practices. For instance, the tool reported by Zhou and colleagues [7]
captured speech data from a video conferencing software to investigate students’
experience when facing some analytics (i.e., participation) from speech data.
Students expressed that speech participation does not always reflect their true
collaboration and that real-time prompts to scaffold their collaboration practices
are needed.
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In this work, we are focused on automatically detecting collaboration aspects,
besides participation, that students unfold during a group activity. We take a
human-centered approach by considering collaboration aspects from students’
perspectives reported in prior research [4,6]. Mainly, we are interested in auto-
matically recognizing the work environment during group work activities. We
define group work environment as the facility to carry out work activities and
discuss ideas in a safe environment, where all participants are involved in the
task and all students participate. This work reports a first step towards com-
putationally defining and implementing a work environment model that could
be used to generate personalized collaboration feedback (i.e., a dashboard, a
notification to the teacher, etc.).

2 Automatic Detection of Group Environment

To automatically detect the group work environment, we implemented a Support
Vector Machine (SVM) and Random Forest (RF) models. The following section
describes the data used as ground truth for the classification task, feature gen-
eration, feature extraction, and results.

Data Collection and Expert Coding. The data collection was done during
regular classes of an undergraduate Database Systems course from a Computer
Science program in a local university. The class was organized in groups, and
students were instructed to work together to propose a solution for a database
entity-relationship model. This activity lasted about 35 min. Due to COVID-19,
classes were taught remotely, and all group activities were video recorded. We
used video recordings from 23 students (20 males, three females) in this work,
divided into seven groups of 2–4 students.

We derive the ground truth for this dataset following a manual coding pro-
cess. Three experts rated 494 collaboration instances (i.e., a video segment of
30 s) using a score ranging from 1 to 5 (1: very bad and 5: very good). After
several discussions, they reach a consensus on the final score. Experts rated a
total of 232 work environment instances. Due to the unbalanced distribution of
the resulting scores, we decided to merge the scale yielding three final classes:
bad (1–2), regular (3), and good (4–5). The final distribution was 82, 62, and
86 instances for good, regular, and bad classes. More details about the coding
process can be found in [4].

Feature Definition. Grounded in the literature and students’ perspectives [4,6]
about group environment, we defined four indicators as proxies for automatically
detecting the group’s work environment:

– Noise can be considered any sound different from the main sound a person
produces, which may cause distraction and could hinder students’ learning
performance [2]. Students expressed that a good work environment is when
“there is a quiet and nice environment to work with your partners without
any noise distraction”.
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– Speech is the main characteristic of communication; hence it plays a vital
role in collaboration. Students expressed that a good work environment is
“when members want to share their ideas in a safe place”

– Silence could be detrimental to communication if it is not well addressed.
Students expressed that, at some points were dissatisfied with some of their
partners being quiet during a collaboration activity [5].

– Uncomfortable Silence, such as prolonged silences, could lead to a bad
group experience. Students expressed that a good work environment is “when
all participants talk actively” Usually, an uncomfortable silence comes after a
group member poses a question, and no answer or acknowledgment is further
provided.

Feature Generation. We extracted the audio (.wav) file from each group video
recording. All audios were also transcribed using The Microsoft Office transcrip-
tion service. This transcription resulted in a text (.txt) file with timestamps and
text from each participant’s speech.

We automatically extracted the noise, silence and speech percentages as
follows: we got segments (start and end time) of speech, noise (including ambient
noise) and silence (no energy in the audio segment) from the audio file using an
open-source sound segmentation tool [3]. We aligned the segments resulting from
the tool with the 30-secs segments and calculated the percentage of speech, noise
and silence (e.g., from the segment 00:00 to 00:30, there was a 5% of noise, 45%
of speech and 50% of silence).

To detect uncomfortable silences, we use the text and timestamps of the
transcribed .txt file. We aimed to calculate the time elapsed (in seconds) when
one participant asked a question until another participant answered the question.
We detected the speakers and questions from the transcript (i.e., if a sentence had
a question mark). Then, we visually inspected some video instances to determine
a threshold for differentiating prolonged silences from uncomfortable silences.
We selected 7 s as a threshold. For example, if a participant asked a question at
time 04:09 and another talked at time 04:25, there was an elapsed time of 16 s,
categorized as an uncomfortable silence.

Model and Results. Using the four indicators as explained above, we build
our models. For this work, we report the design and results from two machine
learning models, such as Support Vector Machine (SVM) and a Random Forest
(RF) models. These two models have been widely used in similar contexts (c.f.
REF) First, we tune the hyper-parameters for our two models following a grid
search method. Due to a lower sample size for training and testing our models,
we used k-fold cross-validation to test the models. To select the best k value, we
also ran another grid search from 1 to 10.

The SVM model was trained with four kernel functions: linear, polynomial,
sigmoid, and a radial basis function (RBF), and the hyper-parameters γ and cost
in the range of 2−5 to 210. As several combinations of the cost = (2−1) performed
equally (i.e., the same accuracy), we decided to choose an intermediate value for
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γ = (22) to avoid over-fitting. The RF has two main hyper-parameters: the
number of trees to grow in the forest (n) and the number of layers to split in
each tree (m). The values tested for n ranged from 1 to 10 and for m from 1 to
500.

According to the evaluation metrics, an SVM model (RBF, k = 5 ) yielded the
highest accuracy value of 0.66 and F1-score = 0.62. Further, a RF model (n =
130, m = 5 k = 10 ) yielded the highest accuracy value = 0.69 and F1-score =
0.65. In relation to the intra-class performance, the RF had a better accuracy for
predicting bad (n = 68) and regular (n = 21) classes compared to the SVM model,
whereas the SVM model had a better prediction for the good class (n = 75).

3 Discussion and Future Research Directions

In this work, we reported the application of supervised machine learning mod-
els to automatically detect the group work environment from speech data. This
study demonstrated a great potential to provide feedback automatically in a
virtual environment using noise, speech, and silence features. Nevertheless, sev-
eral challenges remain open and should be tackled in further explorations. For
instance, the model could get contextual features by adding multimodal data
(e.g., silence could also represent students working on a document or a solution).
According to our results, the regular class did not get good accuracy. This could
be improved by adding the speech semantics, which may open another challenge,
such as data privacy concerns. The results presented in this work are limited to
the sample size, meaning that more data is needed to get a generalized model.
Future research directions should include detecting other collaboration aspects
such as coordination, problem management, and contribution to implementing
a feedback report that could be delivered to students timely.
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Abstract. A body of research on the assessment of scientific practices revealed
that constructed-response items (CRI) aremore valid for assessing scientific expla-
nations than selected-response items (SRI). A few studies have compared the
differences between these question item formats in small-scale formative sci-
ence assessments. It is unclear, however, whether this phenomenon is universal in
large-scale science assessments, which is within the scope of the present study.
This study showed that one-third of students on average demonstrated inconsistent
performance across 58 countries/regions when scientific practices were measured
by SRI and CRI.

Keywords: Constructed-response · PISA science · Selected-response

1 Introduction

The OECD (Organization for Economic Co-Operation and Development) administers
the Programme for International Student Assessment (PISA) to evaluate 15-year-old
students’ performance on reading, mathematics, science, and other innovative subjects
throughout the world. PISA 2015 science added simulation-based tasks to assess scien-
tific practices in real-world settings [8]. These simulated tasks allow students to interact
with the computer, evaluate and design experiments, analyze and interpret data and evi-
dence, and explain phenomena scientifically. Researchers used either selected-response
items (SRI) [1] or constructed-response items (CRI) [3] to examine students’ scien-
tific knowledge and reasoning abilities for scientific explanations. While the assessment
structure, knowledge recognition and construction, and cognitive demand are likely
different [2, 6, 7], high correlations were found between SRI and CRI in construct
equivalence [10], but not in performance [3–5]. For instance, students demonstrated
inconsistent performance in simulated labs when scientific practices were measured by
SRI (e.g., clicking on the button, selecting from a dropdown list) and CRI (e.g., writ-
ten claim, evidence, reasoning). These studies, however, focused on small-scale science
assessments with a limited number of middle schools in the United States.

The present study extended the population across countries to answer the following
three questions: (1) How many students demonstrate inconsistent performance on sci-
entific practices measured by SRI and CRI? (2) Is the pattern consistent across countries
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whose science levels vary from low to high? and (3) How are the countries’ science levels
associated with the percentage of students who demonstrate inconsistent performance
on scientific practices?

2 Methods

Participants were 7,639 students at grade 9.75 (SD= 0.71) from 58 countries or regions
(age:M = 15.79, SD= 0.29; 51.5% female). They took the computer-based PISA 2015
science tests in their native languages. This study used six publicly-released simulated
science inquiry items [8] to answer the research questions (see Table 1). The SRI and
CRI items were both at the medium difficulty level (1–6 scale; SRI: M = 4.33, SD =
1.53; CRI: M = 3.67, SD = 0.58). Each item was scored either as 0 for no credit and 1
for full credit or as 0 for no credit, 1 for partial credit, and 2 for full credit. The 0–2 points
were converted into 0–1 points. Moreover, OECD released each country’s rank in terms
of science performance [9], which was used to explore the patterns across countries in
terms of science performance.

Table 1. Question items in publicly-released simulated scientific inquiry tasks.

Topic Question ID Format Knowledge Competency Difficulty level

Bird migration CS656Q01S SRI Content Explain 3

DS656Q02C CRI Procedural Evaluate 4

CS656Q04S SRI Procedural Interpret 4

Slope-face
investigation

DS637Q01C CRI Epistemic Evaluate 3

CS637Q02S SRI Epistemic Evaluate 6

DS637Q05C CRI Epistemic Interpret 4

Note. Explain= Explain phenomena scientifically, Evaluate= Evaluate and design scientifically,
Interpret = Interpret data and evidence scientifically

3 Results and Discussion

K-mean cluster analyses (K = 2) were performed on SRI and CRI scores, respectively
to classify students into low and high SRI and CRI performers. Results significantly
classified students into low and high groups with large effects, F(1, 7637)= 20,486.99,
p < .001, Cohen’s d = 2.93 for SRI and F(1, 7637) = 24,616.89, p < .001, Cohen’s
d = 2.67 for CRI (see Table 2). This classification formed four quadrants: low SRI but
high CRI scores (L-H), low SRI and low CRI scores (L-L), high SRI but low CRI scores
(H-L), or high SRI and high CRI scores (H-H). Both L-H and H-L groups demonstrated
inconsistent performance, whereas both L-L and H-H groups demonstrated consistent
performance.
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To answer the first question, a 2 × 2 contingency table showed that about 64.4%
of students demonstrated consistent performance but 35.6% of students demonstrated
inconsistent performance on scientific practices when it was measured by SRI and CRI
(see Table 2). This finding indicates that some students (H-L) could select the right
answer from a list of choices but failed to generate good responses, or vice versa (L-H).

Table 2. Students demonstrated consistent and inconsistent competencies.

Constructed responses

Low (M = 0.20, SD =
0.16)

High (M = 0.78, SD =
0.16)

Selected responses Low (M = 0.20, SD =
0.12)

2,593 (38.7%) 1,467 (19.2%)

High (M = 0.69, SD =
0.10)

1,256 (16.4%) 1,963 (25.7%)

To answer the second question, the same 2 × 2 contingency table was performed in
each of the 58 countries and regionswith the rank of scientific performance as the analysis
unit. Figure 1 displays the percentage of each group. Results showed the existence of
inconsistent performance, i.e., L-H andH-L, in each country/region, but the proportion of
each group varied. These findings support previous findings that students demonstrated
inconsistent performance on SRI and CRI scientific practices, but the percentage of
inconsistent performers was dependent on the science rank in a country, ranging from
14.3% to 54.2%.

Fig. 1. Percentage of each group in terms of countries’ science ranks.

To answer the third question, Pearson correlations were performed between the rank
of countries and the percentage of students in each group (e.g., L-H, H-L, L-L, H-H,
and Messy-Middle) (see Table 3). A significant negative correlation was found between
the rank and the total percentage of inconsistent performers. These findings indicated
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that if the countries had a lower level of science performance, they had fewer students
with inconsistent performance or vice versa. This indicated that if countries have high-
level science performance, they had more students with both high SRI and high CRI
performance (r = −.79) and more students with low SRI and high CRI performance (r
= −.47), but few students with both low SRI and low CRI (r = .76). According to the
previous studies on the relationship between scientific explanations and the proficiencies
of content, inquiry, and writing skills, the only significant predictor for the CRI, i.e.,
written claim, written evidence, and written reasoning was writing skill [4]. It is likely
that students in high-level countries demonstrated both high knowledge recognition and
construction [2, 6, 7], but high writing proficiency contributed to their high performance
on CRI.

Table 3. Pearson correlations between rank and the percentage of each group.

Groups Rank Low-low High-high Low-high High-low

Low-low .76***

High-high −.79*** −.91***

Low-high −.47** −.72** .51**

High-low .14 −.03 −.23 −.36**

Messy middle −.38** −.71** .36** .76** .33*

Note. *** p < .001, ** p < .01, and * p < .05 (2-tailed).

This study is limited by the number of scientific tasks and the mixed knowledge
and competency types. Future studies should include more tasks and measure the same
knowledge and competency in SRI and CRI controlling for the reading and writing
proficiencies and other individual differences.
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Abstract. This research proposes a deep neural network architecture for detecting
focal periods for online students in lecture archives. Due to the COVID-19 pan-
demic, most universities attempted to use online education instead of traditional
classrooms. However, watching long lecture archives, just recorded face-to-face
lectures, is difficult for students to keep their attention.Hence, how to provide focal
periods of the lecture archives is essential to maintain educational effectiveness
in such a situation. This research divides lecture archives with high quality and
fixed camera angles into 1-min segments, counts how many times students have
accessed each segment from LMS as the label data, and defines the students’ focal
periods. Then, we demonstrated deep neural network architectures with the com-
bined features to improve detection reliability. Our experiments showed that the
proposed method could detect the focal periods with 56.8% accuracy. Although
there is room for improvement in accuracy, this enables us to detect certain focal
periods with a small amount of computation without using semantic features.

Keywords: Lecture archives · Student attention · Focal period · Deep learning

1 Introduction

Due to the COVID-19 outbreak, almost universities attempted to use online learning
instead of traditional classrooms to reduce the risk of infection and keep educational
activities. One of the online learning applications is lecture archives that record a face-
to-face lecture without editing because they are easy to distribute with a low production
cost. However, it is difficult for students to keep their attention for long periods during
the recorded lecture [1]. Hence, it is necessary to automatically extract or summarize
the main periods of the archive to improve the effectiveness and efficiency of lecture
archives in online learning.

Video summarization provides condensed and succinct representations of the con-
tent of a video stream through a combination of still images, video segments, graphical
representations, and textual descriptors. In the education field, Andra and Usagawa
have summarized the lecture video through Attention-based Recurrent Neural Network
(RNN) that combines segmentation with the summarization process to improve acces-
sibility to key points [2]. The RNN architecture generates a natural summary, captures
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the critical words, and conveys a lecture’s central message from the attention-based
weighting and linguistic features. However, their method significantly depends on the
semantic analysis of lecture content. Such transcripts are not always available for lecture
archives, and the accuracy of existing Automatic Speech Recognition (ASR) techniques
is not always satisfied in the sound data with noise and precise terminology.

This research proposes a deep neural network architecture for detecting focal periods
defined by students’ access to lecture archives. The research target is a lecture archive
system, which stores lecture archives with high-definition resolution and fixed camera
angles in face-to-face lectures. We adopted the deep neural network architecture based
on the hypothesis that the image features of the lecturer’s action, voice, and slides in the
archive effectively estimate the main periods of the lecture.

2 Design and Methodology

2.1 Dataset

The lecture archives used in this research originated in the JAIST LearningManagement
System (JAIST-LMS), seven lessons (approximately 100 min for each) of the I239
machine learning course in 2018.A ceiling camera andmicrophone recorded the archives
with a fixed angle of 1920*1080 resolution and 30 fps. The archives included the podium
area, whiteboard, instructor, and the slide content integrated into the right-bottom corner
of the archives, as shown in Fig. 1.

The JAIST-LMS extends video.js to track that the students have accessed durations
of the archives for their reflection. Therefore, we divided each archive into one-minute
segments except for the first 5 min to denoise. We computed a moving average of the
number of accesses every five segments to generate stable labels. Finally, we have seven
lessons * 95 min= 665 segments. This research normalized the labels by the maximum
accesses in each archive, as shown in Fig. 2.

Fig. 1. Original lecture archive Fig. 2. Normalized label data

2.2 Extracted Features

According to the previous study by Zhang et al. [3], the instructor’s behavior influences
students’ attention. To extract the instructor’s action, we first mask the students’ seating
area and then capture the instructor’s body structure feature by Openpose, the first open-
source real-time system available to detect multi-person 2D poses, including body, feet,
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hands, and facial key points. Next, we calculate the optical flow for the instructor’s action
based on the captured body structure from a one-minute archive segment.

According to a previous study by Wyse [4], neural networks used in classification
or regression can benefit from spectrograms which are a visual representation of the
spectrum of signal frequencies. Therefore, this research adopts spectrograms to extract
the instructor’s voice features from the archive segments. A study using eye-tracking
technology has demonstrated that the content of slides affects students’ attention [5].
Consequently, we propose a method that stacks the slide differences in each segment to
extract the slide features as switching frequency of slides.

2.3 Learning Architecture

We first tested the performance of different deep learning models, VGG-16, VGG-19,
Res-50, and Res-101, respectively. Using only the action features as input, 665 data
in our dataset were divided randomly to 7:3 between training and validation sets. In
comparing the four models, VGG-16 with the hyperparameter of 70 training epochs, 32
batch size, and 0.001 learning rate had the best performance.

We designed “Feature Stacking” to save these feature maps of each archive segment
as RGB channels in one image file to deal with different features. It converts the action
features to the R channel, the slide features to the G channel, and the voice features to the
B channel. We also applied the Savitzky-Golay filter, which smooths the output curve
on the time series and eliminate the noise. This method makes using VGG-16 as a single
image input for training. The advantage of this approach is to reduce the computation
and save on video memory. However, the disadvantage is that we compress these feature
maps into single channel images, leading to the loss of some features.

3 Experiment

Since our models were trained as a regression task, the output predicted a value of 0
to 1. To detect focal periods from the lecture archives, we specify a sliding window of
length five segments (five minutes). If the median value of the window is greater than
0.9, or the mean value of the window is greater than 0.5, we define the window as focal
periods. On the other hand, if the mean of the window is less than 0.3, the window is
defined as non-focal periods.

Considering that our dataset has only 665 data in total, cross-validation is needed to
test the performance of our model. Thus, we choose three methods for comparison: (a)
Action features, (b) Action + Voice feature stacking, (c) Action + Voice + Slide (All)
feature stacking. The predicted values of the model output were classified as focused,
non-focused, and neither by the above rule. We compare these accuracy rates to evaluate
the models’ performance, as shown in Table 1.

We have confirmed that the (b) Action+ Voice feature stacking method has the best
performance among our proposed methods through cross-validation. Compared to other
methods, the minimum, maximum, and average accuracy are significantly better. We
found that combining all the features did not achieve better performance than combining
Action+Voice features. The slide features were not suitable for this task since different



370 R. Sheng et al.

student attention levels might lead to the same slide feature map. It is necessary to
consider using different features such as differential images of whiteboards to solve this
problem.

Table 1. Results of accuracy in cross-validation.

Architectures Average accuracy Max accuracy Min accuracy

(a) Action 0.415 0.708 0.109

(b) A + V F 0.568 0.791 0.450

(c) All F 0.439 0.761 0.239

4 Conclusions

We have proposed a method to detect students’ focal periods in lecture archives using
a deep learning architecture. We finally selected the Action + Voice feature stacking
method with an average accuracy rate of 56.8% in cross-validation with a single input
VGG-16 model. These characteristics are beneficial for practical application in educa-
tional institutions with limited resources. Furthermore, the features used in our method
do not contain semantic information. Therefore, it can be applied to multilingual courses
without adaptation.

We could choose a suitable model for each feature in future work. We should also
continue to experiment with different instructors and lecture rooms to build a more
generalized detection model.
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Abstract. Sentiment analysis and part-of-speech tagging are two main
tasks in the field of Natural Language Processing (NLP). Bidirectional
Encoder Representation from Transformers (BERT) model is a famous
NLP model proposed by Google. However, the accuracy of sentiment anal-
ysis of the BERT model is not significantly improved compared with tra-
ditional machine learning. In order to improve the accuracy of sentiment
analysis of the BERT model, we propose Bidirectional Encoder Represen-
tation from Transformers with Part-of-Speech Information (BERT-POS).
It is a sentiment analysis model combined with part-of-speech tagging for
iCourse (launched in 2014, one of the largest MOOC platforms in China).
Specifically, this model consists of the part-of-speech information on the
embedding layer of the BERT model. To evaluate this model, we construct
large data sets which are derived from iCourse. We compare the BERT-
POS with several classical NLP models on the constructed data sets. The
experimental results show that the accuracy of sentiment analysis of the
BERT-POS is better than other baselines.

Keywords: Sentiment analysis · MOOC · NLP · BERT

1 Introduction

With the spread of COVID-19, in order to ensure the continuity of courses, more
and more colleges and universities have changed the form of class into Mas-
sive Open Online Courses (MOOC) [4]. The course forum is a common place
to strengthen academic exchanges between students. In MOOC, learners can
establish social interaction with other users to ask or answer questions without
the support of teachers [3]. Bidirectional Encoder Representation from Trans-
formers (BERT) [2] model is proposed by Google in 2018. Based on Transformer
[7] model, it refreshes the best results of multiple Natural Language Processing
(NLP) downstream tasks. However, the classification accuracy is not high when
dealing with Chinese MOOC comments in sentiment analysis task.

In order to improve the accuracy of sentiment analysis of BERT model, in this
work, we propose Bidirectional Encoder Representation from Transformers with
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M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 371–374, 2022.
https://doi.org/10.1007/978-3-031-11647-6_72

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_72&domain=pdf
https://doi.org/10.1007/978-3-031-11647-6_72


372 W. Liu et al.

Part-of-Speech Information (BERT-POS). A quantitative comparison between
the BERT-POS model and the eight classical NLP models on the proposed data
sets shows that the accuracy of sentiment analysis of the BERT-POS model is
better than other baselines. The contributions of our paper are as follows:

– We constructed a large dataset of online class reviews from iCourse and used
crowd intelligence algorithm for labeling.

– We add the part-of-speech embedding to the embedding layer. Integrate part-
of-speech embedding with position embedding, segment embedding and token
embedding.

2 BERT-POS

2.1 Overview

Through the analysis of the original corpus, we found a pattern: under the
premise of non-negative words, the emotional tendency of a sentence is often
positively correlated with the emotional tendency of adjectives. We add part-of-
speech information to the embedding layer of BERT model. The overall structure
of the BERT-POS is shown in Fig. 1.

2.2 Input and Output

The input of the model is the addition and fusion of four kinds of embeddings,
including token embedding, segment embedding, position embedding and part-
of-speech embedding, For part-of-speech embedding, we distinguish adjectives,
adverbs and other parts of speech. After this, the fusion codes added by the four
coding methods are obtained as the input of the BERT-POS model.

The output of the BERT-POS model is the corresponding contextualized
representation for each input Chinese character [2,6]. We extract the tendency
of sentiment analysis from the corresponding contextualized representation.

Input
EmbeddingInputs

Sentiment
Classification

Part-of-Speech Embedding
Layer

X N

Feed
Forward

Add 
&

Norm

Muti-
Head

Attention

Add 
&

Norm

Positional Embedding
Layer

Fig. 1. The overall structure of BERT-POS with the part-of-speech embedding layer.
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3 Experiments

3.1 Data and Baselines

This paper uses the data set from all the courses on iCourse1. The raw data
includes 438 colleges and universities, 9,047 courses and 1.72 million course
review data. We mark the part of raw data. The labels of the data set are
all manually marked and repeatedly verified, with a total of 11,314 data. The
size of the test data set is 500, 2021 and 5044. Meanwhile, in order to obtain
accurate labels from these MOOC comments, we employed the crowd intelli-
gence [9] algorithm for labeling. Moreover, we recruited 5 annotators for each
candidate comment.

We compare the BERT-POS with several baseline methods, including BERT-
base [2], CNN [8], GatedCNN [10], ERNIE [5], ChineseBERT-base [6], BERT-
wwm-ext [1], LSTM [11] and GRU [12].

3.2 Results and Analysis

All the experimental results of the models as shown in Table 1. F1-score is a
weighted average of precision and recall, which is a comprehensive index to eval-
uate the sentiment analysis of each model. From Table 1, we can see that our
BERT-POS model has significantly improved compared with the BERT-base
and other baselines on the data sets. This research shows that the combina-
tion of part-of-speech tagging and sentiment analysis can effectively improve the
accuracy of sentiment analysis of BERT model.

Table 1. The test results obtained by BERT-POS and other eight kinds of model on
the test data set (the data units in table are percentages).

Model F1-socre

500 2021 5044

BERT-base [2] 86.81 87.99 89.62

ERNIE [5] 88.15 89.46 91.66

ChineseBERT-base [6] 87.45 89.18 90.87

BERT-wwm-ext [1] 86.15 89.12 89.96

LSTM [11] 90.00 90.40 92.89

GatedCNN [10] 89.51 91.05 92.24

CNN [8] 87.38 88.77 92.06

GRU [12] 87.05 89.11 90.38

BERT-POS 92.01 93.72 95.27

1 http://www.icourse163.com.

http://www.icourse163.com
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4 Conclusion and Future Work

In this paper, we propose a new model BERT-POS, which changes the embed-
ding layer of the BERT model and introduces part-of-speech embedding. By
using the course comments from iCourse as the training and testing dataset, We
compare the proposed model BERT-POS with the eight famous NLP models.
The experimental results show that the accuracy of sentiment analysis of BERT
is significantly improved. In the future, we plan to train the multi-classification
sentiment analysis model.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China (61877029).
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Abstract. Online learning environments have become a crucial means to pro-
vide flexible and personalised pedagogical material, and a major driving cause
is due to the COVID-19 pandemic. This has rapidly forced the migration and
implementation of online education strategies across the world. Online learning
environments have a requirement for high trust and confidence in establishing
a student’s identity and the authenticity of their work, and this need to lessen
academic malpractices due to increased online delivery and assure the quality in
education has accelerated. In addition to this, due to the ubiquity of mobile devices
such as smartphones, tablets and laptops, students use a variety of devices to access
online learning environments. Therefore, authentication systems for online learn-
ing environments should operate effectively on those devices to authenticate and
invigilate online students. Confidence in authentication systems is also crucial
to detect cheating and plagiarism for online education as strong authorisation
and protection mechanisms for sensitive information and services are bypassed
if authentication confidence is low. In this paper, we examine issues of existing
authentication solutions for online learning environments and propose a design
for an adaptive biometric authentication system for online learning environments
that will automatically detect and adapt to changes in the operating environment.
Multi-modal biometrics are applied in the proposed systemwhichwill dynamically
select combinations of biometrics depending on a user’s authenticating device. The
adaptation strategy updates two thresholds (decision and adaptation) as well as
the user’s biometric template they are using the authentication system.

Keywords: Adaptive biometric authentication · Online learning · Ubiquitous
mobile devices

1 Introduction

Security is themajor concern in an online learning environment. It preserves the integrity,
reliability and transparency of the educational process from deficiencies in detecting
impersonation through inadequate authentication [1, 2]. Instructors and educators are
not physically present during the learning process, and this creates issues in confidence
[1]. Without a high confidence of assurance of the authenticity of students who are
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accessing the online learning platform, the academic integrity and validity of online
assessment is unreliable [1, 2].

There have been many efforts to confront the challenges in authentication for online
learning [1, 3, 4]. However, past efforts have constraints of only identifying a user once—
and at login time—or by continuously monitoring users through cameras under exam
conditions or other specific activities [2, 5]. Biometric based authentication has been
proposed in online learning environments for continuous and real-time monitoring and
has shown viability [1, 3]. Nevertheless, studies on biometric based authentication are
still limited [3, 4]. The limitations identified are.

1. a lack of exploration of different learning environments and circumstances as current
research is mainly focused on the exam context and not the entire learning process
[2],

2. a lack of authenticator diversity as face and keystroke biometrics are the most
common authenticators [3], and

3. a lack of discussion on problems caused from intra-class variability [4].

In this study, we present the design of an adaptive biometric authentication system
for online learning environments which offers a dynamic change in the authentication
process to cope with changes in the operating environment.

2 Problem Statements

There are many attempts to provide solutions to secure online learning environments
using biometrics, however, the biometric features used for online learning environments
are mainly limited to face, keystroke and/or voice [3] with past assumptions that a user
will only use a single desktop system. As there is now a ubiquity of smart, mobile devices
such as smartphones, tablets, and notebooks, a user may potentially use multiple devices
to access online learning environments — past assumptions are no longer valid since
mobile devices are widely utilized to access online learning environments. Therefore,
we identify that a need for a biometric system that can leverage different categories or
classes of devices, and that this system is required to include several authenticator factors
in operating environments that may vary.

The majority of current solutions identified apply authentication only to test/exams
[5]. It is clear that authentication in online learning environments should not be limited
to exam environments alone but should also consider other environments and scenar-
ios such as access to learning module/deliveries, peer grading, participation in work-
shops/tutorials, and so on [6]. Therefore, an exploration is needed to determine whether
current solutions can be leveraged, expanded and/or enhanced to address other types of
user interaction in online learning environments.

3 The Design of an Adaptive Biometric Authentication System

In this section, we propose the design of an adaptive biometric authentication system
which enhances the design provided by Mhenni, Cherrier, Rosenberger and Essoukri
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Ben Amara [7] using multi-modal biometrics. The proposed adaptive biometric system
follows two main phases: enrolment and test/recognition. During the enrolment phase,
the system will collect a genuine user’s biometric samples to generate a template that
will be stored in a database for later comparison for authentication purposes. The recog-
nition phase aims to decide whether to authenticate or de-authenticate a claimed user.
Based on the accessing device detected, varying categories of biometric traits will be
sampled. Moreover, the surrounding environmental conditions will be considered dur-
ing the classification process to allow for variations in the lighting condition, noise, and
device motion. For classification, the system will consider the application of several
types of classifiers such as Support Vector Machine (SVM), Random Trees, K-Nearest
Neighbors (k-NN), etc. [4]. Post-acquisition, the score for each classifier will be used
to generate a global classification score. The scores can be fused with the weighted
sum method, min-max method, or other methods [5, 6]. The global score will then be
compared to an individual per-user threshold to authorise the claimed user identity.

Once a user is verified as a genuine user, the adaptation process is triggered. This
process aims to continuously adapt the biometric system to intra-class variations of
the biometric samples received from a user. This process will update the matching
parameter (i.e., user threshold) and templates stored in the system database. It has been
demonstrated that updating both the matching parameter and templates improve the
recognition performance [7]; however, that study used a single biometric characteristic—
keystroke dynamics—and not multiple biometric characteristics.

Threshold Adaptation: For the proposed system, we use the combination of mixed
criteria and dual thresholds to make the adaptation decision [4, 7]. Two thresholds (the
decision threshold and the adaptation threshold) are used. The global score (the fusion
score of each classification result) is compared to the decision threshold to authenticate
a user’s identity. After authentication acceptance, the score of each classifier is then
compared to the adaptation threshold to decidewhether to adapt the sample. For example,
the adaptation process will be performed only for a modal that meets the adaptation
threshold. The thresholds are specific to a user and to the specific modality used.

Template Adaptation: The system adapts the referential biometric template during the
adaptation process to minimise the impact of template ageing [4, 7]. The biometric ref-
erences will be built from several samples collected during the enrolment phases. The
adaptation process will be initiated based on an adaptation threshold—this threshold
will be slightly decreased over a user’s access lifetime based on the equation proposed
in Mhenni, Cherrier, Rosenberger and Essoukri Ben Amara [7]. Adaptation uses a semi-
supervised mode using a co-training method—this uses the knowledge of one modality
to support labeling of another [4]. The types of semi-supervised machine learning algo-
rithms can be k-NN classifier, SVM, Random Forest, etc. The adaptation process will
be performed after the decision criterion of adaptation is met (known as online/real-time
adaptation). It is aligned with the semi-supervised adaptation mode since the adaptation
system uses the label computed by the verification method on the selected query [4].
The system will initially use the growing window mechanism; therefore, the accepted
sample that satisfies the adaptation criteria will be added to the reference samples. Once
the maximum size of user references is reached, usage control will be applied. This will
remove a sample if a sample is less frequently used.
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4 Conclusion and Future Work

This paper proposed a design of an adaptive biometric authentication system for online
learning environments, which adapts the decision/adaptation threshold and biometric
templates to support template ageing. It is expected that the proposed approach may
improve the performance of the authentication system as it provides a user-specific
mechanism, and it adapts to the changes in the operating environment. It will provide
insights and opportunities to enhance existing authentication systems applied in online
learning environments.

The adaptive biometric system has been proposed as a solution to remedy template
ageing and/or changing environmental conditions in a biometric authentication system.
Noting, however, that there is a lack of studies on how to determine the cause of changes
to apply different adaptation strategies and how to evaluate such systems in the field of
online learning environments, in the future we will implement and evaluate a system
based on the proposed design, and evaluate its feasibility based on authentication per-
formance and efficiency through comparison against existing biometric authentication
systems.
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Abstract. In-classroom observations often rely on developed protocols and
human observers. However, it requires a lot of human effort. This study investi-
gates how accurately the pre-trained action recognition model can label teacher’s
behaviors in the classroom.We adopt SlowFast, a state of the art action recognition
model, to a real classroom at a junior-high school mathematics class in Japan. In
a pilot study of a mathematics class in a junior high school, the pre-trained model
had 92.7% accuracy to identify teacher’s posture, 31.7% related to the teacher’s
interaction with objects, and 26.8% related to teacher-student interaction. Com-
pared to the existing baseline (34.3%), our results indicate that the pre-trained
model adopts well to classroom videos as well. Possible reasons for the low accu-
racy of the verbs in the last two categories are (1) the pre-trained model could
not sufficiently deal with objects unique to the classroom, such as a whiteboard,
and (2) the teacher wore masks as an infection control measure, which made it
difficult to recognize teacher’s talking behavior. This study provides an initial
automated approach to have a teacher’s in-classroom interaction dataset extracted
from the class videos. One needs to be aware of the ethical implementation and
then such deep learning technologies have potential for a data-driven paradigm
for the teacher’s in action reflection.

Keywords: Action recognition · Deep learning · Video analytics · Teaching
reflection

1 Introduction

Systematic observation of classroom behavior is a primary research methodologies in
educational research [1]. However, in-classroom observations often rely on developed
protocols and human observers [2]. These coding schemes are very useful in the sense
that they reduce variability among observers and provide consistent results for coding.
However, it takes a lot of human effort.

The aim of this study is to investigate how accurately the deep learning based pre-
trained action recognition model can classify teacher’s behaviors in the classroom. We
used the SlowFast action recognition model [3] which is trained by the Atomic Visual
Action (AVA) dataset [4]. It has not yet been investigated how accurately the pre-trained
action recognition model can classify teachers’ behavior in classrooms.
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2 Related Works

The technology of action recognition has advanced dramatically in recent years [5].
With the rise of deep learning, researchers started to adapt CNNs for video problems
[6], and others have used deeper networks such as RNNs [7]. However, these models
are computationally expensive and difficult to optimize, and there is a need for a model
that can handle both time and space and optimize efficiently. One model that achieves
both computational efficiency and integration of temporal information is the SlowFast
model [3], which is inspired by the mechanism of human action recognition and is
characterized by its division into two paths: a slow path for recognizing space and a fast
path for recognizingmotion. It achieved the state of the art onmultiple action recognition
dataset.

One of the popular dataset for action recognition tasks isAtomicVisualAction (AVA)
dataset [4]. The dataset is taken from 437 movies and human action labels are provided
for one frame per second. As theword “atomic” implies, theAVAdataset is unique in that
it combines several basic verbs to describe human behavior. The verbs are categorized
as three groups: pose (e.g., stand, walk), person-object (e.g., touch, carry/hold), and
person-person (e.g., talk to, watch). The AVA dataset has an advantage in terms of ease
of manual coding due to the small number of verbs, and in this study, the verbs in the
AVA dataset were used to label the teacher’s actions.

3 Methods

In this pilot study, we targeted a 50-min class at a junior-high second-grade Math class
in Japan. There were 20 students in the class and the teacher had 23-year teaching
experience. One observer recorded the teacher from behind the classroom using a SONY
handy camera (resolution: 1920 × 1080, frame rate: 30 fps). Due to the late start of the
class, the first two minutes were excluded from the video, so we got a 48-min teaching
video in total. We described to the teacher about the purpose of the research and got
a clearance to conduct this pilot. The positioning of the camera was at the back of the
class to avoid student’s faces as much as possible. Correct label assignment was done
by double-checking by two workers based on the verbs in the AVA data set (Cohen’s
Kappa = .66, .72, and .42 for each three categories). Where the labels differed, the two
annotators discussed and decided on the final label. This became the evaluation labels
for the action recognition model.

In this study, we used a pretrained model of the SlowFast action recognition model,
which is published on the website1. We selected a model described as the depth of the
architecture: 101, initial parameters: Kinetics 600, frame length: 8, sample rate: 8, MAP:
29.1, and AVA version: 2.2. The time to process the 48 min of video was 47.2 min on our
local machine (CPU: Intel Core i9-11900K, GPU: Nvidia GeForece RTX 3090, RAM:
32 GB).

1 https://github.com/facebookresearch/SlowFast/blob/main/MODEL_ZOO.md.

https://github.com/facebookresearch/SlowFast/blob/main/MODEL_ZOO.md


Detecting Teachers’ in-Classroom Interactions 381

4 Results

First, we examined the overall accuracy of the SlowFast action recognition model to our
dataset. To calculate the accuracy, we compared the output of the model with manual
annotations by the three categories of verbs (Fig. 1). The first category is teachers’ pos-
ture. Compared to manual annotations, SlowFast correctly classified 38 out of 41 frames
(92.7%). There were only three frames where the model mis-classified, which is very
high when compared to the baseline reported from the authors [4] (34.3%). Next, we
examined the verbs related to teacher-object interaction. Compared to manual annota-
tions, SlowFast could correctly classify 13 out of 41 frames (31.7%). This result is a
bit low compared to the baseline, which tells us the difficulty of capturing classroom
specific actions like wiring on the whiteboard. The last category is the verbs related to
teacher-student interaction. Compared to manual annotations, SlowFast correctly clas-
sified 11 out of 41 frames (26.8%), which is also much lower than the baseline. This
may be due to the fact that machine coding does not take voice data into account, and
students and teachers wore masks to prevent infection. It made it difficult to capture the
teacher’s talking behaviors in the classroom.

Fig. 1. Annotation example and detected verbs of the lecture video for each three categories of
the verbs. The percentages do not add up to 100 because the frames where the appropriate verb
was not found are calculated as N/A.

5 Discussion

In the education field, It was common for analysts to prepare their own data for training
(e.g., in the smart classroom environment [8] or fromYouTube videos [9]). Our approach
resolved the data preparation problembyusing a pre-trainedmodel using an open dataset.
For the next step, we aim to build a classroom orchestration dashboard with the action
recognition model. A good reference is EduSense [10], a class observation system using
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OpenPose: a deep-learning based skeletal estimation module. This system displays the
number of times students raise their hands from their skeletons on a dashboard. Based
on our study, we would create a similar dashboard with the action recognition model,
which enables teachers to see more diverse information on students’ behavior.
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Abstract. Manually grading programming assignments is time consum-
ing and tedious, especially if they are incorrect and incomplete. Most
existing automated grading systems use testing or program analysis.
These systems rely on a single reference solution and award no marks to
submissions that differ from the reference solution. In this research, we
introduce an automated grading model LetGrade. LetGrade is a super-
vised machine learning-based mechanism for automatically identifying
the approach of solving and grading a student’s submission. The method
looks for a score of the similarities between the submitted solution and
multiple correct solutions available to determine the solution’s approach.
The calculated similarity score is then entered into a pretrained super-
vised machine learning model that grades the submission. Our models
were evaluated against datasets containing Python and C programming
problems. The average variance in the grade predicted by the supervised
machine learning model is consistently close to 0.5. This indicates that
the models can accurately predict the grade within a 10% margin of
error.

Keywords: Automated evaluation · Static analysis · Testing ·
Machine learning · Supervised learning

1 Introduction

Increasing enrolment in programming-based courses has led instructors to utilise
automated tools in evaluating programming assignments so as to satisfy the
demands of quality and objectivity on the one hand, and timeliness on the
other. Most approaches rely heavily on testing. However, fundamental limita-
tions of testing, which are well known in software engineering, also manifest in
the context of automated evaluation. Moreover, testing can only verify output,
so there are additional problems. Therefore, there has been a lot of work done
that uses automated techniques based on static analysis.

A typical workflow of a static analysis based evaluation tool would involve a
step that computes an estimated structural similarity between a submitted solu-
tion and the reference solution [11]. This similarity estimate will then directly
translate into the marks awarded to a given solution. Although structural simi-
larity correlates with the logical closeness of a submission to a reference solution,
c© Springer Nature Switzerland AG 2022
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it does not linearly map to the grade. The relation between structural similar-
ity and final marks appears to be at best something monotonic but non-linear.
In the context of this paper, we define the step of creating a mapping between
structural similarity scores and marks as grading. The mapping itself is called a
grading model. The grading model is nothing but a supervised machine learning
model that maps similarity scores to marks.

In this paper, we present our investigations done around devising the above
grading model. We have tried a number of well-known regression models as
our grading model. We have evaluated these models on submissions collected
from online coding platform HackerRank [3] and our institute’s Introductory
programming course in Python. Problem-specific models and generalised models
are able to predict the grade of incorrect solution with ±10% tolerance.

The specific contributions of this paper is a novel approach to automated
evaluation of programming assignments with focus on the grading model.

Section 2 introduces the Grading Model. Section 3 discusses related works
and Sect. 4 concludes the paper.

2 Approach

2.1 Preliminaries

Some of the principles followed in designing our automated evaluation system
are as follows:

1. Static analysis + testing: As mentioned in Sect. 1, testing has some inher-
ent shortcomings as an underlying method for automated evaluation. The
primary reason for this is that differences between two solutions which pro-
duce identical output can not be easily (and in some cases, not at all) detected
through testing. Hence, apart from testing, our system also uses static ana-
lytic approach: a submission which is structurally more similar to a reference
solution is a likely more correct solution.

2. Support for multiple approaches: We also observe that there are likely
multiple correct approaches to solve a programming problem. It is our purpose
to support multiple solution approaches to be considered without making it
necessary for the instructor to know about them priorly.

3. Grading: We go with the assumption that the verdict of the human grader
provides us with the ground truth in evaluation. Hence, our system involves
a final step where we map similarity value computed by our system to actual
grade by passing them through a grading model, which is the main topic of
this paper.

2.2 Grading Model

In the manual evaluation, the grading scheme allows the maximum mark a > 0
and the minimum mark is 0 for each submission. The problem resembles the
regression problem in supervised machine learning since domain experts assign
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marks in the interval [0, a]. The grade given by the domain expert based on the
grading criteria is referred to as the ground truth.

We found a nonlinear relationship between ground truth and similarity score.
Therefore, the similarity score and the method of implementation are the key
features for building the model and grading the submissions. The feature sim-
ilarity score is created during the approach matching step from the abstract
representation of the program. Relationship between the ground truth and the
similarity score is defined by Eq. 1.

Mi = f(Si) (1)

where Mi is the grade returned by the model and Si is the highest similarity
score for the ith incorrect solution and correct solutions. We have used regression
model, which is a supervised machine learning technique to learn f . The super-
vised machine learning models Random Forest Regression and Support Vector
Regression with three distinct kernels RBF, Poly and linear were investigated.
The models were trained and validated using a variety of data sets which included
set of problems from different programming language. We use 10% of the data as
test data and the rest 90% of the data to train the models in each training phase
to verify the model’s generalisation capacity. 4-fold cross-validation is used to
train all of the models. The evaluation metrics Explanatory Variance (EV) and
R2-Score are used to compare the models.

3 Related Work

This section discusses the prior art in various automated evaluation methods
available for evaluating programming assignments and position our work w.r.t.
them.

A majority of the current automated evaluation tools used today are mainly
test-case based [1,4,9]. In most of these, the evaluator generates a set of test cases
either manually or automatically to evaluate the programs. Each test case carries
a particular weight of marks and calculates the number of test cases passed and
assigns grades [5,6,13]. Another category of automated grading methods consid-
ers the semantic similarities among the programs based on abstract representa-
tion of the program like abstract syntax tree (AST), control flow graph (CFG),
data flow graph (DFG)) and program dependence graph (PDG) etc. [2,7,12].
In addition, we have recently seen the evolution of automated grading using
machine learning [8,10].

The work presented in our paper builds upon several of the above pieces of
work. We use testing to segregate the correct solutions from the partially cor-
rect/incorrect ones. We apply feature based similarity estimation in our work
both at the similarity estimation stage and marking stage similar to [10]. How-
ever, this is done as a step in a larger process. Further, we estimate structural
similarity w.r.t. multiple possible reference solutions, rather than a unique one
provided by the instructor. Unlike in all pure testing or pure static analysis based
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approaches, we use a combination of testing, static analysis and machine learning
to award the final marks to a solution. This also distinguishes our contribution
w.r.t. all evaluation approaches surveyed above.

4 Conclusion

In this work, we have addressed the difficulty in grading the incorrect program-
ming problems and introduced a system for grading the same. Our method
LetGrade are capable to grade the incorrect programs like a human grader.
The average variance in the grade predicted by the supervised machine learning
model is consistently close to 0.5. This indicates that the models can accurately
predict the grade within 10% margin of error. This method simplifies the time-
consuming work of the instructors in the programming course. We would like to
extend the system to other programming languages.
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Abstract. Process of human learning has many features in common
with the process of machine learning. This allows for creation of human-
AI tandems or smaller groups where all members of the tandem or a
group learn and develop. Consistently with Vygotskyan and Piagetian
theories of learning and role which peers and intersubjective relations
play in such theories, we hypothesize that curricula can be established
whereby human and artificial learners collaboratively learn together,
resulting in a win-win situation for both organic and anorganic agents
involved.

Keywords: Machine didactics · Peer learning · Machine learning ·
Human-machine parallelism · Zone of proximal development

1 Introduction

1.1 Point of Departure

We depart from a simple observation: process of learning of humans or other
organic beings shares certain features with the process of machine learning (ML)
[2]. One observes deeper analogies than those caused by the trivial terminological
fact that both such processes are denoted by the participle “learning”. First and
foremost, both human as well as machine learning are able lead to discovery
and emergence of practically useful generalizations which allow the agent - no
matter whether human or artificial - to arrive to accurate conclusions, execute
appropriate decisions and manifest well-adapted behaviors in novel and hitherto
unseen present or future environments.

In fact, many among most accurate and efficient machine learning algorithms
originated as metaphors transposing insights from neurosciences, behavioral
sciences, genetic epistemology or developmental psychology into the in silico
domain. Neural networks, of course, are the most famous example: triggered
by Purkyne’s discovery of a neural cell, reinforced by Hebbian associanist rule
“cells that fire together wire together” and expressed by progressively evermore
c© Springer Nature Switzerland AG 2022
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complex models of artificial neuron - from perceptron and neocognitron to multi-
layered, convolutional network architectures able to provide impressively accu-
rate results in domains as diverse computer vision, speech recognition or time
series analysis and prediction.

Asides neurosciences, behavioral psychology has also some words to say: both
Thorndike’s Law of effect which postulates that a pleasing consequence strength-
ens the action which triggered it, as well as Skinner’s principles of operant condi-
tioning able to stimulate certain kind of future behaviours by means of a reward
or inhibit it by means of a punishment prepared solid empiric ground for what
is nowadays known as the 3rd pillar of machine learning, i.e. the reinforcement
learning paradigm [9]. Implementation of such algorithms into already existing
hardware brings very tangible results: defeat of the human world champion of
game of Go by the AlphaGo algorithm or attainment of human level of control
in playing of 49 distinct computer games by a one single computational agent
[7] gradually prepare us for the world where machines develop their own means
how to achieve their objectives [1,8].

1.2 Human-Machine Learning Parallelism

It is true that one cannot a priori exclude existence of an unsurmountable onto-
logical difference between learning processes realized on an organic, carbon-based
substrate of the human central nervous system and learning processes instanti-
ated on universal Turing machines executed on artificial, silicium-based substrate
of modern CPUs, GPUs and TPUs.

Still, similarities and characteristics shared between machine learning (ML)
and human learning (HL) permit us to postulate that the process of machine
learning could lead, mutatis mutandi, to results indistinguishable from those
issued by and from the process of human learning. In layman terms:

Processes of ML and HL have features in common.

Asides being purely descriptive, the observation that human-machine learn-
ing parallelism exists yields productive consequences:

Humans and machines can learn together.

In other terms, curricula which combine both ML and HL components can be
constructed and, if constructed properly, may have synergic potential to increase
efficiency of both ML and HL more, than HL or ML curricula which unfold in
isolation. And this brings us to peer learning.

1.3 Peer Learning

Discovery of a role of “peers” in processes of socialization and acquisition of
knowledge undoubtedly belongs to most important moments of modern and
post-modern educational sciences. Thus, as surpassed and outdated are nowa-
days considered those classical and even 19th century educational concepts in
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which the notion of learning had been reduced to one-directional vertical transfer
of information from a socially superordinated “mature” teacher (=adult) to a
subordinated “immature” learner (=child). As indicated by both theoretical and
empirical observations of Piaget [5] and Vygotsky [6] and confirmed by success
of concepts of Freinet, Montessori or Feuerstein, surrounding children can and
do significantly influence and modulate cognitive maturation of a child C.

As observed by practically every teacher faithful to his vocation, the field
of vivid social forces generated and exerted by “peers” - i.e. siblings, school-
mates, friends or other subjects on a comparable level of intellectual development
- impacts formation of pupil’s personality and character equally strong - and
sometimes even stronger - then force of Teacher’s charisma, knowledge, skill and
confucian oracle-like authority.

1.4 Human-Machine Peer Learning

The ultimate intention behind this extended abstract is not constrained to
computer-science domain, nor to cognitive-science domain. The ultimate inten-
tion is didactical, it is pedagogical: we propose to shift the focus from theoretical
algorithmic aspects of machine learning to concrete practical cases of machine
teaching contextualized in an organized system of a well-thought curriculum.

In order to do so, we hereby introduce the concept of Human-machine peer
learning (HMPL) which emerges as a direct logical consequence of conjunction
of a human-machine parallelism and human innate affinity to peer and/or col-
laborative learning scenarios. After combining these two concepts, one states:

Humans and machines can learn from each other.

Main principle of HMPL being thus stated, we now enumerate two major
imperatives of HMPL:

1. start small
2. posit zones of proximal development

Primo, the start small imperative. This imperative is based on an idea that
process of learning of both human as well as artificial learners should depart from
quantitatively and structurally minimal datasets. The strongest empiric evidence
for importance of the start small principle in both human as well as machine
learning comes from domains of psycholinguistics and computational linguis-
tics. Thus, psycholinguists observe that “mother’s choice of simple construc-
tions facilitated language growth [of a child]” [4]. In the computational realm,
the seminal paper of [3] summarized the reasons of success of a connectionist
model of acquisition of English grammar with words: “... However, when the
training data were selected such that simple sentences were presented first, the
network succeeded not inly in mastering these, but then going on to master the
complex sentences as well.” [3].
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Secundo, the posit zones of proximal development (ZPD) imperative.
This imperative is based on an observation that didactic process is most effi-
cient there, where structures-to-be-learned are neither too distant - and there-
fore unreachable - nor too similar - and therefore devoid of interest - from prior
knowledge which the learner already has at her/his disposal. Concisely stated,
the ZPD-hypothesis provides to any teacher - organic and artificial - a simple
but efficient didactic meta-algorithm able to positively influence the impact of
one’s teaching practice. The core of such meta-algorithm is a didactic loop:

1. Assess what the learner knows (i.e. prior knowledge).
2. Expose the learner to novel structures which are close to, but not within, the

domain of prior knowledge.
3. Once it is obvious that learner’s domain of prior knowledge encompasses the

novel structures proceed to step 1.

It is indeed the ability to recognize what the learner already knows (step 1)
and what the learner can know (step 2) which distinguishes a good teacher from
a bad one.

Within HMPL, zones of proximal development are to be assessed for each
participant and each competence. If ever it is observed that level-of-mastery
for two distinct competences σ and π, as exhibited by two participants X and
Y is such that both Xσ >∼ Yσ holds in the same time as Xπ <∼ Yπ holds,
we say that X and Y are in a state of a mutual non-equilibrium in respect to
competences σ and π.

In case of such mutual non-equilibria, the main condition that Y can learn
from X about σ whilst X will learn from Y something about π, is met.

It is the initial existence of such mutual non-equilibria and their gradual con-
vergence into a state of didactic equilibrium which makes peer learning possible.

Exploration, evaluation and construction of such convergence processes is the
main object of study of the research field hereby labeled as machine didactics.
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Abstract. With hybrid teaching and learning becoming the new edu-
cational reality, teachers often face the challenge of searching in open
repositories that vary substantially in quality and standards, in order to
find suitable learning materials that fit their students’ needs and their
own pedagogical preferences. Social recommendations, i.e. recommenda-
tions from fellow teachers about learning resources, are becoming a pop-
ular feature in Open Educational Resources (OER) repositories. How-
ever, very little is known about their value for teachers, namely, whether
teachers actually rely on them for choosing learning resources. To address
this gap, we studied the behaviour of science teachers who are using a
nation-wide OER system with social-based recommendation features, in
which teachers can share experiences and feedback on learning resources
with the community. Our work helps to establish a reliable causal link
between recommendations and use. This is done by adding a time-series
quantitative analysis on the impact of the social recommendations on
teachers’ instructional choices.

Keywords: Social-based recommendation systems · Personalized
teaching environments · Blended learning · Cooperative/collaborative
learning · Human-computer interaction

1 Introduction and Background

Online educational repositories typically offer a wide collection of digital
resources that are suitable for different pedagogical needs and individual pref-
erences teachers may have. To aid search & discovery in these collections, open
educational resources (OER) repositories typically offer various filtering mecha-
nisms [3]. Whilst useful, these come with their own challenges within large OER
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repositories, since teachers are generally overwhelmed by the large amount of
information returned to them [2]. Various approaches have been examined in
the past to address this difficulty, one of which is using recommender systems
(RSs) [4]. RSs can be defined as software tools that provide suggestions on the
most relevant items for a particular user [1].

Reviewing previous work on the use of RSs to aid teachers, we identified
a major gap that exists in most of these studies concerning the evaluation of
the RS usefulness from the users’ perspective. This gap was already described
more than a decade ago in [4]: “[...]a closer look to the current status of their
development and evaluation reveals the lack of systematic evaluation studies in
the context of real-life applications” (p.18). A very recent systematic literature
review of RSs for teachers [1] indicated that not much has changed in this regard
since then.

Realising the potential value of social recommendations in aiding teachers
to find suitable learning resources (LRs), we implemented a recommendation
panel into a nation-wide blended learning environment used by STEM teachers
in Israel. This panel shows teachers’ endorsement about resources they used (see
details in Sect. 2).

The goal of the present study is to examine the usefulness of social recom-
mendations for teachers. The main contribution of this paper is providing, for
the first time (to the best our knowledge), a strong causal evidence on the impact
of social recommendations on teachers’ search strategies in real-life educational
settings.

2 Methodology

2.1 The Learning Environment

The learning environment in which we conducted this research is PeTeL (Perso-
nalized Teaching and Learning). PeTeL is both a shared repository of OERs, and
an LMS that also includes social network features and learning analytics tools.
It is developed within the Department of Science Teaching at the Weizmann
Institute of Science, with the goal of providing STEM teachers with a blended
learning environment for personalised instruction.

2.2 A ‘Lightweight’ Social Recommender System

A feedback mechanism was implemented into PeTeL during the 2019–2020 school
year. This mechanism works as follows: each time a teacher downloads a new LR
and uses it in class, the teacher is presented with a pop-up window, requesting the
teacher to rate the LR and provide feedback on how it was used. Resources that
are recommended are presented to the rest of the teacher community through
a recommendation panel. The recommendation panel appears in the main page
of PeTeL (see Fig. 1). Every time a teacher recommends a learning resource, the
recommendation panel is updated with the new recommendation at the top end.
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Each recommendation contains the name of the recommending teacher, the title
of the resource, the content of the recommendation, and a link to the recom-
mended resource, in order to provide easy access to it, so that interested teachers
would be able to simply download it to their own personal environment.

Fig. 1. Social recommendation panel introduced in PeTeL

2.3 Research Population

PeTeL is accessible to all STEM teachers in Israel for free, and is currently in
use by approximately 1000 teachers. In this study, we focused on 169 physics
teachers who are active users of PeTeL. Teachers are considered to be active
users if they downloaded at least one LR from the environment and used it in
class with their students.

2.4 Analysis

We analysed teachers’ activity in the system, stored in log files containing data
about their interaction with the platform, and intersected these logged activi-
ties with the information concerning the recommendation that appeared on the
recommendation panel. In order to identify occurrences in which a teacher fol-
lowed a recommendation and downloaded the recommended LR, we looked for
events in which teachers clicked on a recommendation about a LR appearing in
the recommendation panel, and shortly afterwards downloaded that resource to
their own environment.

We also conducted a hypothesis test, to determine if the number of downloads
after the recommendation was significantly larger than the number of downloads
before it, by comparing, per recommended resource that appeared in the recom-
mendation panel, the number of times it was downloaded before and after the
recommendation.
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3 Results and Discussion

The log file containing the detailed account of teachers’ clicks on recommen-
dations and downloads of resources contained 7,099 events: 682 were clicks on
recommendations and 6,417 were downloads of resources. We found 109 events
where a teacher clicked on a recommendation appearing in the recommenda-
tion panel about a certain LR, and then downloaded that resource from the
OER repository. We omitted from the analysis 8 events in which the time that
passed between clicking on the recommendation and downloading the resource
was greater than 24 h, to avoid the inclusion of events in which the teacher deci-
sion to download the resource might have been unrelated to the recommendation.
This left 101 “click & download” events, which took place during 8 months (from
April 2021 to December 2021), resulting in an average of 12.6 events per month.
These events were generated by 50 different teachers, constituting approx. 30%
of the active teachers in PeTeL.

In the hypothesis test, 81 resources that were recommended by the teachers
were examined. These resources were downloaded a total of 132 times during
the week before they were recommended, and 178 times during the week after
they were recommended. The number of downloads before and after the recom-
mendation were not normally distributed. Therefore we conducted a one-tailed
Wilcoxon signed-rank test that rejected the null hypothesis that the number of
downloads before the recommendation is equal to or higher than the number of
downloads after the recommendation (n = 81, Z = 1.955, p = 0.025).

To conclude, RSs are becoming increasingly popular in the educational
domain [1]. Developing such systems and integrating them into online learning
environments requires substantial time and effort. However, up until now, there
has been scarce empirical evidence that teachers find the recommendations given
to them useful, making the aforementioned effort worthwhile. In this study, we
examined the usefulness of a recommendation panel presenting social recommen-
dations about learning resources, for Physics teachers using a blended learning
environment that caters for a country-wide audience. This study presents a novel
methodology for evaluating the systems’ usefulness for teachers, which relies on
temporal analysis of logs of teachers’ actions. Results show that a substantial
number of teachers (approx. 30% of the active teachers in the environment) used
the social recommendations appearing in the recommendation panel to find and
download learning materials.

Employing the temporal analysis methodology that was used in this paper
to additional OER repositories with social-based RSs could help to establish the
generalisability of the results that were reported above.
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Abstract. Automatically identifying the learner gender, which serves
as this paper’s focus, can provide valuable information to personalised
learners’ experiences in MOOCs. However, extracting the gender from
learner-generated data (discussion forum) is a challenging task, which
is understudied in literature. Using syntactic features is still the state-
of-the-art for gender identification in social media. Instead we propose
here a novel approach based on Recursive Neural Networks (RecNN), to
learn advanced syntactic knowledge extracted from learners’ comments,
as an NLP-based predictor for their gender identity. We propose a bi-
directional composition function, added to NLP state-of-the-art candi-
date RecNN models. We evaluate different combinations of semantic level
encoding and syntactic level encoding functions, exploring their perfor-
mances, with respect to the task of learner gender profiling in MOOCs.

1 Prologue

MOOCs content can be personalised based on demographic data, particularly
“gender” [6]. The gender parameter has already been shown to influence the suc-
cess of the learning process. Traditionally, demographic data are extracted from
pre-course questionnaires that are filled-in by the learners themselves; however,
only about 10% provide their demographic data [1]. To resolve this issue, we
research automatic extraction of learner characteristics, here, gender, from the
traces learners leave in MOOCs. This falls under the umbrella of a more generic
research area called Author Profiling (AP), which promotes the use of automatic
tools – developed based on Natural Language Processing (NLP) – for the purpose
of identifying authors’ demographics and characteristics, mainly based on their
writing, and only basic types of syntactic representations of text, such as Part of
Speech (POS), havebeen considered inprevious studies for gender profiling [3].The
umbrella research question in this paper is:Can advanced textual features extracted
from MOOC discussion forums be used to classify a learner’s gender?. The main
contributions of this paper are as follows: examining advanced syntactic features
for the learner gender profiling; exploring state-of-the-art recursive models (tree-
structured LSTM, SATA, and SPINN models), and applying them, for the first
time, to author-profiling (here, for learners gender profiling), and then improving
the current recursive models by introducing a novel bi-directional strategy.
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M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 396–399, 2022.
https://doi.org/10.1007/978-3-031-11647-6_78

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_78&domain=pdf
https://doi.org/10.1007/978-3-031-11647-6_78


Bi-directional Mechanism for Recursion Algorithms 397

2 Methodology

Approximately 322,310 comments from female and male learners in MOOCs
For text normalisation, simple NLP cleaning steps were applied. We made

sure that these steps should not harm the learners’ writing style. For semantic
representation, GloVe was used for word input embeddings. These initial inputs
are fed to the RecNN models to provide semantic vectors for each word for the leaf
nodes or the initial inputs. Sentences are separated based on the full stop (.)” in
each comment. This is to reduce the complexity during training time, since samples
become shorter, which speeds up the training and generates more samples in the
used data. An advanced NLP parse was used (Stanford Probabilistic Context-Free
Grammar (PCFG) parser [5]), to convert the phrases at a syntactic level of the text
(tree structure) in a binary mode to establish a binary tree. Then, these samples
are fed to TreeNNs models for classification (see Fig. 1).

Fig. 1. General workflow of gender identification

As an initial step, a heatmap approach was used to understand the correlation
between the POS (in its simple form) and discover a statistical measure linearly.
Since there are many POS variables, the aim was to examine how dependent
they are on each other, which may be shown in a 2D matrix called a correlation
matrix. In the Figs. 2a and b, the lighter the colour between two variables, the
stronger the correlation (and vice versa).

3 Findings

The distribution of POS patterns based on the mean, as shown in the heatmaps
figures, does not reveal differences in the writing styles of the two groups. This
means that this chosen approach also failed to capture the differences in syntactic
patterns, due to its simplicity. Thus, DL approaches (advanced approaches) have
been examined for gender profiling in this paper.

Three types of syntactic learning models were applied in this study: the
original TreeLSTM [7], the Stack-Augmented Parser-Interpreter Neural Network
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(a) Correlation between POS in female comments (b) Correlation between POS in male comments

Fig. 2. Correlation between POS in female and male comments

(SPINN) [2], and Structure-Aware Tag Augmented (SATA) [4]. These models
were chosen, as they are state-of-the-art DL models for such text representations.
Additionally, we introduce new versions of these models based on a bi-directional
composition function with different combinations.

We found that no study had examined the performance of these models by
adding the bi-directional learning. Bi-directional learning has already shown its
effectiveness in improving the sequential LSTM model and it is well-known that
bi-directional LSTM outperforms vanilla LSTM for many NLP tasks. Thus, a
hypothesis was made in this study that adding bi-directional TreeLSTM would
improve the performance of SPINN and SATA. We investigated propagating
the top-down direction of information and the bottom-up direction using bi-
directional TreeLSTM. In fact, the uni-directional TreeLSTM by default pro-
cesses inputs from the bottom-up direction in a bottom-up manner through the
tree. So, we included the additional set of hidden state vectors in the top-down
direction (from root to comment inputs), which then alters the model to the bi-
directional paradigm. This is technically another TreeLSTM model, where the
final hidden state is the final state vectors of the two LSTMs.

The syntactic learning in a TreeLSTM-based architecture in general consists
of the following two steps: word-level encoding with a feedforward neural network
or LSTM neural network; and sentence-level encoding with a tree-structured
LSTM composition function. While previous literature has recommended using
LSTM for word-level encoding, there is no such work to introduce bi-directional
LSTM for the word-level encoding. Thus, this research also contributes to fill
this gap, by adding the bi-directional LSTM at the word level as well. The
motivation for this supplementary bi-directional technique is to increase the
high-level representation of tree nodes during the recursive propagation across
many branches.

TreeLSTM, SPINN,and SATA in their original structure are considered as
baselines. The proposed versions of the bi-directional strategy that were applied
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for all 18 models (combinations of bidirectional and/or unidirectional of seman-
tic and syntactic learning in each of the three classifiers). All of them were more
effective than the baseline models. They achieved competitive performance in
relation to each other. In general, all models achieved high performance in iden-
tifying the gender class (80.60% or above). This could promote the idea that
the use of phrase-level representation is robust for learner gender classification.
Every two versions of each model are very similar, but the bi-directional com-
position function models achieved slightly better results. The highest observed
outcome in this paper was 82.62%. This was achieved by the newly proposed
model based on the simple Forward Neural Network combined with the SPINN
model.

4 Epilogue

This study indicates that bi-directional learning is promising in terms of improv-
ing the gender classification accuracy. It also shows the importance of the extra
information that the model obtains during the training, which does not have to
be limited to tags of constituents included in the SATA model. Furthermore, it is
evident that using only a simple model with fewer parameters for word encoding
by the Forward Neural Network (which used linear mapping) still achieves good
results. This might be attributable to the fact that using linear mapping better
preserves word-level semantics, while the LSTM encoding alters the semantic
meaning at the word level, thereby making it harder to structure the sentence
from a syntactic perspective. This might be related to task complexity.
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Abstract. The inner loops on the Intelligent Tutoring Systems (ITS)
are responsible for analyzing step-by-step resolutions and providing the
necessary support to students successfully complete a task. Building ade-
quate inner loops that address students’ struggles requires a consider-
able amount of time and several interactions with experts of the domain
knowledge which increases the costs and the complexity to develop ITS.
To address this problem, we proposed a novel approach to build inner
loops using students’ collective intelligence (CI), which every interaction
of a student to solve an exercise contributes to the process of author-
ing the ITS domain model. To evaluate our approach, we developed an
ITS in a domain of numerical expressions that was used by 147 stu-
dents. As a result, we observed that our approach helps to create an ITS
with comprehensive and adequate inner loops using less time when com-
pared to the time reported in the literature and with little intervention
from experts. To the best of our knowledge, this is the first domain-
independent approach that uses CI in the process of authoring inner
loops of ITS.

Keywords: Authoring ITS · Human-based computation · Domain
model

1 Introduction

ITS are computer programs with enormous potential from an educational point
of view, which use artificial intelligence techniques to represent knowledge [2]
and provide personalized feedback to students while they are performing a task
[3], presenting results equivalent to the results of a human tutoring [6]. These
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results are obtained because ITS provide low granularity feedback for each step
taken by the student in the solution of a task [5] through the inner loops. How-
ever, building adequate inner loops that address students’ struggles requires a
considerable amount of time and several interactions with experts of the domain
knowledge which increases the costs and the complexity to develop ITSs at scale.
In this sense, some ITS do not have inner loops, while others implement it in
a simplified way [5], limiting the representation of knowledge for a specific con-
text/domain but often overloading the teacher.

To address this problem, we proposed a novel approach to build inner loops
using students’ CI, where every interaction to solve an exercise contributes to
the process of authoring the ITS domain model with inner loops, which is now
co-produced between students and experts in a continuous process managed by
the system, which has the direct benefits of reducing the teacher’s overload and
bringing the student into a more active role. To accomplish that we created
a domain-independent authoring step-by-step resolution model that formally
describes the process of creating inner loops as a CI problem. To the best of
our knowledge, this is the first domain-independent approach that uses CI in
the process of authoring inner loops of ITS [4]. In this sense, our research ques-
tion is to verify whether authoring ITS domain model using CI presents
equivalent quality when compared to authoring using experts only,
contributing in reducing cost and time in the process.

2 Authoring Step-by-Step Resolution Model

Our domain-independent authoring step-by-step resolution model is a knowledge
graph (KG) as presented in Fig. 1. Each node represents a possible state of the
problem, highlighting the initial states with a dashed edge line and the final
states with a double-edged line. A state can contain more than one input and
output step. In turn, each edge (represented by a directed arrow) represents a
possible step to be performed. A resolution R is a path in the graph, which
represents a sequence of vertices and edges. Other information using colors are
also included, as the correctness of the states and the validity of the steps.
A correct resolution only contains green vertices and edges while an incorrect
resolution contains at least one red.

We also created an authoring process using CI, as illustrated in Fig. 2. The
first step is to register the tasks by teachers, which serves as starting point of the
KG. Next, the second step consists of the students responding such tasks using
step-by-step resolution and receiving feedback from the ITS, using them in their
resolution process and evaluating their effectiveness. These evaluation data serve
as parameter for the feedback recommendation system and teacher’s moderation.
Then, in the third step, the system updates the KG from resolutions and the
feedback evaluations. It is important to highlight the incremental learning cycle
that utilizes the students’ CI as the core between the steps 2 and 3.

Next, Step 4 consists of an analysis of the current KG and the student’s
resolution R to identify points of additional information that may be requested
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Fig. 1. Example of visual representation of a knowledge graph KG

Fig. 2. Knowledge graph construction process

to the best students, based on a reputation system. Step 5 then consists of regis-
tering the additional information from the selected students, thereby improving
their reputation. Step 6 consists of moderating the information automatically
performed by the system and Step 7 consists of manual moderation performed
by the teacher with the aim of refining the quality of the information contained.

3 Results and Discussions

To evaluate our approach we developed an ITS in a domain of numerical expres-
sions that was used by 147 students over five consecutive days. The students



Authoring Inner Loops of ITS Using Collective Intelligence 403

answered each until 3 problems using step-by-step resolution, and their feedback
was received and evaluated. Approximately 249 resolutions were registered. We
check for accuracy, time spent to generate knowledge graphs and their coverage.
The data indicates that the number of states and steps significantly increased
according to the difficulty of the task, but using CI, the system achieved update
information as new resolutions were added, which allowed for the construction
of more complex KGs. An expert manually analyzed each generated KG and
we had compared with the model results. Our model presented a success rate
for the problems P1 = 87.70%, P2 = 77.24%, and P3 = 72.50% for the states, and
P1 = 97.57%, P2 = 84.07%, and P3 = 75.89% for the steps.

Due to accuracy greater than 70% in all cases, we concluded that it is
possible authoring ITS domain model using CI with equivalent qual-
ity to authoring using experts only. Furthermore, it should be noted that
working with step-by-step resolutions requires additional work from the teacher.
Some studies have estimated that 200–300 h of development will be spent per
hour of instruction, which can be reduced by half using tools like CTAT [1].
We evaluated the time spent to build the knowledge graph using the students
in hours (P1 = 6.5, P2 = 5.6 and P3 = 7.0), and we concluded that even though
there is no way to directly compare these numbers, we can observe that the
time spent building the domain model using CI is less than the time
spent when experts are used. Additionally, the use of students in the pro-
cess also complements the information that is unknown by the system, thereby
increasing its ability to provide better feedback.

4 Conclusions and Future Works

We had presented a domain-independent step-by-step resolution model and a
process to authoring ITS domain model using collective intelligence from stu-
dents with few interventions by experts. The results indicated that the model
built by our proposal is equivalent to the model built by experts, with a success
rate always higher than 70%, but spending less time to be created. As future
works, we intend to conduct an experiment to evaluate the real gain for stu-
dents and teachers at classroom environment, to expand the model to include
other information like hints, feedbacks, among others, and evaluate the student
learning by participating in the process of authoring an ITS domain model.
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Abstract. This paper reports on research that aims to examine what tutoring
practices in an online environment can promote students’ self-regulated learning
(SRL). First, we propose a theoretically grounded framework of signifiers that
can be used to track tutor-student interactions with respect to SRL. Second, we
operationalize the framework using log data from a virtual learning environment
and process mining approaches. Our results demonstrate that there are structural
differences in tutor-learner interactions between the high performing versus low
performing tutors. High performing tutors show complex patterns of engagement,
which emphasize open-ended questioning and reasoning. Whilst the low perform-
ing tutors use amore restricted range of teaching practices that focus on instruction
and are more strictly led by the learning platform in which they tutor. We conclude
the paper with a discussion of these findings.

Keywords: Self-regulated learning · Online tutoring · Process mining · Virtual
classroom environment framework of signifiers

1 Introduction

This paper builds on recent research exploring the application of analytics to measure
SRL (e.g. [3, 4]). We explore how process mining can be used to track the influence of
tutor practices on learner SRL in online one-to-one human tutoring settings. Our key
Research Questions are presented below:

1. Which signifiers can be used to track the influence of tutoring practices on learner
SRL, in a Virtual Classroom Environment (VCE)?

2. Howcanweuse processmining to detect variations between high and lowperforming
groups of tutors’ practice, regarding their influence on students’ SRL?
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2 Methodology and Analysis

We have followed the methodology set out in [3] to i) Develop a framework of signi-
fiers using a mixed-methods approach, ii) Implement the framework of signifiers using
process mining. For our empirical work, we partnered with an industrial supplier named
Third Space Learning, which delivers mathematics tutoring for primary school children
aged 10 years old. Students and tutors log into a shared online environment, and the
student works through a pre-designed online set of questions, with the guidance of a
human tutor on an interactive whiteboard. The data available for analysis includes log
data from the virtual classroom environment (VCE), learner audio files and tutor audio
files. More information on the methods and findings can be found here.

2.1 Developing the Framework of Signifiers

Wehave built on the research conducted in [7] and adopted theWinne andHadwinmodel
of SRL [8] as the foundation for our Framework of Signifiers. We have interpreted the
model based on the context of our research. More specifically, tutors are regarded as an
external Condition, which influence the cognitive and metacognitive Operations of the
student across the four phases of SRL. Micro-level processes and signifiers have been
identified using a mixed-methods approach. This included a literature review and an
empirical review of 50 randomly selected tutoring sessions (Tables 1 and 2).

Table 1. A framework of signifiers for tutor practices

Micro processes Signifiers Relevant studies

Boosting motivation Praise. Effort points, stickers [2]

Metacognitive prompts Prompting the student to monitor understanding,
plan approach

[1]

Directive engagement Instructions, with command words [3]
[5]
[6]

Explanatory engagement Utterances in which the tutor explains part or all
of the concept

Guided engagement Tutor asks closed-ended questions

Open-ended engagement Tutor asks open-ended questions

Passive engagement Observing student
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Table 2. A framework of signifiers for student operations

Micro processes Signifiers Relevant studies

Searching Student locating information [5]
[9]
[10]

Monitoring Student overtly monitoring, asking for help, writing and
erasing

Assembling Student computing answer

Rehearsing Repeating tutor or question, copying

Translating Asking a challenging or clarifying question, explanatory
utterances

2.2 Implementing the Framework of Signifiers, Using Process Mining

We collected samples of 55 online tutoring sessions conducted by high and low per-
forming tutors. Tutor performance was determined using human evaluator rankings,
with the top fifteenth percentile and bottom fifteenth percentile of tutors being selected
respectively. We coded data based on the framework of signifiers, using the approach
presented in [4].We implemented our framework using a proprietary adaptation of Fuzzy
Miner called Disco, configured to show only the most significant events and‘ transitions
adjusting the parameters accordingly (Figs. 1 and 2).

Fig. 1. The process model of low ranked tutor dataset, mined with Disco algorithm
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Fig. 2. The process model of high ranked tutor dataset, mined with Disco algorithm

3 Discussion

Our analysis showed that the process maps for the low ranked tutor group differed from
the process maps for the high ranked tutor group in terms of both the structure of the
map and also the types of prominent events and transitions. Overall, there is a relatively
narrow range of events that are considered significant in the low-ranked cluster, with
tutor-led practices, such as instruction and explanation, being the most prominent. In
contrast, the high ranked tutor group exhibits a broader range of significant events and
transitions, and the process map is more complex. Tutoring practices extend beyond the
platform and include open-ended questions and metacognitive prompts. These findings
align with past research [4, 6, 7] and have the potential to be used to i) design intelligent
support for tutors in VCEs, ii) tutor training on these behaviours to improve their practice
and student SRL.
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Abstract. Cognitive training aims to improve skills such as working memory
capacity and spatial ability, which have been linked to math skills. In this study,
we fit Deep Knowledge Tracing with Transformers (DKTT), Dynamic Key-Value
Memory Networks (DKVMN), and Knowledge Tracing Machines (KTM) to a
large dataset from a cognitive training system. DKVMN achieved the highest
AUC (0.739) of the algorithms. To explore connections between math skills and
cognitive skills, the data was split into cognitive and math items. DKVMN’s AUC
on the math items was higher (0.745) than on the cognitive (0.706). Notably,
the split model AUCs did not differ from skill-level AUCs produced by a model
trained on the entire dataset, suggesting that math performance did not improve
DKVMN’s cognitive predictions and vice versa.

Keywords: Knowledge tracing · Cognitive training ·Math learning

1 Introduction

Mathematical ability is related to general cognitive skills such as working memory, spa-
tial and non-verbal reasoning abilities [1, 2]. This has led to hopes that improving these
cognitive abilities through training would enhance mathematical abilities. While some
studies have shown promising results [3, 4], others have failed to find impacts on math
performance [5, 6]. In a recent large, randomized trial, [7] found that training of visuospa-
tial working memory and reasoning enhanced mathematical learning, with considerable
inter-individual differences. Here we investigate if knowledge tracing methods, useful
in individualizing math learning, could be applied to cognitive training.

Knowledge tracing (KT) models the growth in knowledge or skill level as students
complete learning tasks. KT is well-positioned to investigate links between cognitive
training andmathematical learning for several reasons. First, nearly all cognitive training
activities take place in computerized learning systems, yielding rich log data for KT
analysis. Second, KT algorithms can effectively predict students’ performance on math
learning activities [8–10]; this is important asmath performance likely relates toworking
memory capacity [1, 2, 7]. In this study, we use a large dataset from a cognitive training
system to show that KT algorithms accurately predict performance in this area.
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2 Data and Methods

The data used in this study were collected from students using the Vektor system [7].
This system, which presents problems in a game-like framework, focuses on working
memory training, but also includes other cognitive tasks as well as math problems, with
all problems’ difficulty adapting to students’ skill level.39,505 students between the ages
of 6 and 8 used the system for seven weeks. In total, the dataset contains 11 skills: two
math and nine cognitive, and 184 million problem attempts.

In addition to including cognitive training tasks, there were several other factors that
differentiate Vektor data from other KT datasets. First, students attempt Vektor trials
very quickly, typically on the order of ten seconds per trial (mean = 11.1 s, median =
7.6 s). This yields thousands of attempts (mean= 5289, median= 5057). By contrast, in
the ASSISTments 2009 set, students attempt an average of 82 problems each. The data
also present challenges related to automatic problem generation. Vektor automatically
generates problems for most skills: our dataset contains about 1.2 million problems, with
over 900,000 of them from theworkingmemory tasks. Fittingmodelswithout combining
problem labels results in thousands of unseen problems in the test set. Three strategies
were tried to group autogenerated problems: group only working memory problems by
their difficulty, group all problems with only their skill, and group all problems with
their skill and in-system difficulty. Not all strategies were tested with all algorithms, as
explained later.

As working memory capacity has been shown to be related to performance in math-
ematics [1], there was the possibility that the algorithms used students’ performance on
the math skills to estimate their cognitive abilities. To test this hypothesis, we split the
dataset by domain and trained and tested two separate models, one on only the cognitive
skills and one on only the math skills. The split-skill models were constructed using
DKVMN and skill-difficulty labeling as it had the highest AUC in the full dataset. Three
knowledge tracing algorithms were used in this study: Dynamic Key-Value Memory
Networks [DKVMN; 9], Knowledge Tracing Machines [KTM; 10], and Deep Knowl-
edge Tracing with Transformers [DKTT; 8]. These algorithms were chosen due to their
success in modeling math learning as well as their varied modeling approaches.

DKVMN [9] uses recurrent neural networks and an external memory matrix to track
students’ knowledge states on various concepts over time. The concepts are generated
by the algorithm itself based on observed relationships between training items. Code
from [9] was used to run DKVMN. Unlike KTM and DKTT, DKVMN does not use
distinct labels for problem and skill. To keep skill information available, DKVMN was
only tested with skill-and-difficulty and skill-only relabeled problems.

KTM [10] uses factorization machine-based classifiers with item-level biases and
additional side information as predictors. KTMwas run with code from [10]. The imple-
mentation included features for items, skills, and correct and incorrect responses on the
skill. KTM was not tested with skill-only relabeling as skills and items are included.

DKTT [8] is an approach that adds item-skill relationships to the sequence-based
Transformer neural network architecture. DKTT uses students’ attempted items, attempt
times, and items’ underlying skills. As skills and items were included, DKTT was not
tested with skill-only relabeling. DKTT was fit with code from [8].
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3 Results

Table 1. AUC and accuracy on combined Vektor dataset.

Algorithm Grouping strategy AUC Accuracy

DKVMN Skill and difficulty 0.739 0.775

DKVMN Skill only 0.725 0.779

DKTT Skill and difficulty 0.634 0.759

DKTT Rename only WM 0.623 0.757

KTM Skill and difficulty 0.693 0.763

KTM Rename only WM 0.705 0.766

Table 1 shows the AUC values of each algorithm on the Vektor dataset. For skill-
and-difficulty based grouping DKVMN achieved an AUC of 0.739 on held-out test data;
DKTT saw a lower AUC of 0.634, and KTM was in the middle, with an AUC of 0.693.
DKVMN was the only algorithm that used skill-only grouping, but it still outperformed
all others, with an AUC of 0.725. When only working memory problems were renamed,
DKTT’s AUC decreased to 0.623 but KTM’s increased to 0.705.

Table 2 shows the results of the split model analysis. Although theAUC and accuracy
were worse for the cognitive data than the math, the AUC values were adequate for both.
Also, theAUCvalueswere not different from training on the entire dataset and computing
a skill-level AUC for just the cognitive skills and just the math skills.

Table 2. DKVMN AUC and accuracy on split Vektor dataset.

Dataset Test data AUC Accuracy

Cognitive-only Cognitive 0.706 0.721

Combined Cognitive 0.706 0.695

Math-only Math 0.745 0.802

Combined Math 0.745 0.831

4 Discussion

These results show that knowledge tracing can predict students’ performance on cog-
nitive training tasks. DKVMN saw an AUC of 0.739 on the combined cognitive-math
dataset. Considering the differences in structure betweenVektor data and existing bench-
mark datasets, these results are quite encouraging – DKVMN achieved an AUC of only
0.727 on the ASSISTments 2015 dataset [9]. It was surprising that the split models
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attained the sameAUC as the combinedmodel. Given that visuospatial workingmemory
has been shown relate to performance in mathematics, the number of attempts available
may have made attempts from other skills less useful to DKVMN.

The results from the different methods of problem grouping suggest that auto-
generated problems are not an insurmountable challenge to existing KT algorithms.
Similar skill and difficulty labels would likely be present in most tutoring systems that
use auto-generated problems. The success of the skill-and-difficulty grouping strategy
over the other strategies underscores the importance of underlying structure and side
information to knowledge tracing algorithms (see also [10]). Finally, the difference in
AUCs between the cognitive problems and themath problems – regardless of the training
dataset – suggests that skill-level AUCs are worth further study. It’s important to know
if algorithms are optimizing for prevalent skills at the expense of others.
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National Infrastructure for Computing (SNIC), partially funded by the Swedish Research Council
through grant agreement no. 2018–05973.

References

1. Hawes, Z., Ansari, D.: What explains the relationship between spatial and mathematical
skills? a review of evidence from brain and behavior. Psychon. Bull. Rev. 27(3), 465–482
(2020). https://doi.org/10.3758/s13423-019-01694-7

2. Peng, P., Namkung, J., Barnes, M., Sun, C.: A meta-analysis of mathematics and working
memory: moderating effects of working memory domain, type of mathematics skill, and
sample characteristics. J. Educ. Psychol. 108, 455–473 (2016)

3. Berger, E.M., Fehr, E., Hermes, H., Schunk, D., Winkel, K.: The impact of working memory
training on children’s cognitive and noncognitive skills. SSRN J. (2020)

4. Lowrie, T., Logan, T., Hegarty, M.: The influence of spatial visualization training on students’
spatial reasoning and mathematics performance. J. Cogn. Dev. 20, 729–751 (2019). https://
doi.org/10.1080/15248372.2019.1653298

5. Roberts, G., et al.: Academic outcomes 2 years after working memory training for children
with low working memory: a randomized clinical trial. JAMA Pediatr. 170, e154568 (2016)

6. Rodán, A., Gimeno, P., Elosúa, M.R., Montoro, P.R., Contreras, M.J.: Boys and girls gain in
spatial, but not in mathematical ability after mental rotation training in primary education.
Learn. Individ. Differ. 70, 1–11 (2019)

7. Judd, N., Klingberg, T.: Training spatial cognition enhances mathematical learning in a
randomized study of 17,000 children. Nat. Hum. Behav., 1–7 (2021)

8. Pu, S., Yudelson, M., Ou, L., Huang, Y.: Deep knowledge tracing with transformers. In:
Bittencourt, I.I., Cukurova, M., Muldner, K., Luckin, R., Millán, E. (eds.) AIED 2020. LNCS
(LNAI), vol. 12164, pp. 252–256. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-
52240-7_46

9. Zhang, J., Shi,X.,King, I.,Yeung,D.-Y.:Dynamic key-valuememorynetworks for knowledge
tracing. In:WWW’17: Proceedings of the 26th International Conference onWorldWideWeb,
pp. 765–774. Perth, Western Australia (2017)

10. Vie, J.-J., Kashima, H.: Knowledge tracing machines: factorization machines for knowledge
tracing. AAAI 33, 750–757 (2019)

https://doi.org/10.3758/s13423-019-01694-7
https://doi.org/10.1080/15248372.2019.1653298
https://doi.org/10.1007/978-3-030-52240-7_46


Toward Accessible Intelligent Tutoring Systems:
Integrating Cognitive Tutors and Conversational

Agents

Michael Smalenberger1(B) and Kelly Smalenberger2

1 Department of Mathematics and Statistics, The University of North Carolina at Charlotte,
Charlotte, NC, USA

msmalenb@uncc.edu
2 Department of Mathematics and Physics, Belmont Abbey College, Belmont, NC, USA

Abstract. The literature is rife with investigations into the use of ITS in math-
ematics, but scant on how these systems impact students with disabilities. Since
ITS continue to permeate the educational landscape, and students with disabilities
are co-located with their non-disabled peers, such investigations are overdue. To
that end, we provide a theoretically grounded framework for authoring accessible
ITS by drawing parallels between our work and relevant studies in the literature.
Our framework enables the authoring of accessible ITS by integrating a cognitive
tutor with a conversational agent. Our focus in this study is on an ITS created using
Cognitive Tutor Authoring Tools (CTAT) and is augmented with adaptive capa-
bilities which make it accessible to students who are blind or have motor-function
impairments. We describe an ITS piloted with 115 students in two introductory
college statistics courses, and share insights gained during the implementation
of our framework. We highlight several contributions, including changes to the
tutor interface to make it speech-interactive which is not currently available using
CTAT, adaptations to the Bazaar infrastructure to enable solution step supports by
the conversational agent, and how we used over 75,000 solutions steps and expla-
nations by 415 students on 146 questions outside of an ITS to create supports
within an accessible ITS. We conclude by proposing directions for future work on
authoring accessible ITS.

Keywords: Accessibility · Intelligent Tutoring Systems (ITS) · Cognitive Tutor
Authoring Tools (CTAT) · Conversational agents · Bazaar · Blind ·
Motor-function impairments

1 Introduction

ITS continue to be widely used in educational settings and have been shown to lead to
substantial learning gains, including in mathematics [1]. However, the use of this tech-
nology may have differential effects. In classrooms across the United States, students
with disabilities are co-located with their non-disabled peers. When teachers use edu-
cational technology that is not accessible to students with disabilities, it can leave these
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students confused, isolated, and often trailing in progress compared to their classmates.
This can be very detrimental to the learning environment. Accessible alternatives tomost
ITS are nonexistent resulting in scant research on accessible ITS.

While such work is long overdue, we recognize the myriad of challenges. These
include that researchers may not be aware of detailed student characteristics, sample
sizes may be too small to draw definitive conclusions, different adaptations to ITS may
be needed to support students with different kinds of disabilities, etc. However, we
believe that many of the required pieces to build accessible ITS already exist. Our work
is a modest first step in putting them together to create assessable mathematics ITS for
students who are blind or have motor-function disabilities.

2 Prior Work

There are many ways to author ITS. The one relevant to our work is Cognitive Tutor
Authoring Tools (CTAT) integrated through TutorShop to create an example-tracing
tutor. Development costs of example-tracing tutors using CTAT are significantly lowered
compared to “historical” estimates for ITS while still allowing for sophisticated tutoring
behaviors [2]. These include providing step-by-step guidance on complex problems
while recognizing multiple student strategies while recording action-level data. CTAT
has been shown to be quite general, with tutors built for many domains covering a range
of pedagogical approaches, including collaborative learning [3]. Tutors have also seen
classroom use, including the Mathtutor [4].

Another tool relevant to creating our accessible ITS is Bazaar. Bazaar is a pub-
licly available architecture for orchestrating conversational agent-based support and is
intended to facilitate research on collaborative learning. It hosts a library of reusable
behavioral components that each trigger a simple form of support. More complex sup-
portive interventions are constructed by orchestrating multiple simple behaviors. Its
flexibility means it can be used to develop platforms very rapidly for investigating a
wide range of dynamic support research questions [5]. We had to adapt this tool to our
objectives, i.e., only one user instead of multiple users.

There is scant research on developing ITS for blind students or those with motor-
function impairments. Regarding mathematics education for visually impaired students,
a primary obstacle is an inherent difficulty in managing structural information included
in math formulae [6], and audio-based interactive computer interfaces have been shown
to enhance learning and cognition [7]. We build upon this prior work to create and
implement a framework for authoring and researching accessible ITS.

3 Framework

Our framework is intended to structure the development of accessible ITS which can be
used by students with motor-function disabilities and blind students. Since these groups
require different kinds of support, our tutor has two layers of adaptivity. Specifically, one
ITS interface is speech-enabled, while the other embeds this interface into a platform
containing a conversational agent which is text and speech generating.
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The speech-enabled ITS (Fig. 1, left) is intended to support students with motor-
function impairments. It allows users to use speech to navigate the tutor interface by
saying which input field should be brought into focus by stating that field’s label. It also
allows common ITS functions such as using speech to enter values, ask for hints, finish
a problem, etc. This ITS has been pilot tested but is not yet classroom ready.

The speech-enabled ITSembedded in a conversational agent (Fig. 1, right) is intended
to support students who are blind. The primary impetus behind the text generation facet
of the conversational agent is that most CTAT components are not navigable by assistive
technologies. Our platform allows screen-readers to read the conversational agent’s text
output which can also be converted to speech. As described below, this ITS with a
conversational agent has not yet been pilot tested.

Fig. 1. Left pane: Speech-enabled example-tracing tutor interface created using CTAT and Web
Speech API; (1) Speech-enabled button to begin and end tutor interaction, (2) each input field has
distinctive labels for speech navigation, and (3) in-focus input field is surrounded by hue. Right
pane: Speech-enabled ITS embedded in conversational agent created using Bazaar.

4 Development Progress and Insights

530 students enrolled in 6 courses taught by one instructor at a large public university
participated in this study during the 2021 calendar year. First, 115 students in two
introductory college statistics courses during the Spring 2021 semester completed a set
of 25 questions on normal random variables (NRV) assigned as homework immediately
after discussing that topic in class. The homework used an ITS created using CTAT
integrated into the course through TutorShop [2]. We used the ‘Stat 1222–004 S21 Chap
5 HW’ and ‘Stat 1220–010 S21 Chap 5 HW’ datasets accessed via DataShop [8] to
assess the efficacy of this tutor and observe student behaviors with standard features
available in CTAT. Subsequently, the speech-enabled components were added to the
tutor interface. Specifically, we added the Web Speech API and tested the ITS with two
volunteers, both of whom provided very positive feedback.

Additionally, 118 students in a different introductory college statistics course at the
same institution completed 70 questions outside of an ITSover the course of the semester.
Each question consisted of two parts. The first part required students to show their work
while solving a question relevant to the material recently covered in class. The second
part required students to describe the steps they had taken in the first part. This resulted
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in over 20,000 explanations of individual solution steps.We are using these explanations
to assess the verbally described actions students may take in the ITS embedded with the
conversational agent, and author supports that are useful to students.

A significant insight we have gained in this work is the myriad of ways students
describe their solution steps. These have ranged from elaborate sentences to a single
word, oftentimes omitting or misusing mathematics terminology which significantly
affected the accuracy of our conversational agent. To mitigate this, during the Fall 2021
academic year, we collected an additional 55,000 solutions and explanations on 76
problems generated by 297 students. We are incorporating these into our model.

5 Conclusion, Limitations, and Future Research

Our work is a modest first step in addressing the need for accessible ITS and filling the
void of research in this area. Nevertheless, we make several noteworthy contributions.
First, we provide a framework on how to author accessible ITSs using existing tools,
namely CTAT andBazaar.Whilemodifications had to bemade to both, themodifications
were modest and pilot testing showed promising results. Furthermore, we piloted an ITS
with 115 students in two introductory college statistics courses to establish a reference
for actions within that ITS and collected over 75,000 solutions steps and explanations by
415 students on 146 questions outside of an ITS to create support within an accessible
ITS. Nevertheless, our work as of yet has its limitations. Chief among these is that the
system has not yet been used with the target population.

While we already have rich data, once our ITS is utilized in vivo we will have to
contendwith such issues as analyzing concurrent but different data streams. Furthermore,
the use of verbal protocol can give us insights that written responses potentially lack.
Additionally, we will be able to compare the impact on mathematics learning of our
platform to that of other platforms, while accounting for the fact that some students
may have a disability. We will have to grapple with design issues, such as how best
to incorporate multiple input streams (speech, braille, and QWERTY keyboards) into
cogent responses from the combined ITS/conversational agent platform to the user. The
platform’s responses also could take the form of speech and text generation, refreshable
braille display output, or visual output on a computer screen.

Lastly, we are excited to take these initial steps in making accessible ITS and break
ground on research on this topic.
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Abstract. Students learning to program often lack accurate mental models of
the notional machine (an abstraction of the computer needed to simulate code
execution). Our long-term goal is to design a tutoring system to support novice
programmers in forming accuratemental models via instruction about the notional
machine. Here, we present the completed first phase of this project. We took a
qualitative approach to analyze how students interact with instructional materials
that include the notional machine construct.We discuss how the findings informed
notional machine design and instruction in subsequent research phases.

Keywords: Mental models · Novice programmers · Intelligent tutor systems

1 Introduction

The notional machine (NM) is an idealized abstraction of a computer that can be used
to simulate the execution of a program [1, 2]. Students need accurate mental models of
the NM to simulate program execution (e.g., to predict program output). Unfortunately,
there is little guidance on how to design NM instruction. While some older work has
tackled this challenge [3–5], little research has been carried out since, recently leading to
formation of working groups devoted to this topic [10]. Tutoring systems exist for other
aspects of programming instruction [6–9], but to our knowledge none explicitly target
the NM. To address these gaps, the long-term goal of our research program is to develop
a tutoring system to support novices’ mental model formation via explicit instruction of
the NM [11]. As the first step, we conducted a pilot study to evaluate a preliminary NM
lesson design. We used a qualitative approach to analyze the data, to gain insight into
students’ reasoning with the NM. Here, we present the findings and discuss ongoing and
future work for subsequent phases of our research program.
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2 Methods

We created an introductory text-based Python lesson that was 12 pages long. A core part
of the lesson was the NM, which was based on Mayer’s 1976 design [3]. Specifically,
the NM was shown as a rectangle with the following components (see Fig. 1):Memory
(boxes to hold variables and their values), Input (a box to hold information that the user
enters),Output (a box that displays information that is output to the screen), andProgram
Pointer (a box with a program and an arrow indicating the current program line being
executed). The NM was used to illustrate program execution in the lesson, including
how the NM components interact during execution. The state of the NM diagram was
updated after each line of code was executed (for instance, by crossing out previous
variable values, see Fig. 1). To encourage constructive processing, the lesson included
five self-explanation prompts. The first and last prompt were general and not tied to
a specific program. The remaining prompts asked about specific programs, with one
asking about program execution within the context of the NM.

To obtain insight into how participants reasoned about the NM given this design,
we conducted a pilot study (N = 8). Participants first completed a pretest and then
studied the lesson. We used the think-aloud protocol by having participants verbalize
their thoughts while studying (if they stopped talking, they were prompted to continue
with a generic prompt, e.g., please keep talking). Participants then completed a posttest
and an exit interview. The pretest and posttest were equivalent, each with 8 questions
asking participants to explain execution of given programs. The study lasted no longer
than 2 h per participant. All participant utterances were recorded and transcribed.

Fig. 1. The state of the NM diagram after executing a 3-line Python program

3 Results

Self-explanations have potential to provide insight into participants’ mental models of
the NM. Accordingly, we used a qualitative approach to identify self-explanation in
the transcripts. Utterances were coded as self-explanations if they went beyond the
text. To inform on the utility of prompting, we distinguished prompted vs. spontaneous
explanations. To gain insight into mental models related to the NM, we also labelled
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explanations referring to the NM or its components as NM intrusions (ones not refer-
ring to the NM were labelled as general). The results are in Table 1. The number of
prompted self-explanations was more consistent across participants as compared to the
number of spontaneous self-explanations. While not surprising, this demonstrates that
prompting promotes self-explanation even for participants who may not spontaneously
self-explain, thus encouraging all participants to engage with the materials. A larger
proportion of prompted self-explanations included NM intrusions compared to sponta-
neous self-explanations. Further, prompted self-explanations were more complete and
more frequently related to the NM. For example, in response to the prompt “How do you
think the computer runs a program?”, a participant’s self-explanation was (intrusions
in bold): “I think it’s like our brain, we see something. That’s the input. And then we
try to memorize what we saw. And then at one point, if we need to recall it, we have
to go back to our memory, but we have to do it in a linear way. So, it will, once the
output comes out. It has to be very clear when we program so it has to be ABC, we
can’t go to ACB.” An example of a spontaneous self-explanation about while loops was:
“If you needed, I don’t know, a postal code or if you needed a country, and it wasn’t
allowed in that particular one then it’s going to wait until you put the right thing in
there.” One exception to these observations about prompting was when students were
overly confused (based on self-reports), they did not self-explain even when prompted.

The exit interview provided feedback on the NM design. Participants reported liking
the NM model, with some even drawing it while answering posttest questions. Par-
ticipants also said that the model helped them understand what was going on inside
the computer, suggesting that the model was a form of conceptual grounding and not
only an organizational tool. Participants also had suggestions for improvements. First,
they reported disliking the text-heavy nature of the lesson. To address this as well as
the observed difficulties in following the sequence of notional machine states in the
static text, subsequent versions will use video lessons instead. Second, some partici-
pants expressed confusion about differentiating between the NM components and so in
future phases, each NM component and its label will have a unique color. Third, partic-
ipants reported difficulties identifying which changes had been made to the NM from
one state to the next. To address this, moving forward, changes from the previous states
will be highlighted.

To analyze students’ mental models of the NM, we relied on test performance and
transcripts. All participants learned from the lesson (all had positive gains from pretest
to posttest, see Table 1). While the presence of NM intrusions in the transcripts sug-
gests that participants’ mental models did incorporate elements of the NM, low posttest
scores showed there was room for improvement. For example, posttest answers showed
participants did not understand that while loops repeat instructions, indicating that this
feature was missing from their mental models. To address these issues, we will update
the model and add prompts that direct student attention to common areas of difficulty.
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Table 1. Count of participant self-explanations, per self-explanation category; and pretest and
posttest scores and learning gains (increase from pretest to posttest scores)

Self-explanation category P1 P2 P3 P4 P5 P6 P7 P8 M SD

Spontaneous general
Spontaneous NM intrusion
Prompted general
Prompted NM intrusion

4
3
2
2

44
9
2
1

18
21
2
2

62
25
3
1

65
20
1
3

66
29
1
4

68
24
0
3

30
6
2
3

44.63
17.13
1.63
2.38

24.77
9.73
0.92
1.06

Pretest (out of 8)
Posttest (out of 8)
Learning gains

0
3
3

0
2
2

0
4
4

0
3
3

0
2
2

1
2
1

2
3
1

2
3
1

0.63
2.75
2.13

0.92
0.71
1.13

4 Ongoing and Future Work

Based on the pilot we have revised the instructional materials and incorporated them into
a tutoring system that provides direct instruction on the NM and encourages learning
using self-explanation prompts. To experimentally test the effectiveness of this approach,
we created a control version of the tutor that includes the same self-explanation prompts
and materials but does not include the NM. To facilitate tutor construction, we used the
CTAT framework [12].

The tutor includes a variety of activities, alternating between brief videos showing
programming mini-lessons and self-explanation activities related to the video to solidify
concepts presented in it. Students are not given feedback.We are currently conducting an
experimental study to compare learning from the NM experimental tutor version and the
control version without the NM. To assess learning gains, we will compare participants’
pre to posttest scores and evaluate the accuracy of mental models formed. Our findings
will inform on the effectiveness of explicit instruction about the NM.
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Abstract. Deciding upon instructor intervention based on learners’ comments
that need an urgent response in MOOC environments is a known challenge. The
best solutions proposed used automatic machine learning (ML) models to predict
the urgency. These are ‘black-box’-es, with results opaque to humans. EXplain-
able artificial intelligence (XAI) is aiming to understand these, to enhance trust
in artificial intelligence (AI)-based decision-making. We propose to apply XAI
techniques to interpret a MOOC intervention model, by analysing learner com-
ments. We show how pairing a good predictor with XAI results and especially
colour-coded visualisation could be used to support instructors making decisions
on urgent intervention.

Keywords: MOOCs · Comments · Urgent intervention · NLP · XAI

1 Introduction

Instructor intervention in MOOCs may reduce the problem of learner dropout, as it has
recently been proven that learners who need intervention are less likely to complete
the course (only 13%) [1]. Recently, intervention in MOOC attracted growing interest
from researchers, to help instructors in interventions based on learners’ comments [2–
5]. Intervention systems classified the learner comments into two categories: urgent
and non-urgent [6]. Although these systems need to be accurate in their decisions, it is
difficult to achieve this, as urgency decisions are hard to make, even for a human [7].

This work deals with the intervention problem.Our initial goal is the proof of concept
of using explainable AI for this task of urgent intervention, as this had not been done
before. For understanding ‘How’ and ‘Why’ themodel decisions aremade, we explained
thus not only the interventionmodel prediction, but also compared itwith humandecision
making. We formalise our research question as:

RQ: How to construct a transparent XAI model to detect urgent intervention towards
supporting instructors’ decisions?

In terms of the contribution, to the best of our knowledge this is the first time that
text classification explainability has been applied to an instructor intervention model.
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2 Methods

Our research consists of three basic stages as follows: first, construct an ‘urgent’ gold-
standard dataset, via human experts annotating comments (Sect. 2.1). Next, build an
automatic urgent intervention model via BERT (Sect. 2.2). Then, explain the model and
visualise words importance, to understand the decision (Sect. 2.3).

2.1 Constructing the Gold-Standard Dataset

We collect and prepare our benchmark corpus, as a case study, based on real-world data
from the FutureLearn MOOC environment platform, here, the ‘Big data’ course, con-
ducted during 2016 – selected as being a topic of current interest for learning; addition-
ally, we expected it to contain many urgent cases, as being (arguably) a more challenging
topic. The dataset consists of learner comment texts (‘posts’) and other features collected
from the first 5 weeks (≈50%) of the 9-weeks-long course, to capture the comments that
need intervention before dropout. We obtain thus 5786 comments, which, taking into
account the hardship of the following manual annotation, were considered sufficient for
the current task.

We thus manually annotate these comments, using three human domain experts and
one author of this paper, following Agrawal et al.’s instructions [8]. We labelled urgency
for every learner comment, mapped onto a scale (1–7) representing the range of urgency
level (not urgent – extremely urgent). For validation, we calculated Krippendorff’s α

agreement value between all annotators, and we found the results very low between any
subgroups (confirming prior research [7]). To address this problem, we decide to further
convert the scale into a simpler, binary one (mapping 1:3 → 0, and 4:7 → 1). To be able
to increase the reliability, we additionally dropped the annotator who disagreed strongly
with other annotators. From the remaining three annotators, we calculate the label value,
via the voting technique, since voting is the most common way to gather different
opinions for the same task [9]. This result in a class size of (‘0’ non-urgent → 4903, ‘1’
urgent → 883).

2.2 Fine-Tuning the BERT Model

As the preprocessing step, we split the data into training and testing sets, using the stratify
method [10], to preserve the percentage of samples for each class; with the proportion
of 80% training and 20% testing. Thus, the distribution of the training set is (0: 3922, 1:
706) and testing set is (0: 981, 1: 177). Then, for the training set, we split again, as 90%
will be used for training, and 10% will be used for validation.

We fine-tune BERT, without any engineering features. We use the ‘bert-base-
uncased’ version. Next, we prepare the text input, with the fixed maximum length 365,
which is the maximum number of words on all comments; this will pad all comments
to the maximum length. Then we train the model, by defining batch size = 8, number
of training epochs = 4 and AdamW, as optimiser, with learning rate = 2e−5. Finally,
we evaluate the prediction model performance on the test set, and save the pre-trained
model, to use it later for the interpreting.
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2.3 Interpreting the BERT Model

After training the model, we interpret our BERT model, by using the Captum package,
which supports classification models. We interpret it via the BertForSequenceClassi-
fication in Captum from Captum_BERT colab [11], by creating the Layer Integrated
Gradients explainer, to identify which words have the highest attribution to the model’s
output. To illustrate how to use our method and reply to RQ, we randomly choose a
single comment and visualise the explainability results with the attribution score and
highlight the word importance.

3 Results

The results obtained from BERT to predict the urgent comments show that the accuracy
score is high (0.92). However, as the data is extremely unbalanced, we use additional
metrics to evaluate the classifier (precision, recall and F1-score) for every class, see
Table 1. Please note that here, whilst working with a decent classifier, our focus is not
on the optimisation of the classifier, but on the explanation of the obtained results.

Table 1. The results of the BERT classifier.

Precision Recall F1-score

0 .95 .95 .95

1 .73 .71 .72

As previously mentioned, our goal is to analyse the learner comments and explain
the text classification decision using Captum, to understand the reasons behind the pre-
dictions. Here we chose a random comment prediction from the test set, then show the
explainability results, with highlighted text, as shown in Fig. 1. The attribution score =
1.45 and the different colours reflect the effect of word attribution towards the prediction;
and the level of highlighting depicts the importance of the feature, for the classification.
Specifically, the green colourmeans a positive contribution (got, looking, understanding,
be, …), whilst red contributes by decreasing the prediction score (forward, useful, …).
In the case of the example below, we found that the predicted label is non-urgent (0)
and the true label is also non-urgent (0). Such visualisation can further be used by an
instructor to understand the decisions and recommendations of a classifier for urgency
detection in learners’ chats on MOOCs.

Fig. 1. Screenshots of Captum explanations. (Color figure online)
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4 Conclusion

The objective of this paper was to provide an explanation of the machine learning deci-
sion, for a specific text classification problem, that of explaining individual predictions
in the urgent intervention task in a MOOC environment.

Here, this work also represents a proof-of-concept of using explainable AI on imbal-
anced data. Moreover, we advance the field of urgency prediction, proposing a method
for potentially supporting instructor intervention.
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Abstract. The paper attempts a narrativization of events in an open learning
environment such that it renders visible the interplay of digital infrastructure,
content and social structure in children’s learning journey. The study is built on
a program that exposes self-organised groups of about 40,000 children aged 10–
14, to varied domains of knowledge delivered through offline digital content on
tablets. Groups then make a collective choice of a domain or subject they wish to
explore further through course enrollments, projects and workshops. They engage
with the subject matter to create experiments of shared value to the group, namely
a story, game, science model etc. In showcasing these experiments to other learner
groups, village stakeholders and virtual communities, they learn to express their
ideas, virtually exchange feedback, and iterate their learning process. Together,
this constitutes the ‘Ex’ pedagogical framework. By tracing log files, analysing
individual events and their correlations with other events, we identify patterns that
show us how children’s learning is driven by choice, creativity, and collaboration
as they transition to each stage of their learning journey.

Keywords: Hybrid open learning environments · Learning analytics · Data
mining

1 Setting Up a Hybrid Open Learning Environment

In the last few decades, research on learning and teachingmethodologies has gained con-
siderable momentum. There has been substantial research on the traditional classroom-
based learning and its shortcomings, especially, with respect to students’ ability to
acquire new skills and knowledge. More recently, with the penetration of internet and
digital technologies, we have seen a rise in hybrid environments to facilitate learning
among children. While hybrid learning environments can provide additional support
for the traditional instructional learning approach, there is a need for exploring newer
alternative forms of learning environment design in order to explore the potential of new
technologies and their impact on learning (Sharma and Fiedler 2004).

One such alternative learning design is the PraDigi Open Learning model which
focuses ondevelopinghybrid learning solutions for low income& low-tech environments
with the aim to “leverage technology to improve access to education and buttress delivery
of quality learningmodules.” (Singh et al. 2022). It follows a guidedmultimediamode of
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instruction with focus on not just the technology but also local ownership, involvement
of community stakeholders and project-based curriculums that influence its effective use
and help self-directed learners thrive.

1.1 Social Structure, Digital Infrastructure and Appropriate Data Systems

The program is set up in villages across Maharashtra, Rajasthan and Uttar Pradesh,
where children between the age of 10 to 14 years learn in mix-age and mix-gender
groups in their immediate neighborhoods after school hours. Two groups of 5 children
each share the ownership of a tablet, and a Coach, who is typically an older youth from
the community itself, acts as the guardian of the tablet. Tablets are shared to the groups
with off-line content across two learning apps - PraDigi for School and PraDigi for Life.
Since the program is based primarily in rural areas, both apps have been designed to be
operational without internet availability. A Community Resource Leader (CRL), who
is a member of the field and implementation team, oversees 10 villages and visits each
group once a week to facilitate the activities undertaken by the group. The CRLs, during
their visits to the villages, push the data from the tablets onto our servers every week.
This data sync setup serves as a feedback mechanism.

Content on the School App is focused on preparing children for school and has short
courses designedon topics across Science,Math, English andLanguage subjectswhereas
the courses offered on the Life App have content which is more focused on preparing
them for ‘life’ i.e., learning beyond what is necessary to excel in schools. Examples of
some courses designed under the Life App are COVID-19 Awareness, Music, Science
experiments etc. The content is available in the form of videos, games and PDFs in their
regional languages. Under this model, the children are first encouraged to explore the
content and then enroll in courses that interest them. This at first sparks curiosity of the
learners by exposing them to a variety of topics and they explore a select few further,
depending on their inclinations.

Data collection and database systems were designed to facilitate the tracking of
children’s engagement over time. Having two levels of identifiers - unique ID of the
child and unique ID of the group to which they belong was instrumental in helping us
distinguish between individual and collective interests in courses. Learner groups are
fluid, which means children can switch groups as per their choice. When new children
joined the program in the academic year 2017–18, out of 8000 active groups, 33%groups
underwent a change as members moved to other groups or new members joined the
group. One of the reasons why children moved from one group to another was because
they were more interested in another group’s direction of learning. Children, whose
interests do not align with the interests of the majority in the group, gradually gravitate
to other groups or continue learning through individual sessions on the content. This
highlights the children’s ability to organize themselves into optimal learning situations
with minimal adult interference.
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2 Using Application Logs to Measure Children’s Engagement
and Performance of Digital Content

The analytics efforts at Pratham strive towards understanding the learning experience
when students interact with shared devices and digital content in their communities.
Application logs are generated as children engage with the learning apps. Each learning
log is viewed as a sequence of children’s self-directed interactions, called events, with
their learning environment. The choice ofwhen,where, and how long the learning session
should be, rests with children. Their engagement with the learning content is measured
using K means clustering across three parameters (a) Regularity: Average number of
days the app was accessed by a group per month, (b) Duration: Average time spent on
the app and (c) Exploration: Number of resources accessed by the groups out of the total
resources available on the app. The student groups are divided into categories based on
their engagement levels, namely Best, High, Medium, and Low engagement group. On
average, 45% of resources on the tablet that were accessed by Best engagement groups
were Science videos. The next most accessed resources by Best engagement groups
were English videos (19%) and Mathematics videos (16%).

In the early years of the program, two groups were given shared ownership of a
tablet. We explored the possibility that the engagement level of one group influences
the engagement level of the other. We found that 88% of tablets were shared by groups
with the same engagement level or groups that were only one engagement level apart.
This highlights the role of peer influence in one’s learning journey. It is important to
remember that these groups were not intentionally paired but evolved organically as the
children interacted with each other.

While calculating the retention and decay rate of resources over a period,we observed
that popular resources among both old and new users were the same in the beginning,
but it changed over time. This implies that the users start with certain popular resources
because of an off-tech recommendation system in play but over time as they explore the
open content, their engagement patterns diversify.

In order to understand the engagement patterns of video based resources, we applied
K-means clusteringmethod based on 4metrics - complete views (the proportion of times
the video was for at least 95% of its duration), repeat views (the proportion of times
the video was watched by a children more than once), average viewing duration (the
average proportion of the duration of the video that children watch) and average children
accessed per month (the average number of children that access the video each month).
The content could be grouped into 3 clusters. The cluster with highest engagement levels
had videos related to real life demonstrations and science experiments.

3 Incorporating Insights into Pedagogy – Project Based Learning

To understand to what extent exploration drives experimentation, in 2018–19, science
courses were launched. After enrolling in a course of their choice, children had to watch
the course videos on the tablet. Instead of reducing their learning outcome in termsof only
assessment scores, we added creation of science models to the completion criteria. They
engaged with the app for 13 days a month on average for 48–50 min per day. Inspired by
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the content they were exposed to, children picked creative solutions to source materials
for the models from everyday objects around them. Over 6,700 groups enrolled in at
least one science course. On average each group enrolled in 2 courses. About 2/3 of the
children enrolled completed the course.

Taking learnings from exploration and experimentation patterns of children a step
further we introduced project completion milestones in the courses. One such example
is a design for change inspired activity called ‘Karke dekho, Karke Dikhao” or “Show
and Tell” which was organised in over 700 communities. In this problem-solving chal-
lenge, children groups had to identify and research a pertinent problem prevalent in
their village and collaboratively find a solution for it. 28,000 children from 5,700 groups
across 734 rural villages participated in this activity, and 3900 groups (68% of groups)
completed the activity. Similarly, trigger videos were shown to children that gave them a
basic understanding of theatre concepts. The videos covered topics such as how to walk
on stage, how to direct a play, and the importance of song, rhythm and tempo. 3003
groups performed a play and completed the project. This is in line with Arvind Gupta’s
conceptualization of ‘learning by doing’ which encourages them to apply creative and
problem-solving abilities, often resulting in higher learning gains (Krithika 2019).

While efforts are made to involve experiential learning in curriculums, the reporting
relies heavily on assessment performancewhich gives a narrowunderstanding of ‘what’ a
child learns and might fail to capture the effect that these project completion milestones
have on the child’s learning potential. Instead, we propose a framework that moves
beyond assessment and looks into ‘how’ children learn when they have the freedom to
choose ‘what’ they want to learn with community support and shared devices.
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Abstract. In recent years, the growing need for easily accessible high-
quality educational resources, supported by the advances in AI and Web
technologies, has stimulated the development of increasingly intelligent
learning environments. One of the main requirements of these smart
tutoring systems is the capacity to trace the knowledge acquired by users
over time, and assess their ability to face a specific Knowledge Compo-
nent in the future with the final goal of presenting learners with the most
suitable educational content. In this paper, we propose a model to pre-
dict students’ performance based on the description of the whole learning
ecosystem, in the form of a RDF Knowledge Graph. Subsequently, we
reformulate the Knowledge Tracing task as a Link Prediction problem on
such a Knowledge Graph and we predict students outcome to questions
by determining the most probable link between each answer and its cor-
rect or wrong realizations. Our first experiments on a real-world dataset
show that the proposed approach yields promising results comparable
with state-of-the-art models.

1 Introduction

The increasingly easy access to high-quality educational resources combined with
the recent advances in AI and Web technologies have fostered the development
of smart user-centered learning environments. The success of such systems is
mainly due to their ability to assist users in their learning process, by offer-
ing real-time automated tutoring and personalized revision suggestions. One of
the main requirements for these systems is the capacity to trace the knowledge
acquired by users over time and assess their ability to face a specific knowledge
concept in the future with the final goal of presenting learners with the pedagog-
ical content that will most effectively improve their skills. The challenge of pre-
dicting students’ outcomes when interacting with a given educational resource,
also known as Knowledge Tracing (KT), has been largely investigated and sev-
eral approaches have been proposed throughout the years, e.g. Bayesian Knowl-
edge Tracing (BKT) [3], Additive Factors Model (AFM) [2] and Deep Knowledge
Tracing (DKT) [5]. Although very different, these approaches present a major
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commonality: their predictions rely on very limited and simply structured infor-
mation, i.e. the student approaching the question, the question being answered,
and the list of the skills (or knowledge components) involved in the question.
Conversely, in real-world scenarios, students’ performance can be influenced by
several additional factors that are miss-represented or missing in the previously
mentioned models, such as type of questions, number of possible answers, assign-
ment or test length, hierarchical organization of knowledge components, etc.

In this paper, we present an approach to represent and exploit this hetero-
geneous information to provide reliable predictions for students’ outcomes to
questions. Firstly, we rely on the expressiveness offered by Semantic Web mod-
els to represent the whole learning ecosystem as an RDF Knowledge Graph
(KG). Then, we reformulate the KT task as a Link Prediction (LP) problem
on such a KGand we determine the most probable links between the answers
whose outcomes need to be predicted and their correct or wrong results, and we
convert these predictions into binary labels for answers’ correctness. We think
that reformulating the problem of predicting students’ outcomes to questions in
such a way allows us to take advantage of a much wider amount and variety
of information about the learning environment while reusing widely-known and
well-established Deep Learning methods for KGs, and avoiding the burden of
features engineering. To empirically confirm the validity of the proposed app-
roach, we apply it on a real-world dataset and compare its performance with
state-of-the-art KT models.

2 Link Prediction for Students’ Outcomes

The approach presented in this paper is mainly based on the hypothesis that it
is possible to turn the KT task into a LP problem, after modeling the learning
environment as a KG. In other words, instead of predicting the probability that
a given student correctly answers a specific question, we evaluate the possibility
that an implicit link (i.e. a triple) exists in the KGbetween the expected stu-
dent’s answer and its correct or incorrect result. Finally, an answer is labeled
as 1 (correct) if the link towards the correct result has a higher score than
the link towards the incorrect one, while it is labeled as 0 (incorrect) in the
opposite case. For example, to predict the positive or negative outcome of the
answer given by student A to question 1 (Fig. 1), we compute the score of the
two triples 〈answer1, has result, correct〉 and 〈answer1, has result, incorrect〉,
and we predict that A’s answer will be correct if the first triple has a higher
score than the second one. To empirically validate our hypothesis, we designed
and developed an end-to-end pipeline depicted in Fig. 2, which takes as input the
traces of the students’ learning history, possibly enriched with contextual knowl-
edge, and the list of the student-question interactions whose outcomes must be
predicted. The framework implements four steps:

1. Graph Building: create a KGrepresenting the learning ecosystem;
2. Graph Augmentation for Prediction: inject into the previously created

KGnew nodes representing the new answers we aim to predict;
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Fig. 1. Example of a KG representing the answer of a student to a question. The
dashed lines represent the links we aim to predict.

Fig. 2. Depiction of the different steps for the proposed Link Prediction-based app-
roach.

3. KGE Computation and Link Prediction: compute the KGEsand use
them to assess the scores of the triples to be predicted;

4. LP Output Transformation: convert triples’ scores into the correspond-
ing probabilities for the binary classification of students’ answers (correct or
incorrect).

3 Evaluation

Experimental Setup. To validate the proposed approach and to be able to
compare it with state-of-the-art KT models, we decided to test our method on
a widely-used benchmarking dataset: the ASSISTment 2009–2010 skill builder
dataset [4] that stores the learning logs of the users of the ASSISTments plat-
form. For each attempt of a user to a problem, it contains information such
as user and problem identifiers, skills required for the problem, problem type
(main or scaffolding), answer type (open answer, multiple-choice, etc.), assign-
ment and assistment in which the problem was faced, response time, etc. The
first step to apply our approach is to model this information as a KG. For the
modeling of the user-problem interactions, we linked each problem to two nodes,
one for the positive and one for the negative result, and users’ answers are con-
nected to such nodes based on their result. The second step is the computation
of the KGEswhich has been carried out using TransE [1] to obtain embeddings
of dimension 100.
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Results and Discussion. Table 1 shows that the newly proposed LP approach
achieves an improvement of 2% in terms of bACC, when compared to DKT. We
believe that the main reason for this improvement is the ability of our method
to consider a greater variety of knowledge about the learning ecosystem. It is
also interesting to point out that, for both models, there is a strong difference
between negative and positive F1 scores, with Link Prediction achieving slightly
more balanced results. This gap in the F1 values can be explained by the highly
unbalanced distribution of the target values in the subject dataset, which con-
tains about 70% of correct answers.

Table 1. Results of Link Prediction and DKT approach.

KT model F1 (0) F1 (1) bACC

Link Prediction 0.544 0.734 0.657

DKT 0.512 0.755 0.640

4 Conclusion

In this work, we reformulated the KT task into a KGLP problem able to take
advantage of all the information commonly available in a smart learning system.
Using a well-known benchmarking dataset that we transformed into a KGbased
on Semantic Web models, our empirical evaluation showed that LP performs
slightly better in predicting students’ outcomes to questions results, when com-
pared to DKT. Although modest, this improvement suggests that rich context
information usually ignored by traditional KT approaches can help achieve bet-
ter prediction. In the future, we wish to further explore this lead, notably by
measuring and enriching the information encoded in KGEs.
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Abstract. Scaffolding that provides transfer of responsibility is one of the central
challenges in personalized adaptive learning (PAL) environments. We extend the
well-known concept of the “inner loop” in PAL and fill the gaps between the
inner loop (micro-adaptation) and outer loop (macro-adaptation). This extension
leads us to a new method of cumulative instructional scaffolding based on explicit
knowledge representation. This representation consists of domain ontologies and
simulation models of tasks that automatically generate items, formative feedback,
and additional pedagogical interventions throughout the scaffolding process.

Keywords: Personalized adaptive learning · Cumulative scaffolding · Inner
loop · Outer loop · Domain ontology · Simulation

1 Advanced Scaffolding Model Inspired by the Zone of Proximal
Development

The intelligent tutoring system (ITS) is the most important part of the smart learning
environment for complex problem solving. To ensure the effective mastery of prob-
lem solving, the ITS should provide scaffolding. Scaffolding is support provided by
a teacher/parent (tutor) that allows students (tutees) to participate meaningfully and
acquire skills in problem-solving [1]. This support is specifically tailored to each stu-
dent: it allows students to engage in student-centered learning that is, on the whole,
more efficient than teacher-centered learning [2, 3]. The notion of scaffolding is being
increasingly used today to describe various forms of support provided by software tools.
Computer-based scaffolding is defined as computer-based support that helps students
execute and assimilate tasks that lie beyond their unassisted abilities. Software tools
can help to structure learning tasks by guiding learners through key components and
supporting their planning and performance [4, 5].

The conceptualization of scaffolding is consistent with L. Vygotsky’s model of
instruction that highlights the teacher’s role as a more knowledgeable person who helps
learners solve tasks that they could not complete unassisted [6]. The interaction between
the teacher and the student takes place in the Zone of Proximal Development (ZPD).
As a rule, the student experiences difficulties when solving a new task. To support the
student’s efforts, the teacher provides the missing key to solving a problem that the stu-
dent cannot tackle alone. While the teacher and the learner are constantly present in the
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scaffolding space, their roles are significantly transformed during the transition from one
type of scaffolding to another. At the same time, the content of the interactions between
participants changes (Table 1).

Table 1. Three levels of scaffolding in PALS

Teacher Teacher-learner
interactions

Feedback Learner

Instructional scaffolding Structuring,
channeling,
modeling,
hinting…

Joint
distributed
solution to the
problem

Evaluation of
the learner’s
response,
locally
adaptive
feed-back,
including
error-sensitive
feedback

Imitation

Cultural scaffolding Representation
of techniques

Mastering the
approach to
solving the
problem in
instructional
and cultural
contexts

Context-aware
feedback
based on the
interpretation
of current
learner errors

Trial and
error,
appropriation
of cultural
means

Developmental
(metacognitive) scaffolding

Reflecting the
learner’s
reasoning

Learner’s
acquisition of
education-al
experience

Context-aware
feedback
based on
previous
solutions

Internalization

The forms and modes of interaction are best investigated and described for instruc-
tional scaffolding. At this stage, the teacher assists the student by solving the parts of
the problem that are beyond the student’s capacity. Additionally, scaffolders simplify
problems by structuring them so that their solution becomes more productive for stu-
dents. At the stage of cultural scaffolding, one discusses not only the correct sequence of
problem-solving steps but also the hidden rules that mediate them. The teacher demon-
strates amalgam knowledge that combines the knowledge of content with the knowledge
of students and pedagogy [7]. Finally, developmental (metacognitive) scaffolding sup-
ports internalization and the transfer to the mental plane of results that had previously
been obtainedwith the help of the teacher, allowing the student to use them independently
in the future.

2 Adaptive Techniques that Provide Cumulative Scaffolding

The improved scaffolding model presented above describes several types of interaction
between the teacher and the learner that reflect varying degrees of support and the gradual
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delegation of responsibility to the learner. The following ITS requirements provide for
the described interactions within PALS. Traditionally, the adaptive behavior of the ITS is
assured with the help of several adaptive techniques. At each step of task completion, the
tutoring system offers such services as minimal or error-specific feedback, knowledge
assessment, hints about the next step, and a review of the solution. The learner’s actions
and the tutor’s feedback within a step, and the navigation of steps within a task constitute
the inner loop. As for the outer loop, it is responsible for deciding what task a student
should perform next once the present task has been completed. The outer loop is about
the sequence and selection of tasks or knowledge units (modules) [8, 9].

Thus, such modeling requires a more detailed representation of domains, some
of which relate to the field of pedagogy. The extraction of such complex domain-
instructional knowledge about how the problem is solved is a key prerequisite for
technique-oriented scaffolding. The additional requirement for adaptability is due to
the scale of the assimilation process. In order for the technique to be mastered, it is
necessary to solve a series of tasks consistently. Each subsequent task should be based
on the results of previous ones. Preceding solutions and mistakes are used as arguments
in solving each subsequent problem. The accumulated educational experience is directly
involved in the problem-solving process. Traces of past solutions becomebuilding blocks
for new ones. This corresponds to the manner of a skillful teacher who reminds students
of arguments previously used for solving similar tasks.

As for developmental (metacognitive) scaffolding, it is completely based on accu-
mulating and updating the student’s educational experience. This type of tutor-learner
interaction assumes that feedback and support are based primarily on the interpretation
of the student’s previous reasoning. To maintain this interaction, the tutor must make use
of traces of previous solutions and present them in a timely manner. Thus, the behavior
of a tutoring system that supports adaptive scaffolding becomes more sophisticated.

The usual scaffolding cycle is supported by the inner loop (Level 1: Assignment →
Response → Feedback → Support → Solution), after which the student is given a task
on the same topic to build up knowledge and skills (micro-sequencing). In addition, the
inner loop includes new components. While improving the solution to a problem in the
STEM domain, the student simultaneously masters a solution technique according to the
golden standard of pedagogy. The technique and its components are based on a separate
feedback and support cycle. It is important to note that the steps and interactions in the
instructional and domain levels are synchronized with each other inside the inner loop.

Finally, when going from one task to another, the tutor considers previous training
results more comprehensively. First of all, this promotes the reasonable selection of the
next task. Secondly, traces of previous solutions are directly applied in the current inner
loop. For example, feedback not only determines the error and its causes but also records
the frequency of similar errors made earlier. All of this makes it possible to vary and
further customize the support. Thus, the inner loop becomes cumulative, and the tutor’s
behavior can be characterized as partly macro-adaptive.

3 Discussion

This paper presents a model to support adaptive scaffolding in personalized adaptive
learning systems. A strong pedagogical background and the practical consideration of
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synthetic knowledge representation allow us to describe and prototype a new version of
ITS in PALS. Introducing the concept of a cumulative inner loop supported by cumulative
scaffolding with AIG increases ITS smartness. We extend the set of adaptive techniques
by formalizing levels of scaffolding and dealing with the sequence of tasks in the cumu-
lative inner loop. An extended set of scaffolding forms allows the implementation of
fading and the transfer of responsibility.

The scaffolding model must relate to the learner and assignment models for the
universal implementation of adequate computer-user interaction in ITS with hints and
explanations. For these relations, ITS needs formal ontologies (domain knowledge with
simulation subsystem and didactic knowledge) in the background of learning trajec-
tory planning, educational materials handling, automatic assignment generation, and
scaffolding actions.
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Abstract. Researchers have observed the relationship between aca-
demic achievements and students’ demographical characteristics in phys-
ical classroom-based learning. In the context of online learning, recent
studies were conducted to explore the leading factors of successful online
courses. These studies investigated the impact of demographical fea-
tures on students’ achievement in the online learning environment. Most
works were presented via descriptive statistics or utilized big data with
advanced classification algorithms. In this paper, we study the role of
students’ demographics in predicting high achieving students in online
courses. Obtained results show that the interaction of students with
the virtual learning environment is more informative than the student’s
demographical characteristics, which allows for the removal of demo-
graphical information without affecting the prediction models’ perfor-
mance. In addition, the testing results present that cross-courses-trained
predictive models are as effective as individual-courses-trained models.

Keywords: Prediction models · High achieving students

1 Introduction

Learning environments refer to an educational concept of diverse cultural con-
texts and physical setups where active interactions happen between students and
teachers or between students and other students. In online learning, this inter-
action is limited due to physical separation, resulting in differences in challenges
and patterns compared to physical classroom-based learning [9]. In traditional
education formats, teachers utilize both direct and nonverbal communication
with the students in the classroom to assess their students’ needs on the spot,
which allows them to provide the needed assistance. In online learning, this is
partially substituted by the early prediction of the students’ academic perfor-
mance to classify them into certain group levels [8]. Recently, several conducted
studies focused on using students’ background information for early prediction

This work was financially supported in part by the Vrije Universiteit Brussel (VUB-
SRP19), in part by the Flemish Government (Methusalem Fund METH1) and in part
by the Fund for Scientific Research (FWO).

c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 440–443, 2022.
https://doi.org/10.1007/978-3-031-11647-6_88

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_88&domain=pdf
http://orcid.org/0000-0002-6649-7705
http://orcid.org/0000-0001-7582-7246
https://doi.org/10.1007/978-3-031-11647-6_88


Predicting High Achieving Students 441

of their academic performance [5], which were motivated by the links between
students’ social background and their level of success [6]. Others take a com-
bination of students’ activities in an online environment, demographics (e.g.,
gender and living area), and assessments to build the prediction models [4].
However, analyzing the different roles of each feature category has gained less
focus. More attention on this subject is needed as the current prediction models
reveal unfairness towards minorities [2]. In this work, the goal is to investigate
the high-achieving students’ prediction models in two main points: 1) the role of
students’ background information; 2) the performance of the prediction models
in an individual course dataset compared to a cross-courses dataset.

2 Methods

The Open University Learning Analytics dataset (OULAD) [7] is chosen for this
work. OULAD has a mixture of students’ demographical information and inter-
action with the learning environment. Most recent studies focused on analyzing
OULAD as a whole. Since many universities and schools only started offering
online courses recently, a dataset in the size of OULAD is mostly unavailable.
Hence, it is decided to take a subset of OULAD to evaluate the performance
of the prediction models. Based on extensive experimentation in [1], the focus
here is on one binary classification problem: distinction-fail. To examine the role
of demographics, three different prediction models are built based on: 1) only
demographical features; 2) students’ demographics and interactions; 3) only stu-
dents’ interactions. For the prediction model, three different machine learning
algorithms are chosen: Gaussian processes, random forests, and artificial neu-
ral networks [3]. These methods are selected for two reasons: 1) each represents
a different family of machine learning algorithms; 2) their widespread usage.
Figure 1 summarizes this experiment pipeline.

Fig. 1. Experiment pipeline.

3 Results

The experimentation and results of this work are summarized in three parts:
1) build and evaluate prediction models based only on students’ demographics,
then compare them to the models built with both students’ demographics and
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Fig. 2. F1-score of models built with demographics vs. demographics and interactions.

interactions with the learning platform; 2) build and evaluate prediction models
based only on students’ interactions; 3) build and evaluate individual course
prediction models and cross courses prediction models. For the first part, Fig. 2
shows the evaluation of the prediction models in the testing set. Both STEM
and SoSc courses results show that models enriched by students’ interactions
have a +10% higher F1-score than models based only on demographics.
For the second part, table 1 show that the student demographic does not
add to the prediction model’s performance. This observation opposes the find-
ings in previous research, which link students’ backgrounds to their chances of

Table 1. F1-score of models built with and without demographic features.

GP RF ANN

Course Moment All No Demo All No Demo All No Demo

STEM M1 81.44 81.30 82.96 83.27 84.68 83.17

M2 91.44 92.75 93.67 92.24 91.60 90.16

SoSc M1 71.32 70.29 79.56 80.81 66.87 76.39

M2 80.18 77.63 88.31 86.65 78.79 80.81

Table 2. F1-score of individual and cross courses models without demographic features.

GP RF ANN

Course Moment Individual Cross Individual Cross Individual Cross

STEM M1 81.30 77.91 83.27 84.04 83.17 84.04

M2 92.75 86.85 92.24 91.72 90.16 91.44

SoSc M1 70.29 63.79 80.81 79.75 76.39 79.27

M2 77.63 80.55 86.65 85.93 80.81 81.60
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success [6]. Table 2 shows the last results, which indicate that a cross-course
dataset can be an acceptable solution when lacking enough data to build pre-
diction models.

4 Conclusion

This research examined the role of students’ demographics in online learning.
First, a subset of OULAD is chosen to be studied, representing two different
domain courses. Next, prediction models are built in three different scenarios: 1)
prediction models based only on students’ demographics; 2) prediction models
based on students’ demographics and interactions with the online learning envi-
ronment; 3) prediction models solely based on students’ interactions. The last
scenario is built twice: one using separate datasets for each course domain and
the other using a cross-courses dataset. Obtained results from testing sets are 1)
students’ demographic information can be eliminated without affecting the pre-
diction models’ performance; 2) individual and cross courses based prediction
models have comparable performances. The first finding can protect students
from inherent bias in the historical data by removing the demographical fea-
tures. The second finding presents a solution where the dataset is not large
enough for machine learning algorithms. This also can extract implicit patterns
between students across different specialties, which will be investigated in future
work.
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Abstract. Teaching necessitates a method of determining if learners are gaining
the desired knowledge and skills. We believe that chatbot technology would be
an excellent solution to this problem. Using our approach, the chatbot will assess
the student by using questions and answers recorded in a question bank. Four
approaches were taken to assess the students’ answers against the model answer,
using models such as Word2Vec, all-mpnet-base-v2, and Sense2Vec models with
Word Mover’s Distance algorithm or Cosine Similarity. After evaluating these
approaches, the best performing approachwaswhenwe used the Sense2Vecmodel
with Cosine Similarity which gave the most accurate similarity score range for
correct and incorrect answers.

Keywords: Chatbot · Artificial Intelligence · Natural language processing

1 Introduction

In distance learning student inquiries, providing feedback, and assessing students are
challenging [1] and such facts greatly affect primary students because children learn best
when they are actively participating in learning. To know whether teaching is effective,
assessments are carried out to acquire the student’s status, whichmay prove to be too late
to act if it is needed [1]. Therefore, checking whether students understood the delivered
content frequently would be more of a favorable solution. But in an instance where a
teacher has many students, assessing them frequently is not feasible. Student age is also
a key factor that needs to be carefully considered when designing assessments. One
solution to solve these problems would be to use chatbot technology.

For quite some time, chatbots have been used for educational purposes. Chatbots
can provide a framework for learning by selecting and arranging information to meet a
student’s requirements and pace, as well as assisting in self-reflection and learning moti-
vation [2]. A conversational agent was used to promote children’s verbal communication
skills in [3], where a process was designed to merge conversational technology with a
speech-to-image system and implemented a wizard-of-oz version of the agent called ISI.
ISI permits children to develop their body awareness and self-expression. Web Passive
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Voice Tutor (Web PVT) [4], is an adaptive web-based intelligent computer-assisted lan-
guage learning program that was used to teach non-native speakers the passive voice
in the English Language. There has been a significant number of studies on computing
text-similarity using various features, algorithms, metrics, etc. In work [5], three differ-
ent methods were compared and analyzed in computing the semantic similarity between
two short texts. The first method to calculate the text similarity was to use Cosine similar-
ity with Term Frequency – Inverse Document Frequency (TF-IDF) vectors. The second
method was to use Cosine Similarity with Word2Vec vectors, and the third was to use
Soft Cosine Similarity with Word2Vec vectors. The paper concluded that Cosine Simi-
larity using TF-IDF vectors was the best performing method to find similarities between
short texts. In paper [6], Levenshtein Distance (LD) and Cosine Similarity are used to
compare students’ answers with the model answers in a short answer scoring system for
English grammar.

When going through past research papers, [4] and [6] was the only research we
found that assessed students. Our observation was that research on chatbots used to
assess learners especially in primary domain, is inadequate. In this paper the authors
explore the possibility of assessing primary students between age 5–9 using conversa-
tional AI (Artificial Intelligence) and text similarity techniques such as Word Mover’s
Distance (WMD) algorithm or Cosine Similarity metric. The best performing approach
was when we used the Sense2Vec model with Cosine Similarity, which gave the most
accurate similarity score range for correct and incorrect answers. The following section
reveals themethodology on howdiverseNatural Language Processing (NLP) approaches
were utilized and the proceeding section reveals a detailed result and discussion section
followed by concluding remarks and future work.

2 Methodology

The chatbot was built using the Rasa Framework, which is an open-source machine
learning (ML) framework for building AI assistants and chatbots. The chatbot can con-
duct quizzes and assess students’ answers during the quiz. When answering questions
in the quiz, if a student gives an incorrect answer the chatbot will prompt a hint to guide
the student towards the correct answer. The chatbot can ask four types of questions: true
or false type, MCQ type, image type, and question-answer type. Once the student agrees
to take the quiz the chatbot will retrieve the quiz from the question bank and prepare the
quiz using custom actions. Next, the chatbot will prompt all the questions to acquire the
student’s answers. Once all the answers are collected the text similarity model is used
to calculate the text-similarity between the student given answer and the model answer.
If the text-similarity score is high, the student’s answer will be considered correct and
if it’s low, a hint will be displayed along with the question again.

Four diverse methods were used to calculate the similarity score between answers. In
the first method, the model answer and the student’s answer are pre-processed. Next, the
WMD algorithm uses the Word2Vec word embedding model to calculate the distance
between the two pre-processed answers. In the secondmethod, themodel answer and the
student’s answerwere pre-processed, and then theCosine Similarity between the average
vectors was calculated which was produced by the Word2Vec model. The third method
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uses all-mpnet-base-v2 sentence-transformer model to compute word embeddings of
the model and student’s answers. Once the word embeddings are computed, the Cosine
Similarity between two answers was computed. In the last method, the Sense2Vecmodel
is added as a pipeline to SpaCy’s en_core_web_lg model. Next, the model answer and
the student’s answer are pre-processed and used to calculate the similarity score using
Cosine Similarity. Synonyms were generated for the model answer and compared with
the student’s answer to compute the synonymsimilarity score.Next the average similarity
score was computed using these two scores to increase the accuracy of the similarity
score.

3 Results and Discussion

An experiment was carried out to evaluate the four methods that computed similarity
scores between themodel answer and the student’s answer. In this experiment, the model
answers and the student’s answers were in the following forms: both answers are short
answers, student answer is a synonym of the model answer; and both answers have a
numeric value. The accuracy of the similarity scores for each method was determined
by being able to clearly distinguish the similarity scores between correct and incor-
rect answers. Table 1 presents the model answer, the student’s answer, status, and the
similarity scores computed for all four approaches.

Table 1. Similarity scores computed for all four text similarity methods

Generated
answer

Student’s answer Status Method 1 Method 2 Method 3 Method 4

It turns into ice
and becomes a
solid

Turns to a solid Correct 0.605 0.786 0.722 0.856

To break down To study closely Incorrect 2.759 0.070 0.093 0.352

False False Correct 0 1 1 0.811

True False Incorrect 1.867 0.371 0.523 0.494

Magnifying
glass

Hand glass Correct 1.287 0.638 0.608 0.724

Magnifying
glass

Hand lens Correct 1.746 0.479 0.498 0.636

Magnifying
glass

Simple
microscope

Correct 1.745 0.337 0.597 0.440

206 206 Correct 0 0 1 0.960

206 Two hundred and
six

Correct 3.215 0 0.466 0.078

206 200 Incorrect 0.991 0 0.771 0.455
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In the first method, we were able to distinguish a boundary between the correct
answers and incorrect answers. Distance of 1.8 and 0 were taken as the range for correct
answers since comparing the two opposites yielded 1.867. In the second method, we
were not able to distinguish the distinct boundary between correct answers and incorrect
answers as in the previous method. In the third method, we were able to distinguish a
boundary between the correct answers and the incorrect ones. A similarity score between
0.55 and 1.0 was taken as the range for correct answers since comparing two opposites
yielded 0.523. Still, this did not comply when some of the answers given were synonyms
for the model answer. In the fourth method, we were able to distinguish a boundary
between the correct and incorrect answers. The average similarity score between 0.5
and 1.0 was taken as the range for the correct answers since comparing two opposites
yielded an average similarity score of 0.494. Sense2Vec model with Average Cosine
Similarity gave a similarity score range for distinguishing correct answers among all
four methods. However, comparing numbers in numerals and words was challenging in
all four methods. We can conclude from our results that, up to some degree, numeracy is
naturally present in standard embeddings. [7] states that this could be because numeracy
is one of the types of emergent knowledge.

4 Conclusion

Research was focused on developing a chatbot that can present dynamic quizzes and
assess students. Four approaches were adopted from the NLP domain to assess the
students’ answers against the model answer. According to the test results we obtained,
the best performing approach was the Sense2Vec model with Cosine Similarity, which
gave the most accurate similarity score range for correct and incorrect answers. Further
testing is needed to determine the accuracy of this.
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Abstract. Skills are the common ground between employers, job seekers and
educational institutions which can be analyzed with the help of natural language
processing (NLP) techniques. In this paper we explore a state-of-the-art pipeline
that extracts, vectorizes, clusters, and compares skills to provide recommendations
for all three parties—thereby bridging the gap between employers, job seekers and
educational institutions. Our best system combines Sentence-BERT [1], UMAP
[2], DBSCAN [3], and K-means clustering [4].
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1 Introduction

There are often gaps between the skills that are needed in the labor market, the skills that
job seekers1 have and the skills that are taught in educational institutions [5]. Connecting
and supporting all three players allows the greatest possible exchange of information
and satisfies their needs. However, they usually use AI in isolation from one another
[6–9]. Since skills are their common ground which can be analyzed with the help of
AI, we investigate several NLP techniques to extract, vectorize, cluster and compare
skills. Then we combine the optimal methods in a pipeline which serves as the basis for
our application Skill Scanner2 [10] that outputs statistics and recommendations about
missing and covered skills for all three players. Our goal was to help employers, job
seekers and educational institutions adapt to the job market’s needs. Consequently, we
used job postings, which represent the job market’s needs, as reference. These represen-
tative skills, which we draw from a large set of job postings, are referred to as “market
skills” in this paper. As companies hiring data scientists find that it is difficult to find a
so-called “unicorn data scientist” [11], we conducted our experiments and analysis using
companies’ job postings for a data scientist position, job seekers’ CVs for that position,
and a curriculum from a master’s program in data science. But our investigated methods
can be applied to other job positions as well.

1 “Job seeker” refers to individuals who wish to apply for or advance in a job.
2 https://github.com/KoenBothmer/SkillScanner.
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2 Related Work

Automatically ranking CVs is a valuable tool for employers. For example, [12] rank
candidates for a job based on semantic matching of skills from LinkedIn profiles and
skills from their job description, relying on a taxonomy of skills. Recent advancements
in NLP offer opportunities to improve these methods: [6] use word embeddings from
Word2Vec [13] to match CVs to jobs. [9] combine a knowledge graph and BERT for
finding suitable candidates in a corpus of CVs. Recommendation systems for job seekers
have been investigated by [14–16]. As in the systems for employers, text data from social
media profiles such as LinkedIn or Facebook is usually processed [8, 17]. [18] give a
systematic review of recent publications on course recommendation. Most related work
focuses on recommending courses to potential students. They report a growingpopularity
of data mining techniques. To cope with different levels of abstraction and synonyms in
the course materials and students’ documents, they first cluster the content, which they
can then compare. K-means [4] is usually used for this.

3 NLP to Extract, Vectorize, Cluster and Compare Skills

For a certain job position, our pipeline (1) takes a CV, a job posting or a learning
curriculum as input, (2) extracts the skills of the provided document, (3) compares the
document’s extracted skills to a skill set which represents the market’s needs (market
skills) and (4) returns information of which market skills are covered or missing in the
document. Figure 1 visualizes the steps of our corresponding NLP pipeline.

Fig. 1. Pipeline to extract, vectorize, cluster, and compare skills.

3.1 Retrieving Skill Sets: Extract Skill Requirements

In job postings, CVs and learning curricula, skills are usually expressed in bullet points.
Therefore, we developed keyword- and rule-based techniques to extract bullet points
from these sources. Furthermore. we used the BeautifulSoup package to gather and
extract 21.5k bullet points from 2,633 job postings for data scientists in English from
Indeed.com and Kaggle.com which represents the market’s needs (market skills). Since
some bullet points in a job posting are not skill requirements, we analyzed methods to
deal with outliers that are not skill requirements as described in Sect. 3.4.

3.2 Vectorizing Skills: Map Skill Requirements to Semantic Vector Space

To compute distances between skills, we mapped the skills to a semantic vector space.
To represent the skills which usually consist of several words, we investigated stacking
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and averaging word embeddings in a skill which were produced withWord2Vec [13] and
GloVe [19]. In addition,we explored sentence embeddings. Sentence-BERT (44.2%) [1],
a modification of the BERT transformers, outperformed word embeddings like GloVe
(39.5%) by 12% in Silhouette score [20] at the end of our pipeline.

3.3 Removing Outliers from Skill Requirements

To remove outliers in the vectorized skills and allow our clustering techniques to perform
better, we reduce the dimensionality of the feature space created by Sentence-BERT. For
that we experimented with combinations of PCA [21], UMAP [2], and DBSCAN [3].
Using UMAP to reduce the vectorized skills to two dimensions and DBSCAN to remove
outliers in the 2-dimensional (2D) space performed best according to our manual checks
and reduced the 21.5k potential skills retrieved with our web scraper to 18.8k skills.
However, since the 2D vectors did not contain enough information for further analysis
of the skill set, we applied another clustering to the original 768-dimensional vectors
that remained after removing outliers.

3.4 Clustering Skills

To find comparable skills despite different levels of abstraction and synonyms in job
postings, CVs and learning curricula, we use a clustering approach. The benefit of our
clustering approach compared to a taxonomy is that our model can pick up new skills
without the need to update a taxonomy. K-means clustering has been successfully used
in clustering word embeddings [22] and is adaptable and scalable [4]. Consequently, we
used K-means to cluster our 768-dimensional vectors with the cosine distance as the
distance metric. K was chosen as 31 with the highest Silhouette score of 44%.

3.5 Skill Scanner: Comparison and Analysis

After retrieving clusters and vectors representing the skill of each cluster, we perform
mathematical operations to find covered and missing skills regarding the job market’s
demand which are then visualized in reports for employers, job seekers, and educational
institutions. More information on the visualization of our reports is given in [10].

4 Conclusion and Future Work

The labor market dictates what job seekers should learn, and educational institutions
should teach. Therefore, our system processes skills in job postings, CVs, and curricula
and outputs recommendations for employers, job seekers, and educational institutions
based on present and missing skills and their importance to employers. With our clus-
tering approach we do not have to update a taxonomy as skill requirements change.
Future work may be to apply our pipeline to other job positions and expand it to other
domains. Furthermore, as we used the pre-trained Sentence-BERT it may be analyzed
if a fine-tuned Sentence-BERT leads to further improvement.
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Abstract. Students’ conversations in academic settings evolve over time
and can be affected by events such as the COVID-19 pandemic. In this
paper, we employ a Contextualized Topic Modeling technique to detect
coherent topics from students’ posts in online discussion forums. We
construct topic chains by connecting semantically similar topics across
months using Word Mover’s Distance. Consistent academic discourse and
contemporary events such as the COVID-19 outbreak and the Black
Lives Matter movement were found among prominent topics. In later
months, new themes around students’ lived experiences emerged and
evolved into discussions reflecting the shift in educational experiences.
Results revealed a significant increase in more general topics after the
onset of pandemic. Our proposed framework can also be applied to other
contexts investigating temporal topic trends in large-scale text data.

Keywords: Text mining · Discourse analysis · Topic modeling

1 Introduction

The onset of the COVID-19 pandemic prompted an urgent shift to online educa-
tion and created a nontrivial disruption in students’ educational experience that
affected their academic engagement and mental health [5]. The rapidly changing
nature of the pandemic underscores the need for an automated way of detecting
the temporal dynamics of themes discussed online and the potential insights they
give on its influence on education. Here, we aim to leverage Natural Language
Processing (NLP) techniques to capture emergent topics and temporal evolution
of undergraduates’ online discourse in discussion forums in the months prior to
and throughout the pandemic. We employed the Combined Topic Model (Com-
binedTM) [1] to extract coherent themes that emerged monthly and used Word
Mover’s Distance (WMD) to construct topic chains by computing the seman-
tic similarity between topics across adjacent months. Additionally, we propose
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a measure of course-centricity to distinguish topics that are more specific to
certain courses from those which represent broader themes that were observed
across multiple courses.

2 Background

Topic modeling methods such as Latent Dirichlet Allocation [2] have been used
to extract static themes in learner-generated data and to study the impact of
the pandemic on teaching and learning in higher education [8]. However, most
of these studies have shown limited capacity to detect coherent topics and do
not reflect temporal changes in themes discussed online. Given the rapid changes
brought to educational settings, we seek to examine how topics emerge, recur
and evolve in student discourse.

Recent advances in deep learning have introduced the combination of neu-
ral networks and transformer-based techniques to yield topics that are more
coherent and interpretable than traditional models. In this study, we used Com-
binedTM, a recently proposed neural topic model that uses a Bag of Words
(BoW) document representation concatenated with the contextualized docu-
ment representation from Sentence-BERT [7].

To connect different topics temporally, previous studies have used traditional
similarity metrics [3]. By contrast, we used WMD [4] to track topics that rep-
resent a similar broad theme but depict a change in context over time. WMD
measures the dissimilarity between two text documents, leveraging the power of
word embeddings [6], even if they do not have any words in common. By explor-
ing the temporal characteristics of learner discourse during this critical time, we
aim to enhance our understanding of the influence of the pandemic and policy
responses on learning activities.

3 Data and Methodology

The dataset was obtained from the online discussion forums on the learning
management system at a large public university in the United States during the
academic year from October 2019 to June 2020. We retained posts generated
from the same individuals across months, and removed posts that contained less
than two words or five characters. A total of 32,409 posts created by 449 students
across 636 courses were retrieved and preprocessed to retain relevant tokens.

We trained CombinedTM on the discussion posts for each month separately.
The BoW vocabulary was constructed by retrieving the top 10,000 words with
maximum Term Frequency - Inverse Document Frequency weights and Sentence-
BERT was used to obtain encodings of the posts. To determine the optimal
number of topics (K), we ran the models for each month with K ranging from 5
to 15 topics and evaluated them on the three metrics used by [1]. To determine
the degree of course-centricity, we examined how each topic was distributed
across courses. We assigned each post a topic with the highest probability. For
each topic, the frequencies of the posts for the top-N(= 10) most common courses
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were used to calculate the standard deviation (σ). A lower value of σ denoted a
relatively uniform distribution of courses in a topic, suggesting a topic represents
a broader theme that is more generally distributed across multiple courses. A
higher value of σ denoted a skewed distribution where very few specific courses
dominate the discussion, showing that the topic is more “course-centric”.

We used WMD to measure the semantic or contextual similarity between
every pair of topics in adjacent months. A Word2Vec model [6] was trained on
the entire corpus to obtain 100-dimensional word embeddings. Considering each
topic as a list of top-30 representative words, we computed the WMD between
all topic pairs belonging to adjacent months (mt and mt+1). For every topic in
mt, we selected the topic having the least WMD (the most similar) from mt+1.
To avoid multiple topics in mt getting mapped to the same topic in month mt+1,
we retained only the topic pairs having the least WMD among them. We created
a directed graph connecting nodes (or topics) in consecutive months and found
all simple paths from each root to leaf. These directed paths are referred to as
“topic chains”.

4 Results and Discussion

The topic modeling resulted in 8–13 number of optimal topics per month, includ-
ing students’ lived experiences and contemporary events such as social justice
movements, which demonstrate sociocultural influences on learning. Details on
the topics and top-ranked words are made publicly available1.

We empirically tested a shift in course centricity with a post-hoc Welch’s Two
Sample t-test to compare the degree of variability in Fall 2019 and Winter 2020
with that of Spring 2020. Fall and Winter quarters had a greater standard devi-
ation (M = .10) than in the Spring quarter (M = .03), t(5.36) = p < .001. This
finding shows that topics became less course-specific in the Spring, which began
a few weeks after fully remote learning was implemented due to the COVID-19
pandemic, than in the previous two quarters. Although online forums mainly
serve as a place for course-oriented discussions, the emergence of more general
topics indicates a common or shared online experience across different courses.

Amongst the identified topic chains (Fig. 1), the top two most consistent
themes were casual interactions (Chain 13) and Public Health-related discussion
(Chain 12). Chain 12 demonstrated that discourse around public health began as
course-centric topics in earlier months and later became more general regarding
pandemic-related health inequities. This suggests that public health discussions
expanded beyond corresponding courses, became a shared concern and arose in
broader student discourse during the pandemic.

Student Life emerged as a relatively new topic starting Mar-2020 (Chain 6).
Students’ posts included university-related experiences, and major family and
life events. A rise in such posts demonstrated an evolved use of online discussion
forums to connect with peers during remote learning. This information suggests

1 github.com/The-Language-and-Learning-Analytics-Lab/topic trends.

https://github.com/The-Language-and-Learning-Analytics-Lab/topic_trends_student_disc
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Fig. 1. Topic chains colored by course-centricity of each topic.

the shift in discussion forum’s role in providing space for academic discussion to
sharing experiences and building social connections in the classroom community.
Future studies are needed to investigate how this change might influence learners’
sense of belonging during remote learning.

Conclusion. Our study contributes to the literature by moving beyond mining
static topics from large-scale discussion forums, towards a more process-oriented,
temporal technique of modeling topics. For researchers and practitioners in the
AIED community, our proposed approach provides a viable means to analyze
the development of discourse in online educational environments in response to
certain events or introduction of new policies.
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Abstract. Informal learning on the Web using search engines as well
as more structured learning on Massive Open Online Course (MOOC)
platforms have become very popular. However, the automatic assess-
ment of this content with regard to the challenging task of predicting
(potential) knowledge gain has not been addressed by previous work yet.
In this paper, we investigate whether we can predict learning success
after watching a specific type of MOOC video using 1) multimodal fea-
tures, and 2) a wide range of text-based features describing the structure
and content of the video. In a comprehensive experimental setting, we
test four different classifiers and various feature subset combinations. We
conduct a feature importance analysis to gain insights in which modality
benefits knowledge gain prediction the most.

Keywords: Web learning · Resource quality · Knowledge gain

1 Introduction

Research on the automatic assessment of learning resources has targeted a num-
ber of possible dimensions, such as the prediction of user engagement towards
a certain learning resource [2] or the correlation of knowledge gain and layout
features [4]. While these are interesting research directions, they do not address
the question of potential usefulness of a resource. This usefulness is often con-
ceptualized as the learning success that a certain user may achieve by using the
resource. In this paper, we report on work in progress on the challenging task
of knowledge gain prediction for MOOC videos using multimodal structure and
content features. Therefore, we extend Shi et al.’s feature set [4] with a large
number of text-based features and adapt them to slide and speech content. We
also consider that the user’s capabilities play a role in this context.

2 Dataset and Feature Extraction

We extract a total of 387 features from five different categories: syntactic, lex-
ical, structural, and readability, which are abbreviated as TXT from here on,
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 458–462, 2022.
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while the fifth category is called EMBED and entails semantic sentence embed-
dings [3]. Additionally, the dataset and extracted multimedia features by Shi et
al. [4] (MM from here on), consisting of 22 lecture videos of an edX course called
“Globally Distributed Software Engineering”, are used. Our goal is to investi-
gate the importance of the different modalities and see how they influence the
challenging task of knowledge gain prediction. The respective knowledge gain
scores, established by pre- and post-knowledge tests with multiple-choice ques-
tionnaires, are also included in the data. By design, all of these features are
independent of the user, since they are based on the educational resource alone.
However, our goal of knowledge gain prediction is also influenced by the learner’s
cognitive capabilities. In order to investigate the influence of user identity in our
experiments, we add another feature subset, the person ID (USER from here
on). To prevent linear dependencies between these IDs, we represent them as
one-hot-encoded vectors (13 dimensions). The full feature list, the full list of
feature importance results and the utilized code can be found on GitHub1.

3 Experimental Setup and Results

Fig. 1. The workflow of our approach and the composition of our datasets for experi-
ments V22 and V111 (best viewed in color). (Color figure online)

We conduct two knowledge gain prediction experiments on all combinations of
our feature categories. Figure 1 gives an overview over the setup. The knowledge
gain classes are defined as follows: 1.) Low KG, if X < X − σ

2 ; 2.) Moderate KG,
if X − σ

2 < X < X + σ
2 ; and 3.) High KG, if X > X + σ

2 , where overlineX
and σ are the average and standard deviation of all knowledge gain scores. This
results in a dataset composition of 6 low, 10 moderate and 6 high for V22 and
40 low, 40 moderate and 31 high knowledge gain samples for V111. For the
first set of experiments (V22), we predict the average achieved knowledge gain
class per participant that saw video vi. We establish a challenging knowledge
gain baseline V22 by estimating the performance of participant pk on video vi.

1 https://github.com/TIBHannover/mooc knowledge gain.

https://github.com/TIBHannover/mooc_knowledge_gain
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Therefore, we average the knowledge gain scores of all other participants pl with
l �= k who saw vi and convert it to the appropriate class afterwards, but only on
videos v �= vi. Thus, this baseline has strong hints about the learning outcome
of different participants that are not available to our classifiers. It achieves an
accuracy of 45.45%. In our second set of experiments (V111) we add the person
ID as a one-hot encoded vector to the respective video feature vectors to make
them unique again, giving us the original 111 samples. Target variable is the
recorded knowledge gain class of the learning session. Again, we derive another
challenging knowledge gain baseline V111. To estimate the knowledge gain class
that user u achieved on video i we average his/her score on the n−1 other videos
seen by him/her and, again, convert it to the appropriate class. This baseline is
also challenging (accuracy = 43.24%) because the information about the user-
specific learning performance is not available to our classifiers; as mentioned
above, our user-specific feature is simply the encoded person ID.

3.1 Data Preprocessing

We examine whether Shi et al.’s features [4] allow for knowledge gain prediction,
and how our suggested features (TXT + EMBED + USER) are suitable for this
task, as separate feature sets and in combination. Consequently, we have seven
feature combinations as inputs for experiments V22 and V111: TXT, EMBED,
MM, TXT+EMBED, TXT+MM, MM+EMBED, and TXT+MM+EMBED.
For V111 all of these categories also contain the one-hot-encoded person ID
(USER) of the respective learner. We translate and scale all features with
sklearn’s MinMaxScaler to [0, 1]. Lastly, we remove 47 features that are zero for
every sample (occurrence-based information like tenses and word types). Finally,
for both experiments the samples are randomly split into 80% training and 20%
test. For V111 we ensured that no video seen in training was used in test. Fol-
lowing [1] we decide to compute the Drop-Column Feature Importance (source
on GitHub2). We keep the 13-dimensional person ID vector for the feature selec-
tion process, since each bin represents one person and we want to investigate
whether the models utilize information about the individual performances of the
participants.

3.2 Results and Discussion

We use four classifiers: Naive Bayes (NB), Sequential Minimal Optimization
(SMO), Random Forest (RF), and Multi-Layer Perceptron (MLP) implemented
by the WEKA machine learning software3. For each classifier (default hyper-
parameters), each feature category, and both experiments we conduct a 5-fold
cross-validation and average the results per fold in terms of precision, recall, F1-
score, and accuracy. Also for each fold, a separate feature importance analysis

2 https://github.com/parrt/random-forest-importances/blob/master/src/rfpimp.py.
3 https://www.cs.waikato.ac.nz/ml/weka/.

https://github.com/parrt/random-forest-importances/blob/master/src/rfpimp.py
https://www.cs.waikato.ac.nz/ml/weka/
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Table 1. Best results for each classifier in the V22 experiment (top) and V111 exper-
iment (bottom) on the respective feature category.

Feature category V22 Classifier Low Moderate High Overall Acc. in %

Pr Re F1 Pr Re F1 Pr Re F1 Pr Re F1

Random Guess Baseline – – – – – – – – – – – – – 33.33

Knowledge Gain Baseline V22 – 0.00 0.00 0.00 0.45 1.00 0.62 0.00 0.00 0.00 0.15 0.33 0.21 45.45

EMBED (srt) MLP 0.10 0.20 0.13 0.47 0.50 0.48 0.30 0.60 0.40 0.29 0.43 0.34 42.00

TXT+EMBED (both) NB 0.00 0.00 0.00 0.58 0.80 0.67 0.17 0.40 0.24 0.25 0.40 0.30 45.00

TXT+EMBED (slide) NB 0.00 0.00 0.00 0.60 0.80 0.69 0.17 0.40 0.24 0.26 0.40 0.31 45.00

MM+TXT RF 0.10 0.20 0.13 0.55 0.60 0.57 0.23 0.60 0.34 0.29 0.47 0.35 46.00

EMBED (slide) SMO 0.10 0.20 0.13 0.45 0.80 0.57 0.00 0.00 0.00 0.18 0.33 0.23 42.00

Feature category V111 Classifier Pr Re F1 Pr Re F1 Pr Re F1 Pr Re F1 Acc. in %

Random Guess Baseline – – – – – – – – – – – – – 33.33

Knowledge Gain Baseline V111 – 0.50 0.18 0.26 0.39 0.85 0.54 0.70 0.23 0.34 0.53 0.42 0.38 43.24

EMBED (srt)+USER MLP 0.35 0.33 0.34 0.48 0.47 0.47 0.39 0.56 0.46 0.41 0.45 0.42 44.74

EMBED (srt)+USER NB 0.37 0.37 0.37 0.49 0.42 0.45 0.37 0.44 0.40 0.41 0.41 0.41 39.69

EMBED (srt)+USER RF 0.43 0.41 0.42 0.47 0.55 0.51 0.45 0.30 0.36 0.45 0.42 0.43 41.18

EMBED (both)+USER SMO 0.40 0.49 0.44 0.39 0.41 0.40 0.28 0.22 0.25 0.36 0.38 0.36 38.92

MM+USER SNO 0.34 0.46 0.39 0.50 0.40 0.45 0.31 0.24 0.27 0.38 0.37 0.37 38.92

and feature selection is conducted. Table 1 shows the best performing combina-
tions of classifier and feature category for the experiments V22 and V111. The
overall scores are macro recall, precision, and F1.

In summary, V111 suggests that semantic text features that describe the
content of a MOOC video, are a better choice for the given task than syntactic
features that objectively describe the video. In comparison with V22 that had
a slightly stronger focus on multimedia features describing the objective quality
of the video, this finding could be explained as follows: On the one hand, to
predict the user-independent (average) learning outcome of a MOOC video (as in
V22), it is beneficial to consider multimodal features describing general quality
aspects. On the other hand, the prediction of the individual knowledge gain
(V111) depends on a combination of content features and the preferences of
the person itself. We tried to capture this personal influence with our one-hot-
encoded person ID feature.

Feature Importance (FI): The FI analyses of the two experiments show
significant differences. In V22, multimedia features [4] dominate. From the 40
features yielding a FI ≥ 0 only 14 were of the textual category. This is reflected in
Table 1, where MM+TXT achieved the best performance. In V111 the textual
features obtain the highest FIs, with a slightly stronger focus on the slide content.
Out of the 191 most important features with a value ≥ 0 the first multimedia
feature has rank 50. Rank 3 is of type USER highlighting the importance of
this bin in the 13-dimensional one-hot-encoded vector. This suggests that our
models identified that this learner’s individual performance gave hints about the
eventual learning outcome in the other videos he or she saw. In summary, the FI
analysis implies that it is beneficial to follow a workflow of our approach, that is
to initially consider a broad range of features and assess their importance for the
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classification. Focusing on a single modality from the start may not yield optimal
results as the impact of the selected features may vary heavily depending on the
target scenario.
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Abstract. Questions are widely used in various instructional designs in
education. Creating questions can be challenging and time-consuming.
It requires not only the expertise of the learning content but also the
experience of the question designs and the overall class performance. A
considerable amount of research in the field of question generation (QG)
has focused on computer models that automatically extract key informa-
tion from a given context and transform them into meaningful questions.
However, due to the complexity of programming knowledge, there are
only few studies that have explored the potential of Programming QG
(PQG) where natural languages and programming languages are often
interwoven to constitute an assessment unit. To investigate further, this
study experiments with a hybrid semantic network model for PQG based
on open information extraction and abstract syntax tree. Our user study
showed that experienced instructors had significantly positive feedback
on the relevance and extensibility of the machine-generated questions.

Keywords: Automatic question generation · Programming learning ·
Semantic network analysis · Local knowledge graphs

1 Introduction

Computer programming is a challenging topic that requires the learner to excel
in both the concepts and the implementation. With the increase of self-paced
online learning channels, the demand for programming practice questions is
growing rapidly. For example, much research has shown the effectiveness of self-
assessments and distributed learning for programming [1,2]. Such a tool requires
a large number of questions that address various aspects of the learning con-
tent. Programming learning also requires domain-specific question types such as
code-tracing questions and code-writing questions. As a result, the programming
question generation (PQG) becomes a time-consuming and demanding process
that not only requires the proficiency of the content but also excellence in the
programming question design.

A general question generation (QG) process may be aided by computer mod-
els that automatically extract key information from the learning content and
c© Springer Nature Switzerland AG 2022
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generate new questions out of it. An enormous amount of research has been
focusing on QG models for various fields of study. However, there is little research
for programming QG (PQG). One special challenge in PQG is the alignment of
“knowing-that” (conceptual knowledge) and “knowing-how” (procedural knowl-
edge). In computer programming, a question usually involves both the natural
language and the programming language. The heterogeneous content may limit
the ability of conventional QG models. To fill this research gap, we develop a
PQG model that can support instructors to make programming questions by fol-
lowing the knowledge-based approach. We hypothesize that programming code
and its intents can be synthesized by their descriptions in verb-arguments for-
mats, thereby building a network in an unsupervised way by the abstract syntax
tree (AST) and the local knowledge graph (LKG) model [4].

We conducted a user study with experienced instructors from introductory
programming courses to evaluate the quality of the PQG model. They also pro-
vided valuable insights into their preferred question types and expected support
from PQG tools. The preliminary results showed that the instructors generally
had significantly positive feedback toward the PQG model especially the exten-
sibility of question complexity. Overall, this work illustrates the design of the
PQG model and demonstrates a feasible approach to AI-assisted PQG tools.

2 Methodology

2.1 Modeling Conceptual Programming Knowledge and Procedural
Knowledge

Extending the concept of the semantic role labeling (SRL), researchers have pro-
posed Open Information Extraction (OIE) that considers both SRL and propo-
sitions asserted by sentences. An OIE model can decompose, for example, “com-
puters connected to the Internet can communicate with each other” into two
predicates, “(computers connected to the Internet; can; communicate with each
other)” and “(computers; connected; to the Internet)”. These predicates repre-
sent two aspects of the input.

This work uses the OIE model from [4] to extract semantic triples from the
descriptions around code examples in a textbook, “Think Java 2”1. To aid the
query of related programming concepts, this work builds a semantic network of
the triples by following the Local Knowledge Graph (LKG) approach [3]. This
work builds an LKG by treating both subjects and verbs as nodes and adding
an edge if any two nodes are mentioned in one sentence.

A programming language is usually defined by a formal language with well-
structured grammar. This characteristic ensures that program code can be effi-
ciently parsed into binary machine code by a compiler. The Abstract Syntax Tree
(AST) is an alternative representation of programs that specifically focuses on
the syntactic structure. For example, in an AST of Java code, the node “Clas-
sOrInterfaceDeclaration” represents the entry point of a Java class definition,

1 https://github.com/ChrisMayfield/ThinkJava2.
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and the node “VariableDeclarator” represents a statement that declares a new
variable and its initializer. Although the AST is not necessarily related to the
runtime nature of programs (i.e., the references to external libraries or the actual
flow of data), it provides a convenient way to parse and represent programming
semantics.

2.2 Automatic Question Generation Process

This work uses follows the template-based QG method to transform the key
information into different questions. For a given input question, the PQG algo-
rithm transforms the programming code into AST nodes and extracts program-
ming keywords. Next, the algorithm uses this information to query related code
examples from the LKG model, where programming questions are generated
by the associated AST nodes, LKG triples and grammar-checked question tem-
plates. The generated questions are then ranked by the Tversky index to find
out the most relevant ones.

As far as we know, there is no existing and publicly available model or bench-
mark datasets of PQG. To compare the performance of the model with a refer-
ence, we devised a reference model by masking part of the proposed PQG model.
The reference model, called the “code-aware” model, uses only the AST struc-
tures to generate programming questions. The reference model is compared to
the other model called the “context-aware” model which uses the LKG structure
to generate programming questions.

3 Results

We recruited 7 participants who had teaching experience in introductory pro-
gramming courses via communication in professional networks that involve
instructors and professors from universities and colleges. According to the
responses, around 58% of the participants had more than 5 years of teaching
experience in introductory programming courses; the other 42% had 2–5 years of
teaching experience. For each variable, we collected 84 data points for analysis.
The participants were asked to evaluate machine-generated questions accord-
ing to the topic relevance (Topic-Rel), the extensibility of topics (Ext-Topics),
complexity (Ext-Complex ), and their needs in teaching (Ext-Need).

The average score of each evaluation question was computed as shown in
Table 1. First of all, both the code-aware model and context-aware one received
significantly positive feedback from the participants. Specifically, the extensibil-
ity of complexity (Ext-Complex) received the highest score for both models. This
outcome suggests that the generated questions were able to help the instructors
make questions that are complex enough to distinguish the students’ abilities.
The generated questions also met the instructors’ needs in PQG as seen in the
significantly positive score from the variable Ext-Need and the variable Ext-
Topics. In terms of the relevance of topics (Topic-Rel), the participants gave
a significantly positive score. This outcome suggests that the participants only
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Table 1. The statistics of the four variables in the measurement (reported in the
format “M, SD, test (DoF) = V (pval)”).

Code-aware Context-aware

Topic-Rel 0.64, 1.34, t(83) = 4.39(0.00) 0.64, 1.34, t(83) = 3.59(0.00)

Ext-Topics 0.80, 1.27, t(83) = 5.76(0.00) 0.80, 1.27, t(83) = 3.37(0.00)

Ext-Complex 1.26, 0.81, t(83) = 14.31(0.00) 1.26, 0.81, t(83) = 12.67(0.00)

Ext-Need 0.57, 1.24, t(83) = 4.21(0.00) 0.57, 1.24, t(83) = 3.62(0.00)

slightly agreed that the generated questions were related to the topic of the
input, which is interesting as it suggests that the participants might have differ-
ent opinions/expectations about what topics in the input to focus on.

4 Conclusions

We developed a PQG model that aims to support instructors to make new pro-
gramming questions from the existing ones. Following the knowledge-based QG
approach, we used the LKG to represent the conceptual programming knowl-
edge and the AST to represent procedural programming knowledge. We con-
ducted a user study with experienced instructors from introductory program-
ming courses. The preliminary result showed that the participants had signifi-
cantly positive feedback toward the extensibility of question complexity. Overall,
his work demonstrates a feasible design of PQG models and paves the way for
the future development of AI-assisted PQG tools for educational purposes.
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Abstract. Exams are conducted to test the learner’s understanding of
the subject. To prevent the learners from guessing or exchanging solu-
tions, the mode of tests administered must have sufficient subjective
questions that can gauge whether the learner has understood the con-
cept by mandating a detailed answer. Hence, in this paper, we propose a
novel hybrid unsupervised approach leveraging rule based methods and
pre-trained dense retrievers for the novel task of automatically convert-
ing the objective questions to subjective questions. We observe that our
approach outperforms the existing data-driven approaches by 36.45%
as measured by Recall@k and Precision@k.

Keywords: Question generation · Unsupervised learning · Clustering

1 Introduction and Related Work

In online platforms, assessments are critical to gauge if the learner has under-
stood the concept. However, assessments with only objective questions may
prompt the user to just guess the answer using the options. For more rigor-
ous testing of understanding, we propose the novel task of converting objective
questions to subjective questions to mandate a detailed answer. Let Q be an
objective question (OQ) and A be the answer to that objective question. Our
task is to convert Q to a short subjective question (SQ) S. For example, let’s say
Q: The wastes that can choke the drains include, A: used tea leaves, cotton, then
the possible subjective question could be S: What kind of wastes can choke the
drains? The task of converting objective questions to short subjective questions
in the absence of labeled pairs (OQ-SQ pairs) hasn’t been specifically explored
previously to the best of our knowledge.

Many state-of-the-art Question Generation (QG) systems have been pro-
posed in recent years [2–4]. These systems usually use deep learning-based
approaches such as Seq2Seq models [6] or more recently, transformers [7]. How-
ever, the mentioned approaches have complex model architectures and require
significant amounts of labeled data for training.
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Fig. 1. Architecture for conversion of objective question to a subjective question

We open-source our code and datasets at https://github.com/ADS-AI/
Obj2Sub-AIED2022.

2 Methodology

In this section, we discuss the proposed unsupervised method for generating
subjective question(s) from a given objective question. Let Q be a given objective
question, A be an answer to this objective question, q1q2... qm and a1a2 ... an be
the token sequence of the objective question and answer respectively. Let S1 ....
Sk be the subjective questions generated by the proposed Obj2Sub method for
a given <Q, A> pair. We propose a novel, unsupervised and a hybrid approach
to automate the process of converting an objective question into a subjective
question. Figure 1 gives the complete picture of the proposed methodology. Upon
receiving the inputs (Q and A), our system automatically classifies Q into one of
the 3 broad categories of objective questions based on what class it represents:

• Multi-option Dependent (∼7%) The class of questions that are dependent
on the objective question’s options and don’t focus on a single learning con-
cept. This category has not been dealt with in our proposed method because
these are negligible in number. These can be easily filtered using the presence
of phrases such as of the following, choose the statement, etc.

• WhWord (∼61%) The class of questions that can be answered without look-
ing into the option and can be directly used as subjective questions. These
can be easily identified using the presence of wh-words as a first token (q1)
in Q.

https://github.com/ADS-AI/Obj2Sub-AIED2022
https://github.com/ADS-AI/Obj2Sub-AIED2022
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• Declarative Sentence (∼32%) This category contains the set of objective
questions in which Q + A (‘+’ depicts concatenation) forms a declarative
sentence. The questions not filtered out using either of the first 2 steps are
mostly observed to be falling under this category. Eg: Question = The chem-
ical symbol for silver is, Answer = Ag

In this paper, we focus on the conversion of Objective Questions belonging to
Declarative Sentence category since this is a more common category of objective
questions. For the conversion, we follow a hybrid approach which consists of 3
major components:

• Clustering and Rule-Based Templates We observe that some specific
tokens are the same for multiple objective questions. These tokens are gener-
ally either the last token ( qm), or the last two tokens ( qm , qm−1), or the first
token ( q1). For example, the presence of by as the last token can be seen
in the objective questions: Law of constant proportions is given by , Polio
is caused by . Thus, we define various clusters of objective questions based
on the presence of these specific tokens. However, all these clusters don’t
represent a broad class of objective questions, leading us to perform cluster
pruning based on the frequency (>500 ) in our dataset. Further, we define
a single rule-based template using various syntactic features such as part of
speech tags, determining auxiliary verbs, named entity recognition of tokens,
changing verb forms (lemmatization), subject-auxiliary-inversion as defined
in [1] to steer the conversion into a short subjective question. Questions not
covered with clustering are dealt using the other 2 components.

• Leveraging Open Source Knowledge Base We utilize open-source knowl-
edge base such as the People Also Ask (PAA) section of Google for the con-
version task. We form multiple search queries using the input tokens (Q, A)
and extract top 4 PAA questions using APIs of a Python-based library. The
problem of inconsistency in search results is tackled smartly by using different
permutations for forming search queries and devising a filtering mechanism
to discard irrelevant questions. Eg: Q = desert plants have scale/spine-like
leaves to, A = reduce the loss of water by transpiration, a sample S = How
are the desert plants adapted to reduce the loss of water by transpiration?

• Pre-Trained T5 based model To eliminate a rare problem of concept drift
in the questions generated using PAA section, we utilize a transformer-based
architecture (T5 Squad V11) to augment the generated questions further by
conditioning the generation of new subjective questions on the given objective
question and the context (the answer to the Objective Question) around which
the question must be framed.

Now, we have a set S of subjective questions generated using the last 2 compo-
nents discussed above. We further rank the questions using a pre-trained rank-
ing model (msmarco-distilroberta-base-v2 2) and fetch top-k questions. For this
paper, we mostly stick to k = 3.
1 https://huggingface.co/ramsrigouthamg/t5 squad v1.
2 https://huggingface.co/sentence-transformers/msmarco-distilroberta-base-v2.

https://huggingface.co/ramsrigouthamg/t5_squad_v1
https://huggingface.co/sentence-transformers/msmarco-distilroberta-base-v2
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Table 1. R@k and P@k for k=1,2,3 on ObjQA and MCQ Datasets

Dataset Method R@1 R@2 R@3 P@1 P@2 P@3

ObjQA Obj2Sub (our method) 0.203 0.318 0.408 0.610 0.477 0.408

Rule-Based Approach [1] 0.110 0.189 0.222 0.332 0.283 0.222

T5-Transformer [5] 0.183 0.246 0.299 0.550 0.370 0.299

MCQ Obj2Sub(our method) 0.255 0.329 0.393 0.767 0.493 0.393

Rule-Based Approach [1] 0.156 0.276 0.317 0.47 0.415 0.317

T5-Transformer [5] 0.195 0.292 0.378 0.586 0.439 0.378

3 Experiments and Results

In this paper, we compare our results with two different kinds of dataset for a
holistic evaluation of the proposed system.

ObjQA Dataset: This is a proprietary dataset from an e-learning platform
which consists of approx 2,70,000 non-visual K-12 based objective question sam-
ples spanning different subjects.

MCQ Dataset: This is an open-source dataset which is used to further ver-
ify the robustness of the system proposed in this paper. Again, questions from
different subjects are picked to keep the experiments unbiased.

Due to the novelty of the problem statement, we compare our results with
2 closely related question generation systems, Transformer based T5 Squad
V1 (taking the top-3 outputs) and Rule Based Approach devised in [1].
Table 1 shows the various results and suggests that our method outperforms the
existing methodologies by 36.45% as measured using Recall@3 and Precision@3
due to the hybrid nature of the approach.
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Abstract. Teacher educators use digital clinical simulations (DCS) to
provide improvisation opportunities within low-stakes classroom envi-
ronments. In this study, we experimented with GPT-3 and few-shot
learning to examine if it could be used with open-text DCS responses.
We found that GPT-3 performed substantially worse than traditional
machine learning (ML) models even on the same-sized training sets. How-
ever, the performance of GPT-3 decreased only marginally compared to
traditional ML models with a training set of 20 examples (−0.06). Tra-
ditional ML models generally performed well and in some cases had sim-
ilar performance to the human baseline. Future research will examine
whether changes to labeling procedures or fine-tuning with existing data
can improve the performance of GPT-3 with DCSs.

Keywords: Natural language processing · Few-shot learning ·
GPT-3 · Simulations · Teacher education · Professional learning

1 Introduction and Related Work

To expand practice opportunities, many teacher educators are increasingly
experimenting with digital clinical simulations (DCSs). DCSs provide teachers
with the opportunity to practice and receive feedback in scalable low-stakes envi-
ronments [5,7]. In DCSs, teachers are presented with a hypothetical teaching
situation, such as a student misinterpreting a math problem, and are prompted
to respond improvisationally. These responses can be labeled to indicate spe-
cific teaching characteristics and then integrated into artificial intelligence (AI)
systems using natural language processing (NLP).

However, integrating feedback within simulations using NLP remains a chal-
lenge. Although some researchers have begun to develop NLP classifiers for DCSs
[2], the expertise and labor cost make this approach difficult to implement at
scale. In recent years, the emergence of large-scale language models such as
BERT and GPT-3 has shown that, in certain cases, NLP with few-shot learn-
ing can produce accurate results [1]. Large-scale transformer-based models are
c© Springer Nature Switzerland AG 2022
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trained on extremely large text data sets and are often able to produce and
classify language with high degrees of accuracy in a wide variety of contexts [4].
Research on GPT-3 has found that few-shot learning with GPT-3 performs bet-
ter than other large-scale language models on contextual language tasks and, in
some cases, human raters [1]. However, applications of the GPT-3 models with
context-specific texts have had mixed success. Some studies have found that
few-shot learning with GPT-3 has had high degrees of accuracy on some tasks
[10]. However, few-shot learning does not perform as well as other methods in
very context-specific tasks [1].

In this study, we compare how GPT-3 performs in a few-shot learning situa-
tion, classifying participant responses from a DCSs with a human baseline and
traditional machine learning (ML) models. We used previously labeled data from
a simulation, Jeremy’s Journal. In addition to the complete training set, we also
evaluated the few-shot learning potential of GPT-3 by randomly sampling sets
of 20, 100, and 200 equally balanced pre-labeled responses from the training set
to use as prompts for few-shot learning with the GPT-3 model.

2 Methods

The Jeremy’s Journal simulation was developed and implemented using the
Teacher Moments platform [5]. In the simulation, Jeremy’s Journal, participants
play the role of a middle school English teacher who has a student struggling with
personal issues named Jeremy Green. Strong performance in the simulation is
associated with recognizing where the student is struggling, identifying effective
instructional supports, and being aware of the student’s mental and physical well-
being. This simulation was embedded in an online professional learning course
for educators that ran in early 2021. The course enrolled 5,458 participants, and
we focused on participants who completed the simulation and gave their consent
to participate in the research (N = 494).

In this study, we focus on participants’ responses to three prompts in the
simulation. We developed a set of nine binary labels to assess whether par-
ticipants mentioned specific ideas or concepts in their responses. We evaluated
1,482 responses from the three prompts. Labeling was carried out by three raters
with 20% of all texts randomly sampled by prompt to assess inter-rater reliabil-
ity. Inter-rater reliability was good across all rater combinations with Cohen’s
kappa between 0.57–0.61, similar to what has been reported in previous research
on similar types of tasks [2,6]. These labeled data then served as ’ground-truth’
data for training our models.

We pre-processed the data by removing capitalization, symbols, punctuation,
and stopwords. We then split the data into a training and validation set using
a 80%/20% split stratifying the data by prompt. Although we did not stratify
by labels, the distribution of labels in the validation sets was not statistically
or meaningfully different from the training sets. To select the best performing
traditional ML model, we evaluated six different types of algorithms. We used a
stratified five-fold cross-validation on the training data to select model features
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using 50 random seeds to adjust for sampling variation. Based on our analysis,
we selected a model for each label that maximized the weighted average F1
score. In cases where F1 scores were equivalent, we used precision and recall
metrics to select the best performing models. Our analysis was conducted using
the scikit-learn package [9] with Python 3.9 in Jupyter Notebook.

We accessed GPT-3 using the OpenAI API and the openai package within
Python [8]. For cost and efficiency reasons, we used the ada model, available on
the OpenAI website. To evaluate GPT-3’s few-shot learning capacity, we sampled
from the labeled training data sample sets of 200, 100, and 20 that were equally
balanced across classes. The same training and validation data were used for
both the GPT-3 and traditional ML models.

3 Results

The GPT-3 model performed significantly worse than any of the traditional ML
models (Table 1). On average, the full GPT-3 model had F1 scores −0.25 lower
than the human baseline and 0.19 lower than the best performing traditional
ML model. Performance degraded slightly as the number of labeled examples
was reduced: models with 200 and 100 labeled examples had very similar F1
scores to the full training set and in some cases performed better. Only with
20 examples were there any meaningful differences in the average F-1 scores
with −0.30 compared to the human baseline and −0.25 compared to the best
performing traditional ML model. Compared to the full GPT-3 model, this was
a decrease of −0.06 in F-1 scores compared to both the human baseline and
traditional ML models.

Table 1. F1 statistics for all models

Approach Model 1 2 3 4 5 6 7 8 9 Average

Human Baseline 0.93 0.84 0.78 0.92 0.78 0.79 0.77 0.88 0.86 0.84

Traditional ML Random Forest 0.91 0.68 0.69 0.95 0.69 0.67 0.71 0.84 0.84 0.78

SVC (Linear) 0.94 0.66 0.61 0.91 0.60 0.67 0.70 0.83 0.80 0.73

SVC (Polynomial) 0.85 0.58 0.60 0.85 0.61 0.58 0.64 0.84 0.81 0.71

SVC (Sigmoid) 0.94 0.72 0.61 0.93 0.70 0.69 0.75 0.83 0.86 0.78

SVC (RBF) 0.91 0.65 0.68 0.93 0.66 0.69 0.68 0.84 0.82 0.76

Decision Tree 0.91 0.64 0.67 0.93 0.69 0.69 0.70 0.80 0.81 0.76

Best Model 0.94 0.72 0.69 0.95 0.70 0.69 0.75 0.84 0.86 0.79

GPT-3 (Full) 0.67 0.42 0.43 0.70 0.57 0.53 0.58 0.78 0.72 0.60

GPT-3 (200) 0.67 0.49 0.46 0.74 0.57 0.54 0.57 0.69 0.64 0.60

GPT-3 (100) 0.65 0.45 0.45 0.72 0.56 0.55 0.57 0.68 0.65 0.58GPT-3

GPT-3 (20) 0.53 0.42 0.38 0.66 0.55 0.48 0.55 0.66 0.65 0.54

Note: The best traditional ML models are bolded. Column labels are 1-feel jeremy, 2-

teach catch up, 3-student catch up, 4-school policy, 5-learn challenge, 6-change for, 7-more

some, 8-jeremy mental, 9-jeremy effort.

Although GPT-3 performed significantly worse than the human baseline and
traditional ML approaches, there was only a small drop in F1 scores (−0.06)
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between full training data set responses versus samples of 20 equally balanced
responses. This suggests that we might be able to modify our approach to GPT-3
to investigate whether these changes might improve the accuracy of the model.
Some possibilities include fine-tuning the base models using context-specific lan-
guage, a strategy that has been deployed successfully with BERT [3].
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Abstract. Many scientific publications and materials on artificial intel-
ligence (AI) have been written in English; however, for many AI learners,
English is their second language. Therefore, the difficulty (readability) of
online self-teaching texts on AI for English-as-a-second-language (ESL)
learners is essential for determining the language support ESL learners
need to learn AI. However, only a few studies have addressed this issue.
Therefore, we identified the difficulty level of English self-teaching texts
for ESL AI learners. Because large-scale testing for ESL learners is imprac-
tical owing to the financial costs and time involved, we built two distinctive
automatic readability assessors: one using sophisticated deep-learning-
based natural language processing (NLP) technology, and another using
classic NLP based on word frequency and applied linguistics. We con-
ducted our evaluation using AI research papers and university-level online
course texts. Interestingly, the distinctive automatic assessors, which were
trained on different datasets, showed similar results. Intermediate-level
ESL learners could read approximately 10% of online course texts. We also
showed that they are significantly easier to read than AI research papers
for ESL learners, demonstrating their usefulness in AI learning.

Keywords: Second language learning · Readability · Automatic
assessment · Natural language processing

1 Introduction

English is most often used to express developments in science and technology,
including AI. The most informative AI educational material is written in English.
Hence, for English-as-a-second-language (ESL) learners studying AI, compre-
hending the content of English educational material can be difficult. Moreover,
this problem can intensify if learners want to learn the latest developments in
AI technologies, but the corresponding research papers or educational materials
have not been translated into their native languages.

To overcome these problems, we first sought to understand the readability of
English AI educational materials. Assembling ESL learners to read and evaluate
a large number of English texts is difficult because of the time and financial cost
involved. Instead, we focused on developing highly accurate readability assessors.
c© Springer Nature Switzerland AG 2022
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We followed two approaches for building assessors. The first approach is based
on educational natural language processing (NLP) [6]. Using a standard corpus,
we built a highly accurate readability assessor using deep learning methods, such
as bidirectional encoder representations from transformers (BERT) [1].

The second approach involves conducting readability assessments based on
information regarding the vocabulary of ESL learners. These methods have been
thoroughly studied in applied linguistics, wherein extensive research has con-
firmed that ESL learners must know more than 95% of the words in a text
to read and understand it [4,5]. The notion of assessing text readability based
on the vocabulary of each learner is beneficial for interpreting the readability
assessment results. Therefore, we also constructed a classifier that ascertains the
number of words in a text known to an ESL learner using a dataset of vocabulary
tests on ESL learners [2].

In experiments conducted on a standard dataset for evaluating readability
[6] in educational NLP, the results of the two approaches were in close agree-
ment. Experiments using real educational AI texts showed that most texts in
most AI educational materials were readable by intermediate ESL learners. In
addition, we compared the readability of educational AI texts with that of AI
paper abstracts. The results showed that the readability of educational AI mate-
rials was significantly easier for ESL learners than that of AI paper abstracts.
Approximately 10% of the AI paper abstracts were unreadable by ESL learn-
ers with an intermediate English proficiency. Most ESL learners learning AI
usually have only an intermediate level of English proficiency because of the
time constraints involved in learning English. Therefore, this result shows that
ESL learners cannot read approximately 10% of AI paper abstracts but can read
almost all educational AI material. That is, the results show that educational
AI materials are useful for both AI beginners and ESL learners.

2 Experiments with Educational AI Texts

We followed the experimental setting in [3] to train the BERT-based (spvBERT)
and Vocabulary-based classifiers. For the experiment, we used slide PDFs
from the course “CS221: Artificial Intelligence: Principles and Techniques
Stanford/Spring 2020–2021” of Stanford University1. We chose this text because it
is an introductory AI course from a reputable university, and the slides cover a wide
range of AI topics. Moreover, because the course prerequisites include probability,
discrete mathematics, and programming basics, the slides of this course include
topics related to only AI, but not AI-related mathematics, making it suitable for
directly measuring the readability of AI texts.

Here, the definition of intermediate follows the definitions in [6]: elemen-
tary, intermediate, and advanced. After converting all PDF slides from this class
into text using the pdfminer library (https://pypi.org/project/pdfminer/), 709
texts were obtained by excluding empty lines and lines containing only expres-
sions. For comparison, for the abstracts of AI fields, we obtained abstracts from
1 https://stanford-cs221.github.io/spring2021/.

https://pypi.org/project/pdfminer/
https://stanford-cs221.github.io/spring2021/
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Table 1. Readability assessment results for ESL learners on educational AI and AI
paper abstracts

– Elem. Int. Adv.

Educational AI 0.398 0.598 0.004
AI paper abstracts 0.037 0.860 0.103

Fig. 1. spvBERT- and Vocabulary-based
scores on educational AI texts.

Fig. 2. spvBERT- and Vocabulary-
based scores on AI paper abstracts.

AAAI conference papers2. We randomly sampled 1, 000 abstracts from all AAAI
abstracts from 2011 to 2021 to compare them with the educational AI texts
fairly in terms of topics and number of texts.

Table 1 shows the readability assessment results using spvBERT on edu-
cational AI texts and AI paper abstracts. Because most educational AI texts
are elementary or intermediate, this result implies that intermediate-level ESL
learners can read most educational AI texts. From Table 1, educational AI mate-
rial is easier to read than an AI paper abstract. The results were statistically
significant (Mann-Whitney test, p < 0.01).

The results of Table 1 are consistent with those of the vocabulary-based
approach. Figure 1 compares the results of both methods on the educational AI
texts. The horizontal axis shows the results of spvBERT, and the vertical axis
shows the results of the Vocabulary-based approach. Because few texts were
assessed as advanced using spvBERT in Fig. 1, we can regard them as excep-
tions. Nevertheless, note that all texts assessed as “elementary” by spvBERT
have low vocabulary-based scores, indicating an easier reading experience
for ESL learners. Figure 2 compares the results of both methods on the AI
paper abstracts. Again, Fig. 2 shows that texts assessed as “intermediate” are
more difficult than those assessed as “elementary.” In both Fig. 1 and Fig. 2, the
2 “The AAAI Conference on Artificial Intelligence (AAAI)” papers in https://www.

aaai.org/Conferences/conferences.php.

https://www.aaai.org/Conferences/conferences.php
https://www.aaai.org/Conferences/conferences.php
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slightly upward trends are statistically significant (Wilcoxon test, p < 0.01).
This means that a gentle but reliable correlation exists between the spvBERT-
and vocabulary-based scores.

The smaller the vocabulary-based score, the easier the text is for ESL
learners to read. The average score for the AI paper abstracts was 18.45. The
average score for the educational AI texts was 0.76. This result indicates that the
vocabulary-based approach also indicates that educational AI texts are easier
to read than AI paper abstracts. This result was also statistically significant
(Mann-Whitney test, p < 0.01).

Finally, even in educational AI texts assessed as elementary by spvBERT,
the vocabulary-based approach determined that terms unassigned and boot-
strapping are difficult for ESL learners, presumably because they do not appear
in typical English textbooks. The details of the dataset are to be available at
yoehara.com.

3 Conclusions

We assessed the readability of educational AI texts for ESL learners. We built
highly accurate assessors using two approaches. Although intermediate ESL
learners could read most of educational AI texts in our dataset, we showed
that intermediate ESL learners could not read approximately 10% of AI paper
abstracts. As ESL learners are typically not at an advanced English reading
level, this result indicates that educational AI texts are more readable. Future
research should include more comprehensive experiments using other datasets.
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Abstract. One way to improve cognitive advantages in online learn-
ing is to improve support for collaborative learning in an online envi-
ronment. We propose a real-time approach to encouraging members of
online groups to participate more actively by mirroring individual rela-
tive contributions within the group. Our findings suggest that mirroring
promotes a number of interactive phenomena that are beneficial to online
collaborative learning.

Keywords: Collaborative learning · Online groups · WC-GCMS ·
Mirroring

1 Background

Students from all socioeconomic backgrounds and geographical locations can
now obtain a quality education online without time constraints. Online learning,
on the other hand, has yet to maximize the socio-cognitive benefits of groups
[6,7] because it provides limited or no real-time support for online collaborative
learning [7,12]. Online learners, like in face-to-face group-learning, would benefit
from real-time prompts that scaffold group collaboration [6,11]. We previously
adapted the Collaboration Management Life Cycle (CMLC) [10] as a frame-
work of support for online collaborative learning, and we developed and tested
the Word Count/Gini Coefficient measure of symmetry (WC-GCMS), which we
advance for assessing the level of online collaboration in real-time [2–4], Our
previous evaluation shows that the WC-GCMS can provide insight into the phe-
nomena of group collaboration, which can then be applied to provide real-time
support for online collaboration [1–4]. In this study, we use WC-GCMS compo-
nents to provide real-time feedback to online group members (mirroring) dur-
ing text-based joint problem-solving chat. We anticipate that this feedback will
encourage individuals to contribute more to the group chat, thereby scaffolding
the group’s collaboration. The sections that follow discuss our findings.

c© Springer Nature Switzerland AG 2022
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2 Real-Time Mirroring: Evaluating the Effect on Online
Collaboration

The WC-GCMS metric that measures individual contribution to group discus-
sion was applied as real-time feedback to groups while they chatted online to
solve a joint-task (see bar-chart widget displayed in Fig. 1a). We anticipate that
this will stimulate each member to contribute more to the group discussion (i.e.,
self-regulate) [5]. This conjecture is based on theories that suggest successive
positive behavior or improved performance can be induced with feedback on
previous or current performance [8]. We tested our conjecture and the effect of
mirroring using a between-subject experiment design.

Ten experimental groups were formed, each with four randomly selected mem-
bers from 40 participants. Each group was required to communicate via a text-
only online chatroom in order to complete the “desert survival” task (adopted as
a pseudo group task). In addition, 5 of the 10 groups (experiment-treatment) were
randomly assigned to use the chatroom interface shown in Fig. 1a, while the other 5
groups (control-treatment) used the interface shown in Fig. 1b. In the experiment-
treatments - Grp1 & Grp3: (1 female, 3 male); Grp2: (4 male); Grp4: (3 female,
1 male) and Grp5 (1 female, 1 male, 2 undisclosed). In the Control-treatment -
Grps 1, 3 & 5: (4 male); Grp2: (1 female, 3 male) and Grp4: (2 female, 1 male,
1 undisclosed). Our hypotheses are that groups in the experiment-treatment will
have a higher frequency of individual contributions, a higher WC-GCMS measure
of group collaboration, and a higher quality of information exchange and collabo-
rative phenomena within-groups than groups in the control-treatment.

(a) Experiment Chatroom (b) Control Chatroom

Fig. 1. Controlled experiment design

3 Discourse Data Analysis and Results

(a) Frequency of contri-
bution within-groups: Be-
tween treatments.

(b) WC-GCMS measure
between treatments

(c) Comparison between-
treatments: % quality of
discourse in context

Fig. 2. Result: analysis of groups’ discourse.
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Frequency of Individuals’ Contributions Within-Groups: Comparison
Between Treatment (H1) - For each of the ten groups, the frequency of
an individual’s contribution within a group was defined and computed for each
member within a group. The ANOVA result between-treatments (F(1,39) =
5.63, p = 0.02) indicates a statistically significant difference between frequency of
individuals’ contribution within their groups; whilst the ANOVA result between-
groups (F(9,39) = 1.7, p = 0.13) shows no evidence of a statistically signifi-
cant difference. Figure 2a visualizes the difference in frequency of contribution
between-treatments.

WC-GCSM Measure Between-Treatments (H2) - Each group’s WC-
GCMS measure of group collaboration [2,3] was evaluated and compared to
examine significant WC-GCMS differences between-treatments. The ANOVA
result between treatments (F(1,8) = 5.317, p = 0.259) shows no statistically sig-
nificant difference in WC-GCMS level of collaboration between the treatments.
However, this is very likely to due to our data-set being too small; visualizing the
collaboration level measure between-treatment indicates that the measure tends
to be better within the groups allocated to the experiment-treatment compared
to those in the control-treatment (see Fig. 2b).

Quality of Information Exchanged in Discourse (H3) - Finally, we exam-
ined the group discourse in order to assess the quality of information exchange
in relation to the task at hand. The Soller taxonomy of collaborative skill [9]
informed our coding scheme for collaboration-related contributions. We had
three categories of labeling for individuals’ text contributions in our coding
scheme: [A] Contributions that are relevant to the group task, an element of the
Soller taxonomy, such as an informed question, information to progress in the
task, informed argument, group coordination; [B] Contributions that are relevant
to the task but do not contain any information, such as a one-word acknowl-
edgement or agreement, providing an uninformed answer to the group task ; and
[C] Irrelevant information such as humour or greetings. In our coding score, A
is a 1, B is a 0.5, and C is a 0.

The aggregate score of coding each group’s discourse as described, as a rep-
resentation of the groups’ discourse quality, is depicted in Fig. 2c; it shows that
the treatment influences a higher information value/exchange within-groups, i.e.
a higher score for groups in the experiment-treatment compared to the control-
treatment. Other characteristics of group discourse and indications of stimulation
by mirroring which we observed uniquely in groups in the experiment-treatment
are illustrated in the comments below (colors distinguishing groups and all found
in the experiment-treatment)1.

Member1: btw guys at the end lets spam the send text to gain the system and to become the best group by
default
Member2: i think the chat messages are stored though
Why dont we cheat?
Member1: How am I the lowest here?
Member2: Cause you have given like 1 work answers all the time Member2: If you speak at all

1 See all group discourse at: http://colab-learn.herokuapp.com/AIED2022/gNT.php:
N ∈ {1, 2, 3, 4, 5} (i.e. group numbers) and T ∈ {E, C} (i.e. group treatment).

http://colab-learn.herokuapp.com/AIED2022/gNT.php
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4 Conclusions and Recommendations for Future Work

Our findings support hypotheses H1-3 and lead us to the conclusion that our
mirroring (real-time feedback to groups) aids in the stimulation of collaborative
phenomena within groups as well as the promotion of group collaboration during
joint-problem-solving interactions via the text-based online medium. In future
work, we can improve the effect of our real-time feedback by providing meta-
cognition about it to group learners. Also, the feedback could be used as a
prompt to a computer agent for providing explicit intervention that can improve
interactivity and collaboration within online groups.
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1 Introduction

It is well understood that affect interacts with and influences the learning pro-
cess [2,7,9]. The impact of affect on learning is not straightforward. For example,
D’Mello et al. explore how confusion, which superficially might be considered a
negative affective state, is likely to promote learning under appropriate condi-
tions [3]. In addition, the way the students perceive the tasks and the support
they receive can impact their experience, agency and self-efficacy which in turn
has been shown to relate to persistence and long-term outcomes [1]. It is impor-
tant therefore, to deepen our understanding of the role of affect in learning in
general and in particular students’ perceptions of their own learning with digital
environments that provide feedback.

In previous work [4] we described the development of affect-aware support
and the effect of such support in relation to learning during a whole classroom
intervention with a sequence of fraction learning tasks within the iTalk2Learn
platform. In contrast, in this paper, we report on a study that asked students to
self-report their affective states while undertaking fractions tasks.

2 The iTalk2Learn Platform

iTalk2learn is a learning platform for children aged 8–12 years old who are learn-
ing fractions. It combines structured practice with more open-ended activities
in an exploratory learning environment called Fractions Lab [8]. In this paper
we focus on the exploratory learning environment only. Figure 1 shows the Frac-
tions Lab interface of the exploratory learning environment. The learning task is
displayed at the top of the screen. Students are asked to solve the task by select-
ing a representation (from the right-hand side menu) which they manipulate in
order to construct an answer to the given task [5].
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Fig. 1. Exploratory learning environment Fractions Lab. See [5]

Adaptive support is provided to the students based on their screen interac-
tions and their speech. The platform is designed to detect and analyse children’s
speech in near real time (c.f. [6]).

The tasks provided to students included structured practice tasks with more
open-ended activities. The order of tasks is calculated based on a classifier that
identifies if a student is under-, appropriate-, or over-challenged. Speech and the
amount of feedback provided is used for the classification [6]. In this paper we
focus on tasks that were provided to students in Fractions Lab only, because the
structured practice learning environment was a ‘black box’.

3 User Study

We were interested in exploring the impact of the affect-aware support on tasks
that differ in their difficulty. 77 students took part in this study. These partici-
pants were all primary school students, aged between 8 and 10 years old, recruited
from two schools in the UK. Students were randomly allocated into two groups.
The first group (N = 41) was assigned to the affect condition: the students were
given access to the full iTalk2Learn system, which uses the student’s affective
state and their performance to determine the feedback type and its presentation.
The second group of students (N = 36) was assigned to the non-affect condition,
where students were given access to a version of the iTalk2Learn system in which
feedback is based on the student’s performance only. More details about the sys-
tem overall and the affect feedback specifically are provided in [4]. Students
engaged with the iTalk2Learn system for 40 min according to the experimental
condition. A pre and a post test of fractions was provided to students at the
beginning and at the end of the session. The tasks provided to students differed
in their difficulty as follows:

Task A - Low Cognitive Demand: creating a fraction with all available
representations. This task is classified as low cognitive demanding as no actual
calculation with fractions is demanded.
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Task B - Low Cognitive Demand: creating a fraction and partition the
fraction by using the partition tool with right click. This was the first task that
students were confronted with. No knowledge about fractions is needed.

Task C - High Cognitive Demand: creating a particular fraction as well
as an equivalent fraction with a representation that was used the least in the
past. This task is classified as a high cognitive demanding task as students were
restricted to a representation that they did used the least in the past.

Task D - High Cognitive Demand: creating two fractions and check if
they are equivalent in the compare box. This task is classified as high cognitive
demanding as students needed do understand how fractions were calculated.

After each task, a pop-up window asked students to report how they found
the task. Prior to the interaction with the system, the classroom teacher had
presented this with the students and discussed the options in class through an
example. Students were given a choice to select from the following: enjoyable,
confusing, frustrating, interesting, something else, or don’t know. The types of
affective states were selected which are associated with learning [2,3,7].

4 Results

There was no difference between conditions on their self-reported affective states
across the different tasks. We hypothesised that students’ self-reports will differ
based on low or high knowledge of fractions and depending on the task difficulty.
Hence we divided the students into high and low knowledge groups based on their
pre-test. This resulted in 56 students in the low group and 21 students in the
high group. Separate chi-square tests were performed over the different tasks.
The results are reported below:

Task A - Low Cognitive Demanding: This task was provided when students
were over-challenged with task B. A chi-square test showed that there is a sig-
nificant difference in low knowledge students reporting that they are frustrated.
No student from the affect condition in the high knowledge group performed this
task. More low knowledge students in the affect group reported to be frustrated
than students in the non-affect group (x2(1) = 10.686, p < .001).

Task B - Low Cognitive Demanding: This was the first task students were
confronted with. There was no difference between the groups in the high knowl-
edge group. Significantly fewer low knowledge students in the affect condition
than in the non-affect condition enjoyed this task (x2(1) = 4.781, p < .05).

Task C - High Cognitive Demanding: There was no difference between the
groups in the high knowledge group. In the low knowledge group, more students
in the affect condition enjoyed task than students in the non-affect condition
(x2(1) = 4.829, p < .05).
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Task D - High Cognitive Demanding: There was no significant difference
in the low knowledge student groups. High knowledge students in the affect con-
dition were significantly less frustrated than students in the non-affect condition
(x2(1) = 4.234, p < .05).

5 Discussion and Conclusion

Despite the inconclusive results, some patterns are emerging that require further
research. In particular, we hypothesise that the reason that more students with
low background knowledge enjoyed the low cognitive demandings tasks in the
non-affect condition than in the affect condition, is because when students are
working on tasks that are appropriately challenging, they can effectively regulate
their affective states. In other words, it could be the case that the affect-aware
feedback is getting in the way. However, on high cognitive demanding tasks, more
students with low background knowledge were enjoying the task in the affect
condition than in the non-affect condition. Also students with high background
knowledge were significantly less frustrated in the affect condition than in the
non-affect condition. This implies that when students are confronted with a high
cognitive demanding task they may be benefiting from the affect feedback more
than during low cognitive demanding tasks. This might imply that affect-aware
support is important for affect regulation on cognitive high demanding tasks but
less effective on low demanding tasks where students do not need support for
regulating their affective states.

Future work should address some limitations of this work and include an
in-depth analysis of the interaction between affect, feedback and learning tasks
that differ in their cognitive demands.
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Abstract. Many national science frameworks (e.g., Next Generation Science
Standards) argue that developing mathematical modeling competencies is critical
for students’ deep understanding of science. However, science teachers may be
unprepared to assess these competencies. We are addressing this need by develop-
ing virtual lab performance assessments that assess these competencies in science
inquiry contexts. Through our design processes, we developed a method for vali-
dating the assessments that takes advantage of the unique opportunities afforded
by collecting log data. Here, we describe this method and demonstrate its utility by
analyzing students’ competencies with one example sub-practice of mathematical
modeling, plotting controlled data generated from a simulation.

Keywords: Intelligent tutoring system ·Mathematical modeling · Log data

1 Introduction

To help promote students’ deep understanding of science and mathematics necessary
for future college and career readiness in STEM [1], standards like the Next Genera-
tion Science Standards (NGSS) [2] emphasize the integration of disciplinary ideas and
concepts with science and engineering practices, including using mathematics and com-
putational thinking (NGSS Practice 5) and developing and usingmodels (NGSS Practice
2). These practices, though, can be difficult for teachers to assess without resources that
can capture students’ competencies in real time [3]. To address this need, we are develop-
ing virtual lab performance-based formative assessments within the Inquiry Intelligent
Tutoring System (Inq-ITS) environment [4]. These assessments automatically measure
students’ competencies at building mathematical models within science inquiry con-
texts using knowledge-engineered algorithms [5, 6]. Part of the development process
of assessments and algorithms entails ensuring that they validly and reliably capture
the broad range of competencies students may demonstrate. In this paper, we present a
method in which we triangulate the virtual lab evaluations with students’ actions in the
lab and their multiple-choice responses to collect evidence about specific interpretations
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of assessment scores on the mathematical modeling task [6]. This method can be useful
for rigorously validating the logs and assessment data yielded by intelligent tutoring
systems that scaffold and assess competencies for similar complex domains.

2 Method

2.1 Participants and Procedure

US High school students (N = 107) completed an online multiple-choice assessment,
followed by an Inq-ITS virtual lab on a physical science topic (i.e., momentum, gravity,
or friction) chosen by their teacher. In the virtual lab, students collected quantitative
data using an interactive simulation, and developed a mathematical model to fit the trend
in their data. This paper focuses on students’ responses and actions related to one of
the many sub-practices assessed within the system, plotting controlled data. The data
related to this sub-practice include students’ responses to the Selecting Controlled Data
multiple-choice item (Fig. 1) as well as students’ actions on the Plotting Data stage,
where students must label axes and choose data among the trials they have collected to
plot on a graph (Fig. 2).

Fig. 1. Multiple-choice item for Selecting Controlled Data

Fig. 2. Screenshots of the Plotting Data stage of the mathematical modeling task
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2.2 Measures

We triangulated three data sources: students’ responses to multiple-choice items (MCs),
evaluation logs (ELs), and action logs (ALs). Specifically, the MC item for plotting
controlled data prompts the student to identify which data from a table should be plotted
according to a given goal (Fig. 1). The response is scored as correct (1) or incorrect
(0) depending on whether the student selected the answer option with all controlled
trials (i.e., choice B). We also collected students’ EL scores generated from students’
performances within the virtual lab. Scores were generated using knowledge-engineered
algorithms based on the axes chosen and points plotted when constructing their graph [5,
6]. The EL score for the sub-practice of plotting controlled data was logged as correct
(1) or incorrect (0) depending on whether the student selected all controlled trials to plot
(Fig. 2). Finally, we gathered the sequential, timestamped actions taken by the students
within the virtual lab through the ALs, which detailed what students clicked (e.g., which
axes they chose, which points they selected and de-selected) and when.

2.3 Approach to Validating the Virtual Lab Performance Assessment

We compared students’ scores on the virtual lab and multiple-choice assessment (i.e.,
the EL andMC scores, respectively) using 2× 2 contingency tables. These represent the
frequency distribution of student scoreswithin each task type for plotting controlled data.
We then selected a random subsample of students and analyzed their ALs to generate
hypotheses that could explain any discrepancies found betweenMCandEL scores. Next,
we determined which features of the ALs substantiated our hypotheses and distilled the
remaining log data into summary reports of those features. From this data, we were able
to generate arguments for or against the intended interpretation of the assessment scores.

3 Results: Applying the Method

Relationship between Multiple-Choice and Virtual Lab Performance for Plotting
Controlled Data. Table 1 shows that, of the 85 students who received EL = 1 for this
sub-practice, 60% (51/85) answered the related MC item incorrectly (MC= 0). We then
analyzed the ALs to understand this pattern.

Table 1. 2 × 2 contingency table for plotting controlled data sub-practice.

Virtual Lab Evaluation Log (EL) score

0 1 Total

Multiple Choice Item (MC) score 0 15 (14%) 51 (48%) 66 (62%)

1 7 (7%) 34 (32%) 41 (38%)

Total 22 (21%) 85 (79%) 107

From the ALs, we generated two hypotheses: (1) students who have mastered col-
lecting controlled data with a simulation may not have mastered selecting a subset of
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controlled data from a larger set of uncontrolled data, and (2) students may operate under
the misconception that they should utilize (i.e., plot) all data points available to them
when constructing mathematical models. In relation to the first hypothesis, we found
that 94% (48/51) of the students who received EL = 1 and MC = 0 had collected only
controlled data; thus, it was impossible for these students to plot uncontrolled data since
they did not have uncontrolled data available. Given that these students had also incor-
rectly answered the MC item (Fig. 2), we suspect that these students do not fully have
this competency; thus, future designs of the virtual lab assessment should be able to dis-
criminate between students with partial competencies with this sub-practice. In relation
to the second hypothesis, 83% (89/107) plotted all data points that they collected within
the system. Of these students, 45% (40/89) selected the “all trials” option for the MC
item. These two pieces of evidence together suggest that selecting all data points that are
available might represent a misconception among students, and future design iterations
should include scaffolds to help students address this misconception.

4 Discussion

For educators to be confident that systems correctly measure students’ competencies,
we suggest more effort be spent on developing and utilizing validation methods which
leverage log data, such as the method described in this paper. This method can be
generalized to other domains and systems that make use of an external measure (e.g.,
multiple-choice items) that align with fine-grained constructs, performance assessments
that can evaluate the same constructs, and additional human-interpretable log data of
students’ behavior. Such methods like ours not only provide evidence about validity, but
also highlight ways to improve the design of performance assessment tasks.
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Education Institute of Education Sciences (Award Numbers: R305A210432 & 91990019C0037;
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Abstract. Invented spelling is a common exercise administered in
kindergarten classrooms where students are asked to produce pho-
netically correct, but not necessarily absolutely correct spellings. For
instance, “jyraf” is a phonetically correct spelling for “giraffe”. We
present a mobile intelligent tutoring system capable of robustly provid-
ing adaptive feedback for invented spelling practice on nearly any target
word, and report some initial user testing results.
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1 Introduction

Invented spelling practice engages important prerequisite skills for reading and
writing such as knowledge of grapheme-phoneme (i.e. letter-to-sound) mappings
and phonological awareness—the ability to identify the individual sounds that
make up words. Ouellete and Sénéchal [5] found that invented spelling mediates
the relationship between phonological awareness and word reading in kinder-
garten and that invented spelling predicts word reading and spelling abilities in
first grade students. Invented spelling practice typically requires significant one-
on-one feedback from adults, and thus constitutes as a potentially high-impact
domain for implementing an intelligent tutoring system. In this work we present
a tutoring system that provides automated feedback for invented spellings—a
challenging technical problem since there are many ways that invented spellings
can be correct and many degrees to which they can be incorrect.

2 A Mobile Invented Spelling Tutoring System

Our Intelligent Tutoring System (ITS) is a cross-platform ReactNative appli-
cation deployable on all major mobile operating systems and web browsers.
We designed our app for independent use by 4- to 6-year-old children across
several sessions. Students login with a personalized password consisting of non-
alphanumeric symbols, and receive instruction and feedback via audio prompts.
Each new problem begins with an audio prompt presenting the target word:
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“Let’s spell [word] [word-slow] [word]” accompanied by an image depicting the
target word. Random prompts such as “Try out dragging some letters” are
played, after 17 s of inactivity, and letter tiles will hop and wiggle to indicate
that they are interactive. For each problem students are given a small set of 8–10
randomly arranged letter tiles, that can be dragged onto the spelling line. For a
word with N letters students can place at most N+2 tiles after which additional
tiles refuse to snap to the spelling line. Students submit their spelling with the
green check-mark button which provides a random motivational prompt such as
“Great job!”, “Cool spelling!” or “Nice work!” (Fig. 1).

Fig. 1. (a) A password entered to the login screen. (b) The word “moth” partially
completed. (c) Incremental feedback for “drip” spelled “drs”. “s” is replaced with “p”.
The “R” tile expands as it is sounded out.

At submission time the student’s spelling is sounded out and they are pro-
vided with an automated version of the incremental feedback outlined by Ouel-
lette and Sénéchal [4]. To facilitate comparison between the student’s spelling
and the app’s feedback, copies of the student’s tiles fall in above the placed tiles.
This animation is accompanied by the audio prompt: “Let’s see if we can make
your spelling a little closer to [word]”. Next animations and audio prompts show
the student a single insertion, deletion, or replacement of a tile in their spelling.
For instance if the target word “drip” was spelled “drs”, then the app would
narrate “we’ll replace, ‘s’ with ‘p’ to make the “P sound”, and the copy of the
“s” ascends off the screen to be replaced by a green colored “p”1. If the spelling
is phonetically correct but not strictly correct students are instead provided the
correct spelling as feedback. After each completed problem students earn silver
stars for each correct phoneme in their spelling and a gold star if the spelling

1 Note in this example that “p” is incorporated instead of “i”. The calculated correc-
tion sequences favor fixing missing or incorrect consonants over vowels.
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was completely correct. If students do not earn all the silver stars for a problem
then it is repeated once more. Otherwise Bayesian Knowledge Tracing [2] is used
to select the next problem.

3 Finding Correction Sequences for Invented Spellings

Our spelling correction algorithm has several elements that distinguish it from
the spelling correction feature used in modern text editors and browsers. Spelling
correction for text-editing is typically implemented by variants of Kernighan’s
spelling correction algorithm, an extensions of the Wagner-Fisher string-to-string
correction algorithm [6] that produces the most probable target words intended
by a misspelling [3]. By contrast, our algorithm finds a correction sequence that
produces the nearest phonetically correct but not necessarily correct spelling,
of which there is no authoritative set (like an English dictionary). By contrast
to string-to-string approaches our algorithm produces a correction sequence as
changes to individual graphemes, which can consist of multiple characters like
“CK”, and map to one or more phonemes (i.e. sounds). This approach allows us
to directly target the incorrect elements of student’s spellings at the phoneme
level instead of at the character level, and retain the phonetically correct elements
of student spellings. Table 1 shows some examples. For instance the spelling
“SPR” of “SHOPPER” needs just two grapheme edits to become the phoneti-
cally correct “SHOPR”.

Table 1. Application of correction sequences on phonetically incorrect spellings. Cor-
rection sequence items take arguments of the form (index, length, new value).

Target word Spelling Correction sequence Final Sp.

SCRAP SMKRMOP remove(1,1), replace(3,1,A), remove(4,1) SKRAP

SHOPPER SPR replace(0,1,SH), insert(1,O) SHOPR

PITTSBURGH BITSBG replace(0,1,P), insert(5,UR) PITSBURG

Our algorithm extends the approach taken by the Wagner-Fisher string-to-
string correction approach [6]. As in Wagner-Fisher we use dynamic program-
ming to incrementally fill a matrix representing the effects of adding, substi-
tuting, or deleting elements of partial spellings. However, instead of finding an
edit sequence that produces a target word’s character sequence, we find an edit
sequence of graphemes that produces the breakdown of phonemes in the target
word. We obtain this phonetic breakdown for each target word from the CMU
Pronouncing Dictionary [1] which contains ARPAbet phonememe sequences for
over 133,000 English words, and utilize a corpus of grapheme-phoneme pairs
mined from this data and cleaned of infrequent graphemes.

Since our algorithm uses grapheme-phoneme pairs as the functional unit of
spelling it must tackle elements of complexity not present in the Wagner-Fisher
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string-to-string approach. For instance our algorithm handles edge cases such as
multi-character graphemes, like “SH” and “OU” which produce insertion and
substitution edits that span more than 1 character along the character dimen-
sion, and special grapheme-phoneme pairs like X→ K, S, and QU→ K, W that
span more than 1 phoneme along the phoneme dimension. A key feature that
allows our algorithm to handle these and other edge cases is that each matrix
element explicitly holds a PartialSpelling object instead of only an edit distance
(as in Wagner-Fisher). Each PartialSpelling instance explicitly encodes an edit
distance, a set of phoneme-grapheme pairs, the prefix and postfix sequences of
phonemes from the target spelling, and the remaining uncovered characters. At
each step a new PartialSpelling is produced by either a no-edit operation corre-
sponding to adding a new matching grapheme-phoneme pair or by applying an
insert, delete, or substitute operation that incur an edit cost.

4 Pilot Testing

As a pilot study we observed five kindergarteners from a local lab school as they
worked with our app on tablets for 10 min each. All five participants were able
to followed the audio prompts to complete several problems in the given time
and exhibited a wide range of invented spelling capabilities. We observed a mix
of behaviors that included, for instance, randomly placing tiles, spelling words
completely correct, repeating the same incorrect spelling on the second attempt,
and improving spellings in response to the given feedback on the second attempt.
We observed a general pattern of students trying new spellings, or following
suggestions from the feedback as they used the app more. Several participants
indicated that they enjoyed earning virtual stars at the end of each problem.
On the happy/sad-face Likert scale, three students rated the app with a 5, one
rated it a 4, and one rated it 1. The most positive verbal impression we received
was that “the app helped me spell a lot of new words that I didn’t know”. The
most negative verbal impression indicated that there was a different educational
app that the participant preferred instead.

5 Conclusion

We have presented a mobile intelligent tutoring system that facilitates indepen-
dent invented spelling practice. We implement an algorithm for finding correc-
tion sequences for invented spellings that provides grapheme-level feedback, and
retains the phonetically correct elements of input spellings. Finally we have pre-
sented some initial piloting results with five participants. Improving the qual-
ity of automated feedback in early literacy apps could be a key step forward
in supporting young spellers’ independent practice; as such, tackling the chal-
lenges associated with automated phoneme-grapheme level-feedback is essential
for education technology in this domain.

Acknowledgements. Carnegie Mellon University’s GSA/Provost GuSH Grant fund-
ing was used to support this project.
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Abstract. This work presents the preliminary results of developing a
Conversational Recommender System (CRS) to recommend Pedagogi-
cal Design Patterns (PDPs) to educators. In this CRS, the user queries
the system in the form of natural language. The dialogue manager unit,
which is the core of this system, gets the user input query and extracts the
most semantically relevant patterns from the knowledge-base by Natu-
ral Language Processing (NLP) and Machine Learning (ML) algorithms.
Our findings on evaluation of this system show the recommended pat-
terns are highly relevant and semantically similar to the user queries.
This novel approach to the application of pedagogical design patterns
can greatly benefit the educational community by helping them iden-
tify the best practices in the field without having to search through all
the published repositories of patterns. Experts can contribute to the
knowledge-base of this system by sharing their best practices with the
community.

Keywords: Recommender system · Pedagogical design patterns · NLP

1 Introduction

PDPs are an effective approach to address the common problems educators face
in the educational domain [1]. The notion of PDPs is similar to the design
patterns in the software engineering domain that guide developers to avoid the
most recurring bad practices in system development [5]. PDPs allow educators
and course designers to disseminate their ideas and practices in a formalized
language and thus provide a framework to evaluate and adopt different design
decisions [2,3]. Although the application of PDPs has been on rise however there
are challenges that prevent wider adaptation of the published patterns [4]. One of
the main challenges is that, given their narrative format, as the number of PDPs
grows finding the right pattern to solve the given problem becomes more difficult
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and time-consuming. In earlier work, we proposed an architectural model of a
CRS based on the Model, View, Controller (MVC) pattern to help educators
mine PDPs by interacting with the AI agent [3]. In this work, this model is
developed and is at the early stage of evaluation to be used by a wider range of
educational communities. In the following, we have a brief review of the relevant
work and present the model with early but promising evaluation results, and
conclude with future work.

2 Related Work

Recommender systems populate certain recommendations based on the input
taken from the user either directly or indirectly such as the history of the user’s
behavior [6]. In situations where the available data is very limited to train the
system, known as cold start situation, the CRS can help alleviate this situation
by recommending based on data captured from user interaction with the system
[6]. CRS uses NLP methods to learn and interpret users’ queries and provide
recommendations for them. There is a rise in interest in CRS due to signifi-
cant developments made in NLP, speech analysis, and chatbot technologies [7].
CRS’s combination with text-mining and data retrieval techniques makes them
a strong tool to solve user-centric problems. Such systems are being applied in
diverse domains, such as e-commerce, education, and the entertainment indus-
try an example of which is ACRON CRS in the movie domain [8]. In another
work [9], the authors implemented ConveRSE (Conversational Recommender
System Framework) to understand how the usage of natural language affects
the quality of the user experience in CRS. Theosaksomo and Widyantorob [10]
implemented a CRS based on the functional requirement of the user and the
product’s intended purpose. This system emulates a salesperson while recom-
mending the item. In the educational domain application of CRS is popular
by mostly targeting students for example the intelligent tutoring systems and
course recommendations based on students’ performance [11]. This work focuses
on CRS mainly targeting educators to help them adapt their content delivery
methods and strategies.

3 Methodology

The CRS developed in this work is based on the MVC pattern. The input query
is taken through the view layer and passed to the controller which processes
the input and passes it to the model layer (knowledge-base) to retrieve relevant
patterns. The methodology to develop this system can be divided into three
main steps of 1) pre-processing user input queries, 2) processing and vectorizing
input queries and 3) mining the knowledge-base to extract semantically relevant
patterns based on the input data, which is processed by the dialogue manager
unit (Fig. 1). The core of the system is the dialogue manager unit for which we
applied Google’s Universal Sentence Encoder (USE). USE leverages the transfer
learning mechanism to provide better model performance than recurrent neural
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Fig. 1. High level architecture of the proposed CRS

networks or convolutional neural networks that are training-required. This USE
model is available in Tensorflow-hub and hence can be used for tensor-based par-
allelism. It allows the use of multiple CPUs and GPUs for parallel computation
of nodes in the dataflow graph. The dialogue manager unit fetches the patterns
from the knowledge-base to implement pre-processing techniques of normaliza-
tion, tokenization, and stop words removal and lemmatization. The USE uses
the pre-processed text data from knowledge-base to generate embeddings which
are high dimensional vectors, consisting of floating-point numbers. These vec-
tors are to be used for comparing their similarity with the user input vectors
thereby filtering out the semantically relevant patterns. The cosine distance of
input word vectors and the word embedding of knowledge-base is calculated.
Cosine similarity is the cosine of the angle between two n-dimensional vectors
in an n-dimensional space. The cosine similarity of any 2 word-vectors repre-
sents how semantically similar they are. The accuracy threshold is used to filter
which words are semantically similar enough and should be included. The cosine
distance of two embeddings gives us a number equal to or greater than 0. the
value of 0 means an exact match. A threshold of 0.7 is used in this approach to
identify similar patterns.

To evaluate the accuracy of the recommended patterns we applied both
qualitative and quantitative evaluation methods. For this purpose, we entered
39 queries into the system related to different categories of educational prob-
lems including assessment, assignments, diversity, feedback, students’ learning,
passive learning, lectures, preparation, problem-solving, procrastination, and
teamwork. We measured the relevancy of the top 5 recommend patterns (prob-
lem/solutions) to the context of the input queries and subjectively ranked them
in three scales of “highly relevant”, “indirectly relevant”, and “not relevant”.
Data shows that 59% of the 195 generated output in these 11 categories we
highly relevant, 31% were indirectly relevant, and only 10% were non-relevant.
It is a promising result as most of the recommended patterns are highly relevant
in the context of the query. The patterns in the knowledge-base of the system
are annotated under the 11 relevant categories. When the system presents the
recommended patterns it shows to which category it belongs. For quantitative
evaluation, we measured the semantic similarity score of the categories of the
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39 input queries with categories of the recommended patterns to see if they are
semantically relevant. Data shows the median semantic similarity score of the
total 556 recommend patterns with the query vector is 0.8 out of 1 which is a
high similarity score.

4 Conclusion and Future Work

This work presents an early yet promising result of developing a pedagogical
CRS that helps educators get cues about the challenges they might have in
their practices. The users query the system in the form of natural language
through a UI and based on the knowledge base the system recommends a set of
solutions to address the given problem. The knowledge base is a repository of
already published PDPs. The evaluation data shows the suggested solutions are
semantically very relevant to the input queries. As this project is still in progress
in future work, we will expand the knowledge base and allow the educators to
add their best practices into the system so that the recommendations are based
on both research and empirical evidence of the more experienced users. We will
also make this agent more interactive so that based on the users’ feedback and
satisfaction with the recommendations it recommends other options to the user.
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Abstract. We describe a study on the use of an online laboratory for
self-directed learning through the construction and simulation of concep-
tual models of ecological systems. We analyzed the modeling behaviors
of 315 learners and 822 instances of learner-generated models using a
sequential pattern mining technique. We found three types of learner
behaviors: observation, construction, and exploration. We found that
while the observation behavior was most common, exploration led to
models of higher quality.

Keywords: Self-directed learning · Modeling and simulation · Online
laboratory · Learning analytics

1 Introduction

Self-directed online learning is becoming increasingly prevalent [5,9]. Self-
directed learning here refers to non-formal inquiry-based learning outside class-
room settings. One challenge in using online laboratories for self-directed learning
outside K-12 pedagogical contexts is measurement of learning outcomes as there
will be a large variance in the phenomena being modeled as well as in the goals
and behaviors of the learners. Many studies on the use of online laboratories
for learning focus on pedagogical contexts in K-12 education with well-defined
problems and well-defined learning goals, assessments, and outcomes [2,4,6,7].
At present there is a lack of understanding of the processes and outcomes of self-
directed learning in online laboratories. As online laboratories become increas-
ingly widespread, it is important to not only formulate appropriate measures of
learning but also to validate learning theories and findings from the literature.

To explore this research goal, we used VERA, a publicly available online
laboratory for modeling ecological systems [1]. VERA is a web application that
enables users to construct conceptual models of ecological systems and run agent-
based simulations of these models. This allows users to explore multiple hypothe-
ses about ecological phenomena and perform “what if” experiments to either
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explain an ecological phenomenon or predict the outcomes of changes to an eco-
logical system. We investigate two research questions. (1) What kinds of learning
behaviors emerge in self-directed learning using VERA? (2) How do the learning
behaviors relate to model quality? In this study, the learning goals, as well as
the demographics of the learners or even their precise geographical location are
unknown; only the modeling behaviors and outcomes are observable.

2 Data Analysis

We analyzed the behaviors of 315 learners and the outcomes of 822 models
generated by the learners over three years (2018–21). This section describes
four analysis tasks: defining activities, creating activity sequences, segmenting
activity sequences, and clustering similar sequences.

2.1 Learning Behaviors

Learners’ log data within the VERA system creates timestamped records of
actions such as adding a component, removing a component, or connecting two
components with a relationship. These individual actions were categorized into
three activity classes: model construction, parameterization, and simulation [7].
A Model Construction activity is defined as an insertion of a component or a rela-
tionship into a model or removal of a portion of the model. A Parameterization
activity is defined as modification of a component’s or relationship’s parameter
value. A Simulation activity is defined as the execution of a simulation.

We extracted activity sequences for every model created by a learner. For
instance, if a learner performed a series of actions–adding a component, adding
another component, and running a simulation–the activity sequence is ‘ccs’ (con-
struction, construction, simulation). Given that an activity has no time duration
in our data, we focus on the transition from one activity to another. This makes
for 822 activity sequences, one for each model created by the 315 learners.

The activity sequences were divided into three groups of similar lengths
(short, medium, long) based on two local minima in density using a segmen-
tation optimization method (Kernel Density Estimation). Too short or too long
sequences that are above a threshold of mean + 2*SD and below the threshold
of mean – 2*SD were eliminated (N = 33). Then the Levenshtein Distance was
applied within each length group [8]. An Agglomerative Hierarchical method,
the most common type of hierarchical clustering to group objects in clusters
based on their similarity, is used to aggregate the most similar sequences based
on the Levenshtein distance matrix [3].

2.2 Model Outcomes

We used two proxies to measure model quality. Model complexity is defined as the
total number of model components and relationships (referred as depth in [9]).
Model variety is defined as the number of unique components and relationships
used in the model (commonly referred as breadth [9]).
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3 Results and Discussions

A total of seven clusters from three length groups were derived based on hier-
archical structure of the dendrogram and visually compared and merged into
three clusters. Figure 1 illustrates the resulting three clusters in VERA with 16
randomly selected example sequences for each cluster using the visualization
technique in [3]. Each horizontal line in the figure shows a sequence of activities
in a model, the length of an activity in a sequence corresponds to the frequency
of the activity. The sequence clusters have the following characteristics:

1. Type 1 (N = 382): Observation. The learners engage in experimenting with
different simulation parameters with very little or no evidence of construction
of conceptual models.

2. Type 2 (N = 338): Construction. The learners engage in short sessions of
model construction with little or no simulation of the conceptual models.

3. Type 3 (N = 69): Exploration (or Full Cycle). The learners engage in a full
cycle of model construction, parameterization, and simulation.

Fig. 1. Three behavior clusters of similar activity sequences.

There was a statistically significant difference in model quality among the
types as determined by one-way ANOVA test (complexity: p < .001, f = 75.36;
model variety: p < .001, f = 26.80) and t-tests for pairwise comparisons. The
conceptual models that manifested Type 3 behavior had the most complex mod-
els (M = 12.5) followed by Type 1 (M = 8.52) and Type 2 (M = 6.22). (Type
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1 & 2: p < .005, t = 2.9835, Type 1 & 3: p < .001, t = −7.6527, Type 2 & 3:
p < .001, t = −11.2651). The conceptual models that manifested Type 3 behav-
ior had the most variety models (M = 3.5) followed by Type 1 (M = 2.9) and
Type 2 (M = 2.3) (Type 1 & 2: p < .01, t = 2.6965, Type 1 & 3: p < .001,
t = −5.8629, Type 2 & 3: p < .001, t = −6.5342).

4 Conclusion

We derive two main conclusions from the results. First, learners manifest three
types of modeling behaviors in self-directed learning using VERA: observation
(simulation focused), construction (construction focused), and full exploration
(model construction, evaluation and revision). Second, learners who explored
the full cycle of model construction, evaluation and revision generated models
of higher quality.

Acknowledgements. This research was supported by US NSF grant #1636848. We
thank members of the VERA project, especially Luke Eglington and Stephen Buckley.
This research was conducted in accordance with IRB protocol #H18258.
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Abstract. Classroom orchestration requires teachers to concurrently manage
multiple activities across multiple social levels (individual, group, and class) and
under various constraints. Real-time dashboards can support teachers; however,
designing actionable dashboards is a huge challenge. This paper describes a par-
ticipatory design study to identify and inform critical features of a dashboard for
displaying relevant, actionable, real-time data. We leveraged a Sense-Assess-Act
framework to present dashboard mockups to teachers for feedback. Although the
participating teachers differed in how they would use the presented information
(during class or after class as a post hoc analysis tool), two common emerging
themes were that they wanted to use the data to a) better support their students
and b) to make broader instructional decisions. We present data from our study
and propose a customizable, mobile dashboard, that can be adapted to a teacher’s
specific needs at a specific time, to help them better facilitate learning activities.

Keywords: Teacher dashboard · Participatory design · Orchestration

1 Introduction

Classroom orchestration requires teachers to navigate multiple activities, often simulta-
neously, across multiple social levels, i.e., at the individual (e.g., writing), group (e.g.,
collaborative problem solving), and class (e.g., classroomdiscussion) levels [2, 7].Activ-
ities may be distributed across multiple tools (e.g., notebooks, simulations, etc.) and
artifacts (e.g., laptops), with additional constraints such as curriculum and time adding
to the pedagogical complexity. Real-time orchestration tools have the potential to sup-
port teachers in providing timely assistance [4, 7]. Multimodal data on student activities
can be collected and analyzed to provide an overview of their progress in the form of a
visual display, known as the teacher dashboard [5, 8]. The goal of dashboards is to help
teachers make quick, data-driven decisions in the classroom; however, studies suggest
limited success in authentic learning environments. Commonly identified challenges
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include, displaying static information, not providing actionable information, the inabil-
ity to navigate across multiple social levels, potential conflicts with learning goals, time
constraints, and the degree of teacher involvement in the design [5, 6, 8].

AI-based adaptive dashboards can augment teacher instruction [4] by providing
visualizations of critical real-time data on complex states [1], assisting with adaptive
decision-making, and identifying attention areas. AI algorithms can be applied to assess
progress based on features sensed within the environment and correspondingly inform
dashboard visualizations. We leveraged the Adaptive System framework outlined by
Feigh et al. [3] to provide design guidelines forAI-based teacher dashboards. The authors
describe three processing states of AI-based adaptive systems: sensing (i.e., perceiving)
aspects of the environment, assessing (i.e., selecting) the current state andhow to respond,
and acting by providing information within a human-AI shared interface that can then
inform human action. They provide a taxonomy of adaptations of four categories:What
(what information to show), When (when to show it, e.g., during or after class), Who
(who should see a specific information, e.g., teachers, classroom assistants, etc.), and
How (e.g., visual or auditory). We placed this framework in the context of a classroom
environment, with teachers able to choose an intervention based on information from
the system, paired with observations of classroom dynamics.

2 Methods

We used a user-centered participatory design approach [4, 5], where teachers and
researchers actively co-created dashboard designs. We created mockups based on the
most-requestedmetrics fromapreliminary study and presented them to sixmiddle school
science teachers in a Midwestern U.S. state (with 7–34 years of teaching experience).
Our mock-ups (see Fig. 1) were implemented using JavaScript and React.

Fig. 1. Mock-up screens presented in the participatory design session: (a) class status, (b) group
progress, (c) participation, (d) short-answer questions, and (e) essay questions

After reviewing each screen, teachers wrote responses to a set of questions. We then
asked them to elaborate to discuss multiple perspectives. Data from audio and video
recordings, written responses, and field notes were triangulated to analyze the feedback.
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3 Results and Discussion

We summarize our results based on the categories mentioned earlier.

What information should be presented? Teachers had differing preferences for: i) a
high-level class overview, ii) a group view, and iii) fine-grained individual data. For
example, 83% of the teachers said they would use the Group Progress metrics (Fig. 1b)
to identifywhich groups need support,while 33%also asked for individual data. Teachers
also illuminated potential uses to promote classroom equity, such as using Participation
metrics (Fig. 1c) to provide opportunities for all voices to be heard, help special education
staff better assist special needs or ELL (English Language Learners) students.

When should the information be presented? Depending on the situation, some
teachers preferred real-time information during class to provide immediate support,
while others said they would like to review the data as a post hoc analysis tool. For
example, 33% teachers said they would use the Group Progress screen (Fig. 1b) during
class to identify who is stuck and prioritize helping them, to give new tasks to students
who are ahead, or even promote collaboration, e.g., “You could easily ask somebody
who’s done with the work to take on a teaching role to help a student.”; whereas 66%
would also like this data after class to adjust their next lesson. This implies that teachers
not only have individual preferences for when they would like to see/use the data but
also have different ways in how they will act, highlighting the need for a customizable
dashboard.

Themultifaceted nature of teaching requires fluid orchestration between social levels
[2, 6], requiring dashboards to adaptively present relevant information at the appropri-
ate time. Despite individual preferences, common emerging themes were that teachers
wanted to leverage the information to a) better support students, and b) to improve their
lessons, two characteristics reflected in other studies [1, 5, 9].

How should the information be presented? Teachers requested mobility, as they
wanted to access information while navigating the classroom and not be tethered to
their desks. Our goal is to make the dashboard available on an iPad or tablet. We also
discussed sending notification-style alerts as well as a vibration alert to be less intrusive.

3.1 Design Decisions and Future Directions

Our next steps are to add three features in our dashboard. First, a dashboard that can assess
the teacher’s specific needs at specific times and adaptively present relevant, actionable
information. Teachers should be able to make decisions about what information is dis-
played for each lesson, which could be based on specific learning goals, e.g., if the goal
is to understand key science ideas, the teacher can choose metrics related to question
performance (Fig. 1d) or essay writing (Fig. 1e). We plan to collect data about pertinent
goals and features during classroom use, which can then be used to create a catalogue to
provide teachers with customizable options. Second, is to display trends across classes.
Our teachers usually teach 2–5 classes; providing comparable trends across classes will
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highlight the similarities or differences for specificmetrics. Third, we are combining var-
ious metrics, such as social interaction and completion, to provide more comprehensive
information for teachers to make decisions.

This study highlighted the importance of effectively using teacher input to co-create
a classroom orchestration tool, helping us make concrete design decisions based on
their needs and feedback. As preferences of what data types they want to see and use are
highly specific to the individual teacher and specific situation, it indicates the need for
a dynamic customizable dashboard. Our future work aims to design and test dashboard
prototypes in actual classroom settings, to better understand the AI dashboard as a useful
decision-making and real-time support tool.

Acknowledgements. We thank the teachers who participated in our studies. The research
described in this paper has been partially funded by NSF grants #2019805, #2010357, and
#2010483.

References

1. Dickler, R., Gobert, J., Pedro, M.S.: Using innovative methods to explore the potential of an
alerting dashboard for science inquiry. J. Learn. Anal. 8(2), 105–122 (2021)

2. Dillenbourg, P.: Design for classroom orchestration. Comput. Educ. 69, 485–492 (2013)
3. Feigh, K.M., Dorneich, M.C., Hayes, C.C.: Towards a characterization of adaptive systems: a

framework for researchers and system designers. Hum. Factors 54(6), 1008–1024 (2012)
4. Holstein, K., McLaren, B.M., Aleven, V.: Co-designing a real-time classroom orchestration

tool to support teacher–AI complementarity. J. Learn. Anal. 6(2), 27–52 (2019)
5. Martinez-Maldonado, R.: A handheld classroom dashboard: teachers’ perspectives on the use

of real-time collaborative learning analytics. Int. J. Comput.-Support. Collab. Learn. 14(3),
383–411 (2019). https://doi.org/10.1007/s11412-019-09308-z

6. Olsen, J.K., Rummel, N., Aleven, V.: Designing for the co-orchestration of social transitions
between individual, small-group and whole-class learning in the classroom. Int. J. Artif. Intell.
Educ. 31(1), 24–56 (2020). https://doi.org/10.1007/s40593-020-00228-w

7. Prieto, L., Dlab, M.H., Gutierrez, I., Abdulwahed, M., Balid, W.: Orchestrating technology
enhanced learning: a literature review and a conceptual framework. Int. J. Technol. Enhanc.
Learn. 3, 583–598 (2011)

8. Schwendimann, B.A., et al.: Perceiving learning at a glance: a systematic literature review of
learning dashboard research. IEEE Trans. Learn. Technol. 10(1), 30–41 (2017)

9. Wiedbusch, M.S., et al.: A theoretical and evidence-based conceptual design of MetaDash: an
intelligent teacher dashboard to support teachers’ decision making and students’ self-regulated
learning. Front. Educ. 19, 1–13 (2021)

https://doi.org/10.1007/s11412-019-09308-z
https://doi.org/10.1007/s40593-020-00228-w


An AI-Based Feedback Visualisation
System for Speech Training

Adam T. Wynn , Jingyun Wang(B) , Kaoru Umezawa ,
and Alexandra I. Cristea

Durham University, Durham DH1 3LE, UK

jingyun.wang@durham.ac.uk

Abstract. This paper proposes providing automatic feedback to sup-
port public speech training. For the first time, speech feedback is pro-
vided on a visual dashboard including not only the transcription and
pitch information, but also emotion information. A method is proposed to
perform emotion classification using state-of-the-art convolutional neu-
ral networks (CNNs). Moreover, this approach can be used for speech
analysis purposes. A case study exploring pitch in Japanese speech is
presented in this paper.

Keywords: CNN · Automatic visualisation feedback · Second
language speech training · Emotion recognition · Speech prosody

1 Introduction

Timely feedback is important for language learning as it enables the learner to
practice at their own pace [7]. Speech training applications have been used to
help second language (L2) speakers identify ways to improve their speech without
the requirement for manual feedback. Some systems provide pitch feedback using
visualisation dashboards [13] while others provide automatic speech modification
[4]. These feedback mechanisms work well with simple phrases, but don’t scale
well to longer speeches. Moreover, few studies have focused on supporting public
speaking training. Therefore, this research is intended to support L2 English
and Japanese learners in public speaking, such as speech contests. Our research
question is: Compared to prior research simply providing transcription or pitch
changes as feedback, can a combination of transcription, pitch and emotional
changes as feedback better support speech training?

Determining the relationship between the pitch range of speakers from dif-
ferent L1 backgrounds is one research focus. For instance, in Japanese, pitch
serves as the main cue to signal lexical and phrasal distinctions. Passoni, et al.
[12] found that Japanese-English bilinguals had a lower mean pitch in Japanese
than in English and female speakers displayed more pitch variation for differ-
ent formality settings and that lower mean pitch may be due to nervousness. A
method for computing the pitch of English speech is proposed by Kurniawan, et
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al. [8], and their experiment results suggest that an increase of pitch could be a
sign of nervousness.

Emotion detection is another research direction. Using Convolutional neural
networks (CNNs), Franti, et al. [2] classified speech into 6 emotional states. They
identified that someone who was speaking faster with a wider pitch range was
more likely to be experiencing emotions of fear, anger or joy. Kurniawan, et al.
[8] captured Mel Frequency Cepstral Coefficients (MFCCs) as features from the
audio signal to classify speech. MFCCs approximate human audio perception
more closely, to achieve an accuracy of 92.4% using Support Vector Machines.

The main purpose of this paper is to propose an AI-based speech feedback
system, which gives immediate feedback to the learner, via a visualisation dash-
board. This approach is achieved by outputting the state and level of emotion
identified by CNNs in each sentence, and the user can view how their pitch
changes throughout the speech to detect how this might effect the emotion con-
veyed, along with a transcription. Moreover, multiple audio files can be uploaded
by users for further comparisons and analysis. This function is illustrated by a
case study exploring pitch in Japanese speech.

2 A Visualisation Speech Feedback System

In this research, an AI-based visualisation system which not only provides feed-
back for individual speech training, but also enables audio analysis, was designed
and implemented. A CNN was proposed to recognise the level of emotion (low,
medium or high) in each sentence which consists of 1-dimensional convolutional
layers and was programmed using the Keras library [5] and TensorFlow. 40
MFCC features were used as an input, which were extracted from the data
using the Librosa package [11]. 2686 speech samples from the RAVDESS [10]
and CREMA-D [6] datasets were used for model training where the accuracy
depends on the emotion (Anger: 82.4%, Disgust: 71.7% Fear: 79.7%, Happy:
72.5%, Sad: 70.3%). The CREPE Pitch Tracker [9] was used to identify pitch
based on the fundamental frequency (f0). Readings above 400 Hz or below 50
Hz were removed, as they were likely erroneous measurements.

Prior to uploading audio recordings, learners need to choose their language,
gender, and one emotion out of anger, disgust, fear, happiness, and sadness to
focus on. The feedback provided by the system is presented visually (Fig. 1),
using the Bokeh visualisation library [3]. Figure 1(a) provides information about
the emotion tracked, including three levels of intensity. The user can see how
the intensity of their chosen emotion changes throughout the speech for each
sentence. Figure 1(b) shows how the pitch changes throughout the speech, which
could be used to infer the relationship with emotion.

3 A Case Study – Exploring Pitch in Japanese Speech

It is proven that the mean pitch of female speakers (between 160–300 Hz) is
higher than that of male speakers (between 60–180 Hz). However, few studied the
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Fig. 1. Learner dashboard with visual feedback.

pitch difference between native and non-native speakers, and also the interaction
effect with gender. To study the effect of gender and whether the speaker is a
native Japanese or not on pitch (considering mean pitch and pitch range as two
features), audio files (average duration 8 min) which include speeches by 2 native
and 3 non-native female speakers, and 4 native and 5 non-native male speakers,
consisting of 795 sentences (197 native female; 320 non-native female; 134 native
male; and 144 non-native male) were uploaded to the system for analysis. The
native speaker audio was collected from Toastmasters Japan [1] and non-native
speaker audio was collected from Japanese speech contests.

Based on the mean pitch and pitch range of each sentence determined by
the system, a two-way MANOVA was conducted. The results indicate a sig-
nificant interaction effect (F (1, 790) = 70.66) between gender and whether
the speaker is native or not. The main effect of gender on pitch is signifi-
cant (F (1, 790) = 272.80). Sentences by female speakers (Mean Pitch: Mean
= 245.57 Hz, S.D. = 1.90; Pitch Range: Mean = 236.40 Hz, S.D. = 3.08) have
a significantly higher mean pitch (F (1, 791) = 516.12) and wider pitch range
(F (1, 791) = 49.85) compared to those by male speakers (Mean Pitch: Mean
= 174.02 Hz, S.D. = 2.51, Pitch Range: Mean = 200.27 Hz, S.D = 4.09).
Also, the main effect of whether the speaker is native or not is significant
(F (1, 790) = 30.39). Compared to sentences by non-natives (Mean = 200.94 Hz,
S.D. = 2.10), those by natives (Mean = 218.65 Hz, S.D. = 2.35) have a sig-
nificantly higher mean pitch (F (1, 791) = 31.63) and their speech (Mean =
233.13 Hz, S.D. = 2.80) has a wider pitch range (F (1, 791) = 33.46) in con-
trast to non-native speech (Mean = 203.54 Hz, S.D. = 3.81). Furthermore, the
individual univariate test results (Table 1) show a significant difference between
native and non-native females (F (1, 791) = 24.044), and between native and
non-native male speakers (F (1, 791) = 115.45). For pitch range, there is only a
significant difference (F (1, 791) = 35.43) between native and non-native males,
and no significant difference (F (1, 791) = 2.94) between native and non-native
female speakers.
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Table 1. Individual univariate test results.

Feature Gender Native (Hz) Non-native (Hz) F(1,191)

Mean pitch Female Mean = 236.37; S.D. = 2.98 Mean = 254.87; S.D. = 2.34 24.04 (p < 0.05)

Male Mean = 201.40; S.D. = 3.62 Mean = 147.01; S.D. = 3.49 115.45 (p < 0.05)

Pitch range Female Mean = 241.68; S.D. = 4.85 Mean = 231.11; S.D. = 3.81 2.94 (p > 0.05)

Male Mean = 224.58; S.D. = 5.88 Mean = 175.96; S.D. = 5.67 35.43 (p < 0.05)

4 Discussion and Future Work

Despite a small number of speakers, the analysis of 795 sentences shows that non-
natives have a significantly narrower pitch range, which may be due to nervous-
ness. From a public speech training perspective, this suggests that non-native
speakers should try to widen their pitch range in order to be more similar to
natives. Detailed suggestions regarding their pitch and emotion could potentially
help them adjust their pitch range. In summary, this case study demonstrates
that our system can easily transform multiple audio files into quantitative data,
which can be used in further statistical analysis for any research purpose.

In the future, speech data of more speakers will be studied to confirm this
finding. Also, more detailed feedback will be provided to improve their speak-
ing skills. In terms of emotion, we plan to train another model using Japanese
emotional speech data, and design more functions to support speech training.
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Abstract. Successful knowledge co-construction during collaborative learning
requires students to develop a shared conceptual understanding of the domain
through effective social interactions [1]. Developing and applying shared under-
standing of concepts and practices is directly impacted by the prior knowledge that
students bring to their interactions. We present a systematic approach to analyze
students’ knowledge co-construction processes as they work through a physics
curriculum that includes inquiry activities, instructional tasks, and computational
model building activities. Utilizing a combination of students’ activity logs and
discourse analysis, we assess how students’ knowledge impacts their knowledge
co-construction processes. We hope a better understanding of how students’ co-
construction processes develop and the difficulties they face will lead to better
adaptive scaffolding of students’ learning and better support for collaborative
learning.

Keywords: Knowledge co-construction · Prior knowledge · Collaborative
learning · Computational model building

1 Introduction

Knowledge co-construction processes during collaborative learning are known to be
impacted by the prior knowledge each student brings to the group and externalize through
discussion, explanation, and argumentation [1]. In this work, we adopt a learning-by-
modeling approach, where students have to simultaneously develop and apply their
domain knowledge and computational thinking (CT) processes to develop models of
scientific phenomena. We extend current research by analyzing how the distribution
of prior knowledge in a group, particularly when students are learning two domains
simultaneously, impacts students’ domain knowledge and social co-construction pro-
cesses. Using students’ discourse and activity logs, we assess students’ co-construction
processes by analyzing the strategies they apply in their inquiry and problem-solving
tasks, their conversations as they work in pairs, and their model building performance.
By understanding the impact of students’ prior knowledge on their domain-specific
and social co-construction processes, especially when they face difficulties, we hope to
develop better adaptive supports to facilitate effective collaborative model building.
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2 Study Description and Data Analysis Methods

During a 9-week-long study, consisting of a two-hour class once aweek, studentsworked
together in pairs, assigned based on their pre-test performance. The student with the
highest pretest score was grouped with the student who had the lowest pretest score,
and so on. We collected (1) screen-capture video that recorded students’ conversations;
(2) action log data from both the CoSci [4] and C2STEM [2] environments; and (3)
students’ final computational models developed for the three challenge tasks. In this
paper, we analyzed one of the three kinematic modules, 1D motion with acceleration
module. After initial instruction, students completed inquiry tasks with CoSci to explore
the relationships between position, velocity and acceleration through parameter manip-
ulation in a scenario where Mario, moving at constant velocity from a pre-specified
position, had to catch a mushroom falling from a height. In their final task in the module,
students transitioned to a modeling challenge where they built a computational model
of the motion of a truck that sped up from rest to a speed limit, then cruised at the speed
limit, and then had to slow down and stop at a designated STOP sign.

We identified three types of groups based on each student’s prior knowledge distri-
bution relative to the median: (1) Balanced prior knowledge in 2 domains: one student
had high prior knowledge in one domain and their partner had high prior knowledge in
the other (e.g., S1: high-physics, low-CT; S2: low-physics, high-CT); (2) Unbalanced
prior knowledge: one group member had high prior knowledge in both domains while
the other had low prior knowledge in both (e.g., S1: high-physics, high-CT; S2: low-
physics, low-CT); and (3) Deficit in one domain, where neither group member had high
prior knowledge in one of the domains (e.g., S1: low-physics, high-CT; S2: low-physics,
low-CT).

For the CoSci inquiry task, we used the log data to infer three strategies, previ-
ously identified in [3], that students applied to explore the relation between position,
velocity, and acceleration: (1) Systematic (SYS), i.e., they systematically designed their
experiments by changing one variable at a time; (2) Trial and Error (T&E), where they
changed variable values randomly to find answers; and (3) Calculation (Calc), where
they used the equations of motion to calculate the two parameters by selecting one and
calculating the other. We also identified the following strategies that students used while
modeling the three phases of the truck’s motion in C2STEM: (1)Data Tool Usage (DT),
identified as students opening the data tools and making edits (DATA → ADJUST),
where ADJUST refers to adjusting the existing model; (2) Trial and Error (T&E), iden-
tified by sequences of ADJUST → PLAY actions, where PLAY refers to running the
simulation; (3) Depth-first (DF), identified by multiple code construction actions with-
out PLAY actions. By extracting the student discourse during behavior changes, we also
analyzed students’ use of the kinematic calculations (Calc) to compute the conditions
for the truck’s behavior transitions, especially if they computed the correct lookahead
distance (Suc/Unsuc). In addition, we identified their use of the HELP strategy, where
another group was asked to help with model construction steps. To evaluate overall per-
formance, the groups’ final truck models were scored using a rubric that evaluated their
conditional (COND) and relationship expressions (REL) in the model.
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3 Results

Table 1 shows the different inquiry (INQ) and model building (MB) strategies as well
as the model scores groups obtained in their truck modeling task. Our results show that
the use of the systematic inquiry strategy (SYS) was linked to effective knowledge co-
construction of the physics relations for the truck model. The exception was group G5,
which did not have high scores for the relationship expressions in model building. The
other SYS groups, G2, G3, G6, G9, G11, and G12 had high prior knowledge in both
domains, and this helped them with the relationship expression component. The same
cannot be said for their conditional construct implementations, where varying results are
observed. This suggests that while the groups’ prior knowledge in both domains led to
their using the systematic (SYS) strategy during inquiry, it did not translate to success in
the model construction components. While the use of SYS inquiry strategies positively
impacted knowledge co-construction of the physics-based relationship expressions, this
strategy did not help studentswith their conditional constructs,which required students to
combine their Physics andCT knowledge to establish the correct conditional expressions
and constructs.

Table 1. Students’ strategies and model scores

Type Group INQ Strat. MB Strat. COND REL Total

Balanced G2 SYS Calc (Unsuc) →
HELP

4.5 6 10.5

G3 SYS Calc (Semi-suc) →
T&E

4.5 6 10.5

G6 SYS DT 3.5 6 9.5

Deficit in one
domain

G4 T&E Calc (Unsuc) → DF 3.5 5 8.5

G5 SYS Calc (Unsuc) → DF 1 3.5 4.5

G7 T&E DT 2 2 4

Unbalanced G8 T&E + Calc Calc (Suc) 3 6 9

G9 SYS Calc (Suc) 6 5 11

G11 SYS Calc (Suc) 4.5 6 10.5

G12 SYS Calc (Suc) 4.5 6 10.5

G13 T&E + Calc Calc (Suc) 5.5 5.5 11

4 Discussion and Conclusions

In this paper, we leveraged the combination of activity logs and discourse to study the
relationships between students’ prior knowledge in Physics and CT, an inquiry task, and
a model building task that required students to build a correct computational model of a
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truck that sped up, cruised, and then slowed down to a stop. The systematic inquiry strat-
egy in CoSci promotes students’ understanding of the domain knowledge, which then
facilitates their co-construction processes during computational modeling. Our results
also show that students who did not use systematic strategies for their inquiry tasks
(primarily because of their low prior knowledge) may need additional scaffolding or
instruction to help them develop basic domain knowledge to help them benefit from the
inquiry tasks. A good understanding of the domain knowledge is a stepping-stone to
using effective co-construction processes to support model building tasks.

While both unbalanced and balanced groups had relatively equivalent performance
in the modeling task, only those with unbalanced prior knowledge were fully success-
ful in using the kinematic calculations (Calc) strategy. Through the discourse, we see
the high prior knowledge student leading all discussions. We hypothesize the one-way
interactions of the unbalanced groups imply they may not have to come to a shared
understanding during the inquiry task but their success during model building implies
they acquired sufficient knowledge for successful construction. In contrast, the balanced
groups had to truly co-construct knowledge with CT prior knowledge group members
working to understand the physics concepts, and the physics prior knowledge students
working to understand the CT concepts, like the conditional expressions. Our results
show that although these groups attempted to co-construct knowledge, they had diffi-
culties with calculating the correct lookahead value (lack of physics knowledge) or a
difficulty operationalizing the correct value into the conditional expressions (lack of CT
knowledge). Groups with a deficit of physics prior knowledge had similar difficulties
but succeeded in the modeling task. We hypothesize that groups with a deficit of physis
prior knowledge had difficulties because neither group member could leverage physics’
prior knowledge, causing them to be least successful in the modeling task.

While this study is limited in the number of groups, we believe this provides a
starting point for understanding students’ knowledge co-construction and the impact
prior knowledge has on the social and domain components of these co-construction
processes.While the unbalanced and balanced group performance is relatively equivalent
when looking at this one task, the average learning gains after the completion of the
three modules were−0.06 and 0.24, for students in the unbalanced and balanced groups
respectively. This suggests that groups with balanced prior knowledge may be able to
better synergistically co-construct knowledge after completion of all three modules.

Acknowledgments. This material is based in part upon work supported by NSF Award 2017000.
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Abstract. AutoTutor-ARC (adult reading comprehension) is an intelligent tutor-
ing system that uses conversational agents to help adult learners improve their
comprehension skills. However, in such a system, not all lessons and items opti-
mally serve the same purposes. In this paper, we describe a method for classifying
items that are instructive, evaluative, motivational, versus potentially flawed based
on analyses of items’ psychometric properties. Further, there is no a priori way of
determining which lessons are optimal given the learner’s reading profile needs.
To address this, we evaluate how assessing learner component reading skills can
inform various aspects of learner needs on AutoTutor lessons. More specifically,
we compare learners who were classified as proficient, underengaged, consci-
entious, versus struggling readers based on their experiences with AutoTutor.
Together, these analyses suggest the utility of integrating assessmentswith instruc-
tion: efficient, adaptive learning at the lesson level, more efficient and valid post-
testing, and consequently, recommendations for more targeted, adaptive pathways
through the instructional program/system.

Keywords: Intelligent tutoring systems · Reading skills · Psychometrics

1 Introduction

1.1 Adaptive Education and Adult Literacy

Assessments of worldwide literacy rates indicate that around 14% of adults may be clas-
sified as low literate [1]. While advances in research and technology are helping more
adults improve their ability to read and write than ever, the best efforts of educators and
literacy researchers still do not meaningfully help a significant portion of this popula-
tion. The development of adaptive learning technologies could significantly address this
problem because adult learners are a dispersed and diverse population [2–4]. We ana-
lyzed data obtained from adults with low literacy who completed a reading component
skill assessment battery before and after participating in an instructional program using
AutoTutor–ARC, an adult literacy-focused intelligent tutoring system with two conver-
sational agents that periodically ask the learners questions while adults read texts and
other learning materials. The lessons are specifically designed to engage adult learners,
and range from word-level learning to practical applications of complex literacy skills.
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However, determining how AutoTutor-ARC lessons and items relate to specific reading
component skills known to impede or facilitate comprehension growth would allow for
a more responsive and effective approach [5, 6].

The Reading Inventory and Scholastic Evaluation (RISE) (also known as the Study
Aid and Reading Assessment or SARA) is a battery of six reading component skills
subtests measuring skills that are known to be malleable to instruction [7], specifically
decoding and word recognition, vocabulary, morphology, sentence processing, reading
efficiency, and reading comprehension. A reader who lacks adequate component skills
may rely on one or more compensatory behaviors, strategies that are often not optimal
to continued growth [3].

2 Method

Data used for this study were obtained from three waves of an adult literacy intervention
study. Participants included 252 adult literacy learners (Mage = 42.4, SD= 13.9, 74.6%
female), who were offered 100 h of instruction (featuring hybrid classes of teacher-led
sessions and AutoTutor sessions) over the course of four months. Auto-Tutor lessons
were assigned to students individually by their teacher; not all students took all lessons,
and lessons could be repeated. Participants completed one form of the RISE before the
intervention, and another form afterward [7].

We gauged how well ITS data can be used to identify learner characteristics with
respect to adult literacy by adopting the results of Fang et al.’s 4-cluster clustering anal-
ysis [5] of adult learners using AutoTutor-ARC. These clusters were defined by their
accuracy and speed in answering conversation-based questions during learning: profi-
cient readers (accurate and fast), struggling readers (inaccurate and slow), conscientious
readers (accurate but slow), and underengaged readers (less accurate but fast).

3 Results

We considered items in lessons which were fully completed by at least 90 participants on
their first attempt. In accordance with similar analyses and data processing procedures
[5],we considered items thatwere correctly answered by at least 95%of participants to be
motivational, as they do not provide any new information about learner knowledge. Fur-
ther, we considered items with a negative item-total correlation to be potentially flawed.
These items are psychometrically inconsistent with lesson topic constructs. Figure 1
contains a graphical representation of this classification.

We calculated the reliability of each of these lessons, once with all items, and once
with potentially flawed items removed. Three items were removed from the Text Signals
lesson, increasing its reliability fromA= .470 toA= .550,while its average itemaccuracy
(74%) remained the same. Five items were removed from Word Parts, increasing its
reliability from A= .307 to A= .62, decreasing its average accuracy (66% to 62%). One
item was removed from Main Ideas, increasing its reliability from A= .279 to A= .340
with no effect on its average accuracy (67%).
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Fig. 1. Item characteristics by lesson. Items to the left of the vertical dashed line are considered
potentially flawed. Items above the horizontal dashed line are considered motivational.

We then created a list of the RISE subtests whose constructs are theoretically aligned
with the AutoTutor lessons. We concatenated the item-level data of each lesson-subtest
pair. In cases in which more than one subtest was theoretically aligned, we created two
separate sets. We then calculated the item-total correlation of each AutoTutor lesson
item within its respective lesson-subtest combination. We labeled AutoTutor items with
item-total correlations greater than .15 in each pairwise combination as evaluative items.
We then calculated the reliability of these sets containing RISE subtests plus their eval-
uative AutoTutor items (see Table 1). The remaining unlabeled items were considered
instructive items because they may have value for learning, but do not map onto the
assessment-based constructs in question.

Table 1. Cronbach’s A for RISE subtests when combined with each AutoTutor lesson pairwise
(baseline RISE reliabilities displayed parenthetically).

MORPH (A = .889) SEN (A = .818) RC (A = .539)

Text signals 0.896 (40%) 0.883 (40%)

Word parts 0.899 (53%)

Word meaning clues 0.629 (55%)

Pronouns 0.627 (39%)

Main ideas 0.826 (22%) 0.57 (6%)
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4 Discussion

Within the domain of adult literacy education, we have provided examples of how inde-
pendently developed assessments and ITSs can inform one another to better account for
how the characteristics of students and lesson items intersect.

We examined how item characteristics may be leveraged to further integrate assess-
ment and instruction, using industry-standard psychometric analytic techniques, to align
item properties to independently valid subtests. We created a taxonomy of lesson items
as: potentially flawed (psychometrically inconsistent with lesson topic constructs),moti-
vational (generally too easy to be informative), evaluative (closely related to assessment-
oriented skill/knowledge constructs), and instructive (consistent with lesson topics,
but not external constructs). In support of the validity of the resulting taxonomy, we
found that including evaluative items in reliability analyses of construct aligned subtests
improved the reliability, supporting the generalization of item-level performance during
instruction to specific, psychometrically validated frameworks; analogously, removing
flawed items increased reliability of the remaining lesson items. Thus, this taxonomy
and analytic frame can be useful to adaptive systems by enhancing assessment precision
and instructional content validity.

Future research should more closely examine the most effective use of item and
lesson characteristics in real-time ITS, to adapt learning activities and estimate student
proficiency as learning progresses. Future research should explore how items embedded
in assessments versus learning environments may interact with learner profiles, perhaps
predicting which content will be frustrating or challenging to different learners.
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Abstract. Randomized A/B tests allow causal estimation without con-
founding but are often under-powered. This paper uses a new dataset,
including over 250 randomized comparisons conducted in an online learn-
ing platform, to illustrate a method combining data from A/B tests with
log data from users who were not in the experiment. Inference remains
exact and unbiased without additional assumptions, regardless of the
deep-learning model’s quality. In this dataset, incorporating auxiliary
data improves precision consistently and, in some cases, substantially.

1 Introduction

In randomized A/B tests on an online learning platform, students are random-
ized between different educational conditions and their subsequent outcomes are
compared. Estimates from A/B tests are unbiased, but may be imprecise due to
small sample sizes. An observational study can often boast a larger sample size
but is subject to confounding so conventional analysis of A/B tests discards data
from the “remnant” of the experiment—students who were not randomized, but
for whom covariate and outcome data are available.

However, data from the remnant an can play a valuable role in causal estima-
tion. [2] suggests first using the remnant data to train a model using covariates
to predict outcomes; then, using that fitted model to predict (or impute) out-
comes for participants in the experiment. Finally, use those imputations as a
covariate in a causal effect estimator. This method builds on recent work in
design-based covariate adjustment, e.g. [5], and in particular, using the remnant
to improve precision [e.g.] [1]. Unfortunately, [2] provides only limited evidence
of the method’s success in practice.

This paper reviews two of the causal estimators of [2], and applies them to
an new dataset: a collection of 84 multi-armed A/B tests run on the ASSIST-
ments TestBed [3], which together include 377 different two-way comparisons,
and 41,226 students. Alongside this experimental data, we collected log data for
an additional 193,218 students who worked on similar skill builders in ASSIST-
ments but did not participate in any of the 84 experiments—the remnant. We
used these datasets to estimate the causal effects of each of the conditions on
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 524–527, 2022.
https://doi.org/10.1007/978-3-031-11647-6_107

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_107&domain=pdf
https://doi.org/10.1007/978-3-031-11647-6_107


A/B Tests with Auxiliary Data 525

assignment completion. Our interest here is not on the treatment effects them-
selves, but on the extent to which these methods reduce standard errors. Our
results give a much clearer picture of the potential impacts of using remnant
data in design-based causal inference: incorporating remnant data consistently
improves statistical precision, sometimes substantially.

2 Method

For each subject i in a randomized experiment, let Zi = 1 if i is randomized to
the treatment condition and Zi = 0 if i is randomized to control, and let Yi be
the outcome of interest. Following [4], define yc

i and yt
i as the outcomes i would

have exhibited had i been assigned to control or treatment, respectively. Then,
assuming no spillover effects, Yi = Ziy

t
i + (1 − Zi)yc

i , and the treatment effect
for student i is τi ≡ yt

i − yc
i .

Let xi be a k × 1 vector of baseline covariates for subject i, and let ŷc(·) and
ŷt(·) be functions from R

k → R
1 that impute yc

i and yt
i , respectively, as a function

of xi. Finally, if Pr(Z = 1) = 1/2, let mi = 1/2(yc
i + yt

i), subject i’s expected
counterfactual potential outcome, and let m̂i = 1/2(ŷc(xi) + ŷt(xi)) be it’s
estimate. Then, if ŷc(·) and ŷt(·) are constructed such that {ŷc(xi), ŷt(xi)} ⊥⊥ Zi,
then

τ̂ =
1
n

∑

i∈T

Yi − m̂i

p
− 1

n

∑

i∈C

Yi − m̂i

1 − p
(1)

is an unbiased estimate for τ̄ . In fact, this unbiasedness holds regardless of ŷc(·)
or ŷt(·)’s other properties—they need not be unbiased, or consistent, or correct
in any sense for τ̂ to be unbiased.

[2] combines two approaches to ensuring that {ŷc(xi), ŷt(xi)} ⊥⊥ Zi: the first
uses a leave-one-out algorithm using observations other than i to train models
ŷc

−i(·) and ŷt
−i(·) that will in-turn give rise to imputations ŷc(xi) and ŷt(xi) and

finally mi. As long as Zi ⊥⊥ Zj for i �= j, then {ŷc(xi), ŷt(xi)} ⊥⊥ Zi will hold.
The second approach uses the remnant to train a different model, ŷr(·),

producing imputations xr ≡ ŷr(xi). Importantly, xr is a baseline covariate,
unaffected by treatment assignment, since it is a function of baseline covariates
x and a model fit to a separate sample. Therefore, it can be incorporated into
an estimator such as (1), perhaps alongside other covariates. If ŷr(·) performs
well in the experimental sample, so that |xr − yc

i | tends to be small, then doing
so can drastically improve precision; in the limit, if xr = yc

i for all i, then the
standard error of τ̂ would be due only to treatment effect heterogeneity, and the
average effect on treated subjects would be known exactly. On the other hand,
if ŷr(·) does not perform well it will not threaten the validity of the inference,
and in large samples it will not harm precision.

Here, we include two specific versions of τ̂ : first, τ̂SS[xr,LS] uses xr as the
only covariate and uses ordinary least squares linear regression (OLS) for leave-
one-out imputation models ŷc(·) and ŷt(·). We expect that when ŷr(·) performs
well, OLS will be optimal since the relationship between Y and xr will be approx-
imately linear. Second, τ̂SS[x̃,EN] uses xr alongside a vector of other covariates
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x; leave-one-out imputation models ŷc(·) and ŷt(·) are ensembles of OLS regres-
sion of Y on xr and a random forest imputing Y from both x and xr.

3 Application

We gathered a set of 84 A/B tests run on the TestBed with assignment com-
pletion as a binary outcome. We also gathered standard student-level aggre-
gated predictors. Several experiments included multiple conditions; in those cases
we estimated each pairwise contrast separately, as long as the p-value testing
Pr(Z = 1/2) was greater than 0.1.

We used remnant data to train a deep learning model ŷr(·) imputing comple-
tion from covariates. Three different sets of data were collected for each sample
in the datasets: prior student statistics, prior assignment statistics, and prior
daily actions. The full dataset used in this work can be found at https://osf.io/
k8ph9/?view only=ca7495965ba047e5a9a478aaf4f3779e. Each of the three types
of data in the remnant dataset were used to predict both skill builder comple-
tion and number of problems completed for mastery. a fourth neural network
was trained using a combination of the previous three models. The details and
code can be found at https://github.com/adamSales/reloop377abTests. We used
this fourth model, ŷr(·), to construct imputations xr for each subject i in each
experiment.

Fig. 1. Boxplots and jittered scatter plots of the ratios of estimated sampling variances
of τ̂DM, τ̂SS[xr; OLS], τ̂SS[x; RF ], and τ̂SS[x̃; EN ]

Figure 1 gives boxplots of ratios of estimated sampling variances V̂(·) for
causal estimates: τ̂DM, the Welch two-sample t-test, τ̂SS[x,RF], the leave-one-out
estimator using student-level covariates but no information from the remnant,
and the two new estimators, τ̂SS[xr,LS] and τ̂SS[x̃,EN]. The left and middle
panels including remnant-based imputations is equivalent to increasing the sam-
ple size, relative to a t-test, by a factor of about 10–25% in about half of all

https://osf.io/k8ph9/?view_only=ca7495965ba047e5a9a478aaf4f3779e
https://osf.io/k8ph9/?view_only=ca7495965ba047e5a9a478aaf4f3779e
https://github.com/adamSales/reloop377abTests
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cases, but up to 50%–70% in the most extreme cases.1 The right panel shows
that compared to τ̂SS[x;RF ], including remnant based imputations was equiv-
alent to increasing the sample size by roughly 8–12% in half of all cases, but as
much as 30% in others.

4 Discussion

The approach illustrated here shows that data that do not meet an assumption—
randomization—can still be used to help learn connections between covariates
and outcomes. Its causal estimates will be unbiased, and inference correct,
regardless of the data quality or model properties in the remnant. However,
better data and better model fit will lead to better precision. The results in the
ASSISTments A/B tests show that it sometimes improves precision greatly, and
sometimes barely at all. Future research will explain this variance, as well as
formulate suitable defaults and recommendations for when and how it should be
used.
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Abstract. Artificial Intelligence (AI) is increasingly vital to our future
generations, who will join a workforce that utilizes AI-driven tools and
contributes to the advancement of AI. Today’s students will need expo-
sure to AI knowledge at a younger age. Relatively little is currently
known about how to most effectively provide AI education to K-12 stu-
dents. In this paper, we discuss the design and evaluation of an educa-
tional game for high-school AI education called ARIN-561. Results from
pilot studies indicate the potential of ARIN-561 to build AI knowledge,
especially when students spend more time in the game.

Keywords: K-12 AI education · Youth AI education · Game-based
learning · Educational games

1 Introduction

Artificial Intelligence (AI) is profoundly transforming our workforce around the
globe. It is critical to prepare future generations with basic knowledge of AI,
beginning with childhood learning. Given the limited research on this topic, cur-
rently there is little possibility of grounding the design of learning experiences
in evidence-based accounts of how youth learn AI concepts, how understand-
ing progresses across concepts, or what concepts are most appropriate for what
age-levels. Given the packed course schedule of K-12 students, being able to con-
nect AI learning to existing Science, Technology, Engineering and Mathematics
(STEM) subjects becomes a more realistic approach to embed AI education
in K-12 classrooms. Digital game-based learning (DGBL) is a technology-based
approach that has shown promise in promoting student learning, including math
and problem-solving skills [3]. There is currently very little research into edu-
cational games for youth AI education [1]. In this paper, we will discuss the
design and evaluation of an educational game, called ARIN-561, for teaching
high-school students about AI. We conducted a series of evaluation studies at
high schools in the United States. Results indicate the potential of ARIN-561 to
build AI knowledge, especially when students spend more time in the game.
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 528–531, 2022.
https://doi.org/10.1007/978-3-031-11647-6_108

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11647-6_108&domain=pdf
https://doi.org/10.1007/978-3-031-11647-6_108


ARIN-561: An AI Educational Game 529

2 ARIN-561

The educational game we have developed, ARIN-561, is designed to teach high-
school students AI concepts, prompt them to apply their math knowledge, and
develop their AI problem-solving skills. In the game, students play the role of a
scientist who sets out on a scientific expedition, but unfortunately crash-lands
on an alien planet. In order to safely return home, the scientist begins exploring
the planet to gather resources needed to repair the broken ship while uncov-
ering the mystery of the planet. The current implementation of the ARIN-561
game focuses on developing concepts around classical search algorithms (e.g.,
Breadth-First Search, Greedy Search, etc.). In-game challenges such as searching
for missing spaceship parts or cracking passwords serve as natural opportunities
for the introduction of search as a topic. The essential concepts, such as space
and time complexity of search algorithms, lend opportunities to connect AI to
math knowledge familiar to high-school students. Activities in the game aim to
achieve three learning goals. The first goal is to develop understanding of how
AI algorithms are used to solve problems in the real world. We take the app-
roach of designing AI problem-solving in the game that mirrors real-world AI
applications. The second goal is to learn how to weigh the strengths and weak-
nesses of AI algorithms in order to choose between them for problem-solving.
In ARIN-561, each new AI algorithm is introduced as excelling at a task that
previous algorithms are less suitable for. As the students progress through the
game, further comparisons between the AI algorithms are prompted, pushing the
students to take more agency in deciding which one is appropriate for the task at
hand. The third goal is for the students to gain high-level understanding of how
each AI algorithm works, which is achieved through the difficulty progression
of the game-play. For each search algorithm, for example, the students are first
provided with a tutorial task that teaches them how the algorithm works, and
then walked through the task step by step, with less scaffolding as they progress.
Subsequently, the students are presented with a transfer problem from a domain
different from the tutorial’s that requires the students to apply what they have
learned in the tutorial. Students are provided with less tutorial support during
this task and need to apply internalized understanding of how the algorithms
they have learned work. Embedded in all the tutorial and transfer modules are
quizzes that help students pause and self-assess. The game pauses as the stu-
dents answer the quiz question and continues when a correct answer is recorded.
The quiz questions are part of the in-game dialogue, aligned with the narrative.

3 Evaluation

To assess how ARIN-561 impacts AI learning for high-school students, we carried
out a series of pilot studies in computer science classes at three high schools in
the United States. The study is designed to fit in 3 to 4 class sessions (45–55 min
long each). In the first session, students completed an online pre-survey, which
consisted of items about demographic background, AI Use Type, Interest in AI,
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Fig. 1. Screenshots from ARIN-561. Top-left: the player character crash lands on a
foreign planet. Top-right: the student is presented with a quiz question in a tutorial.
Bottom left: the student is scaffolded through the greedy search algorithm in a tutorial.
Bottom-right: the student solves an 8-puzzle as a transfer problem.

AI Knowledge, Math Self-efficacy [2], and Math Knowledge. All scales except
the Math Self-efficacy were developed by the research team. The AI Use Type
included items such as “When I think about how I’d like to interact with AI in
the future, I expect that: I will use AI systems in my everyday life as a consumer,
and I expect to USE AI systems as a part of my job.” The Interest in AI scale
included questions such as “Outside of school I try to learn a lot about AI.”
The assessment of AI knowledge and math knowledge focused on the content
covered in ARIN-561. During the second and third sessions, students interacted
with ARIN-561 online at their own pace. During the fourth session, students
completed a post-survey, which included the same items on interest in AI and
AI knowledge from the pre-survey. In addition to the surveys, game logs from
ARIN-561 were collected, including the in-game click-stream data and responses
to in-game quizzes (Fig. 1).

4 Results

A total of 125 students participated in the studies. The participants’ average age
was 16.1 years old. A total of 73% of the students were male, 21% were female
and 6% identified as other categories or preferred not to disclose. With restricted
access to the school campus due to COVID-19, the data collection was carried
out entirely by the participating teachers, without participation of the research
team. As a result, 60 out of the 125 students did not complete the assessment
of AI knowledge on either pre- or post-survey. Missing data were excluded from
the corresponding analysis.

We hypothesized that interacting with ARIN-561 would help students gain
knowledge in AI. Thus we conducted a paired-sample t-test to analyze the
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changes in AI Knowledge from pre- to post-survey. There were a total of
15 questions on AI knowledge (15 points total). Data from all students who
completed both pre- and post- AI knowledge assessment (N = 65) showed a
positive, though not statistically significant increase of AI knowledge (M =
0.427, SD = 2.819, t(64) = 1.221, p = .227). Given the varied completion rate
of pre- and post-survey, we further examined the game logs from ARIN-561.
In particular, students who completed less than half of the game modules (2
or fewer of 6 modules) were then excluded before we repeated the paired-
sample t-test on the group of students who completed half or more of the
game modules (N = 47). Results indicated that, the group of students who
completed at least half of the game demonstrated a statistically significant
(M = 1.0638, SD = 2.637, t(46) = 2.765, p = .008) positive change in AI knowl-
edge, with a mean difference of 1.0638 and a medium effect size (d = 0.403).
Additionally, a one-way ANOVA comparing students who completed half or
more modules (M = 1.0638) and those who completed less than half game mod-
ules (M = −1.5469) revealed a statistically significant difference in the changes
in AI knowledge between the two groups (F (1, 61) = [11.737], p = .001).

5 Discussion

This paper presents our approach to designing a game-based AI learning environ-
ment for high-school-aged youth and presents evidence for how the game may be
contributing to AI learning among players. We observed statistically significant
learning gains among students who completed at least half of the game. This
suggests that the ARIN-561 educational game can support AI learning for high-
school-aged youth, and in order to realize these potential gains, youth should
engage in sufficient learning in the game. Given the stark difference between out-
comes for those students who completed at least half of the game compared to
those who did not, further analyses of game log data are needed to better under-
stand how in-game behaviors may be contributing to learning gains, beyond the
dosage effect reported here.
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Abstract. The rise of Artificial Intelligence in Education opens up new
possibilities for analysis of student data. However, the protection of pri-
vate data in these applications is a major challenge. According to data
regulations, the application designer is responsible for technical and orga-
nizational measures to ensure privacy. This paper aims to guide develop-
ers of educational platforms to make informed decisions about their use
of privacy-preserving ML and, therefore, protect their student data.
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1 Introduction

Artificial Intelligence in Education (AIED) is on the rise and provides a set of
new powerful tools to analyze student data [13]. At the same time, AIED makes
educational systems and their underlying data a target of privacy attacks [9].
Current data regulations, such as the EU GDPR1 and the FERPA2 in the US,
put the protection of data privacy in the hands of those entities that process the
data and gain value from it. This results in additional privacy requirements for
AIED applications and calls for new solutions that integrate the privacy aspect
by design [4,9].

In the context of Machine Learning (ML) systems, the field of privacy-
preserving ML discusses approaches to protect these applications from external
privacy threats [8,12,15]. Privacy-preserving ML refers to the modification of
ML processes and properties to ensure the protection of sensitive information.
Sensitive information can be used to identify and possibly harm a unique person
and is, therefore, the main target of privacy threats. In the educational setting,
the most sensitive information lies in the student data. In general, privacy attacks
in ML either aim to gather sensitive information or steal model parameters and
features. In this context, Liu et al. [8] introduced the terms Model Privacy and
Training Data Privacy, which we will refer to as Data Privacy.
1 General Data Protection Regulation (GDPR) available at https://gdpr-info.eu/.
2 Family Educational Rights and Privacy Act (FERPA) (20 U.S.C. §1232g; 34 CFR

Part 99).
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Our paper aims to provide an accessible and high-level overview of privacy-
preserving ML in the context of educational data. The work enables designers
of intelligent educational applications to keep up with the recent developments
in privacy-preserving ML, including privacy risks and defences.

2 Attacks Harming the Privacy in ML

There is a broad range of attacks violating the integrity of ML models. A sub-
group of these target either to gather sensitive information from training data
or from the model itself. Prominent types of attacks towards the Data Pri-
vacy are Linkage-, Membership Inference-, Reconstruction-, Property Inference-,
and Model Memorization-Attacks, whereas Model Extraction-Attacks violate the
Model Privacy [8,12].

Linkage Attacks overcome traditional anonymization by joining data from
multiple sources via quasi-identifiers, consequently receiving formerly hid-
den information [8]. With Membership Inference, an attacker aims to deter-
mine whether a specific instance was part of the training data or not [8].
Reconstruction-Attacks aim to reveal statistical properties of the training dataset
to subsequently reconstruct the data and its features [12]. Similarly, Property
Inference-Attacks aim to extract global sensitive properties of the training data
which were learned by the model and have high relevance in the data itself but
do not contribute to the learning task [12]. Model Memorization-Attacks rely on
a malicious model owner, who aims to encode sensitive information either into
model parameters or additional augmented training data [8]. In terms of Model
Privacy, Model Extraction-Attacks aim to duplicate the target model by creating
a surrogate function that resembles the model’s original objective function [12].
Using the duplicated model can then be used to optimize and facilitate follow-up
attacks.

3 Defense Mechanisms

After introducing common attack types, the following section gives a compre-
hensive summary of appropriate defence mechanisms.

Data-oriented defence mechanisms aim to obfuscate model training data
to increase privacy. One mechanism is t-closeness [7] which provides anonymiza-
tion rules to eliminate the risk of possibly revealing information via quasi-
identifiers. Based on the k-anonymity and l-diversity approach, a dataset is
said to be private if there are sets of at least k instances with the same attribute
values which simultaneously have at least l expressions of the sensitive attribute.
Building upon this, t-closeness itself aims to create the sets of k instances in a
way, that the distribution of sensitive attribute values in each set is as similar
as possible to the distribution of the whole dataset [7].

Another defence mechanism is Differential Privacy which was initially
introduced for database systems [2] but is now also widely used in ML and Deep
Learning (DL) scenarios. The core idea is to apply a mathematical verification
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about privacy guarantees of adding random noise to data holding sensitive infor-
mation. The achieved privacy can be quantified by parameter ε which determines
the trade-off between Data Privacy and Data Utility, the extent to which the
data is not too noisy and still meaningful. Differential Privacy can either be used
to add noise to the input data, the model’s output or to obfuscate the gradient
in a DL setting.

A further approach for protecting sensitive information in ML is to cre-
ate synthetic surrogate data from the original training datasets. The syn-
thetic data is generated by inspecting the statistical properties of the original
dataset and generating random instances with the same distribution, for example
through Generative Adversarial Networks [14].

With Homomorphic Encryption [3] and Functional Encryption [1],
two prominent methods for privacy-preserving encryption found applications
in ML. Homomorphic Encryption allows to perform operations over encrypted
inputs while the output of the model stays encrypted and resembles the result
that would be computed on the original raw data. Functional Encryption allows
the model to calculate decrypted results from encrypted data without knowing
the encryption key or having direct access to the actual data.

Architectural-based approaches aim to optimize a model architecture
towards higher privacy guarantees. In a centralized learning setting, clients (e.g.
mobile devices) provide their local data to a central server which feeds it into
a centralized model. Here, the data owners have no longer control over attacks
that possibly steal sensitive information. Contrarily, Federated Learning [10]
is a distributed learning technique where the training data is not gathered on a
central server but remains on several data source clients, which learn local copies
of the centralized model with their data and send back an aggregated update.

Another possible architectural optimization is introduced with Private
Aggregation of Teacher Ensembles (PATE) [11] which utilizes a teacher-
and student-model setup to protect sensitive information in the model training
and deployment phases. Instead of training just one model on sensitive data,
PATE trains an ensemble of hidden teacher models on distinct subsets of the
data. The student model to be published trains on an unlabeled fraction of pub-
lic, nonsensitive data and a fraction labelled by the majority vote of the teacher
ensemble in a semi-supervised fashion. As the student model only learns on non-
sensitive data and the teacher models are hidden, PATE also provides protection
against Model Extraction Attacks.

There are several defenses that reduce risks of query-based attacks
(Membership Inference, Property Inference and Model Extraction). A simple but
effective defence mechanism can be to limit the number of query accesses
in the model inference step. Similarly, assuming that these attacks require
several queries to successfully reveal model parameters, Protecting against
DNN Model Stealing Attacks (PRADA) [5] exploits that adversarial query
sequences are optimized to gather maximal information about the model and
therefore differ from distributions of harmless query sequences. PRADA uses
this observation to detect queries of one user differing from these distributions.
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Moreover, Krishna et al. [6] proposed Membership Inference Against Model
Stealing, a method to discriminate between queries made by casual users and
those which belong to a Model Extraction query sequence. The method is simi-
lar to PRADA, where Membership Inference works as a binary classifier between
‘good’ and ‘bad’ queries. For a ’bad’ query, the model provides some random out-
put instead of the correct one and consequently, the adversary receives useless
information.

4 Protecting Student Data in ML Pipelines

With the rise of AIED, privacy issues related to models and data will occur more
and more frequently. Data used in AIED is sensitive in the sense that it can con-
tain information about the student’s learning behaviour but also insights into
individual personal attributes and demographics. To act according to the data
regulations, it is the responsibility of the application developers to ensure pri-
vacy protection. It is therefore important that they are aware of current privacy
threats and attacks on the model and the underlying student data.

In this paper, we summarized the state-of-the-art privacy-preserving ML to
guide developers of educational platforms to make informed decisions about their
use of privacy-preserving ML. Further investigations will incorporate more edu-
cational use cases, especially concerning the sensitive information in the edu-
cational domain. Another important point is to further develop the legal and
ethical guidelines, especially considering that a purely technical-driven privacy
development does not prevent algorithmic bias or the secondary use of data.
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Abstract. Vocabulary is essential for second language learners to read
documents. Prior studies on vocabulary size estimation, especially in
applied linguistics, have been based on the naive assumption that lan-
guage learners acquire words based on the frequency of balanced cor-
pora. As this assumption is often invalid, vocabulary size estimates have
been somewhat inaccurate for educational use. Therefore, this study pro-
poses a novel method for the distributional and more informative estima-
tion of second language vocabulary size from vocabulary test results. To
this end, our method makes personalized binary estimations regarding
whether a learner knows a word, followed by aggregating the estimation
results for many words for a learner. Experimental results using large
vocabulary tests showed that our methods provided distributional and
more informative estimations compared with baseline methods.

Keywords: Distributional estimation · Vocabulary size · Second
language vocabulary

1 Introduction

Vocabulary plays a significant role in the readability of documents for second
language learners. Previous studies in applied linguistics have shown that to read
and understand a document, a second language learner needs to understand 95%
to 98% of the tokens in the document [5,6]. Generally, the more words the learner
knows, the more text the learner can read. Therefore, many studies have focused
on estimating the vocabulary size of learners. However, the estimation does not
directly identify the tokens the learner knows in a document. In this regard, most
previous studies naively assume that we can use vocabulary size to easily identify
the words the learner knows using the frequency ranking of a large corpus.

Figure 1 shows a motivating example based on a self-report vocabulary
dataset [3]: the horizontal axis shows the frequency rank of each word in the
BNC (http://www.natcorp.ox.ac.uk/) corpus, and the vertical axis is 1 if the
learner indicated knowing the word and 0 if not. This learner responded that
c© Springer Nature Switzerland AG 2022
M. M. Rodrigo et al. (Eds.): AIED 2022, LNCS 13356, pp. 537–541, 2022.
https://doi.org/10.1007/978-3-031-11647-6_110
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Fig. 1. Probability of knowing words
vs. frequency ranks of words in BNC.
(Color figure online)

Fig. 2. Overview of previous and pro-
posed scoring methods.

Fig. 3. Our experimental setting. Fig. 4. Estimation plot. The gold
dashed line is the gold vocabulary size,
the dotted black line is the baseline
(VST), and the blue line is our distribu-
tional estimation. (Color figure online)

he/she knows 4, 866 of 11, 847 words. Figure 1 shows that the 4, 866-th word,
marked by the red dotted line, does not clearly separate the words known to
this learner.

This study proposes a novel method to estimate vocabulary size in a dis-
tributional manner from learners’ vocabulary test results (Fig. 2). Our method
is distributional and content-aware; that is, in addition to the vocabulary size
of a learner, our method can calculate the probability that a word of interest
is included in the learner’s vocabulary. Suppose we have five words, a, b, c, d,
and e, in a language. Figure 2 shows that the learner’s vocabulary size would be
estimated as 3 using previous scoring. Our method is more informative and pro-
vides vocabulary size as a distribution. In Fig. 2, the horizontal and vertical axes
show the estimated vocabulary size and probability of each size, respectively.
Although our method similarly shows that 3 is the most probable vocabulary
size, it also shows that vocabulary sizes of two or four are reasonable, with proba-
bilities of 20% and 30%, respectively. Moreover, our method can provide content
for each vocabulary size. Figure 2 shows that the probability of a vocabulary size
of three is 40%, but among those three words, the learner has a 15% probability
of knowing {a, b, c}, a 15% of knowing {a, c, d}, and a 10% of knowing {a, b, d}.

2 Proposed Method and Experiments

Our method is an extension of the work of [2], which is based on the subset-
sum problem [4], a special case of the knapsack problem. In fact, by setting
fi = 1 in their algorithm, we can obtain the distribution of V est

j . Although [2]
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proposed a method that obtains distributional results similar to our method
(Fig. 2), they did not provide a way to determine the probabilities of different
word combinations within a vocabulary size. We consider I words and J learners
where i is the index of the word and j is that of the learner. Let Yi,j represent
the gold-standard response of learner j for word i. Yi,j is 1 only if learner j
responds that they know word i; otherwise, Yi,j is 0. Then, the gold-standard
vocabulary size of learner j is denoted by V gold

j :=
∑I

i=1 Yi,j . Suppose that we
have a probabilistic binary classifier c. Given learner j and word i, c outputs the
probability that learner j knows word i as pci,j . For example, pci,j = 0.6 means
that c outputs the probability that learner j knows that word i is 0.6. Then,
we define Ŷ c

i,j as a Bernoulli random variable with pci,j . That is, Ŷ c
i,j takes 1 as

the probability of pci,j and 0 as the probability of 1 − pci,j . That is, we simply
let Ŷ c

i,j ∼ Bernoulli(pci,j). We note that Pr(Ŷ c
i,j = 1) = pci,j . Ŷ

c
i,j is a random

variable that takes 0 or 1 whereas pci,j is a probability value that takes a value
in the range of [0, 1]. Using Ŷ c

i,j , we can express the estimated vocabulary size.
For example, focusing on words i1 and i2 and considering Ŷ c

i1,j
+ Ŷ c

i2,j
. Ŷ c

i1,j
+

Ŷ c
i2,j

is 2 when learner j knows both i1 and i2, 1 when learner j knows either
i1 or i2, and 0 when learner j does not know both i1 and i2. Thus, Ŷ c

i1,j
+

Ŷ c
i2,j

denotes the number of words that learner j knows in word set {i1, i2}. The
vocabulary size is the number of words that learner j knows in the entire word set
considered, namely, {1, . . . , I}. Hence, the estimated vocabulary size of learner j
by classifier c is V est

j :=
∑I

i=1 Ŷ
c
i,j . Notably, V est

j is a random variable; hence, it
is distributional as shown in Fig. 2. We explain the calculation of the cumulative
distribution of V est

i,j , which is the cumulative height of each bar, and N is the
possible vocabulary size for learner j in Fig. 2. As in [2], we use the subset-sum
problem, which calculates the probability that the subsets of a given array of
integers sum up to exactly the given target-sum. The cumulative distribution of
the probabilities that learner j knows the i-th word in a total of I words can be
obtained by solving the subset-sum problem I + 1 times by changing the target
sum from 0 to I. The bottom of Fig. 2 shows V est

j for I = 3.

Experiments: We used second-language vocabulary dataset [3]. This consists
of 11, 999 words that were self-reported by 16 learners. Figure 3 depicts our
experimental setting. The left rectangle is the learner-word matrix: the rows
are learners, the columns are words, and the element is 1 if the learner knows
the word and 0 otherwise. The right rectangle denotes a vector wherein each
element is the learner’s vocabulary size. The colored areas represent the training
and development data, and the hatched areas represent the test data. Our goal
is to estimate the vocabulary size, i.e., the hatched area of the right rectangle,
using only the training and development data. Let IT denote the number of
words used in the training dataset. We set IT = 100, I = 10, 000, and J = 16;
the results are summarized in Table 1.

In Table 1, VST [6], or the vocabulary size test is the baseline for our pro-
posed methods. It estimates the vocabulary size by multiplying I/IT by the
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Table 1. Predictive performances.

Method RMSE Accuracy

VST 442.4 –

LR+C 399.4 0.7478

NN+C 1760.6 0.7480

Table 2. Estimated words known only
by skilled learners.

number of words the learner knows in the training data and assume that the
learner knows all words more frequent than the vocabulary size. Among our
proposals, logistic regression (LR) and a neural network (NN, namely the mul-
tilayer perceptron) are the binary classifiers used in our aggregation, which were
trained by the responses. Our implementation uses scikit-learn. For features, +C
denotes the negative log-likelihood of each word in [1] and CoCA (https://www.
english-corpora.org/coca/) corpora. To personalize, we used one-hot representa-
tions of the learners as in [3].

Table 1 shows the quantitative results of these methods, where the values
are the average of the results of J = 16 learners. The root mean squared error
(RMSE) of the gold vocabulary size and estimated vocabulary size were used
for evaluation. We observed that by utilizing the probability distribution, our
method LR outperformed the baselines VST in terms of the RMSE. Inter-
estingly, NN slightly outperformed LR in the accuracy of predicting learners’
responses, and its RMSE scores were poor, presumably because NN uses accu-
racy for its loss function rather than RMSE. Figure 4 shows an estimation plot for
a learner. Our distributional blue line is closer to the gold-vocabulary size than
the baseline. Our method can also output which word is likely to be included in
each estimated size. This means that our method can output a detailed list of
words that a learner with a large vocabulary may know but a learner with a small
vocabulary may not know. Table 2 lists such words. Their estimated vocabulary
sizes were 9,386 and 5,210, and their gold vocabulary sizes were 9,556 and 6,547,
respectively.

This study proposed a novel method that combines multiple binary classifiers
to improve vocabulary size estimation. Our future work will include a more
detailed evaluation of the content of the estimated vocabulary.

Acknowledgements. This work was supported by JST ACT-X Grant Number JPM-
JAX2006, Japan.
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Abstract. Massive Open Online Courses (MOOCs) have been suffering a very
level of low course certification (less than 1% of the total number of enrolled
students on a given online course opt to purchase its certificate), although MOOC
platforms have been offering low-cost knowledge for both learners and content
providers. While MOOCs discussion forums’ rich numeric and textual data are
typically utilised to address many MOOCs challenges, e.g., high dropout rate,
identifying intervention-needed learners, analysing learners’ forumdiscussion and
interaction to predict certification remains limited. Thus, this paper investigates
if MOOC discussion forum-based data can predict learners’ purchasing deci-
sions (certification). We use a relatively large dataset of 23 runs of 5 FutureLearn
MOOCs for temporal (weekly-based) prediction, achieving promising accuracies
in this challenging task: 76% on average, across the five courses.

Keywords: MOOCs · Certification prediction · Discussion forums

1 Introduction

Digital learning has been revolutionising and changing the means of modern education.
Consequently, several MOOC platforms appeared over the last decade, with many start-
ing in 2012, coining 2012 as “the year of theMOOCs” [1, 2]. In terms of financial models
for these platforms, popular ones, such as FutureLearn, edX, Udemy and Coursera, have
mixed free and paid online educational content for the public, targeting learners world-
wide [3, 4]. This paper proposes a forum-based predictor of learners’ financial decisions
(course certificate purchase), affecting the income from such platforms. Specifically, this
paper addresses the following research questions:

• RQ1: Can MOOC discussion forum data predict course purchase decisions (certifi-
cation)?

Weusemultidisciplinary course data from the less analysed platform of FutureLearn,
to temporally predict financial certification. To the best of our knowledge, our method in
predicting MOOC learners’ financial decisions (purchasing a course certificate) using
learners’ discussion forums has never been applied before.
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2 Related Work

Analysing the literature, very few studies have explored certification in MOOCs. Their
used data sources, the number of courses and students, and the type of the data used vary,
as explained in Table 1 below. Data used included Click Stream (CS), Forum Posts (FP),
Assignments (ASSGN), Student Information Systems (SIS), Demographics (DEM) and
Surveys (SURV).

Table 1. Certification prediction models versus our model.

Ref. Data source #Courses #Students Data description

[5] Coursera 1 37,933 ASSGN; FP; SIS

[6] HarvardX 9 79,525 DEM; SURV

[7] edX 1 43,758 CS

[8] Coursera 1 84,786 FP

[9] Coursera; edX 1 65,203 CS; FP

Our model FutureLearn 5 245,255 FP

Unlike previous studies on certification, our proposed model aims to predict the
financial decisions of learners on whether to purchase the course certificate. Also, our
work is applied to a less frequently studied platform, FutureLearn (Table 1). Another
contribution of our study is predicting the learner’s actual financial decision on buying
the course and gaining a certificate. Most current course purchase prediction models
identify certification as an automatic consecutive step to the completion, making them
not different from completion predictors.

3 Methodology

3.1 Data Collection and Preprocessing

The current study analyses data extracted from 23 runs spread over 5MOOC courses, on
four distinct topic areas, all delivered throughFutureLearn, by theUniversity ofWarwick.
These courseswere delivered repeatedly in consecutive years (2013–2017); thus,wehave
data on several ‘runs’ for each course [10–12]. The Textual Data (student comments)
preprocessing involved several essential tasks, e.g. eliminating irrelevant data generated
by organisational administrators, removing unwanted characters, such as HTML/XML,
punctuations and non-alphabet characters. The last step contained removing stop-words,
lowering the cases of characters, reforming contractions into the original words and
grammar correction. Also, learner comments have been classified as positive, neutral
and negative using MOOCSent sentiment classifier [13].

The current study applied three shallow and one deep classification and regression
algorithms to predict MOOC learners’ purchasing behaviour: ExtraTree (ET), Logistic
Regression (LR), XGBoost (XGB) and Multi-layer Perception (MLP). To deal with our
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imbalanced dataset, we used the Balanced Accuracy (BA) to report our results, besides
the commonly used metric of accuracy (Acc), defined as the average of recall obtained
on each class.

4 Results and Discussion

As the courses analysed spanned different weeks, we examined the first-week-only
data, and compared it to the data starting from the first week to the middle of the
course. Results explore how our raw and processed (computed) features can temporally
distinguish course purchasers from non-paying learners based on their discussion forum
data (Table 2).

Table 2. Learner classification results distributed by course at two time points of the course,
where class 0 = non-paying learners and class 1 = certificate purchasers.

Course Classifier 1st Week only 1st - Mid Week

Rec_0 Rec_1 BA Rec_0 Rec_1 BA

BIM ET 0.82 0.63 0.73 0.88 0.75 0.82

LR 0.87 0.57 0.72 0.89 0.63 0.76

XGB 0.97 0.03 0.50 0.86 0.30 0.58

MLP 0.81 0.61 0.71 0.82 0.71 0.77

BD ET 0.83 0.53 0.68 0.94 0.57 0.76

LR 0.80 0.57 0.69 0.88 0.66 0.77

XGB 0.99 0.04 0.52 0.91 0.57 0.74

MLP 0.83 0.59 0.71 0.92 0.61 0.77

SC ET 0.83 0.50 0.67 0.95 0.8 0.88

LR 0.84 0.53 0.69 0.90 0.67 0.79

XGB 0.98 0.04 0.51 0.94 0.50 0.72

MLP 0.83 0.57 0.70 0.93 0.60 0.77

SP ET 0.81 0.60 0.71 0.91 0.64 0.78

LR 0.82 0.56 0.69 0.93 0.72 0.83

XGB 0.99 0.06 0.53 0.92 0.36 0.64

MLP 0.82 0.58 0.70 0.91 0.62 0.77

TMF ET 0.83 0.55 0.69 0.94 0.57 0.76

LR 0.85 0.52 0.69 0.88 0.77 0.83

XGB 0.98 0.02 0.50 0.93 0.35 0.64

MLP 0.82 0.56 0.69 0.93 0.65 0.79

This MOOC prediction task is considered highly challenging, compared to other
MOOC tasks, like predicting dropout, completion and learner characteristics. The reason
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is the severe data imbalance of the binary class, where course certificate purchasers form
less than 1% of the total number of enrolled students.

5 Conclusion

This study compared four tree-based and regression classifiers, to predict course pur-
chasability, using discussion forum data from five MOOCs. Our proposed model
achieved various balanced accuracies, 0.76 on average, using only the first half of the
course data. Thus, it can predict relatively early on if a purchase of a certificate will take
place or not. Future planned improvements of our model include using deep models and
employing more student data, e.g. demographics and clickstream logs.
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Abstract. This paper investigates student engagement, how it changes over time,
and its impact on course performance and drop off rates. We analyse data from a
large online Python programming course (n= 10,558 students) by defining appro-
priate features and using clustering to find students with common behaviours and
Markov chains to analyse engagement changes and drop-off rates. Our methods
allow teachers to better understand student engagement and take remedial actions
to improve students’ learning and performance.

Keywords: Student behaviour · Course engagement · Assessment · Automatic
grading system · Clustering ·Markov chains

1 Introduction

There is an opportunity for data driven methods to examine student engagement and
performance in online courses to better personalize student feedback. We examine
the engagement of high-school students participating in an online beginners Python
programming course through the following research questions:

1. What are the course engagement similarities between students and how does
engagement influence students’ overall course score?

2. How does student engagement change over time and impact course drop-off?

Overall, this study aims to gain greater insight into student engagement, how engage-
ment changes over time and how it impacts course drop-off rates, to assist teachers in
supporting better student outcomes.
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2 Previous Work

Educational data mining has sought to identify groups of similar students to determine
their engagement levels and overall course performance.

Hooshyar et al. [1] used clustering to predict if a student was a low, medium or high
procrastinator. Procrastination was defined by spare time - the time from when a student
submits an assignment until the assignment is due, and a positive correlation was shown
between spare time and assignment score. Cerezo et al. [2] defined procrastination and
engagement features to analyse student behaviour in online courses. The engagement
features included time spent on quizzes, viewing content and viewing forums. Clustering
showed that high-performing students spent more time on quizzes and the final exam
score was not related to the time spent on viewing content. McBroom et al. [3] used
clustering to identify and follow the development of student behaviour over the semester.
It was found that behavioural clustering could occur as early as Week 3 of a 13-week
semester and accurately predict a student’s final score.

In this paper, we define features informed by prior work on student behaviour
clustering to identify student engagement levels and drop-off rate.

3 Data

The data used in this study is from a 5-week beginner Python course, offered online
through the Grok Academy platform (https://grokacademy.org/challenge). It contains
slides, which teach Python concepts, and interleaved graded programming tasks (“prob-
lems”), which are auto-marked by test-cases. There are 40 graded problems in total, 8
for each week, with a maximum score of 10 per problem and total score of 400.

We define engagement features, informed by [2], as shown in Table 1.

Table 1. Student engagement features

Feature Description

% completed problems Percentage of problems which passed all testcases

Number of autosaves Number of automatic autosaves

Number of terminal runs Number of times a student runs their programming problem

% slides completed Percentage of slide problems completed

% slides viewed Percentage of slides viewed by the student for the week

https://grokacademy.org/challenge


548 S. Polito et al.

4 Results

4.1 Similarities in Student Engagement Tendencies

We used K-means clustering to find groups of similar students based on their behavior.
Each feature vector represents a student for one week, therefore each student has a total
of 5 vectors, resulting in 19,724 vectors for clustering. Missing values and outliers were
removed and features were normalized between 0 to 1. The elbow method indicated k
= 5 clusters; the cluster centroids are shown in Table 2 and the cluster characteristics
are summarized below:

Cluster 0 – High problem effort, high content effort: It shows the highest amount of
student engagement with 97% of problems completed and 83% of slides completed.

Cluster 1 –High problem effort, medium content effort: It shows low slide completion
despite 86% of slides viewed which suggests students skim through the content.

Cluster 2 – Low problem effort, low content effort: It has very low activity on all
features indicating students likely did not engage with the course.

Cluster 3 – Low problem effort, high content effort: It has a low number of completed
problems of 46%, but a high slide completion rate of 72%.

Cluster 4 –High problem effort, low content effort: It has 94%of problems completed
but low slide interaction (only 17% of slides completed and 42% of slides viewed),
indicating students had prior programming experience.

Table 2. Student engagement cluster centroids

Cluster

Full data 0 1 2 3 4

Number autosaves 0.089 0.998 0.089 0.039 0.081 0.067

Terminal runs 0.057 0.064 0.058 0.025 0.050 0.048

Completed problems 0.876 0.983 0.973 0.276 0.461 0.947

Slides completed 0.647 0.839 0.267 0.292 0.727 0.176

Slides viewed 0.842 0.962 0.864 0.412 0.823 0.429

4.2 Impact of Engagement on student’s Overall Course Score

The engagement clusters are analysed regarding student score distribution for each
cluster. The score is discretized into 4 ranges: from low [0, 100] to high [301–400].

Figure 1 shows that three clusters dominate the highest score range (301–400):
Cluster 0 (high problem effort, high content effort) with 61% of high score students,
Cluster 1 (high problem effort, medium content effort) and Cluster 4 (high problem
effort, low content effort) with 56% of high score students. Cluster 0 has strong problem
and content effort metrics which likely contributed to higher marks.
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Fig. 1. Percentage of engagement clusters in each score range

4.3 Changes in Student Engagement and Impact on Drop off

Markov chains were used to analyse the student’s engagement changes over time, and
show the cluster transitions fromWeek 1 to the clusters in any of the proceeding weeks.
A NoAttempt node represents students with no course activity for the week and a Partial
Attempt node for students who completed some features measured.

The engagement Markov chain is shown in Fig. 2. Cluster 2 (low problem effort,
low content effort) and Cluster 3 (low problem effort, high content effort) have students
with the highest risk of dropout with 95% and 81% of students moving to No Attempt.
This is higher than the students who began in the No Attempt group inWeek 1. The high
drop-out rate is surprising since Cluster 3 had 72% slide viewership, normally indicating
high course engagement. Here, the Markov chain highlights at-risk students potentially
going unnoticed due to high content interactions.

Fig. 2. Engagement Markov chain
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5 Conclusion

This paper investigates student engagement tendencies, how they change over time and
how engagement impacts the overall course score and drop off rates in an introductory
programming course. The ‘high problem effort, high content effort’ clusters contained
the highest achieving studentswhilst theMarkov chain analysis identified at-risk students
likely to drop out of the course, which can inform teachers when to provide assistance
to students at risk of drop-out.

Our insights help teachers to identify at-risk students to tailor feedback to improve
student learning outcomes and course performance.
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Abstract. The nature and quality of classroom instruction is highly
correlated to teachers’ ability to rehearse effective teaching strategies.
Utilizing research-based teaching practices increases teacher effective-
ness, confidence, and retention along with improving student achieve-
ments. High-fidelity, AI-based simulated classroom systems enable teach-
ers to rehearse and get feedback on specific pedagogical skills. One pri-
mary challenge is that current conversational agents (CA) can have task-
oriented conversations, however more varied dialogue-oriented conversa-
tions such as that between a teacher and student for a domain-specific
task (like a mathematical scenario) can be difficult to model. This paper
presents a high-fidelity, AI-based classroom simulator to help teach-
ers rehearse research-based mathematical questioning skills. The system
relies on advances in deep-learning uncertainty quantification and natu-
ral language processing while acknowledging the limitations of CAs for
specific pedagogical needs.

Keywords: Human-in-the-loop · Conversational agent · Low-data
domain and teacher training · Robust evaluations

1 Introduction

Despite ample evidence showing that deliberate practice can improve teachers’
mathematical questioning, teachers are rarely given opportunities to rehearse
these kinds of questioning strategies in pre-service or in-service settings due
to a variety of constraints in teacher preparation programs. However, computer-
based systems can provide ways for pre-service and in-service teachers to practice
and receive feedback on mathematical questioning skills. This paper presents the
development of an AI-based classroom teaching system (ACTS) designed to help
teachers rehearse mathematical questioning strategies that leverages advances in
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Uncertainty module sends response to Oz

Dialog System

Fig. 1. The ACTS system has chat functionality and a dynamic representation of the
mathematical task. The expert user has access to the Supervisor Interface to the right.
The dialogue system responds when it is certain about the dialogue acts and entities.
When the uncertainty thresholds are met, it sends the prompt to the expert user. The
expert user can then type in the response as a student, and it will appear on the prompt
(left). This prevents conversations from breaking because of the failure of ML pipelines
and components.

conversational agent (CA) development. In particular, this paper describes the
use of a human expert working with the computer-based system in a supervisor-
type role to step in and keep the conversation going when the CA may fail.
The goal of the system is to simultaneously collect data for conversational agent
components, while maintaining a coherent conversation and relying on state of
the art advances in natural language processing systems. This paper reports on
the development and user testing of the ACTS system (Fig. 1).

2 Current Challenges

Current challenges to CA development in educational contexts include:

– Model and Data Limitations (MDL): Deep learning models (models that
are used in most modern CAs) can fail catastrophically because they work
by exploiting spurious relationships [7] within data sets which is known as
shortcut learning [4].

– User Expectation Limitations (UEL): The “deep gulf of evaluation” [6]
exists because CA systems lack meaningful feedback regarding the systems
intelligence and capability. This mismatch of user expectations and current
technology capabilities can lead to a mis-application of CAs and a lack of
confidence that results in an avoidance of use and deployment for complex
tasks or sensitive activities.

– Limitations of Pretrained Models: Generic models like BERT [3] do not
readily generalize to specific domains. To address this, education communities
need education-specific pre-trained models, like the biomedical community [2].
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Fig. 2. The system enables data collection both during evaluation of the natural lan-
guage processing modules and building scenarios for a new system. The “Verify” mode
enables data collection for new scenarios while the “Backup” mode can redirect control
to the human when a language component fails.

– Limitations in data collection practices: The primary mode of data
collection in education contexts for domain-specific scenarios often relies on
text transcriptions from noisy classroom videos. This coupled with privacy
concerns makes data collection for addressing MDL non-trivial.

3 System Description

The MDL and UEL are difficult to meet in CA’s for any system and espe-
cially for a CA in the context of education. In order to design useful systems,
we need to acknowledge that current advances in dialogue systems make having
fluent conversations over multiple turns non-trivial. We designed a dialogue sys-
tem to specifically address user expectation failure and model and data failures.
At it’s core, the system minimizes negative user experiences by incorporating
uncertainty modeling. When a dialogue system component or a system fails, we
redirect control to a supervisor whose task is to bring the conversation back on
track. We rely on recent developments in deep learning and uncertainty esti-
mation for each subcomponent of the dialogue system and build an interaction
pipeline of user + system + supervisor that can pass the system’s control from
the dialogue system to the supervisor based on the failure. The uncertainty mod-
ules prevent the conversation from derailing due to a failure of one or more of the
sub-components. The supervisor is present during the user engagement with the
application acting within the role as an expert user (someone familiar with the
scenario and the system’s limitations) with the ability to send a response back
to the system as a “Student”. While perfect conversations in task-specific dia-
logue systems are challenging to achieve in complex scenarios, adding an expert
in the loop prevents conversations from derailing. This also enables better user
satisfaction and long-term data collection for better modeling or never-ending
learning [5] scenarios (Fig. 2).
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4 Conclusion and Future Work

Initial user studies demonstrate an improvement of the user experience of our
conversational agent despite the limitations of a complex, low-data educational
scenario by including uncertainty module elements and allowing for human-in-
the-loop interactions. Even with the uncertainty modules, uncertainty quantifica-
tion in deep learning is not robust [1]. Also, uncertainty in deep learning has been
explored mostly for classification tasks but dialogue systems have many other
tasks (entity recognition, turn-taking). Thus accuracy of uncertainty estimates
also vary based on the stage of the dialogue system. In the future, we are plan-
ning to explore two lines of work: determining approaches so that we can jointly
model uncertainty of all the stages together as a more robust uncertainty metric
and controlling the amount of supervisor involvement as we collect more data in
these training scenarios. We believe that these kinds of discrete, domain-specific
web-based simulated classroom systems can provide needed opportunities to help
pre-service and in-service teachers rehearse specific pedagogical strategies.
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Abstract. Short-Answer Grading (SAG) is a task where student
answers to open questions are automatically graded with the support
of Natural Language Processing and Machine Learning (ML), saving
manual effort. Two main challenges remain in small-scale testing scenar-
ios: (1) ML models work best given large amounts of manually graded
training instances, and (2) published evaluation results for pre-trained
models do not translate well to new data sets, making automated grading
intransparent for teachers and students. We present a grader evaluation
workflow that teachers can use for their individual situation.

Keywords: Short-Answer Grading · Evaluation · Reliability

1 Introduction

Short answer questions (also called constructed response questions) are a popular
task on written exams. Students respond with about one to three sentences in
their own words, which makes it easier for teachers to understand their reasoning
and spot misconceptions. However, manual grading is time-consuming, especially
if frequent feedback through formative testing is desired. Supporting this process
with automated grade predictions is the goal of Short-Answer Grading (SAG)
[1]. Human involvement can thus be limited to reviewing rather than grading
from scratch [9], or by focusing grading effort where it is most needed [6].

Automated methods need training data. However, in many classroom and
self-learning settings, there are few existing annotated answers. Recently, transfer
learning for Transformer-based models like BERT [3] allows the use of large
amounts of un-annotated data to infer a robust language model in pre-training
before switching to fine-tuning on a smaller data set for a specific task [2,5].

However, at the moment, it is unknown how well these results transfer to
small-scale testing: The standard literature data sets, at a size of several thou-
sand answers, are small in the context of ML, but still large in the context of
small-scale testing. Additionally, prediction quality of ML models deteriorates
for new data sets.

We propose a workflow and suggest decision-making parameters for the eval-
uation of an existing automated grader for a specific classroom. The workflow
allows teachers to make an informed decision about how to integrate automated
c© Springer Nature Switzerland AG 2022
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grading support and helps teachers and students understand the performance
and limitations of the tool in use. Tan et al. [8] conceptualize the desired quali-
ties of an automated grader as its reliability as defined by IEEE: “the degree to
which a system, product or component performs specified functions under speci-
fied conditions for a specified period of time” and propose a similar development
cycle with many stakeholders and multiple iterations before system deployment.
Our use case is much more constrained: We look at the situation-specific evalu-
ation of an off-the-shelf tool for a specific usage scenario by the end-users, which
is a linear process with a defined end since fewer modifications to the model are
possible.

2 Evaluation Process and Worked Example

In a typical small-scale grading setting, a teacher who wishes to use automated
grading will have access to publicly available ML models, and very limited
amounts of manually graded data (for example from a recent test) for evalu-
ation. Starting from this position, we propose the following steps:

1. Define the requirements for reliability in the current use case
2. Collect a set of manually graded test data
3. Fine-tune an automated grader for SAG
4. Analyze the automated grader’s performance
5. Decide on how to use the approach

We will now demonstrate these steps using the Huggingface BERTMNLI

model as a grader and the SemEval-2013 Beetle test data [4] as manually graded
data set.

Defining Requirements

1. Minimal grading error We will accept automated labelling error of up to
15%, which has been deemed acceptable in the past for published SAG data
[6]. That means we require a grading Accuracy (overall percentage of cor-
rectly predicted labels) of at least 85%.
Another important aspect of grading error is its distribution (showing over-
strictness or over-lenience). The model tendency can be measured by looking
at the grade labels’ Precision separately. (Precision measures how many pre-
dictions of a specific label were actually correct, that is, how trustworthy
the grader’s label predictions are.) In our worked example, we will accept
over-lenience, but not over-strictness.

2. Workload reduction is the driving factor behind the use of automated
graders. As a point of reference, Vittorini et al. [9] report a grading time
reduction of about 40% by their approach.
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Table 1. Performance of the SEB-tuned model on the Beetle test set (overall/by label).

Model Accuracy Precision Recall F1

overall 62.5 66.2 62.5 64.3

correct 75.9 53.8 75.9 63.0

incorrect 52.8 75.1 52.8 62.0

Data Collection. In the context of ML, annotated data is needed in two places:
For model training (here, the fine-tuning step of the Transformer-based learner)
and for model evaluation. For the fine-tuning step, several thousand manually
graded answers are realistically required. Since this is more than will be available
to most teachers, publicly available data can be used instead. In our example,
this is the SemEval-2013 SciEntsBank training data, containing ca. 5000 answers
[4]. The corpus is roughly similar, but different from the source of our test data.

The test set should be as large as possible to make it robust to chance fluc-
tuations; a size in the hundreds of answers is realistic. The Beetle 2-way unseen
questions test set used in our example consists of 9 questions and a total of 819
answers, and differs from the training data in similar ways as field data would
differ from a literature data set.

Fine-Tuning adapts the BERT prediction model more closely to the SAG task.
Additionally pre-training Transformers for a SAG-related task first tends to fur-
ther increase performance [2]. Two natural choices of related tasks are Natural
Language Inference (using the GLUE MNLI – Multi-Genre Natural Language
Inference – data) and Paraphrasing (using the GLUE MRPC – the Microsoft
Research Paraphrase Corpus). We therefore compare the BERTbase uncased

model to BERTMNLI and BERTMRPC
1 on SEB development data (10% of

the training data, randomly sampled) after fine-tuning on the remainder of the
SEB training data. BERTMNLI outperforms the other models at F1

2 = 84.56
(BERTMRPC : 83.13, BERTbase: 83.87).

This model will be used for evaluation below. On the SEB 2-way unseen
questions test set, it performs comparably to the most recent directly comparable
literature at F1 of 73.5 compared to 74.8 [7].

Analysis. Table 1 shows our results after evaluating on the 819 manually graded
Beetle answers. The model loses 11 points F1 score in the transfer from the
SEB to the Beetle corpus, underscoring that every data set needs individual
evaluation. Overall model Accuracy is far below our requirement of 85%.

We now investigate grader tendencies: The automated grader errs
strongly towards lenience and misses almost 50% of incorrect answers at

1 All models are available on huggingface.co.
2 F1 is the harmonic mean of Precision (reliability of predictions) and Recall (percent-

age of instances correctly identified).
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Recallincorr = 52.8. In consequence, Precisioncorr is only 53.8. However, the Pre-
cision of incorrect predictions is 75.1, which means that this label is generally
reliable when assigned.

Decision on Usage. Given our requirements, a stand-alone use of the automated
grader is not acceptable. However, if a human grader accepts all machine-labelled
incorrect grades, manual grading workload will fall from 819 answers (the whole
data set) to 485 (the answers labelled correct only) – a reduction of 40.8% and
the workload reduction we expect.

This approach would eliminate most of the automated grader’s labelling
error: If we generously assume that the human grader will always assign the right
label, the human-graded 485 answers plus 0.751 * 334 answers (the answers cor-
rectly machine-graded as incorrect) are now graded without error. This is 89.8%
of all answers, or a grading error rate of 10.2%. This is in the acceptability range
we defined above.

However, we know that any remaining errors in this setting are to the detri-
ment of the students. Alternatively, the answers machine-labelled as incorrect
can additionally be reviewed manually, which is still faster than assigning grades
from scratch [9].

In sum, we have shown how analysis in context yields useful information to
inform decisions on model usage. The technical effort needed for implementation
runs to a few hours of Python coding, thanks to publicly available model libraries
and data sets.
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Abstract. Parental Training is a methodology where therapists teach caregivers
how to train their kids in specific behaviors practicing. It can be used in verbal
behavior acquisition for childrenwith autismmediated by the parents. In this paper,
we are presenting an innovative software that aids the assessment of children’s
tact acquisition where therapists can design interactive activities to support the
remote measurement of the parental training progress. The developed software
stores in its server the child’s answers and autonomously compute, in run time, the
child’s face deviation through an Artificial Intelligence algorithm. The therapists
have access to such data and can assess children’s performance by that without
watching the interaction. The performed experiment presents initial validation of
the proposed systemutilization by one therapist and one dyad of a childwith autism
and the mother. The systemwas applied to the child’s evaluation phase of an entire
parental training cycle in the Brazilian Portuguese language context. Through
the interviews and questionnaires, all users claimed they considered our solution
adequate and robust for its purposes. After comparing the child’s performance in
a baseline activity and an activity after the training session, the software was able
to provide to the therapist the data to confirm an enhancement in the child’s tact
acquisition.

Keywords: Parental training · Autism · Brazil · Artificial Intelligence ·
Attention span loss detection

1 Introduction

Previously to the need of social distancing brought by the COVID-19 pandemic, almost
all the parental training for childrenwith autismwasmade in person due to the advantages
that performing this procedure in a controlled environment can provide to the therapists.
Especially the advantages of instant correction and feedback that the therapist can give
to caregivers and the in loco evaluation of the children progression. The parental training
has shown to be a potential alternative to overcome the social distance barrier [1] and
the so far available solutions to map and evaluate the children’s performance are few
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and, most of times, expensive [2]. We believe that Artificial Intelligence (AI) may play
a key role for the next steps towards the progression of remote learning and autonomous
assessment. AI contribution, in the scope of our studies, can be useful to such goal by
automating mechanic tasks in the evaluation phase and potentially increasing the accu-
racy in autonomous measures and, consequently optimizing therapist’s and caregivers’
available time.

Here, we are reporting the first steps we are taking into a deeper series of studies to
validate our hypothesis, by presenting a high-level description of an innovative software
to assess children with autism that had the tact learning acquisition mediated by their
guardians. The presented system aims to support the therapist in this evaluation step by
automating some tasks that were performed manually. Our proposal has three technical
features to do so: an AI algorithm to detect attention span loss by face gaze; the storage
of the answers gave by the children to every evaluation question of their selection in the
4 possible alternatives; and the audio record of the period of their answer.

2 The TeiAut Software

The here named TeiaAut is a software under development by the authors in the context
of the TEIA Educacional project1 - a Brazilian research collaboration group of Artificial
Intelligence for education – adapted from other educational software developed for
Human-Robot interaction activities [3]. It is not commercialized for being a program
still in testing phase and can be requested for pilots and trial tests to its authors. For being
applied in a Brazilian context, the software has all its functionalities in the Brazilian-
Portuguese language.

The version used for these studies was developed in Python 3.82 and the Graphical
User Interface (GUI) in PyQt5.3 It also has OpenCV 3 libraries for the image processing
and face detection algorithm of Haar Cascade, as used in [4]. For preserving the privacy
of the participants, after processing the attention measures, the images are discarded.
The users of this system are therapists and the caregivers of the children, that could be
their parents or guardians.

The core of the evaluation process with the system is composed by a quiz-mode
activity, in which a question is asked by a person (normally the therapist) in the video -
or by the avatar of a robot with a synthetized voice - and the answers’ alternatives are
presented to the child as a multiple choice of images. Therefore, the therapists should
prepare and insert the appropriate evaluation content into the system, the caregivers
and children should perform these evaluative activities, and then the therapist will have
access to the data collected from these activities later.

These three phases are named Activity Design, Activity Execution and Data Val-
idation, respectively, and detailed in the next subsections. Figure 1 shows a screenshot
of each one of these three phases.

1 www.teiaeducacional.com.br.
2 https://www.python.org/.
3 https://pypi.org/project/PyQt5/.

http://www.teiaeducacional.com.br
https://www.python.org/
https://pypi.org/project/PyQt5/
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Fig. 1. Screenshots of Activity Design (a), Activity Execution (b) and Data Validation (c) phases
(A demo video of this phase can be seeing at the https://youtu.be/R3zuw4C7NpQ).

The Fig. 1(a) shows the screen where therapists can create the questions, add the
images of the answer’s alternatives, associate a video to the question and type the text
of the question.

The screenshot displayed inFig. 1(b) shows the software during the activity execution
where it displays the video of the questions on the left section of the screen. On the right
section, the robot avatar with (optionally) the written sentence of the question asked in
the video followed by the possible answers as options of images are shown. In some
questions, the current child might be only requested to speak loudly the name of the
figure in the screen and then the caregiver is advised to click in the corresponding figure
if the kid said it correctly. In any case, audio answers are analyzed and graded by the
therapist in the next phase.

Based on all the information collected during the execution phase, the system cal-
culates and displays the outcomes in the graphs, as shown in Fig. 1(c). The measures
are the number of right answers by the kid, the correct association of answers be the
system, the difficulty of the performed questions, the face deviation count, the time the
child took to answer each question and the number of spoken words. Thus, it is worth
highlighting that the measures presented in graphs second, third and sixth (top left to
bottom right) corresponding to these measures are not quite useful in the current version
but a when the system would autonomously analyze verbal vocal answers and would
aim to adapt the difficulty of the question for each child.

https://youtu.be/R3zuw4C7NpQ
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3 Final Considerations

In this paper, we described a software which aims to facilitate the therapists’ task of
assessing tact acquisitionmediated by parents. Initial feedback from therapist and parents
supported our hypothesis that this proposal has potential to contribute to parental training
in the context that it was applied.

In an initial validation, the use of the software was evaluated as very positive by the
therapist and caregivers in interviews after using the system, especially in the aspects of
data reliability and time optimization Experiments with a larger population are already
ongoing for a more complete and accurate evaluation of our program.

On a technical level, the data collection afforded by TeiAut allows the training of
Machine Learning models to further aiding therapists in this task. More AI algorithms,
such as recommendation systems and NLP methods are also easily to be aggregated to
this solution. As said beforehand, these are goals to the new versions of the software.
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Abstract. Conversational Intelligent Tutoring Systems (C-ITS) are
capable of providing personalized instruction to students in different
domains, using dialogues in natural language to interact with the user.
In this paper we describe our recent experience in adapting an alge-
braic/arithmetic word problem-solving Intelligent Tutoring System by
replacing the original button-based user interface by a conversational one
primarily based on the use of natural language. The proposed method
led to an average intent-recognition accuracy of 0.97, supporting the use
of this kind of tools to seamlessly migrate existing interfaces to a more
convenient form of interaction based on natural language.

Keywords: Conversational agents · Intelligent Tutoring Systems
(ITS) · Natural Language Understanding (NLU)

1 Introduction

The use of conversational agents is rapidly increasing [1] and they are now used in
a wide range of application areas, including customer service, home automation,
e-commerce or education [2]. In a Conversational Intelligent Tutoring System (C-
ITS), these agents are used to provide personalized instruction to students, inter-
acting through a dialogue [3]. Hypergraph-based Intelligent Tutoring System
(HBPS) [4] entirely focuses on the translation state of the algebraic/arithmetic
word problem solving, and it is capable of supervising students without impos-
ing restrictions on the solution paths. However, it does not support interaction
in natural language. In this late-breaking results we report on the migration of
the original user interface of HBPS into a modern chatbot-powered interface, by
using the Rasa open source toolkit [5].

This research has been supported by project PGC2018-096463-B-I00, and FEDER Una
manera de hacer Europa; grant PRE2019-090854, funded by MCIN/AEI/10.13039/
501100011033; “ESF Investing in your future”; and grant “Margarita Salas”, funded
by Spanish Ministry of Universities and the European Union through the programme
“Next Generation EU”.
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2 Design and Implementation of the Conversational
System

The first step was collecting an extensive registry of typical teacher-student con-
versations in a one-to-one teaching scenario. Two similar sessions were conducted
for this purpose. During these sessions, a total of 79 high school students aged
between 14–15 were asked to solve 3 algebraic word problems, by interacting
through a chat system with one of the 42 tutors involved in the experience. All
chat logs were recorded, and pre-processed by eliminating duplicate messages,
correcting typographical mistakes and removing incomplete sentences. Messages
were then translated into English and manually assigned to a single intent. To
complete the dataset, members of the research team manually added some rep-
resentative examples for each intent to produce a corpus C, which was used as a
groundtruth to support the generation of the conversational agent. A total of 25
intents were identified. 4 of these intents were related to the main actions that
the user could perform on the original button-based interface, namely: Define
Letter (the user enters a letter and a description, e.g. “x is the age of Peter”);
Expression (the user enters an expression, and possibly a description, e.g. “the
age of Anne is 2x”); Equation (the user enters an equation, e.g. “2x=76”); and
Help (the user requests a hint, e.g. “I don’t know how to continue”). The other
21 intents are related to actions that the student could not do with the previous
interface. Some of these intents are related to problem solutions steps. For exam-
ple, the intent Number corresponds to utterances in which the student attempts
to clarify the meaning of a number, e.g. “The age of Anne is 76”; and the intent
Quantity description to textual entries that mention a relevant quantity descrip-
tion, e.g. “The age of Peter”. Some other intents are more general and support
some new system functionality or simply allow for a richer interaction.

The next step was to define an appropriate text processing pipeline, defining
the operations performed in the text and the order in which they happen. Rasa’s
default Natural Language Understanding (NLU) pipeline was tweaked according
to the results of an extensive experimentation, to better adapt it to the char-
acteristics of our specific domain. A spaCy English language component [6] was
prepended to prepare adequate language structures for the subsequent compo-
nents, using the largest available model (en core web lg). The default tokenizer
was replaced by the SpacyTokenizer, which is based on white spaces and takes
into account punctuation and language-dependent special case rules to split sen-
tences into tokens. After tokenization, each token was featurized by using Spa-
CyFeaturizer. The text was further encoded by using the LexicalSyntacticFea-
turizer, which generates a binary feature vector, taking into account the context.
Whole sentence features were then produced by CountVectorFeaturizer, which
computes a bag-of-words representation of the sentence, considering character
n-grams of size 2 ≤ n ≤ 4. Intent classification used the Dual Intent and Entity
Transformer (DIET), which was fed with both token-based and sentence-based
features. Finally, the FallbackClassifier was configured so that the system did
not output an intent when the confidence was below 0.3, or when the difference
between the top-2 intents was smaller than 0.1. In these cases, the user message
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Fig. 1. Intent confusion matrix. Shown
Intents are (1) Equation; (2) Expres-
sion; (3) Help; (4) Quantity Descrip-
tion; (5) Define Letter; (6) Number;
and (7) Others.

Fig. 2. Average accuracy and standard
deviation of intent classifier based on a
proportion of training data.

was classified as a special intent known as nlu fallback, causing the system to
prompt the user to rephrase the message.

A Rasa conversational agent based on this pipeline was then trained by using
the corpus C described above. Each time the user inputs a message in the chat,
the utterance is forwarded to the Rasa agent, which runs the NLU Pipeline to
classify the input among a comprehensive set of 25+1 intents (considered intents
plus nlu fallback).

3 Results

Two different experiments were designed in order to understand how the pro-
posed method performs. Our first analysis focuses on the general behaviour of the
method in a real-world scenario. Our second study concentrates on the accuracy
of the system as a function of the amount of training data.

Real-world Accuracy of the System
For this experiment, a random 20% of the corpus C was reserved for testing,
and the remaining 80% was used for training. Results are analysed in terms
of the most relevant intents in the application, which account for over 75%
of the corpus. These intents are the ones associated with interactions that are
directly related to problem solving steps, i.e.: “Equation”, “Expression”, “Quan-
tity Description”, “Define Letter”, “Number” and “Help”. All other intents have
been aggregated under a single category “Others”, to ease the analysis and visu-
alization of the results.

Figure 1 shows the confusion matrix for the 7 selected categories, which yields
a global accuracy of 0.971. This rate translates into 1 mistake every 34 processed
utterances. Values for average precision, recall and F1-score were 0.964, 0.962,
and 0.963, respectively. Misclassifications among the 6 most relevant intents was
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very rare, and most of the errors involved the “Other” category. This result sug-
gests that the very few misclassifications would not heavily affect the user expe-
rience. A more in-depth and manual analysis of the misclassifications revealed
that most of the mistakes related to “Other” as the true category happened
because the user tried to do more than one operation at once, e.g. “x is the age
of Peter and 2x=76”. For simplicity reasons, the system was designed to classify
such entries under the “multiple intent category” (in “Others”) and respond with
a request to do one operation at a time, but they were sometimes recognized as
one of the several operations.

Accuracy in Terms of the Size of the Training Set
This experiment has been carried out by keeping the same test set as in the pre-
vious experiment (20% of the corpus C) and progressively increasing the amount
of training data from 10% to 100% of the rest of the available data. To compen-
sate for the non-deterministic behaviour of the neural networks due to weight
initialization and the order in which the training samples are presented, we have
repeated the experiment 5 times. The performance gain has been measured in
terms of average accuracy and the standard deviation across the 5 runs. Results
are displayed in Fig. 2, considering all 25 intents. The curve shows a clear loga-
rithmic increase of the mean accuracy with the amount of training data. With
only a 10% of the available data, the system already shows an average accuracy
of 0.77, reaching a value above 0.95 when the whole training set is used. Even
though the plot shows that the agent is able to function with a small quantity
of training data, the increasing performance suggests that an attempt should be
made at the data capturing stage to maximize the amount of entries used to
train the system.

4 Conclusions and Future Work

The experiments presented show positive results that support the use of Rasa-
powered chatbots for a seamlessly conversational adaptation of existing tutoring
systems. In addition, these results can be easily and continuously improved as
the system is used, by generating a larger dataset composed of manually revised
classifications of all user inputs.

Future work should further investigate the impact of the conversational agent
in learning. In between other aspects, we should design appropriate experiments
and measures to quantitatively evaluate the quality of experience of students
when using conversational systems, in comparison to more classical interfaces.
In addition, the impact of the misclassifications should be further analysed, in
order to determine their effect from both a usability and a learning perspective.
Such analysis could and should be addressed to identifying mistakes with a
potentially high impact, in order to include more samples in the training set
aimed at avoiding them. On a different line of work, we shall also investigate
the performance of Rasa as compared to other proprietary technologies such
as Amazon’s Lex or Google’s DialogFlow, both in terms of performance and
usability.



568 R. S. Albornoz-De Luise et al.

Finally, we shall remark that the use of chatbots opens new opportunities in
the design and development of Inteligent Tutoring Systems. For example, they
open the door to seamlessly incorporating non-intrusive affective support based
on the analysis of the user utterances, in order to detect and react to relevant
emotions and/or cognitive states, e.g., frustration or concentration.
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Abstract. In this work-in-progress paper, we describe the architecture
of a system that can automatically sense an online learner’s situation and
context (affective-cognitive state, fatigue, cognitive load, and physical
environment), analyse the needs for intervention, and react through an
intelligent agent to shape the learner’s self-regulated learning strategies.
The paper describes the system concept and its software architecture
and design: what sensory data are captured and how they are processed,
analysed, and integrated; what intervention decision will follow and what
behavioural and affective nudges will be given.

Keywords: Online and self-regulated learning · Nudging ·
Cognitive-affective states · Decision system · Supportive agent

1 Motivation and Concept

In 2020, the pandemic has forced students around the world to suddenly become
users of online courses. Many educational institutions turned to synchronous,
asynchronous or hybrid teaching, increasingly relying on students’ self-regulated
learning (SRL) [1]. While many innovative pedagogical approaches have emerged
from these circumstances, developing self-regulation has been difficult for many
students.

The aim of our work is to give online learners behavioural and affective nudges
to help them shape their self-regulated learning skills. We target a change in
behaviour by influencing the learners’ attitudes, affective states and actions, i.e.,
a form of co-regulation [2].

Developing effective behavioural interventions requires detailed affective user
models, which capture the learners’ affective-cognitive states (their triggers and
expressions) within the specific learning context. It also requires understanding
how affect develops and manifests over time during learning activities, an area
of research termed “affect dynamics”, which examines how students transition
from one affective state to another [3].
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Our system senses a learner’s situation and context (affect, fatigue, cognitive
load, and physical environment), analyses the need for intervention, and reacts
through an intelligent virtual agent. It can be used in informal learning settings
(e.g., at home or in public spaces), and independently of a specific learning
content, activity, or task.

2 System Architecture and Design

The system is made of three sub-systems: (1) a sensing platform; (2) a decision
system; and (3) an intelligent supportive agent (see Fig. 1). They exchange infor-
mation through data interchange objects (JSON), which respectively capture:
(1) the student’s status; (2) the student’s profile; and (3) the remediation needs.

Fig. 1. System architecture.

2.1 Sensing Platform

The sensing platform comprises four modules (under development): the Envi-
ronment, Activity, Affect and Cognitive-load modules.

The “Environment” module uses object recognition and people tracking
(DarkNet53 and YOLOv3) [4], trained with the MS COCO dataset, to detect
the presence of objects and people in the learner’s immediate environment. Using
a simple frame subtraction technique, the amount of background change is also
calculated. This information (classified objects, people, and amount of change)
is then input into a decision tree (ID3 algorithm) to decide on the student’s
physical location.

The “Activity” module uses deep machine learning (ResNet CNN and LSTM)
to understand what the learner is currently doing, i.e., the type of online learning
activity they are engaged in.
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Research is increasingly converging towards a set of five cognitive-affective
states shown to influence learning and cognition [5]: boredom, confusion, engage-
ment/flow, frustration, and surprise. The “Affect” module combines emotion
recognition (EmoNet) and pose estimation (MediaPipe) into an LSTM deep
learning model to estimate the student’s cognitive-affective state. Training and
testing data is generated by recording students in various situations (e.g., for
confusion, students were asked to find an object in an image that did not con-
tain that object).

The “Cognitive-load” module uses eye tracking data (pupil dilation, blink
frequency, saccadic peak velocity, number and duration of fixations) to estimate
fatigue and cognitive load. The eye-tracker used is a single camera Pupil Core
from Pupil Lab.

The output of the sensing platform is a JSON file describing the student’s
status (see Table 1), updated at regular time intervals.

Table 1. Student’s status

Disturbance pet; people; electronic device

Change [0, 1, 2]

Location library; bedroom; cafe

Activity writing; reading; watching video; typing; other

Affect frustrated; confused; bored; neutral; delight

Posture holding chin; touching face; touching hair;
leaning back; slouching forward; touching
chair

Fatigue [0, 1, 2]

Cognitive Load [0, 1, 2]

2.2 Decision System

The decision system decides if remediation (nudging) is needed and what it
should achieve. Eight types of interaction have been identified following a par-
ticipatory design approach: encourage, chat, advise a change of posture, signal
sources of distraction, advise a change of location, ask to concentrate, tell to
start studying, advise to take a break.

The decision system is implemented as a decision tree (sklearn library and
Gini index). It takes for input the student’s status (see Table 1), as well as infor-
mation from a student’s profile, which currently contains only two pieces of infor-
mation: gender and agent’s preference (companion/assistant, friend or supervi-
sor). The pruned and optimised decision tree (depth of 8) currently achieves a
0.86 accuracy.
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2.3 Supportive Agent

The supportive agent executes the nudging decisions. The agent is a virtual char-
acter appearing on screen as an overlay (See examples in Fig. 2). Its shape and
behaviour (implemented using Blender and Unity3D) have been decided in the
course of seven participatory design events (concept development, remediation
needs, avatar image, avatar animation, interaction design, feedback collection)
conducted with a team of six college students majoring in a variety of subjects.

Fig. 2. Supportive companion agent.

3 Conclusion

Work is ongoing to complete the implementation and testing of the architec-
ture’s sub-systems before their integration. The Decision System has so far been
designed and tested using simulated data (student’s status and profiles) and will
be refined when outputs from the sensing platform will become available. Early
versions of the system will be used to collect further data for the training and
refinement of its components.
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Abstract. In the field of automatic readability assessment (ARA), the
current trend in the research community focuses on the use of large neural
language models such as BERT as evidenced from its high performance in
other downstream NLP tasks. In this study, we dissect the BERT model
and applied it to readability assessment in a low-resource setting using
a dataset in the Filipino language. Results show that extracting embed-
dings separately from various layers of BERT obtain relatively similar
performance with models trained using a diverse set of handcrafted fea-
tures and substantially better than using conventional transfer learning
approach.
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1 Introduction

Readability assessment is the process of correctly identifying the reading dif-
ficulty of a text. It is an interdisciplinary challenge tacked by researchers in
education, linguistics, and computer science. Common approaches in this task
started with formulas such as the Flesch-Kincaid formula [6] or the Dale-Chall
formula [3] which makes use of countable text or handcrafted features such as
average sentence and word lengths. In recent works, more and more research
have explored the use of advanced text representations such as modelling the
task using neural language models like BERT [5]. BERT is a Transformer-based
language model which has 12 attention-based layers and has been trained in a
self-supervised setup with large datasets such as Wikipedia articles. This partic-
ular model has been recently used by previous works for readability assessment
in various languages such as English [4,11] and Chinese [12]. In this study, we
explore the use of BERT to readability assessment in a low-resource setting with
an existing Filipino dataset in two possible ways: transfer learning and layer-
wise training. We argue that exploration on low-resource languages is beneficial
to the community in generally and would shed light on how researchers can
move forward and apply BERT the correct way for tasks such as readability
assessment.
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2 Data and Setup

For the data, we used the same Adarna House dataset from previous works in Fil-
ipino readability assessment as seen in [7–10]. The Adarna House dataset com-
prises 265 expert-annotated children’s reading materials written in Filipino and
divided equally into levels 1, 2, and 3 with respect to the grades of the Philippine
education system. For model training with the BERT, we used the uncased Fil-
ipino version from [1]. This version has been trained with a large corpus of Filipino
Wikipedia articles over a sequence length of 512 similar to the original model in
English. The complete recipe for training this model is described in [2]. In using
BERT specifically for readability assessment, we describe two methods below:

Transfer Learning Setup. This is the most common setup where a BERT
model is finetuned for a downstream task such as classification or named-entity
recognition. For finetuning, we added an additional classification layer with
default hyperparameter values used in [5] for training the Filipino BERT model
to produce a probability-based grade level as an output.

Layer-Wise Training Setup. Given a sequence of text, we let the BERT
model transform the data to a numerical representation (embeddings) and use it
directly as features to a machine learning algorithm. For this method, we extract
12 different embeddings each having a dimension of 768 as input from each layer
of the BERT model. For this study, we use SVM to train the model using the
embeddings as feature input and the corresponding grade level as the output.

Table 1. Comparison of previous methods and features used in Filipino text readability
assessment.

Method Features Acc F1 Model

Traditional features [8] 7 0.42 0.41 SVM

Lexical features [8] 15 0.47 0.47 SVM

Language model [9] 25 0.72 0.72 LogReg

Diverse features [10] 54 0.62 0.62 RF

Sentence embeddings [7] 768 – 0.57 SVM

Transfer Learning (Ours) N/A 0.57 0.50 BERT

3 Result and Discussion

Tables 1 and 2 describe the results of comparing BERT for readability assess-
ment in a transfer learning setup against previous works and using embeddings
from each of the twelve layers as features. With the first experiment, our find-
ings suggest that using the conventional transfer learning setup for readability
assessment in Filipino only beats the first two models using traditional and lex-
ical features by [8]. The model trained with diverse features covered by [10]
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includes morphology and syllable pattern. This model performed better than
BERT which may mean that BERT’s linguistic knowledge may not be fully
complete for the task of readability assessment especially for low-resource and
morphologically-rich languages like Filipino.

Table 2. Results of using BERT’s layers as features for Filipino text readability assess-
ment.

Layer Acc Prec Rec F1

Layer 1 0.69 0.68 0.69 0.68

Layer 2 0.63 0.64 0.63 0.61

Layer 3 0.65 0.64 0.65 0.64

Layer 4 0.60 0.59 0.60 0.59

Layer 5 0.69 0.68 0.68 0.67

Layer 6 0.67 0.66 0.66 0.66

Layer 7 0.61 0.61 0.61 0.60

Layer 8 0.68 0.68 0.68 0.68

Layer 9 0.67 0.67 0.67 0.67

Layer 10 0.65 0.66 0.65 0.65

Layer 11 0.62 0.62 0.61 0.61

Layer 12 0.69 0.69 0.68 0.68

In the second experiment in Table 2, layers 1, 5, 8, and 12 obtained roughly
comparable results with approximately 0.68 in all metrics used. The sentence
embeddings previously in [7] as indicated in Table 1 only used the mean of all
twelve layers while this study dissected and compared the performance of each
layer. Following the observation of [13], the middle layers (layer 5 and 8) which
is said to contain most of BERT’s syntactic knowledge obtained top results.
This finding suggests that syntactic knowledge is still important for readability
assessment in Filipino. In additional, all layer-wise training performances fared
better than the performance of BERT in a transfer learning setup which suggests
the possibility that exploring these layers can be a good starting point for other
languages.

4 Moving Forward

Automatic readability assessment (ARA) is a growing research challenge drawing
contributions from the areas of education and computational linguistics. This
study reveals that, when applied to low-resource languages like Filipino, using
neural representations like BERT’s layer-specific sentence embeddings as features
is better compared to using the conventional transfer learning method done in
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most NLP tasks. Moreover, comparing with previous works, it is also worth
noting that the use of hand-coded linguistic features and traditional machine
learning algorithms is still a good starting point for low-resource languages as
they produce good baseline performance. From our findings, we hope to shed
light to researchers working in the field on how resources like BERT can be
properly used in readability assessment and encourage them to actively search
for novel or improved methods to exploit its potential.
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Abstract. When sitting in front of a computer screen for online learning, students
can be easily distracted by other sources on the Internet. To help students improve
their online learning experience, we implemented a highly accessible AI service,
which collected facial data from the web camera to assist self-regulated learning
for students with privacy protection by way of edge computing. The service can
capture self-learning metrics such as eye gazing points and facial expressions.
Then the captured facial streaming data can be played back by the user. All steps
are done locally at the users’ browser. The learners can review their online learning
process to improve their learning efficiency through an interactive interface. Our
preliminary evaluation showed promising feedback from real users.

Keywords: Self-regulated learning · Edge computing · Online learning ·
E-learning · Artificial Intelligence (AI) · Eye Tracking

1 Introduction and Background

Online learning has become a common practice ever since the COVID-19 pandemic
began. However, learners face several challenges during e-learning, primarily the high
chances of distraction from unrelated sources on the Internet [1].

A previous study has shown that students can improve their online learning efficiency
through self-regulated learning [2]. Self-regulated learning is “an active, constructive
processwhereby learners set goals for their learning and then attempt tomonitor, regulate,
and control their cognition, motivation, and behavior [3]”. Research has shown that self-
regulated learning is highly related to performance [3] and needs to be combined with
feedback, so learners can adjust their learning strategy [2].

To collect data for feedback on online learning, most studies require specific IoT
devices [1] or are limited to a specific platform [2]. Furthermore, they only can provide
quantitative metrics. We speculate that without qualitative feedback it is difficult both to
explain learners’ performance and for them to improve their online learning performance.
For example, if learners only know their attention failed after 10min but don’t know they
were distracted by an unrelated notification, then there is little they can do to improve
their learning performance.
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The streaming information of eye-tracking with screenshots is used in our design
to collect data for learners to playback to know when and where they pay attention to
the content on the computer screen. According to the Eye-mind assumption [4], users’
minds will focus on where their eyes are looking. Therefore, learners can determine
where they direct their attention by replaying their learning journey with eye fixation
heatmaps on screenshots.

Another point to consider is that many students are unwilling to turn on their cameras
or share their online learning status because of privacy concerns or network accessibility
[5]. This makes it a hindrance to collecting educational data and providing feedback
in the real world. These problems can be avoided by edge computing. Edge computing
[6] is used to process data at the end users’ device. By calculating the data onsite,
edge computing can ensure several promises, such as data safety, privacy, and high
scalability. By implementing edge computing with Tensorflow.js, we can predict users’
facial expressions [7] and gaze points [8] by a web browser on users’ computers.

The contribution of this paper is the creation of a highly accessible AI service to
provide streaming feedback for students to review their online learning history. The
implemented service collects data from the web camera to assist self-regulated learning
for students with privacy protection by edge computing.

2 AI Service Implementation

This section will show how the service collects data from users. An overview of our
implemented service is shown in Fig. 1.

Fig. 1. The data flow of the service. Showing how it collects, processes, and displays the data.
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2.1 Eye Tracking Module

We used the WebGazer.js library [8] to track users’ eye-gazing points. This library first
uses the MediaPipe Face Mesh to estimate users’ 468 3D face landmarks. Then the
WebGazer.js predicts their eye gazing points with those landmarks by Tensorflow.js.

2.2 Facial Expression Classification Model

To train the facial expression recognition model by PyTorch, we used the data from the
AffectNet dataset [9]. The dataset contains over 42,000 labeled human face images and
their emotions, valence, and arousal. We designed and trained the model following the
steps from [7], which first crops and resizes users’ facial images and then sends them
into the pre-trained MobileNet model. We further added valence and arousal support to
the model. Then we convert the model into the format supported by Tensorflow.js.

2.3 Data Flow

We use the web camera and screenshot to collect data (Fig. 1). When users start using
the service, it will capture the users’ faces and calculate users’ gazing points and other
metrics such as facial expression, valence, and arousal byTensorflow.js. Then, the service
will store these datawith the screenshot in the IndexedDB, a built-in database powered by
the browser to provide massive structured data storage at the client-side. The frequency
of the storage interval will adjust itself based on users’ computer performance.

2.4 Showing Feedback

When users want to review their learning history, the service will retrieve the information
from IndexedDB and demonstrate it to users with an interactive interface. The interface
contains a heatmap with the screenshot, which shows users’ attention within a screen
frame, and users’ facial expression metrics, such as emotion, valence, and arousal. In
addition, the interface provides an interactive timeline and charts so that users can adjust
the timestamp to view different frames. Hence, users can review their study logs and
conduct self-regulated learning to improve their learning efficiency.

3 Current Results

The service’s prototype is ready to use at the website (https://aied22.focus.gift). The
above JavaScript modules and pre-trained models will be loaded into browsers at users’
computers. Users first need to fine-tune their tracking module with a mouse moving
mini-game since the WebGazer assumes that users’ eyes will look at their mouse when
they click. After this calibration, users can start using the service evenwithout an Internet
connection. The service will record users’ learning journeys in the background while
they use their computers for e-learning. All metrics are computed by JavaScript on users’

https://aied22.focus.gift
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computers and stored by the browser. After that, users can replay their learning history
for self-regulated learning. Finally, users can export their learning data online to others,
such as teachers, co-learners, or researchers. Users can specify which data they want to
record, store, or export.

The preliminary evaluation of the service, based on a couple of users’ feedback, is
generally favorable. First, users like the service’s accessibility since they only need to
open a website in a browser to use it. Moreover, users are amazed that the service is
still working even when they turn off their networks. Finally, users enjoy replaying their
learning history with screenshots, eye-gazing heatmaps, and other metrics.

4 Future Works

One future work of the service is to improve the model’s performance and explainability.
We decided to do so because according to users’ feedback, some users showed that the
emotion recognition model is less accurate, and others indicated that they didn’t know
how to explain their learningmetrics.We alsowould like to addmore lightweightmodels
to our service, such as the screenshot annotations module, so that users can review their
learning history with more data.

In addition, we plan to deploy and evaluate the service with the Technology Accep-
tance Model and study the correlation of the user experience with their self-regulated
learning competency in the future.

Acknowledgement. This work was partially supported by the Ministry of Science and Technol-
ogy of Taiwan (R.O.C.) under Grants 109-2410-H-003-123-MY3.
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Abstract. Skepticism towards AI-powered education products is widespread
among educators. One reason for this skepticism is a perceived gap between what
educators consider effective teaching and what AIED systems offer. This paper
tries to address the issue by arguing for an architectural design that is oriented
towards education theories and empirical findings instead of solely towards AI
affordances, the benefits of which include more robust AIED systems and higher
educator acceptance because of the increased match between the expectations of
educators and the systems’ offerings. We illustrate this design principle with an
on-going intelligent computer assisted language learning project’s architectural
design by referring to the Interaction Theory of second language learning and
state-of-the-art AI technology to implement the theoretical requirements.

Keywords: Education theory · AI affordances · Intelligent computer assisted
language learning

1 Introduction

For theArtificial Intelligence inEducation (AIED) community, there is little doubt thatAI
will thrive in education because of the obvious affordances of the technology to enhance
the education process. However, despite the continuous development of AI and the
research into how it canbe integrated into students’ daily education, skepticismof a future
with ubiquitous AI in education is still widespread [1]. The AIED skepticism comes not
only from people’s lack of knowledge of the field and its capabilities, but also from the
fact that a lot of AI-based education applications do not meet educators’ expectations
of how effective teaching and learning should be conducted. On the one hand, learning
and pedagogical research keeps updating our understanding of the learning process
and effective methods for teaching. On the other hand, due to the complexity of AIED
problems and the tradition of focusing predominantly on the technical aspects, much
AIED research still falls short of keeping up with the latest development in learning
theories and empirical research findings.

As a result, in the present paper, we argue for an approach of AIED system design
that is oriented by education theories and empirical research findings, making use of AI
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affordances to implement learning-enhancing systems. We demonstrate the approach
by showcasing the design principles and implementation of an Intelligent Computer
Assisted Language Learning (ICALL) system Aisla for training spoken English as a
foreign language.

2 The Interactionist Approach to SLA

Theories of Second Language Acquisition (SLA) abound [2]. We adopt the Interaction
Theory [3] because it is not only a “model that dominates current SLA research” [4],
but it is also intuitively understandable to language education practitioners who are not
SLA experts. The latter factor is important for ICALL system design because it will help
reduce the gap between the users’ expectations and the system’s offerings, hence also
helping to eliminate their skepticism.

The Interaction Theory posits that language is learned through meaningful inter-
action in the target language. Interaction involves input, an essential component for
language learning, which can be written or spoken. Input needs to be comprehensible to
the learner, so it needs to be flexibly modified to match the learner’s current proficiency
level. For example, people typically speak slower and use simpler language when talking
to a foreigner. Input modification can also happen when the learner asks for clarification,
confirmation, or elaboration during the interaction. The interaction process works as a
process of negotiation for meaning [5], which naturally requires the learner to produce
output, offering them a valuable opportunity to practice using the language in meaning-
ful contexts. When learners produce language, they are forced to shift their focus and
pay more attention to grammar, in addition to meaning [6]. The interaction process also
involves providing feedback to the learner, which can be meaning focused (e.g., confir-
mation checks, clarification requests, and comprehension checks) or form focused (e.g.,
implicit or explicit grammar error feedback). As a result, interaction is the fundamental
process through which people acquire a new language.

The most natural way to implement the Interaction Theory is to adopt a classroom
methodology called Task-Based Language Teaching (TBLT) [7]. Ellis acknowledged
that TBLT has primarily been informed by the Interaction Theory. The TBLT paradigm
defines the guiding principles of language learning task design [8], including meaning
focuses, information gap, use of linguistic and non-linguistic resources, as well as goal
orientation. TBLT creates a context in which the learner can be involved in a meaningful
task for learning the target language. Numerous studies have confirmed the learning-
enhancing effects of the TBLT approach to SLA [9].

In sum, the latest SLA and language pedagogy research showed that one effective
method to foster language learning is to involve the learner in authenticmeaning-focused
tasks where they receive language input, produce output, and obtain feedback on their
performance.

3 The AI Affordances

With regards to implementing the interactionist approach to SLA, involving learners
in authentic real-life conversation tasks is a natural choice. To this end, AI-supported
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dialogue systems (also called conversation agents or chatbots) offer the affordance to
involve language learners in conversation tasks.With the popularity of commercial chat-
bots like Google Assistant, Apple Siri, Amazon Alexa, and Microsoft Cortana, talking
to a conversation agent has become second nature to many people. Development of
conversation systems is also becoming ever easier thanks to the availability of commer-
cial bot-builders such as Dialogflow, Lex, and Watson. For example, Kim et al. [10]
recently reported using Dialogflow to develop an ICALL chatbot Ellie, which was found
to “have considerable potential to become an effective language learning companion for
L2 learners.”

As reviewed earlier, the importance of input for language learning cannot be over-
emphasized. State-of-the-art AI offers valuable tools for input provision. For instance,
speech synthesis is used in conversation systems to generate aural input. It can also be
used to generate spoken explanation of language targets, cultural notes, or listening com-
prehension materials. The so-called “deepfake” technology of video synthesis also has
the potential to add a visual element to language presentation. Interacting with visually
synthesized human figures in different task scenarios creates a more authentic feeling
of the task. A visual agent also increases psychophysiological arousal of the learner as
opposed to voice and text chatbots [11]. Another important element for SLA is feed-
back, which requires understanding of the learner’s output and adjustment to the task
context and the learner’s individual differences, such as their proficiency level, age, and
learning orientations. The relevant AI technology for feedback generation is NLP tech-
nologies. A typical pipeline of the NLP process involves target construct identification,
error detection, and feedback retrieval [12].

4 An ICALL System Architecture

Based on the interactionist approach to SLA and the affordances of current AI technol-
ogy, we have devised an architecture for an ICALL system for training spoken English
as shown in Fig. 1. Currently, a prototypical system implementing the architecture has
been developed on the Android platform. We chose to use commercial systems for most
of the AI services, which allows us to focus on designing learning contents and manag-
ing the learning process, two other important aspects of an AIED system development.
Several studies have been planned with the system, including testing of the adequacy
of the various AI technologies, validating its effectiveness and learner perception, as
well as experimenting on how interaction mode, i.e., with audio/text vs. with a synthe-
sized human, may affect engagement and motivation, learning outcomes, and learner
perceptions of AIED systems.

To conclude, the short paper argues for designingAIED systems by orienting towards
implementing education theories and research findingswhile consideringAI affordances
as a measure to improve system effectiveness and promote user acceptance. We demon-
strated the idea with the architectural design of an on-going project aiming at creating
an ICALL system for training spoken English as a foreign language.
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Fig. 1. The architecture of Aisla using AI affordances to implement TBLT design principles.
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Abstract. This paper investigates personalization in the field of intelli-
gent tutoring systems (ITS). We hypothesize that personalization in the
way questions are asked improves student learning outcomes. Previous
work on dialogue-based ITS personalization has yet to address question
phrasing. We show that generating versions of the questions suitable
for students at different levels of subject proficiency improves student
learning gains, using variants written by a domain expert and an experi-
mental A/B test. This insight demonstrates that the linguistic realization
of questions in an ITS affects the learning outcomes for students.

Keywords: Intelligent tutoring system · Dialogue-based tutoring
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1 Introduction

Intelligent tutoring systems (ITS) are AI systems capable of automating teach-
ing. They have the potential to provide accessible and highly scalable education
to students around the world [6]. Previous studies suggest that students learn
significantly better in one-on-one tutoring settings than in classroom settings [2].
Personalization can be addressed in an AI-driven, dialogue-based ITSs, and can
have significant impact on the learning process [5]. This has been explored in dif-
ferent ways, including dialogue feedback and question selection [8]. To the best
of our knowledge, personalization in question phrasing has not been explored.

Students benefit from being asked questions tailored to their level of subject
expertise and their needs during in-person tutoring sessions [1,4]. We hypothesize
that the same effect can be achieved when questions are adapted to the students’
levels of expertise and their needs in an ITS. To test this, we integrate question
variants created by a human domain expert onto the Korbit Technologies Inc.
platform and run an A/B test. Korbi’s AI tutor, Korbi, is a dialogue-based
ITS, which teaches students by providing them with video lectures and inter-
active problem solving exercises, selected for each student using ML and NLP
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techniques [7]. The main contribution of this paper is the demonstration that
question personalization in an ITS leads to improvements in learning gains.

2 Methodology

Students interact with Korbi through short answer questions and written
responses. To assess if the phrasing of these questions can impact learning
gains, we first create a set of questions and variants that reformulate the origi-
nal idea. The variants were created by a human expert from existing questions
on the Korbit platform. They were designed to reflect three levels of difficulty:
beginner, intermediate, and advanced, as per common practice in education. We
assume that less detailed questions are harder (as the student must have more
background knowledge to understand and answer) and more elaborate ones are
easier (as they ‘hint’ at the answer with extra information) [9]. In our data,
each question has three variants at different levels of proficiency. Questions were
made easier by adding elaborations and synonym replacement, and more difficult
by removing non-essential explanations and synonym replacement. As Table 1
shows, the beginner variants are longer and the advanced ones are more concise.

Fig. 1. An question being adapted to different levels while retaining the same answer.

The variants were given to three human experts (data scientists with at least
an MSc in a related field) who rated them on three scales from 0 to 5, representing
difficulty (i.e., the relative complexity of the question as compared to the others),
fluency (i.e., spelling and grammar), andmeaning preservation (i.e., if the meaning
of the original question is preserved). The mean results of their ratings can be seen
in Table 1. The fluency and meaning preservation metrics are consistently high
and the difficulty metric increases with the assigned levels.

Table 1. Mean variant scores from human experts, and average word counts by level.

Level Difficulty Fluency Meaning preservation Mean word count

Beginner 1.689 ±0.635 4.600 ±0.471 4.789 ±0.451 39.800

Intermediate 2.667 ±0.689 4.683 ±0.481 4.839 ±0.406 33.533

Advanced 3.939 ±1.269 4.544 ±0.661 4.717 ±0.516 27.433



588 S. Elkins et al.

The next task is to select an appropriate question variant for each student
at each step in the dialogue. Through Korbit, we have anonymized access to
student history. We isolated 2,137 students’ interactions with the platform. Each
student’s history consists of the exercises they encountered and their attempts to
solve them. Each exercise encountered was included as a point in our dataset, for
a total of 13,504 exercises given to students. Using this, it is possible to calculate
a set of features indicative of a student’s level, and subsequently build a logistic
regression model to predict if a student will succeed on the next exercise.

The original feature set consisted of 7 features, including overall success rate,
improvement (i.e., changes in success rate), skip rates, and others. From this set,
two features were selected based on their contribution to the best model in the
preliminary experiments: (1) topic success feature is a numerical feature in [0, 1]
that shows the eventual success rate per all exercises previously attempted in
a given topic, and (2) topic skip feature is a numerical feature in [0, 1] that is
the skip rate per all exercises previously attempted in a given topic. A topic on
Korbi is a broad category of material, such as ‘Probability’. Using these features
the model is able to predict next exercise success with an accuracy of 80%.

The variant assignment model calculates the features when a student gets a
new exercise, and generates a probability of success with the regression model.
Students are assigned variants based on the percentile range that their proba-
bility of success falls into (calculated from the predictions across the entire data
set). Students in the 0th to 33rd percentiles get beginner variants, in the 33rd to
66th percentiles get intermediate variants, and the rest get advanced ones.

3 Results and Analysis

To test our claims, we put the variants and assignment model described in Sect. 2
on the Korbi platform. Our A/B test ran over 2 months, collecting data from
over 400 students at varied skill levels. Student attempts were divided into three
groups. The expected variant group received the variant which matched their
assignment model score. The non-expected variant group received a variant which
did not match their score from the assignment model (e.g., beginner question for
an advanced student). The control group students received the original variant
(i.e., that which was already on the platform before this experiment).

Table 2. Test results. Metrics marked with * are statistically significant at the α = 0.05
level by a Student’s t-test.

Experiment group Solution acceptance* Ultimate failure rate* Skip rate n

Expected 0.626 ± 0.069 0.163 ± 0.053 0.105 ± 0.044 190

Non-Expected 0.468 ± 0.083 0.295 ± 0.076 0.144 ± 0.058 139

Control 0.596 ± 0.081 0.191 ± 0.065 0.121 ± 0.054 141

Solution acceptance is the proportion of success per exercise attempts. How-
ever, succeeding on exercises does not equate to learning. Students should be
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challenged within their zone of proximal development [3] but eventually obtain
the right answer, so we aim to minimize the ultimate failure rate as opposed
to simply maximizing attempt success. This metric is the proportion of failure
out of all exercises seen by students. Unlike solution acceptance which shows
the success rate per attempt, ultimate failure rate shows the fail rate per exer-
cise. Skip rate is indicative of a student’s engagement. Intuitively, the more they
skip, the less they engage with the content. All three of these metrics show the
expected group performing the best, followed by control and finally non-expected.
For solution acceptance and ultimate failure rate, the difference between expected
and non-expected groups is statistically significant at α = 0.05 by a Student’s
t-test.

The difference between the expected and control groups is smaller than the
difference between the expected and non-expected groups. This can be attributed
to the fact that the original questions were refined through several rounds of
review by domain experts when they were created for Korbi platform, whereas
the variants only were reviewed once. Additionally, the control group’s exercises
are always intermediate or advanced, while the strongest result is seen with
beginners. Isolating the students who score for beginner variants only, we see a
19% relative reduction in ultimate failure when comparing the expected to the
control group, which demonstrates a bigger impact for beginners. Additionally,
the same comparison shows a 30% relative reduction in the skip rate, suggesting
that the beginners are more engaged when dealing with beginner variants.

4 Conclusion

We see a clear improvement in the success of students in the expected group. This
confirms our hypothesis that providing question variants suited to student’s level
improves their learning gains. These variants are more useful for beginner stu-
dents who need more assistance, which is an encouraging and intuitive result.
The future of this work is in automating the creation question variants for scal-
ability, and creating a more sophisticated variant assignment approach.
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anonymous reviewers for their valuable feedback.
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Abstract. In this study, we analyzed the influence of student disen-
gagement on prediction accuracy in knowledge tracing models. During
the data pre-processing stage, we prepared two training data: The disen-
gaged responses were ignored in the baseline data whereas the disengaged
responses were removed in the disengagement-adjusted data. Using visual
analysis, we identified disengaged responses (i.e., hint abusers and rapid
guessers) and removed them from the disengagement-adjusted data dur-
ing the pre-processing phase since those responses do not reflect the
true latent ability of the students. After fitting the knowledge trac-
ing models to the baseline and disengagement-adjusted data, we found
that the prediction accuracy of both models on test data has substan-
tially increased when disengaged responses were removed during the pre-
processing stage. Our results emphasized the importance of considering
student disengagement in knowledge tracing models to produce more
accurate prediction models.

Keywords: Knowledge tracing · Intelligent tutoring systems · Student
disengagement

1 Introduction

Formative assessments have been widely used by instructors to monitor student
progress, identify knowledge gaps, and evaluate learning gains. However, admin-
istering many in-class formative assessments can be time-consuming. Intelligent
tutoring systems (ITS) that incorporate both instruction and assessment while
maintaining rich information about students’ progress emerged as a viable option
against traditional formative assessments [1]. ITS such as ASSISTment [2] com-
bine assessment with tutoring so students’ learning is not only traced but also
the time spent on the system is primarily focused on learning through tutoring
support. In addition, the interactions between the ITS and the student supply
rich information concerning the student behavior such as help-seeking, engage-
ment, response time, speed, or attempts.

Although formative assessments, including ITS applications, are widely used
for depicting students’ current state of knowledge, they are generally character-
ized as low-stakes assessments. Low-stakes assessments typically have no direct
c© Springer Nature Switzerland AG 2022
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consequences for students because they are not used for grading purposes, mak-
ing graduation decisions, or granting awards. Instructors and school authorities
may use formative assessments for adjusting teaching practices or identifying at-
risk students but students typically do not observe this process directly. Due to
the absence of direct consequences, some students may not give their full effort
and show disengaged response behavior when attempting formative assessment
items. Thus, in recent years, student engagement has been a major concern
for assessment experts, practitioners, and researchers utilizing formative assess-
ments (e.g., [3,4]). For example, when students disengage by gaming the systems
such as through rapid guessing and hint abusing, they may appear as if they
are unlearning the content [5]. Thus, researchers have been offering remedies to
tackle student disengagement in low-stakes assessment contexts. In this study,
we focused on student engagement in the context of ITS. Specifically, we aim at
understanding the prediction accuracy when we incorporate student disengage-
ment into the modeling process. Our research question is as follows: How does
accounting for student disengagement affect prediction accuracy of knowledge
tracing models (i.e., Bayesian and Deep Knowledge Tracing)?

2 Related Work

Several studies tried to model engagement or hint-taking behavior jointly with
student performance. Johns and Woolf [6] proposed an item response theory-
based dynamic mixture model for jointly modeling motivation and proficiency.
The proposed model achieved on average 72.5% accuracy. Shultz and Arroyo [5]
developed the knowledge and affect tracing model which allowed for a change
in knowledge and affective states. They found that Bayesian Knowledge Trac-
ing was better than their proposed model for predicting students’ performance.
Duong and colleagues [7] found that attempting an item first compared with
taking a hint first has better prediction accuracy (e.g., 83% vs. 47%) for predict-
ing students’ performance. Finally, Chaudhry and colleagues [8] used Dynamic
Key-Value Memory Networks to jointly model hint-taking and performance. The
model achieved 91.75% accuracy for hint-taking prediction and 81.48% accuracy
for performance prediction.

3 Methods

In this study, we used the ASSISTment 2009–2010 skill builder dataset.1 The
dataset included students’ interactions within the ITS such as response time, hint
count, chronological order of attempts, and skill names. We removed rows with
negative response times and empty skill names and created the baseline data. The
final baseline data included 111 skills and 4163 unique students. We used the 70%
of the data as training set and 20% of the training set was used for validation.

1 ASSISTments 2009–2010 skill builder dataset is available at https://sites.google.
com/site/assistmentsdata/home/2009-2010-assistment-data.

https://sites.google.com/site/assistmentsdata/home/2009-2010-assistment-data
https://sites.google.com/site/assistmentsdata/home/2009-2010-assistment-data
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Using the baseline data, we trained Bayesian Knowledge Tracing (BKT) [9] and
Deep Knowledge Tracing (DKT) models [10] by ignoring disengaged responses
in the data.

In addition to the above pre-processing steps, we removed disengaged
responses to create a second disengagement-adjusted training set. We argued to
remove disengaged responses because disengaged responses do not reflect the true
latent ability of students, and hence they do not contribute towards predicting
the future performance of students. Therefore, removing disengaged responses
may increase the prediction accuracy. To identify disengaged responses, we first
standardized the hint counts across the items because items in the data had
varying number of hints available. We divided the number of hints used by the
total number of hints available and multiplied it by 100 to find the percent hint
value (see Eq. 1). Second, we divided the percent hint values by response times
to find the hint count per second (see Eq. 2).2

percent hint =
hint count

total hint
∗ 100 (1)

disengagement index =
percent hint

response time
(2)

As this value increased, students requested more hints in a shorter response
time and therefore they were more likely to abuse hints and rapidly guess (i.e.,
disengage) while attempting the item. To determine the threshold for disen-
gagement, we visually analyzed the hint count per response time and response
correctness. Based on the thresholds identified via visual analysis (i.e., hint count
per response time >4), we removed the rows with disengaged response behavior
and created a second training set (i.e., disengagement-adjusted data). The dis-
engaged response rate was 9%. The disengagement-adjusted data included the
same number of skills and students. We again trained BKT and DKT models.
We evaluated the model performances with the test set.

4 Results and Discussion

Adjusting for disengagement during the data pre-processing stage improved the
model performance substantially. Both BKT and DKT models performed better
with the engagement pre-processed data. Overall, we argue that pre-processing
data by excluding disengaged responses could be more effective than modeling
complex student behaviors including disengagement in the model. Researchers
can significantly improve the performance of their BKT and DKT models by
removing disengaged responses based on ancillary variables such as the number
of hints used and response time spent (Table 1).

2 The Python codes are available at: https://github.com/GGorgun/Disengaged
Responses in Knowledge Tracing.

https://github.com/GGorgun/Disengaged_Responses_in_Knowledge_Tracing
https://github.com/GGorgun/Disengaged_Responses_in_Knowledge_Tracing
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Table 1. Performance metrics for baseline and disengagement-adjusted knowledge
tracing models.

Model Model Accuracy AUC Precision Recall

BKT Baseline .75 .78 .77 .93

Disengaged-adjusted .79 .81 .80 .97

DKT Baseline .78 .83 .80 .93

Disengaged-adjusted .82 .86 .83 .96

5 Conclusion

In this paper, we showed that a disengagement-based data pre-processing step
in knowledge tracing models achieved higher prediction accuracy (79% for BKT
and 82% for DKT), compared with models ignoring student engagement. Our
findings suggest that when building knowledge tracing models based on ITS
applications, educators need to consider handling student disengagement in the
pre-processing stage to obtain more accurate prediction results.
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Abstract. Online education platforms are powered by various NLP
pipelines, which utilize models like BERT to aid in content curation.
Since the inception of the pre-trained language models like BERT, there
have also been many efforts toward adapting these pre-trained models
to specific domains. However, there has not been a model specifically
adapted for the education domain (particularly K-12) across subjects
to the best of our knowledge. In this work, we propose to train a lan-
guage model on a corpus of data curated by us across multiple subjects
from various sources for K-12 education. We also evaluate our model,
K-12BERT, on downstream tasks like hierarchical taxonomy tagging.

Keywords: AI in education · Language model · Domain adaption

1 Introduction

The pre-trained language models like BERT [4] have made considerable advance-
ments in many NLP tasks. However, these models are trained on general domain
text like Wikipedia and Book Corpus and are not adapted to the vocabulary of
the target domain. Several works have addressed this by training domain-specific
language models like PubMedBERT [5], SciBERT [2], BioBERT [7] for biomedical
NLP. Following their success over vanilla pre-trained models, several other works
like TravelBERT [9], PatentBERT [6], FinBERT [1] have adapted domain-specific
pre-training for the respective domains. The domain-specific pre-training can be
performed in two ways: the continued pre-training approach or pre-training from
scratch. For instance, BioBERT and SciBERT demonstrate that when the corpus
is small leveraging pre-trained models to continue training on domain-specific cor-
pus leads to an increase in performance on downstream in-domain tasks. Addition-
ally, works like PubMedBERT demonstrate that pre-training from scratch leads
to gains on downstream tasks when in domain corpus is abundant.

In several instances, one might posit that the general domain text may over-
lap with the education vocabulary. However, the general domain text may con-
tain advanced terms while lacking academic concepts, which are crucial for stu-
dents to understand and achieve the learning objectives. This paper proposes to
train the BERT model on a corpus of text collected from various sources for the
c© Springer Nature Switzerland AG 2022
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Table 1. Composition of our corpus.

Source Content # sentences

NCERT (India) P, C, B, SS 15K

Siyavulla.com (International) H, L 2K

OpenStax.org (USA) P, C, B 4K

Learncbse.in (India) P, C, B, SS 19K

CK-12.org (USA) P, C, B, L, H, E 14K

KhanAcademy.org (USA) P, C, B, SS 282K

Extramarks.com (India) P, C, B, H, SS 120K

Physics (P), Chemistry (C), Biology (B), Social studies (SS),
Physical science (H), Life science (L), Earth science (E)

K-12 education system across different geographic regions. We perform contin-
ued pre-training as the corpus is not abundant compared to other domains. In
summary, the following are the core contributions of our work:

– We release a corpus for the K-12 education system as shown in Table 1.
– We perform continued pre-training of BERT on the K-12 corpus and evaluate

on downstream tasks.
– Code and data are at https://github.com/ADS-AI/K12-Bert-AIED-2022.

2 Methodology

2.1 Dataset

We curate our dataset from multiple online learning platforms that provide open
access for research purposes. To the best of our knowledge, the dataset curated is
the first of its kind due to the lack of a corpus of K-12 learning content suitable for
language model training. Table 1 describes the details of the datasets collected.
The data collected ranges across different regions like the USA, India, and South
Africa to avoid regional bias in the dataset. The data collected is as follows:

– For NCERT (K-12) (India) we used pdfminer1, a python library for extract-
ing information from NCERT PDFs2.

– For Siyavulla, OpenStax, LearnCBSE, CK-12 we systematically scraped the
webpages which contained information and picked out the chunks which con-
tained meaningful information. Then we used the HTML parser present with
BeautifulSoup43 to break down the document into retrievable components
and extract information from the paragraph tags.

– We accessed Khan Academy transcripts using the official APIs4. Khan
academy transcripts had informal language, which added to the noise since
they are made for an online video educational setup which was filtered out.

1 https://pypi.org/project/pdfminer2/.
2 https://ncert.nic.in/textbook.php.
3 https://www.crummy.com/software/BeautifulSoup/bs4.
4 https://github.com/Khan/khan-api.

https://github.com/ADS-AI/K12-Bert-AIED-2022
https://pypi.org/project/pdfminer2/
https://ncert.nic.in/textbook.php
https://www.crummy.com/software/BeautifulSoup/bs4
https://github.com/Khan/khan-api
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Table 2. Performance comparison (Recall@K) of K-12BERTwith other baselines.

Dataset Model R@5 R@10 R@15 R@20

ARC BERT+USE 0.67 0.81 0.86 0.89

BERT+Sent BERT 0.65 0.77 0.84 0.88

BERT+K-12Sent BERT 0.68 0.81 0.87 0.90

K-12BERT+USE 0.65 0.78 0.85 0.88

K-12BERT+Sent BERT 0.68 0.82 0.87 0.90

K-12BERT+K-12Sent BERT 0.68 0.81 0.86 0.90

QC-Science BERT+USE 0.86 0.92 0.95 0.96

BERT+Sent BERT 0.85 0.93 0.95 0.97

BERT+K-12Sent BERT 0.88 0.94 0.96 0.97

K-12BERT+USE 0.84 0.91 0.94 0.96

K-12BERT+Sent BERT 0.88 0.93 0.95 0.97

K-12BERT+K-12Sent BERT 0.88 0.94 0.96 0.97

– The Extramarks (EM) transcripts were made available by Extramarks in
.docx format and had content in Hindi and English. We filtered out the text
containing Roman Hindi characters by comparing their unicode values. Using
pyenchant5 library, we run spellcheck on the words and maintain a count of
approved words by the spell checker. Finally, we extract sentences that have
more approved words than rejected words.

2.2 Continued Pre-training

Due to the constraint on the data available in this domain, we decided to con-
tinue pre-training. For our current experiment, we do not update the existing
vocabulary. Using the existing BERT vocabulary allows the model to capture
diverse information and be well suited for education-related tasks. The data that
we scraped had discontinuity in sentences due to the scraping mechanism, which
is a downside for NSP (Next Sentence Prediction) objective. Hence, for training
K-12BERT, we use only the MLM (Masked Language Modeling) objective. To
make the training resource-efficient, we utilize training techniques like Gradient
Checkpointing, Gradient Accumulation, and mixed-precision training, proven to
save GPU memory and speed up training. We continue the pre-training for 10
epochs over a batch size of 32 and gradient accumulation step size of 4. This
setup allowed us to train our setup over 2 GPUs of 16GB memory each. We
performed extensive experiments by training our model over different combina-
tions of curated datasets. We achieved the best performance when the model was
trained over Siyavulla, OpenStax, LearnCBSE, Ck-12.org, and EM transcripts.

5 https://pypi.org/project/pyenchant/.

https://pypi.org/project/pyenchant/
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3 Results

To validate the training of K-12BERT we test it on the automated question
tagging task for education domain. We evaluate our model on the task pre-
sented in [8] of tagging learning content like questions to a hierarchical learning
taxonomy of form subject - chapter - topic. We use the official code provided
by the authors and replace the models and sentence encoder, keeping all other
settings the same. The results of K-12BERT and previous best baselines are
listed in Table 2. We use state of the art models for generating contextualized
sentence embeddings like Universal Sentence Encoder (USE) [3] and Sentence-
BERT6 (Sent BERT) to generate embeddings for the taxonomy. We noticed that
K-12BERT+{USE,Sent BERT} wasn’t performing as well as the vanilla BERT
baseline. We believe the reason behind that could be since BERT, USE and
SentBERT are trained on a general dataset, where as K-12BERT is exposed to
more data pertaining educational domain, the embeddings generated are farther
away in the vector space. So, in order to validate our hypothesis, we trained
K-12Sent BERT, a sentence BERT model finetuned for educational domain. We
see that with using K-12BERT with K-12SentBERT we were able to outperform
the previous baselines by 2% for the QC-Science dataset and 1% for ARC. We
strongly attribute these results to the domain specific training of the models.
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Abstract. This paper investigates the common syntax errors students encounter
when programming inPython using data froma large-scale online beginner course.
We firstly analyse the error distribution to find differences between passing and
failing students and then use clustering and Markov chains to identify clusters of
student submissions with similar error pattern and how students move between
these clusters during the course and between consecutive tasks. This type of anal-
ysis can be used by educators to understand student behaviour related to syntax
errors and provide effective teaching support.

Keywords: Syntax errors · Student behaviour · Clustering · Markov chains

1 Introduction

Novice programmers struggle with syntax errors. Educators often underestimate how
much attention should be given to syntax errors and focus on the concepts, leaving
students to learn the syntax through self-practice [1]. A few previous studies [1, 2]
investigated syntax errors in Java showing the most frequently encountered errors, the
time needed to fix themwhichwas significant for some common errors and themismatch
between the actual error occurrence and the teacher’s expectations.

In this paper, we analyse syntax errors observed in a large-scale online beginner
programming course in Python. Python is currently the most popular programming
language. We apply statistical and data mining methods to analyse the error distribution,
find clusters of student submissions based on the types of errors and how students move
between these clusters. Our results provide insights to educators about the common
student problems in learning the Python syntax, the student progression over time and
the difficult tasks which require remedial actions.

2 Data

The data used in this study is from the 2018 edition of a beginner level Python course
[3] with 12,898 participating high school students. The course consists of 5 weeks of
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content (slides) and programming exercises (tasks) – 40 in total, 8 for each of the 5weeks.
Students could write their code in an editor within the platform. They were required to
firstly run their code (called terminal run) so that the syntax errors and code behaviour
can be observed, before submitting it for automated testing and grading against a suite
of tests. We analyse terminal run data which included 1,635,638 attempts across all 40
tasks and 21 types of syntax errors as shown in Table 1.

Table 1. Syntax errors encountered by students in the course and number of occurrences

E0: SyntaxError: unexpected EOF while
parsing: 27234

E11: SyntaxError: ‘return’ outside function:
1028

E1: SyntaxError: invalid syntax: 213063 E12: SyntaxError: can’t use starred expression
here: 57

E2: SyntaxError: Missing parentheses in call
to ‘print’: 3330

E13: SyntaxError: f-string: invalid conversion
character: expected ‘s’, ‘r’, or ‘a’: 0

E3: SyntaxError: EOL while scanning string
literal: 14440

E14: SyntaxError: f-string: single ‘}’ not
allowed: 2

E4: SyntaxError: keyword can’t be an
expression: 644

E15: SyntaxError: f-string: empty expression:
0

E5: SyntaxError: can’t assign to operator: 607 E16: SyntaxError: f-string: expecting ‘}’: 4

E6: SyntaxError: can’t assign to literal: 1676 E17: SyntaxError: can’t assign to function call:
855

E7: SyntaxError: invalid character in
identifier: 2675

E18: NameError: 29726

E8: SyntaxError: ‘break’ outside loop: 28 E19: TypeError: 19876

E9: SyntaxError: invalid token: 102 E20: IndentationError: 70167

E10: SyntaxError: positional argument follows keyword argument: 39

An attempt vector was created for each student and task. It consists of 21 features
corresponding to the 21 error types; the feature values are the total number of errors
from each type in all terminal runs for the task. In addition, we collected information
about the outcome of each task when it was later submitted for testing against the suite
of tests – “passed”, “failed” or “not submitted”. The “not submitted” attempts were
excluded, resulting in 1,488,070 attempts used for the analysis.

3 Error Distribution

Figure 1 shows a histogram of the average occurrence of each error type over all tasks
during the course, for passed and failed students separately. The error distribution is
very similar (with E1, E20, E18, E0 and E19 the most frequent errors) which shows that
the failing students are not particularly prone to a specific error. However, the average
number of each error is higher for the failing students, suggesting that syntax issues
contributed to these students not being able to solve the problem.
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Fig. 1. Average occurrence of each error type for passed (left) and failed (right) students

4 Clustering of Student Attempts

To investigate the similarity between student attempts, we conducted clustering of
attempt vectors, using only the four most frequently occurring errors. To account for
some errors occurring too frequently compared to others, we used the tf-idf representa-

tion: tfidf (t, d) = tf (t, d) ∗ idf (t) = tf ∗ log
[

1+n
1+df (t)

]
+ 1, where t is the error type and

d is the attempt and n is the number of attempt vectors.
We applied the K-Means clustering algorithm using the elbow method to determine

the number of clusters, which resulted in k = 4 clusters. The cluster centroids are shown
in Table 2 and indicate different characteristics of each cluster. The typical pattern of
syntax errors for each cluster can be summarized as: c0: High invalid syntax, c1: Almost
no errors, c2: High indentation error and c3: High name error.

Table 2. Cluster centroids

Feature Cluster

Full data c0 c1 c2 c3

E0 0.043 0.054 0.0430 0.037 0.037

E1 0.23 0.960 0.0023 0.210 0.120

E18 0.044 0.017 0.00052 0.029 0.940

E20 0.081 0.042 0.00076 0.92 0.081

5 Changes Over Time

Markov chains were used to investigate how students transition between the clusters
during the course. Two types ofMarkov chains were constructed: showing the (1) overall
movement of students during the course and (2) transition between two consecutive tasks.
The first gives an overview of the student behaviour; the second is useful to identify
the most challenging tasks and the reasons for the difficulties. These insights can help
teachers to revise the content and provide personalized feedback.
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Figure 2a) shows an overview of the student transitions between clusters for all
problems. We can observe that a large number of students (84,616) from cluster c1
(“almost no errors”) stayed in the same cluster – these are the students who didn’t
struggle with syntax errors. Similarly, a large number of students (14,583) from c0
(“invalid syntax”) stayed in the same cluster, i.e. could not easily correct the error. This
may be due to the vague errormessage for the invalid syntax error which is not helpful for
novice programmers. Teachers can provide help by clarifying the possible reasons and
cases where it is likely to encounter this error. In contrast, clusters c2 (“high indentation
error”) and c3 (“high name error”) have a small number of students returning to them,
compared to the students transitioning to other clusters. This shows that these two errors
are not encountered consistently, only from time to time.

Figure 2 b) shows the transition of students between two consecutive problems –
from Task 8 to Task 9. We can see that many students moved from c1 to c0 - they did
not encounter errors in Task 8 but had a high number of invalid syntax errors in Task 9.
The opposite was observed between Task 12 and 13 (Markov chain not shown) – many
students moved from c0 to c1. A closer examination of the nature of the tasks gives
insights about the possible reasons. In Task 9, students are required to write if/else-
statements and more lines of code compared to the previous tasks. They had to read
many slides before attempting the task and there was no sample code provided. It is
possible that students skipped the slides or did not read them carefully, especially not
paying attention to the required “:” after “if” which generates an invalid syntax error as
shown in Fig. 2c). In contrast, in Task 13 sample code was provided as a hint and many
students transitioned to c1, the cluster with a minimum number of errors.

Fig. 2. Markov chain for: a) all tasks during the course, b) Task 8 to 9; c) Example “SyntaxError:
invalid syntax” for Task 9

6 Conclusion

This paper investigates the common syntax errors students encounterwhen programming
in Python. The results showed that the error incidence distribution is similar for both
passing and failing students, and that failing students are not prone to specific errors.
However, the average number of errors is higher for failing students, suggesting that
syntax issues contributed to these students not being able to solve the tasks. We showed
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how to use clustering and Markov chains to find clusters of student submissions with
similar error pattern and how students move between these clusters during the course.
This allows to understand student behaviour in terms of syntax errors, identify the stu-
dents who repeatedly make the same type of errors, the difficult tasks where students
struggle and the errormessages that are less helpful for knowingwhat wentwrong. These
insights can help teachers to take remedial actions and provide feedback to improve the
learning outcomes.
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Abstract. Teaching others has been shown to be an activity in which students
can learn new information in both human-human (peer-tutoring) and human-
computer interactions (teachable robots). One factor that may help foster learning
and engagement when teaching others is the development of positive rapport and
perceptions between the tutor, tutee, and robot. However, it is not clearwhat factors
might affect the development of rapport. We explore whether having two students
work together with a teachable robot might facilitate positive perceptions of the
robot, rapport-building, and positive learning outcomes. In an exploratory pilot
study, students were assigned to either work together in dyads (n= 28) or individ-
ually (n= 12) to help a teachable robot (Emma) solve math problems. Preliminary
results showed that those who worked in a dyad had generally more positive per-
ceptions of the robot than those who worked individually. These benefits were not
observed for rapport where there were few differences between dyads and indi-
viduals, or learning where there was no difference on the posttest. We discuss the
implications of these results for future research to explore the potential benefits
of collaborative teaching of a robot learner.

Keywords: Learning-by-teaching · Rapport-building · Robot perceptions

1 Introduction

A long-standing goal within educational technology research has been to use technolog-
ical innovation to improve the learning experience and performance of students [1]. One
means to support student learning is by having a student teach others, which has been
shown to help students learn through the process of having to explain it to someone else.
[2] The positive effects of learning by teaching persist even when a student is teaching
a virtual agent or robot, rather than a peer [3]. There is increasing interest in examin-
ing what factors impact the development of positive perceptions of and rapport with
a teachable agent or robot, and how that influences learning outcomes [4]. One factor
that might influence how learners benefit from teachable agent interactions is whether
they are teaching the agent collaboratively (i.e., with another peer), termed “learning by
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collaborative teaching.” [5]. By teaching the agent collaboratively, learners might have
more of an opportunity to co-construct knowledge with each other through discussion
in order to figure out how to explain it to the agent. In addition, learners may feel less
frustrated with an agent that makes errors if they are having a positive experience with
their peer, and in turn rate the agent more positively and feel more rapport with the agent.

The current study examined the extent to which teaching a social robot with a peer or
alone influences students’ robot perceptions, rapport-building, andmath performance. To
explore this, we use a social robot named Emma, designed to engage students in spoken
dialogue on ratio and proportions problems. Students explain the problem step by step,
and Emma responds with questions about or self-explanations related to the current step.
We predicted that teaching Emma with a peer may increase rapport between students
and Emma, improve positive perceptions of Emma, and increase math learning and
performance compared to teaching Emma alone. Our work builds on and extends prior
work by focusing on the impact of collaborative teaching of a robot on both perceptions
of engagement and learning compared to individual teaching.

2 Methods

We recruited 40 undergraduates (35 Female, 5 Male; 13 Asian, 5 Black, 1 Latin@,
17 White, 4 No Response; Mean age = 19.64 years, SD = 1.25) from a mid-Atlantic
US university for an exploratory pilot study. Students were assigned to one of two
conditions in which they would either engage in a 30-min collaborative activity in which
students worked together in pairs (i.e., the dyad condition, n = 28) or an individual
activity in which students worked alone (i.e., the solo condition, n = 12) to help a
teachable robot (i.e., Emma) solve math problems on ratios and proportions. Students
completed a battery of self-report questionnaires that included a variety of motivational
and engagement constructs prior to and post teaching Emma.

We assessed student perceptions of Emma through a 35-itemmeasure containing two
ten-item subscales (e.g.,Anthropomorphism, Intelligence) and two eight-items subscales
(e.g., Animacy, Likeability) on a six-point Likert scale [6]. We combined the average
score on each subscale into a single composite measure of robot perceptions (Cronbach’s
alpha = .95). Higher scores indicated greater positive perceptions of the robot. We also
assessed rapportwithEmmawith a 15-itemmeasure containing three four-item subscales
(e.g., positivity, attentive, and coordination) and one three-item subscale (e.g., general)
on a six-point Likert scale (e.g., 1 = Strongly disagree, 6 = Strongly agree) [3]. Higher
scores indicated greater rapport with Emma.

We assessed learning outcomes through a math test on ratio and proportion adminis-
tered before and after students interacted with Emma. There were two counterbalanced
versions of the test. The original test had 13 items. However, because of counterbalanc-
ing issues five were removed because different versions may have been easier or harder,
leaving eight items for both pre- and post-tests. Each item was scored dichotomously as
correct or incorrect and summed for a total score that could vary from 0–8 on pre and
posttest.
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3 Results

Initial analysis of pre-test math performance revealed an effect of condition with the
solos (M = 4.58, SD = 2.19) performing worse than the dyads (M = 6.00, SD = 1.85),
F(1,39) = 5.47, p = .03. This was unexpected as students were expected to perform
similarly at pretest before interacting with each other and Emma, therefore we analyzed
our three key questions both with math-pretest as a covariate.

A one-way analysis of covariance (ANCOVA) to test the effect of condition on par-
ticipants’ average reported perceptions of Emma with the math pre-test as a covariate
revealed a medium effect of the covariate, F(1,38)= 6.02, p= .01, showing that partic-
ipants’ pre-test scores predicted their perceptions of Emma. There was also an effect of
condition, F(1,38) = 6.95, p = .01, with participants in the dyad condition (M = 4.47,
SD = .50) reporting more positive perceptions of Emma than participants in the solo
condition (M = 4.12, SD = .69). If we take the pre-test covariate out of the model, the
effect of condition is marginal in the same direction, F(1,38) = 3.17, p = .08.

A multivariate analysis of covariance (MANCOVA) to test the effect of condition
on participants’ perceptions of rapport with Emma with the math pre-test as a covariate
revealed that the overall model did not show an effect of condition, F(4,34) = 4, p =
.15, nor an overall effect of covariate F(4,34) = 1.02, p= .41. Exploratory analyses for
the rapport subcomponents revealed a trend for positivity F(1,37)= 5.93, p= .02, with
dyads (M = 5.02, SD= .52) reporting more positivity than solos (M = 4.60, SD= .99).
All other components of rapport were not significant, F’s < 1, p’s > .41.

A one-way ANCOVA to test the effect of condition on participants’ average math
posttest performance with the math pre-test as a covariate revealed a large effect of the
covariate, F(1,37) = 8.54, p < .01, showing that participants’ pretest scores predicted
their posttest scores. There was no effect of condition, F(1,37) = .22, p = .65, with
participants in the dyads (M = 6.86, SD = 1.43) and solo (M = 6.58, SD = 1.38)
conditions performing similarly.

4 Discussion

Overall, we found evidence that working collaboratively to teach a social robot math
is linked to increased positive perceptions with the robot, but not improved rapport or
individual learning outcomes. One possible reason for the increased positive perceptions
of Emma is that by working collaboratively participants may construct common ground
[7] and then use that shared knowledge toworkmore productively and positivelywith the
robot as it makes errors and mistakes. Future work should investigate whether learners
who construct common ground are more tolerant of a robot’s errors in comprehension,
and if there are potential benefits of these improved perceptions.

We did not find similar collaborative benefits for participants’ perceptions of rapport
with Emma or their individual learning outcomes. Although there was a trend for an
impact on rapport positivity, which aligns with the positive perceptions of Emma results,
we did not see that trend reflected in any of the other sub-dimensions of rapport (general,
attentive, or coordination). One possible reason for these null results is that dyads may
not have been engaging in interactive ways with each other (e.g., via explanation or error
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correction), but may have instead focused on developing common ground to take turns to
teach Emma. Future work should further examine the nature of the interactions between
participants in the collaborative dyads. It could also be the case that the duration of our
studywas too short to see changes in rapport or learning, or that thematerialwas generally
too easy for the undergraduate students involved. Future research could examinewhether
longer collaborative engagement with the teachable robot shows benefits for rapport and
learning over time.

Although our study is preliminary and uses a small sample size in an online rather
than in-person setting, these initial results set up the foundation for future research to
explore effective means and uses of a teachable social robot to facilitate student learning
and student engagement with novel learning technology. Given the limited resources
and time of teachers to address the individual needs of students, having students work
collaboratively with a teachable robot may be a beneficial tool to improve the student
learning experience through promoting student engagement with novel technology.
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Abstract. We explore the possibility of using word-level transcription
to detect non-native English speaker (NNES)’s phoneme mispronuncia-
tion tendencies. We focus on word-level instead of phoneme-level tran-
scription as the former is readily accessible and mature. We define
phoneme mispronunciation tendency as the recurring imperfect pro-
nunciation of a phoneme across different words. We use an Automatic
Speech Recognition (ASR) service to generate alternative transcripts
from speaker’s reading aloud audio data. We build features based on
the divergence of the audio transcriptions and the texts, as well as the
confidence of the audio transcriptions. We found the features are infor-
mative for detecting phoneme mispronunciation tendencies.

Keywords: Automatic Speech Recognition · Pronunciation ·
Language Learning

1 Introduction

Pronunciation accuracy plays an important role in intelligibility of speech (how
well speech can be understood by listeners) [1,2]. Existing research in Computer
Assisted Language Learning has experimented with various algorithms to auto-
matically score a speaker’s phoneme pronunciation accuracy for each occurrence
in an utterance [3,4]. This type of assessment is valuable to give speakers feed-
back on the accuracy of pronouncing a phoneme in a particular word, but not
directly beneficial to understanding a speaker’s mispronunciation tendency for a
phoneme. For example, a non-native speaker might stumble on the pronunciation
of /f/ when reading aloud the word Pfizer if one does not know the first letter
p is silent in this word. However, this mispronunciation of /f/ does not neces-
sarily mean that the speaker will have an issue pronouncing /f/ in other words.
Automatic detection of a speaker’s recurring phoneme pronunciation errors is
valuable for providing targeted phoneme practice exercises.

2 Phoneme Mispronunciation Tendency

We are interested in detecting a NNES’s recurring errors in phoneme pronuncia-
tion across a wide range of contexts. A speaker ’s phoneme error rate is the rate
c© Springer Nature Switzerland AG 2022
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that a given phoneme is marked as imperfect by a human expert. Then we say
a speaker i has recurring pronouncing errors with phoneme j if the error rate,
Eij , is larger than certain threshold. We set the threshold as 0.5 for our study:

Yij = I(Eij > 0.5) (1)

Yij is a binary variable and I(x) is the indicator function that equals one
when x is True.

We hypothesize that two types of features – ASR divergence and ASR con-
fidence – are informative to model Yij . The divergence measures how often a
speaker i’s phoneme j that should exist in the audio is not recognized by ASR.
The confidence measures the confidence of ASR when a speaker i pronounces a
phoneme j. The detailed feature extraction process is described in Sect. 4.

3 Data

We use a public speech corpus called SpeechOcean762 [5]. The data is composed
of over 5000 utterances from 250 NNES reading aloud 4947 unique English texts.
Each utterance is produced by a speaker reading a text. Then five experts are
provided with the text and a rubric to score the utterances. Each phoneme of
an utterance in the dataset has been scored as zero (missed or incorrect), one
(heavy accent), or two (correct). We use the average score of the five experts as
the ground truth of a speaker’s pronunciation accuracy of the phoneme.

4 ASR Divergence and ASR Confidence

As the first feature extraction step, we generated ten word-level alternative tran-
scriptions for each utterance using the ASR service in Amazon Transcribe. Using
CMU Pronunciation Dictionary, two types of phoneme sequences were then iden-
tified. ASR phonemes are the sequence of phonemes in the transcripts produced
by ASR. Text phonemes are the sequence of phonemes in the prompt text that
the speakers read aloud.

ASR Divergence. A phoneme j in an utterance is considered to be mispro-
nounced if ASR fails to recognized it. To measure this failure, we align a sequence
of text phonemes and a sequence of ASR phonemes according to edit distance1.
A phoneme j in text phonemes is annotated as mispronounced if there is no
matched counterpart in the ASR phonemes.

The ASR Divergence for phoneme j is then calculated by averaging the mis-
pronunciation across ten alternative ASR phonemes for an utterance, and a
speaker’s all utterances:

ASRDj =
1
nm

∑

n

∑

m

djmn (2)
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Fig. 1. Precision-recall curve and feature importance of random forest on test data

where m is the number of alternative ASR phonemes (ten in our case), n is the
number of speaker’s utterances in the data. And djmn equals 0 if a phoneme j is
mispronounced according to the edit distance to ASR phonemes m in utterance
n. djmn equals 1 otherwise.

ASR Confidence. We measure how well a speaker pronounces a phoneme j
in an utterance by how confident the ASR recognizes the phoneme. If the ASR
fails to recognize the phoneme, the confidence is filled with zero. Otherwise, the
phoneme inherits the confidence from its corresponding word as we only use
word-level transcriptions.

The ASR confidence feature for phoneme j is then pooled (either averaging
or maximizing) across an utterance’s alternative ASR phonemes, and a speaker’s
all utterances. The following equation illustrates the calculation using average
pooling:

ASRCj =
1
nm

∑

n

∑

m

cjmn (3)

where m, and n has the same meaning as in Eq. 3. cjmn represents the confidence
of phoneme j according to ASR phonemes m in utterance n. cjmn ranges from
0 to 1.

5 Experiments

We randomly split the speakers into train, validation, and test data based on
a 70:10:20 ratio. We used the training data to fit the model, validation data to
tune hyperparameters, and test data to evaluate the model. Since Yij is highly
in-balanced – only about 11.12% of speaker-phoneme pairs have recurring pro-
nunciation errors – we use the average precision score2 to evaluate our model.
We use the ASR divergence, ASR confidence, phoneme indicators, and speaker’s
age (an indicator for speaking proficiency) as features in our models.
1 Edit distance between two strings is the minimum sequence of edit operations (inser-

tion, deletion, or substitution) required to transform one string to the other.
2 Average precision score measures the area under the Precision Recall Curve, which

quantifies the trade-off between precision and recall using different threshold.
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Table 1. Average precision on test data

Multi-layer perceptron Random forest Adaboost SVM

With ASR features 0.607 0.612 0.561 0.535

No ASR features 0.425 0.411 0.401 0.344

6 Results

Table 1 summarizes the performance of different models with and without the
ASR features (i.e., ASR divergence and ASR confidence), and indicates that the
random forest model has the best performance, closed followed by a multi-layer
perceptron. Most importantly, ASR features play an critical role in improving
model performance. Specifically, ASR features increase the model average pre-
cision by 0.16 to 0.20.

Figure 1(a) compares the Precision-Recall Curve for the random forest model
with and without the ASR features. With the presence of ASR features, the
precision curve decreases much slower than without ASR features as the recall
increases. The model with ASR features reaches the optimal f1 0.615 when the
recall is at 0.655. Figure 1(b) visualizes the random forest model’s feature impor-
tance3 and demonstrate that the three ASR features are all in the top five essen-
tial features.

7 Conclusion and Future Studies

In this study, we demonstrate that word-level ASR transcriptions are useful to
detect NNES’ recurring errors in phoneme pronunciations. In the future, we are
interested in exploring how well a model trained on a dataset can be generalized
to a different dataset.
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Abstract. We use probabilistic program synthesis to solve questions
in MIT and Harvard Probability and Statistics courses. Traditional
approaches using the latest GPT-3 language model without program
synthesis achieve a solve rate of 0.2 in these classes. In contrast, by turn-
ing course questions into probabilistic programs using the latest program
synthesis Transformer, OpenAI Codex, and executing the programs, our
solve rates are 0.9 and 0.88, which are on par with human performance.

Keywords: Transformers · Program synthesis · Probabilistic
programming · Few-shot learning

1 Introduction

Suppose we play a game where I keep flipping a coin until I get heads. If the
first time I get heads is on the n-th coin, then I pay you 2n − 1 dollars. How
much would you pay me to play this game?

Recent approaches to solving problems like the example above rely upon
training foundation models [4] to formulate answers directly [9], in a sequential
fashion, such as a series of text explanations [7], or in a chain of formal operations
[1]. However, these approaches struggle to solve such problems accurately.

A compelling alternative problem-solving strategy is to manipulate proba-
bilistic models to infer the distribution of answers and extract a solution from
the resulting distribution. Such a Bayesian approach, usually dubbed probabilis-
tic programming in the literature [11], offers a flexible mechanism for solving a
variety of probabilistic tasks. From a frequentist perspective, one can replace
distribution manipulations with large-scale simulations to directly produce a
numerical answer averaged across multiple scenarios. Inspired by this insight,
we solve probability problems via probabilistic programming simulations and
explicit, sequential computation.
c© Springer Nature Switzerland AG 2022
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We turn questions into programming tasks and prompt OpenAI’s Codex [5], a
Transformer trained on text and fine-tuned on code, with the task of synthesizing
a program. We then execute the program to obtain an answer. We manually
evaluate the answers, checking for numerical accuracy and logical correctness.

Recently introduced datasets, such as MATH, MAWPS, MathQA, Math23k,
and GSM8K [1,6–8,10], focus on benchmarking neural models’ aptitude in math-
ematics (including probability and statistics), and all of these datasets only con-
sider grade-school level questions. Notably, our datasets are the first to bench-
mark performance in probability and statistics at the university level.

2 Methods

2.1 Dataset

We curate two datasets of questions from undergraduate-level probability and
statistics courses at MIT and Harvard:

1. MIT 18.05 Introduction to Probability and Statistics [3]: Topics covered in
the course include counting, conditional probability, discrete and continuous
random variables, expectation and variance, central limit theorem, joint dis-
tributions, maximum likelihood estimators, Bayesian updating, null hypoth-
esis significance testing, and confidence intervals. We randomly sampled 25
questions covering these topics and questions in probability and statistics.

2. Harvard STAT110 [2]: Topics include distributions, moment generating func-
tions, expectation, variance, covariance, correlation, conditional probability,
joint distributions, marginal distributions, conditional distributions, limit the-
orems, and Markov chains. We randomly sample 20 questions with numerical
answers, and these questions are slightly more theoretical than those from
18.05.

We collect our data from PDF files on publicly available course websites
and textbooks. These questions are not present in the GitHub repositories that
constitute Codex’s training dataset.

2.2 Probabilistic Programming

We convert input questions into programming tasks using standardized task tem-
plates. Moreover, we leverage the power of simulation by encouraging Codex to
write large-scale probabilistic simulation programs that aggregate results across
several scenarios to obtain an answer. To induce such behavior in Codex, we
use one of 3 standardized conversion templates that inject a specific hardcoded
phrase into the original question.
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2.3 Predicting Solvability

We attempt to predict which questions can be solved using Codex by embedding
each question into a 1,024-dimensional space using a GPT-3 (text-similarity-ada-
001) embedding model. We fit a logistic regression model to these embeddings
to predict if they can be solvable via few-shot learning. The dataset is heav-
ily imbalanced since we solved 89.5% of the cumulative questions. Due to this
imbalance, we measure and report the area under the curve (AUC). Notably, we
achieve an AUC of 0.64, which demonstrates that the GPT-3 embedding space is
rich enough to determine better than random if a question is solvable by Codex,
even before using Codex for program synthesis.

3 Results

3.1 Human Performance

GPT-3 (text-davinci-002) achieves a solve rate of 0.2 on both STAT110 and
18.05. Using Codex as a zero-shot learner and prompting it with probabilistic
programming tasks, we achieve solve rates of 0.65 on STAT110 and 0.72 on
18.05. We tackle problems that cannot be solved using zero-shot learning by
using Codex with few-shot learning. We first embed all the zero-shot questions.
Next, we compute the nearest neighbors to the embedded target question in the
embedding space. Finally, we provide up to 5 nearest pairs of input questions
and corresponding output programs before prompting Codex with the target
question. This improves the solve rate to 0.9 on STAT110 and 0.88 on 18.05,
which is on par with human performance (Table 1).

Table 1. Automatic solve rates for course problems from Harvard University STAT110
and MIT 18.05. Using Codex without examples (zero-shot learning) significantly
improves upon previous work using GPT-3, from 0.2 to 0.65 and 0.72. Using a few
question-code examples (few-shot learning) further improves performance to 0.9 and
0.88, which is on par with human performance.

Model Harvard STAT110 MIT 18.05

GPT-3 (text-davinci-002) 0.2 0.2

Codex Zero-Shot (code-davinci-002) 0.65 0.72

Codex Zero-Shot & Few-Shot (code-davinci-002) 0.9 0.88

3.2 Reproducibility

We use the latest version of Codex (code-davinci-002). To ensure 100% repro-
ducibility, we fix Codex’s behavior to be deterministic, setting both the temper-
ature hyperparameter that controls randomness and the top-p hyperparameter
that controls diversity to 0.
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4 Conclusion

This work uses probabilistic program synthesis to solve university-level prob-
ability and statistics problems with human performance. We plan to generate
and solve even more challenging problems through curriculum learning. We use
supervised learning to predict in advance the solvability of new questions from
their embeddings. We plan to extend the binary classification of solvability to a
regression problem predicting the difficulty level of questions in advance. This
work opens the door for new use cases of AI in education. For example, by auto-
matically generating and solving more challenging questions, we hope to provide
future tools that will improve self-paced learning.
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Abstract. The proliferation of video-sharing platforms and MOOCs has
raised new challenges in the field of education. A challenging topic that
is gaining an increased popularity is the identification of prerequisite
relations between concepts in video lectures. In this paper, we propose
unsupervised methods for prerequisite identification and the creation of
a prerequisite graph. The contribution, compared to existing approaches,
is the development of methods which (i) do not rely on external knowl-
edge, (ii) do not require extensive training, and (iii) are intended to
exploit both the lecture transcript and its visual features. Results from
the preliminary evaluation are encouraging, and provide insights on the
extraction of prerequisite relations from video transcripts compared to
textbooks.

Keywords: Concept dependency map · Prerequisite extraction

1 Introduction

While educational resources implicitly include, and are based on, a knowledge
graph of prerequisite relations (known as “PR graph”), its automatic extrac-
tion is still a challenge due to the complex dynamics of concepts’ explanation.
Existing solutions use different approaches. Relational metrics try to capture the
strength of the relation between co-occurring concepts, being RefD a popular one
[5]. Machine learning approaches use link-based features, text-based features,
or a combination of the two. The most effective approaches exploit external
resources, such as online encyclopedias, for identifying concepts and their rela-
tions [7]. Unsupervised methods that do not use external resources are usually
less powerful, whereas supervised machine learning approaches require extensive
training. To address this issue, recent approaches tried to use pre-trained lan-
guage models [4] and burst analysis [1] with promising results. Wikipedia has
been the most used resource, but besides not covering technical concepts that
might be present in the lecture, another limit is that content is based on a sin-
gle perspective [3]. Our approach is intended to avoid both these limitations,
aiming to extract PRs as expressed in the video lecture, and using unsupervised
methods based on burst analysis. Moreover, existing methods use mostly text
c© Springer Nature Switzerland AG 2022
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information [2,3,6] for PR extraction, while visual information is not addressed.
In our approach, we use the transcript, which is indeed the main carrier of infor-
mation in a lecture, but we also propose to exploit visual features to support
the identification of concepts and the role of their occurrence in the video flow,
which currently is not addressed in the literature. In the following, we provide an
overview of the approach, focusing on the part that is currently implemented, and
reporting preliminary evaluation results. The scientific contribution we expect
from this work is on the one hand an innovative approach for the analysis of
the concepts’ dynamics throughout the video stream, and on the other end the
fine-grained identification of prerequisite relations. The results can also provide
novel features to be integrated into existing supervised methods.

2 PR Graph Building and Preliminary Evaluation

PR Graph Building. The proposed method takes into account the speech
transcript and visual features: (i) we apply burst analysis and interval algebra to
identify intervals with the concept in focus and infer PRs, and (ii) we propose the
use of video processing to improve concept detection. While PR graph extraction
from transcripts is already available and deployed as an application, PR graph
refinement through video analysis is still in prototypical form as well as synonym
management. Figure 1a shows the three steps for PR graph extraction from
transcript:

a) NLP processing: the transcript is processed by adding punctuation and part
of speech tagging (via punctuator API, NLTK python package, and UDPipe
APIs).

b) Burst Intervals of Concepts (BIC) detection: BICs represent portions of text
where a concept appears with high density. Identifying BICs in the text for a
given concept allows for tracking its appearance and its evolution along the text
flow where it may occur in different roles, namely concept definition, in-depth
explanation, and recall of the concept to introduce other concepts. While several
methods exist for concept extraction, tracking concepts is not much covered
in the literature. We address this issue by applying the method we adopted
in [1] using burst analysis on textbooks. Basically, we use a Hidden Markov
Model to identify BICs, which reveal the focus of the stream on a concept (our
implementation relies on the pybursts Python library). Moreover, we exploit
BICs lengths and intensity as an heuristic for role identification. Video analysis
will be used to improve BICs identification. The main steps we propose for
this process are: video segmentation through segment similarity, lecture type
identification (using XGBoost algorithm, optimized with Optuna), concepts and
definitions recognition from text on slides (Tesseract OCR).

c) PR relations extraction: spatial-temporal reasoning using Allen’s interval alge-
bra is applied on the extracted BICs. Examples of Allen’s relations between time
intervals are X precedes Y, X meets Y, X includes Y. The algorithm assigns a
weight to each type according to how likely it represents a PR. Then, for any two
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Fig. 1. Pipeline for PR graph extraction from transcripts and evaluation results.

distinct concepts, the weights assigned to the BIC pairs in the flow are combined
and normalized, returning a score of a likely PR relation between the two con-
cepts. PR graph: the output of the three processes above is used to build the PR
graph. To represent the graph we defined an RDF Data Model that uses SKOS
vocabulary to represent concepts and synonyms and the W3C Web Annotation
Vocabulary to annotate the concept role (definition, in-depth, prerequisite).

Preliminary Evaluation. The evaluation assumes neither synonyms discovery
nor refinement through video analysis.

Dataset: 5 videos in two domains (introduction to Archaeology and Computer
Science from YouTube) annotated by one expert in each domain for a total of
220 min, 62 concepts, 212 edges.

Baseline Methods: 3 often-used basic methods for PR extraction: HH (uses
hyponym-hypernym relations, as in [8]), RefD (models how two concepts refer
to each other [5]), WP (based on Wikipedia Pages [8]).

Results: We compared our method (BST) and the three baselines against the
manually annotated dataset, using the following metrics: Precision, Recall, F1-
score, and Vertex Edge Overlap (VEO) for graph similarity. Results are shown
in Fig. 1b. We also split the analysis along the two domains and compared the
results, see Fig. 1c. As a further investigation, we compared the performance
of the methods on a textbook chapter manually annotated to investigate if dif-
ferences exist between the methods applied to textbook vs transcript. Results
showed an average non-significant decrease of all the metrics (AVG -12%) using
transcript.

Discussion: Average results show that BST performs better according to F1-
score, which combines precision and recall, and VEO. As expected, HH gains
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higher precision and WP higher recall due to the content of the video lectures,
whose concepts are available on Wikipedia. No significant differences have been
found in the two domains. Although the current implementation of the method
outperforms the baselines for both F1-score and VEO, the current score does not
reach 0.5. This is anyway an overall good result considering that the method is
unsupervised, does not use any external resource, and we evaluated a first proto-
type. We expect considerable improvement from PR graph refinement through
video analysis and synonym management since the evaluation showed issues with
concept terms that were synonyms but producing different BICs. It is worth not-
ing that for all the methods the performance on video transcripts are lower than
for textbooks. This might be due to the lower structure of speech compared to
textbooks and to the lower correctness of automatic transcripts. Further inves-
tigation is needed since to the best of our knowledge this is the first study to
make this comparison.
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Abstract. This half-day tutorial will be led by the original creators of
AutoTutor, a prototype conversation-based adaptive instructional sys-
tems (CbAIS). The tutorial will inform you about (a) the theoretical
foundations, enabling technologies, and practical applications of CbITS
through hands-on and worked-out examples and (b) simple, common,
and advanced data analysis methods that apply to the analysis of learner
data. This tutorial is formulated for beginners and has no prerequisites.
Professionals (corporate officers, program managers, scientists, and engi-
neers) from industry, academia, and the government will all benefit from
attending this tutorial. By the end of the tutorial, attendees will be able
to create a complete CbITS module. Attendees will also be able to ana-
lyze data using the data analytical methods introduced.

Keywords: Intelligent tutoring systems · Conversation interface ·
Semantic processing

1 About the Tutorial

There have been decades of efforts in the research and development of intelli-
gent tutoring systems (ITS) [8–11]. Many ITS provide rich media content and
allow students to interact with content in many different ways, such as multiple
choice answer selection, drag and drop objects, rearranging objects, and assem-
bling objects. The ITS assess students’ performance from the data collected on
the interactions, and then adaptively select knowledge objects and pedagogical
strategies during the tutoring process to maximize the learning effect and mini-
mize learning costs. Delivering content with conversation is frequently attractive
to content authors and students. For example, when a piece of knowledge is deliv-
ered through a text, it is presumably more interesting to have a conversation
between a “tutor” (human or machine) and a student to talk about what is in
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the text? Research has shown that delivering content through conversation has
a number of advantages compared with merely reading a text. Unfortunately,
creating conversational content is difficult. First, in order to have a natural lan-
guage conversation with a student, the machine must be able to extract infor-
mation from the student’s natural language input. There is not a perfect natural
language algorithm that can really “understand” the student’ language, but a
significant amount of semantic information can be extracted. Second, prepar-
ing tutoring speeches for conversations is hard. The author needs to consider
many (if not infinitely many) responses to all possible student inputs. Third, it
is difficult to create and test conversation rules. Conversation rules decide the
conditions under which a prepared speech is spoken. Since the tutoring conver-
sations often go with other displayed content, such as text, image, video, etc.,
conversation rules need to take into account all events that might occur in a
learning environment, in addition to the natural language inputs from students.
The rule system varies because different environments have different content and
constraints. Creating and testing the rules is therefore time-consuming. Other
difficulties involve talking head techniques (speech synthesizing, lip synchroniza-
tion, displays of emotion, gesture), speech recognition, emotion detection, and
so on.

The AutoTutor [2,6] team at the Institute for Intelligent systems (IIS) at
the University of Memphis has been working in this direction since the 1990s
and has been providing solutions to overcome the difficulties in conversational
ITSs. About a dozen of conversational ITSs have been successfully developed
in IIS, including a computer literacy tutor, a conceptual physics tutor [4], a
critical thinking tutor (OperationARIES!) [5], an adult literacy tutor (CSAL) [1],
an electronics tutor (ElectronixTutor) [3], etc. A team at National Taichung
University of Education has developed a Chinese language tutor [7].

AutoTutor helps students learn by holding deep reasoning conversations. An
AutoTutor conversation often starts with a main question about a certain topic.
The goal of the conversation is to help students’ construct an acceptable answer
to the main question. Instead of telling the students the answers, AutoTutor asks
a sequence of questions (hints, prompts) that target specific concepts involved in
the ideal answer to the main question. AutoTutor systems respond to students’
natural language input, as well as other interactions, such as making a choice,
arranging some objects in the learning environment, etc.

This tutorial focuses on the authoring process of AutoTutor lessons. It
includes discourse strategies in AutoTutor dialogues and trialogues, conversa-
tion elements, media elements, conversation rules and template- based author-
ing. Participants need to bring Windows laptops. A Windows authoring tool
will be released on site. An example AutoTutor lesson will be provided to par-
ticipants. Participants will create one’s own AutoTutor lesson by modifying the
example lesson.
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2 Tutorial Outline

– Session 1 - Introduction to basic learning principles that are relevant to AIS
(20 min); Introduction of presenters and participants; Overview and Demo of
CbITS examples

– Session 2: Script Authoring Tools for CbITS (40 min); A step by step guide
to creating a tutoring module

– Session 3: Understand learner data (40 min); Use of common utilities to query
data from learning record store (LRS)

– Session 4: Deploying CbITS to cloud (20 min); Using common LMS (such as
Moodle) to manage the use of CbITS
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Abstract. Creativity has been shown to promote students’ critical
thinking, self-motivation, and mastery of skills and concepts. Despite
their increasing prevalence in schools, most current technological educa-
tional environments do not promote creativity in students’ interactions or
support teachers’ ability to detect creative thinking by students. Recent
work in AI and Education has begun to bridge this gap from multiple per-
spectives, such as representations (computational models for describing
creativity in technology-based learning environments), inference (algo-
rithms for detecting creative outcomes from students’ interactions with
these environments), and visualizations (presentations for teachers in a
way that aids their understanding of students’ interactions and allow
them to intervene with this process when deemed necessary). The work-
shop will provide a platform for researchers from different fields to share
findings and discuss new research opportunities for combining AI and
creativity in educational technologies. Importantly, we intend to invite a
group of experts in creativity theory from the cognitive and psychologi-
cal sciences to speak in the workshop. A first edition of the workshop in
2021 was very successful in attracting papers and audience.

Keywords: Creativity · Educational data mining · Artificial
intelligence in education

The content and themes of the workshop, as proposed below, combine relevant
research areas in the AIED and EDM communities and apply them in the new
setting of promoting creativity in education. Relevant topics include, but are not
limited to:

– AI methods and tools for detecting and promoting creative thinking by stu-
dents using technological learning environments.
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– Computational models of creativity as it is reflected in students’ activities in
educational software.

– Machine learning algorithms for automatically recognizing creative behavior
from students’ interactions with software.

– Planning and decision making in creativity (automatic feedback generation
for student solutions).

– Transfer learning of creativity models across domains and student popula-
tions.

– Applying theoretical models of creativity to modeling students’ interactions
in educational technologies.

– Visualization tools for presenting creative solutions to teachers.

The workshop website is available at https://sites.google.com/view/
aied2022-creativity/.

https://sites.google.com/view/aied2022-creativity/
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1 Workshop Summary and Overview

The “Advances and Opportunities in Team Tutoring” workshop is a half-day virtual
workshop, and is a follow up to three previous Artificial Intelligence in Education
(AIED) Conference workshops in 2018 (in person), 2019 (in person), and 2021 (vir-
tual) which were titled “Assessment and Intervention during Team Tutoring” [1],
“Approaches and Challenges in Team Tutoring” [2], and “Challenges and Advances in
Team Tutoring” [3]. These workshops all focused on techniques and approaches that
have been used to implement team tutoring and collaborative computer-based learning.
The workshops in 2019 and 2021 included a mix of new presenters and returning
presenters who provided updates on the team tutoring work that they have been con-
ducting. All of the workshops included discussions of the presented work, as well as
team tutoring overall, and next steps.

The current workshop covers the topic areas of advances and opportunities to both
team tutoring and collaborative learning with Intelligent Tutoring Systems (ITSs). The
workshop includes both empirical and theoretical papers. As with the previous
workshops, the workshop is expected to include a mix of previous presenters who are
presenting updates to their work, and other presenters who are showcasing new work.

There are three main themes of the workshop: 1) Intelligent Tutoring for Teams in
Distributed Environments; 2) Technological Advancements in ITSs for Teams; 3) ITS
Based Collaborative Problem Solving and Learning. Details of the themes and activ-
ities are included in the next section.

2 Workshop Themes and Activities

Introduction/Overview: The Development and Implementation of Team Tutoring
in the Generalized Intelligent Framework for Tutoring (GIFT): The workshop will
start with an introduction to the Generalized Intelligent Framework for Tutoring
(GIFT), which is an open-source ITS framework that has been developed by the
DEVCOM Soldier Center-STTC group [4]. There will be discussion of how team
tutoring has been implemented in GIFT, the lessons learned, challenges encountered,
and the next steps forward.

© Springer Nature Switzerland AG 2022
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Theme: Intelligent Tutoring for Teams in Distributed Environments. This theme
will provide an opportunity for those who have adapted their team tutoring work for
use in distributed environments to discuss the approaches that they used, and both
expected and unexpected challenges that they encountered with their implementations.

Theme: Technological Advancements in ITSs for Teams. This theme will include
presentations and demonstrations based on the technological advancements and lessons
learned from team tutoring implementations or works in progress. These challenges can
include but are not limited to, analyzing real-time team communications, constructing
team assessments, and authoring team scenarios.

Theme: ITS Based Collaborative Problem Solving and Learning. This theme will
include work by those who are creating ITSs for collaborative problem solving and
learning. These presentations can also provide a discussion of the unique characteristics
of these collaborative tasks and how they may differ from traditional ITS instruction.

Open Discussion about Team Tutoring. The workshop will conclude with an open
discussion about team tutoring. This discussion will consist of a discussion of team
tutoring overall, including the approaches that were demonstrated to be successful and
unsuccessful during the presentations. This will include group brainstorming on the
next steps in team ITS development and how to overcome identified challenges.

3 Workshop Purpose

The purpose of this virtual workshop is to provide an opportunity for the AIED
Community to further explore and discuss both the advances in Team Tutoring and
technological opportunities that exist for creating team tutors. Team tutoring and
collaborative learning in ITSs have difficult challenges that have not yet been fully
addressed, including real-time analysis of team communications, modeling team work
vs. task work, and developing team-focused pedagogical models. Now in addition to
challenges related to technological implementation, and instructional content, there are
advancements that will be needed to account for facilitating tutoring in a highly dis-
tributed environment, such as coordination of multiple learner systems at once, support
for mobile apps, and providing ways for learners on teams to communicate with each
other. We anticipate that this workshop will be a great opportunity for researchers in
the area of team tutoring to discuss their work with those who have been doing similar
work.

Acknowledgement. The statements and opinions expressed do not necessarily reflect the
position or the policy of the United States Government, and no official endorsement should be
inferred.
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