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Abstract. One fundamental goal of education is to enable students
to act independently in the world by continuously adapting and learn-
ing. Certain learners are less sensitive to learning environments and can
always perform well, while others are more sensitive to variations in learn-
ing environments and may fail to learn. We refer to the former as high
performers and the latter as low performers. Previous research showed
that low performers benefit more from tutor-driven Intelligent Tutoring
Systems (ITSs), in which the tutor makes pedagogical decisions, while
the high ones often prefer to take control of their own learning by mak-
ing decisions by themselves. We propose a student-tutor mized-initiative
(ST-MI) decision-making framework which balances allowing students
some control over their own learning while ensuring effective pedagog-
ical interventions. In an empirical study, ST-MI significantly improved
student learning gains than an Expert-designed, tutor-driven pedagogi-
cal policy on an ITS. Furthermore, our ST-MI framework was found to
offer low performers the same benefits as the Expert policy, while that
for high performers was significantly greater than the Expert policy.

Keywords: Critical decisions + Reinforcement learning - Student
choice

1 Introduction

One fundamental purpose of education is to enable students to act independently
in the world—to make good decisions and to adapt and continue to learn. On one
hand, students who are more actively involved in deciding what and how to learn
will benefit from the sense of control, such as becoming more engaged, motivated,
and persistent [4,6,9]. On the other hand, not all students are adept at making
decisions. Prior research has shown that low performing learners may not always
have the necessary metacognitive skills to make effective pedagogical decisions
[1,19]. As a result, most Intelligent Tutoring Systems (ITSs) are tutor-driven in
that the tutor decides what to do in the next step. For example, the tutor can
elicit the subsequent step from the student, either with prompting and support or
without. When a student enters a step, the ITS records its success or failure and
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may give feedback (e.g., correct/incorrect markings) and/or hints. Alternatively,
the tutor can choose to tell them the next step directly, or provide a partially-
worked step [11]. Each of these decisions affects the student’s successive actions
and performance. Pedagogical policies are used for the agent (i.e., tutor) to decide
what action to take next among several alternatives.

In this work, we present a generalizable student-tutor mized-initiative
(ST-MI) decision-making framework which balances allowing students some
control over their own learning while ensuring effective pedagogical interven-
tions. More specifically, our framework is supported by a general Critical Deep
Reinforcement Learning (Critical-DRL) approach, which uses Long-Short Term
Rewards (LSTRs) and Critical Deep Q-Network (Critical-DQN). In the ST-MI
framework, the tutor would take over decision-making only when students
fail to make the optimal choice at critical moments.
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the SA is the front-end decision-maker, and our PA is the back-end. If the SA
makes a sub-optimal choice on a critical decision, the PA will intervene by taking
an alternative choice and explain why it is better; Otherwise, the SA’s decision is
carried out. To identify critical decisions, we proposed and developed a Critical-
DRL approach using Long-Short Term Rewards and Critical Deep Q-Network
described in 3.1.

The effectiveness of the ST-MI framework is empirically compared against an
Expert-designed policy, referred to as the Ezpert policy, where the tutor makes
all pedagogical decisions. In this study, we focused on the decisions on whether
to present the next problem as a Worked Example (WE), a Problem Solving
(PS), or a faded worked example (FWE). In WE, students were given a detailed
example showing how the tutor solves a problem; in PS, by contrast, students
were tasked with solving the same problem on their own on the ITS; in FWESs,
the students and the tutor co-construct in that their solutions are intertwined.
Our results showed that the ST-MI students achieved significantly higher learn-
ing gains than the Expert peers. Further, we separated students based on their
incoming competencies, i.e., pretest scores, and examined the impact of the ST-
MI framework on the Aptitude-Treatment Interaction (ATT). For low incoming
competence students, in particular, prior research has shown that they are less

Fig. 1. Our ST-MI Decision-making Framework
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likely to benefit from making pedagogical decisions on their own [30], our ST-MI
framework was found to offer the low performers the same benefits as the Expert
policy. While previous research has shown that high incoming competence stu-
dents are just as effective at learning as those who make their own decisions or
follow the Expert policy [30], our findings showed that the ST-MI framework
can significantly improve their learning over the Expert policy.

2 Related Work

Applying RL to ITSs: In ITSs, the student-agent interactions can be described
as sequential decision-making problems under uncertainty, which can be formu-
lated as problems of RL, a learning paradigm that depends on long-term rewards
without knowing the “correct” decisions at the immediate time-steps [24]. An
increasing number of prior research has explored the use of RL and Deep RL
(DRL) to ITSs (e.g. [7,10,20]) and specifically, it has showed that they can
be used to induce effective pedagogical policies for ITSs [10,27]. For example,
Shen et al. [22] utilized value iteration algorithm to induce a pedagogical policy
with the goal of enhancing students’ learning performance. Empirical evaluation
results suggested that the RL policy can improve certain learners’ performance
as compared to a random policy. Wang et al. [27] applied a variety of Deep RL
(DRL) approaches to induce pedagogical policies that aim to improve students’
normalized learning gain in an educational game. The simulation evaluation
revealed that the DRL policies were more effective than a linear model-based
RL policy. Recently, Zhou et al. [29] applied offline Hierarchical Reinforcement
Learning (HRL) to induce a pedagogical policy to improve students’ normal-
ized learning gain. In a classroom study, the HRL policy was significantly more
effective than the other two flat-RL baseline policies. In summary, prior studies
suggest that RL-induced pedagogical policies can enhance the effectiveness of
tutor-driven ITS where tutors are the ones making pedagogical choices. As far
as we know, none of the prior work has attempted to employ RL for an ST-MI-
like framework that would allow both students and tutors to make pedagogical
decisions, and none of them has examined the effectiveness of the ST-MI frame-
work on student learning.

Identifying Critical Decisions: The advances of computational neuroscience
allow researchers to treat the brain as a supercomputing machine to understand
the learning and decision-making process in animals and humans [15,18,23]. A
lot of studies have shown that RL-like signals and decision-making processes
exist in humans/animals and we humans use immediate reward and Q-value to
make decisions [12]. In RL, the Q-value is defined as the expected cumulative
reward for taking an action at a state and following the policy until the end of
the episode. Therefore, the difference in Q-values between two actions for a given
state reflects the magnitude of the difference in the final outcomes. Motivated by
research in human and animal behaviors, lots of RL work has applied Q-value
difference as a heuristic measurement for the importance of a state and decide
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when to give advice in a simulated environment called the “Student-Teacher”
framework [5,25,32]. Their research question is when to provide an advice and
their results showed that the Q-value difference was an effective heuristic func-
tion to estimate the importance of a state.

Student Decisions: Much of prior research has shown that while students can
benefit from making their own decisions during learning [4,21], they are not
always good at making effective pedagogical decisions. For example, Mitrovic et
al. showed that even college students often make poor problem selections [13].
Aleven & Koedinger found that students often do not use hints effectively in
that they tended to wait too long before asking for hints [1]. Wood et al. found
that students with low prior knowledge exhibit ineffective help-seeking behaviors
than those with high prior knowledge [28].

WE, PS, and FWE: Many studies have examined the effectiveness of WE,
PS, and FWE, as well as their different combinations [16,17,26]. Renkl et al.
[17] compared WE-FWE-PS with WE-PS pairs and the results showed that
WE-FWE-PS condition significantly outperformed WE-PS condition on posttest
scores. Similarly, Najar et al. [16] compared adaptive WE/FWE/PS with WE-
PS pairs and found that the former is significantly more effective than the latter
on improving student learning. Overall, it is demonstrated that adaptively alter-
nating amongst WE, PS, and FWE is more effective than hand-coded expert
rules in terms of improving student learning. However, when students making
decisions among WE, PS, and FWE, there’s no significant difference with tutor
making decisions on students’ learning performance [30]. As far as we know,
no prior research has explored how to combine students’ decision-making with
RL-induced policy’s decision-making to facilitate learning.

3 Method

3.1 Long-Short Term Rewards

To determine whether a state is critical, Critical-DRL considers both short-term
reward (ShortTR) and long-term reward (LongTR) [8]. For the ShortTR, it
considers the immediate rewards over all possible actions to determine the crit-
icality of a state. A primary challenge, however, is that in most ITSs we only
have delayed rewards, and immediate rewards are often not available. Specifi-
cally, in ITSs, student’s learning performance is the most appropriate reward,
but it is typically not available until the entire learning trajectory has been com-
pleted. Due to the complex nature of learning, it is difficult to assess students’
knowledge level moment by moment, and more importantly, many instructional
interventions that boost short-term performance may not be effective over the
long term. To tackle this issue, we apply a Deep Neural Network-based approach
called InferNet, which infers the immediate rewards from delayed rewards. Prior
work showed that the InferNet-learned immediate rewards can be as effective as
real immediate rewards [2]. Here we employ the InferNet to infer the ShortTR
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for each state-action pair. Furthermore, to determine whether a state is critical
or not, we calculate two thresholds by applying the elbow method to the inferred
immediate rewards distribution: one is a positive reward threshold above which
the agent should pursue, and the other is a negative reward threshold below
which the agent should avoid. A state is critical if any action on it can lead to
an inferred immediate reward either higher than the positive threshold or lower
than the negative threshold.

For the LongTR, Q-value difference is used to measure the criticality of a
state. Q-values are the expected cumulative reward for an agent to take an action
a at state s and follow the policy to the end. In theory, if all the actions for a
given state have the same Q-value, which one should be taken doesn’t matter
because they all lead to the same reward. Conversely, if the Q-values of various
actions differ widely, taking the wrong action could result in a significant loss of
rewards. We define the LongTR of a state s, then, as the difference between its
minimum and maximum Q-values: LongT R(s) = max, Q(s,a) — ming Q(s,a’).
In general, the higher the LongTR, the more important the state should be.

3.2 Critical Deep Q-Network

In order to determine LongTR, we developed a Critical-DRL approach using
Deep Q-Networks (DQN) because of its great success in handling complicated
tasks, such as robot control and video game playing [14]. DQN approximates the
Q-value function using deep neural networks following the Bellman equation. In
the original Bellman equation, the Q-values are calculated assuming that the
agent takes the optimal action in every state. In our ST-MI framework, however,
optimal actions are taken in critical states, and any action can be taken in non-
critical states. Thus, we used the modified Bellman equation as:

r+ v+ max(Q(s',d s’ is critical
Q(s,a) = (@ ,)) AR iy (1)
r 4+ v * average(Q(s’,a’)) s’ is non-critical.

For a state s and an action a, Q(s, a) follows the original Bellman equation (top)
if the next state s’ is critical; otherwise we use the average Q-value over all the
available actions for s’ to update Q(s,a) (bottom). To induce the Critical-DQN
policy, we first apply the ShortTR threshold to identify a fixed set of critical
states. Then, during each iteration in training, our Critical-DQN algorithm first
calculates the Q-value difference A(Q) for all states in the training dataset. Then
the median of the Q-value differences is defined as a threshold. If the A(Q) of
a state is greater than the threshold, it is critical; otherwise, it is non-critical.
The critical states are the union of the two sets identified by the ShortTR and
the LongTR, respectively. After the critical states have been determined, the
algorithm follows Eq. 1 to update the Q-values. Then in the next iteration, the
updated Q-values are applied to determine a new median threshold to update
the critical states recursively. This process will repeat until convergence. Once
the Critical-DQN policy is induced, for any given state, we calculate its Q-value
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difference and compare it with the corresponding median threshold. If the Q-
value difference is larger than the threshold, the state is critical.

3.3 Hierarchical RL Policy Induction

Our ITS first makes the problem-level decisions (WE/PS/FWE) and if a FWE
is selected, step-level decisions (elicit/tell) will be made. With the two levels of
decisions, we extended the existing flat-RL algorithm to Hierarchical RL (HRL),
which aims to induce an optimal policy to make decisions at different levels.
Most HRL algorithms are based upon an extension of MDPs called Discrete
Semi-Markov Decision Processes (SMDPs). Different from MDPs, SMDPs have
an additional set of complex activities or options, each of which can invoke
other activities recursively, thus allowing the hierarchical policy to function [3].
The complex activities are distinct from the primitive actions in that a complex
activity may contain multiple primitive actions. In our applications, WE, PS, and
FWE are complex activities, while elicit and tell are primitive actions. For HRL,
learning occurs at multiple levels. A global learning generates a policy for the
complex level decisions and local learning generates a policy for the primitive
level decisions in each complex activity. More importantly, the goal of local
learning is not inducing the optimal policy for the overall task but the optimal
policy for the corresponding complex activity. Therefore, our HRL approach
learns a global problem-level policy to make decisions on WE/PS/FWE and
learns a local step-level policy for each problem to choose between elicit/tell.

4 Policy Induction

Training Corpus: Our training dataset contains a total of 1,307 students’
interaction logs collected over seven semesters’ classroom studies (2016 Fall to
2020 Spring). During the studies, all students used the same tutor, followed
the same general procedure, studied the same training materials, and worked
through the same training problems. The training corpus provides us with the
state representation, action, and reward information for policy induction. State:
We extracted 142 features that might impact student learning from the student-
system interaction logs. More specifically, these state features can be categorized
into the following five groups: Autonomy: the amount of work done by the stu-
dent; Temporal Situation: the time-related information about the work process;
Problem-Solving: information about the current problem-solving context; Per-
formance: information about the student’s performance during problem-solving;
Student Action: the statistical measurement of student’s behavior. Action: Our
tutor makes decisions at two levels of granularity: problem and step. In the
problem-level, there are three actions WE/PS/FWE. In the step-level, there are
two actions elicit/tell. Reward: There’s no immediate reward during tutoring,
and the delayed reward is the students’ Normalized Learning Gain (NLG), which
measures their learning gain irrespective of their incoming competence. NLG is

ttest—pretest . .
defined as %, where 1 is maximum score for both pre- and post-test.
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Two Policies: Our ST-MI follows the Critical-DRL model in that in non-
critical states, the student’s decision is always carried out, while in critical states,
if the student’s choice aligns with the ST-MI policy’s optimal action, the tutor
executes it; otherwise, the tutor executes the policy’s choice and explains it to
the student why it is better. Each type of pedagogical actions has multiple expla-
nation messages, and the tutor will select a message at random to display to
students. Because of space constraints, we only include one example message
per type of intervention in Table 1. The explanation is intended to smooth the
student-system interactions. In our prior work, we found that adding these expla-
nations to RL-induced policies does not improve their effectiveness while adding
them to a policy that is not effective does not harm it [31]. The Expert pol-
icy is designed by an instructor with more than 20 years of experience on the
subject. Based on our ITS and prior instructional experience, the Expert policy
consists of alternating between elicit and tell at step-level, which was shown to
be more effective than other baselines [30].

Table 1. Examples of Explanation Messages in Problem-Level

Student ST-MI | Exzplanation messages

WE FWE “We are good on time. Let’s work together on this problem.”
WE/FWE | PS “We are good on time. Try to solve this one yourself.”

PS FWE “To learn more efficiently, let’s solve this together.”

PS/FWE | WE “You performed pretty well so far. Let me solve this problem.”

5 Experiment Setup

Participants: This study was given to students as a homework assignment in an
undergraduate Computer Science class in the Fall of 2020. Students were told to
complete the study in one week, and they will be graded based on demonstrated
effort rather than learning performance. 153 students were randomly assigned
into the two conditions: N = 65 for Expert and N = 88 for ST-MI. It is impor-
tant to note that the difference in size between the two conditions is due to the
fact that we prioritized having a sufficient number of participants in the ST-MI
condition to perform a meaningful analysis of the ATI effect. Due to prepara-
tion for final exams and the length of study, 117 students completed the study.
In addition, 12 students were excluded from our subsequent statistical analy-
sis due to the perfect performance in the pre-test. The final group sizes were
N = 47 for Expert and N = 58 for ST-MI. A Chi-square test on the relation-
ship between students’ condition and their completion rate found no significant
difference between the two conditions: x? (1) = 2.4335, p = 0.12.

Pyrenees Tutor: Our tutor is a web-based ITS to teach students probability
and covers 10 major principles, such as the Complement Theorem, Bayes’ Rule,
ete. It provides step-by-step instruction and immediate feedback. As with other
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systems, Pyrenees provides students with help via a sequence of increasingly
specific hints, which prompts them with what they should do next. The last hint
in the sequence, i.e., the bottom-out hint, tells the student exactly what to do.

Experiment Procedure & Grading: Both conditions went through the same
four phases: 1) textbook, 2) pre-test, 3) training on the ITS, and 4) post-test. The
only difference among them was how the pedagogical decisions were made. Dur-
ing textbook, all students read a general description of each principle, reviewed
some examples, and solved some training problems. The students then took a
pre-test which contained a total of 14 single- and multiple-principle problems.
Students were not given feedback on their answers, nor were they allowed to go
back to earlier questions (this was also true for the post-test). During train-
ing, both conditions received the same 12 problems in the same order. Each
domain principle was applied at least twice. Finally, all students took the 20-
problem post-test: 14 of the problems were isomorphic to the pre-test, and the
remainders were non-isomorphic multiple-principle problems. All of the tests
were graded in a double-blind manner by a single experienced grader. For com-
parison purposes, all test scores were normalized to the range of [0, 1].

6 Results

6.1 ST-MI vs. Expert

Pre-test Score: No significant difference was found between the Expert condi-
tion (M = 0.77,SD = 0.13) and the ST-MI condition (M = 0.73,SD = 0.22)
on the pre-test scores: t(103) = 1.18, p = 0.23, d = 0.23. It suggests that the
two conditions are balanced in terms of incoming competence.

Improvement Through Training: A repeated measures analysis using test
type (pre-test vs. isomorphic post-test) as a factor and test score as the depen-
dent measure showed a main effect for test type for both conditions in that
students scored significantly higher in the isomorphic post-test than in the pre-
test: F(1,46) = 10.6, p = .0016, n = 0.319 for Expert and F(1,57) = 13.64,
p = .0003, n = 0.315 for ST-MI respectively. In details, the isomorphic post-
test scores in the ST-MI condition is (M = 0.86, SD = 0.19) while the Expert
condition is (M = 0.85,SD = 0.11). It shows that both conditions learned
significantly from training on our tutor.

Learning Performance & Training Time: In comparing students’ learning
performance between the two conditions, we compared their isomorphic posttest
and full posttest scores, as well as their isomorphic and full NLGs. The goal of the
isomorphic posttest is to assess the learning gain and whether or not the tutor is
helpful, while the purpose of the full posttest is to determine whether the inter-
vention makes a difference in student learning. There was no significant difference
between the two conditions on either isomorphic posttest or posttest. For exam-
ple, the ST-MI students had higher post-test scores (M = 0.81,SD = 0.21) than
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the Expert students (M = 0.78,SD = 0.15) but such difference is not signifi-
cant: #(103) = 0.83,p = 0.411, d = 0.16. Our most important interest, however,
is in student performance improvement from pre- to posttest, so we focus on
isomorphic NLG and NLG. NLGs of both types demonstrate how bene-
ficial our ITS actually are, as well as their role as reward functions
in our Critical DRL framework. The ST-MI condition scored significantly
higher than the Expert condition on both the isomorphic NLG: #(103) = 2.35,
p = 0.021, d = 0.46 and the full NLG: #(103) = 2.72, p = .008, d = 0.53. In
Fig. 2, the isomorphic NLG for the ST-MI condition is (M = 0.25, 5D = 0.23)
and the Expert condition is (M = 0.11,SD = 0.36). Similarly, in Fig.3, the
full NLG for the ST-MI condition is (M = 0.13,SD = 0.25) while the Expert
condition is (M = —0.06, SD = 0.47). Finally, on training time the ST-MI con-
dition spend less time (measured in minutes, M = 109.6,SD = 38.1) than the
Expert condition (M = 123.2,SD = 47.1) during the training on the tutor but
the difference is not significantly: ¢(103) = —1.63, p = 0.106, d = 0.32. In short,
our results indeed show that the ST-MI policy significantly improves students’
learning gains with less time cost than the Expert policy.

6.2 The Impact of ST-MI on ATI Effect

In order to measure ATI, we further divided students into High vs. Low groups
by a median split on their pretest scores, also known as incoming competence.
Thus, we had four groups based upon their pretest scores and policies: High-ST-
MI (n=28), Low-ST-MI (n=30), High-Expert (n=21), Low-Expert (n=26). No
significant difference was found among the two conditions on the distribution
of High vs. Low students: x?(1) = 0.0291, p = 0.86. Table2 presents the com-
parison between the policies {ST-MI, Expert} and incoming competence {High,
Low} in terms of learning performance. As expected, in both conditions the high
group significantly outperformed their low peers in the pretest: #(45) = 6.07,
p < 0.001, d = 1.10 for Expert and ¢(56) = 9.03, p < 0.001, d = 1.10 for ST-ML
Moreover, while no significant difference was found between the High-Expert and
High-ST-MI ones: t(47) = 0.33, p = 0.74, d = 1.10, the Low-Expert significantly
out-performed the Low-ST-MI ones: ¢(54) = 2.57, p = 0.012, d = 1.10.
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Table 2. Learning performance for four groups
Group Pre Iso Post Post Iso NLG NLG Time
Low-Expert | 0.67 (0.08)  0.80 (0.11) | 0.71 (0.15) | 0.23 (0.20) |0.06 (0.27) |129.9 (52)
Low-ST-MI | 0.58 (0.21) | 0.78 (0.23) | 0.70 (0.24) | 0.31 (0.22) |0.18 (0.24) |108.6 (44)
High-Expert | 0.90 (0.05) | 0.91 (0.08) | 0.86 (0.11) | -0.02 (0.46) | —0.21 (0.61) 114.8 (40)
High-ST-MI | 0.88 (0.06) | 0.96 (0.06) | 0.92 (0.07) | 0.19 (0.23) |0.07 (0.26) |111.8 (31)

Table 2 shows that the test score results are consistent with our hypothesis.
Despite their significantly lower pre-test scores, the Low-ST-MI students catch
up with their Low-Expert peers on the following four performance measures in
that no significant difference was found between them on Iso-Post, Post, Iso
NLG, and full NLG. According to [30], the low incoming competence students
are less likely to benefit from making pedagogical decisions on their own, but
our results showed that our ST-MI framework with ST-MI policy could make
them catch up to their peers in the Expert condition. As for the two High
groups, both scored high for the isomorphic and full posttests, and the High-ST-
MI group outperformed the High-Expert group on both the Iso NLG: #(47) =
2.59,p = 0.011,d = 0.41, and NLG: #47) = 2.78,p = 0.007,d = 0.40. While
previous research has shown that high incoming students are just as effective at
learning as those who make their own decisions or follow the Expert policy [30],
our findings showed that despite having a high score in the Iso-post and Posttest
scores, the High-Expert group does not seem to benefit from the tutor, as their
average NLG is negative. In contrast, ST-MI policy can significantly enhance
the High performers’ learning gains when compared with Expert policy.

In summary, our findings confirm that ST-MI can benefit both High and Low
performers. More specifically, low performers who are more sensitive to learning
environments can parallel their Expert peers with our framework, while high
performers, who are less sensitive to learning environments and always perform
well, can further boost their learning gains with our ST-MI framework.

6.3 Log Analysis

Table 3. Problem-Level Critical Decisions in ST-MI

Decisions High Low T-test result

Critical decision 8.2 (1.8)]6.1 (2.9) |t(56) = 3.36, p = 0.001*,d = 0.88
Correct critical choice|3.4 (2.0)|2.5 (2.3) t(56) = 1.46, p = 0.150, d = 0.38
Intervention 4.9 (2.6)3.5 (1.9) £(56) = 2.21, p = 0.031*,d = 0.58

Next, we analyze the pedagogical decision behaviors between the High and Low
groups in the ST-MI condition. Table3 shows the average number of different
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types of critical decisions students received in the problem-level. In Table 3, there
are three types of critical decisions: ‘Critical Decision’ means the decision state
is identified as critical by our ST-MI policy; ‘Correct Critical Choice’ means the
students select the optimal actions (same as our policy’s choice) in the critical
decision; ‘Intervention’ means the students select the sub-optimal actions (dif-
ferent from our policy’s choice) in the critical decision. By definition, correct
critical choices and intervention are exclusive and they are subsets of critical
decisions. First, the High students experienced significantly more critical deci-
sions than the Low students. Then, by facing more critical moments, not only
were the High students able to make more correct critical choices (not signif-
icant), but also they received more interventions (significant) to achieve their
goals. Additionally, there’s no significant difference between High vs. Low on all
three types of critical decisions in the step-level. In summary, the results showed
that the High students experienced more interventions than the Low group stu-
dents, and as a result, the intervention could help the High students experience
more critical optimal actions, which can lead to better learning performance.

7 Conclusion

In the classroom study, we evaluated the effectiveness of the ST-MI framework
by comparing the ST-MI policy with a baseline Expert policy. In the ST-MI
condition, students could control their own learning process by making decisions
on what type of questions they want, and in the meantime, the RL-induced
policy would intervene when they make sub-optimal choices in critical decisions
and give dedicated explanations. The results show that the students in the ST-
MI condition significantly outperform the students in the Expert condition in
terms of learning performance. Additionally, a log analysis suggests that the
students with high incoming competence received more interventions than the
students with low incoming competence. The reason is that the RL-induced
policy aims to maximize NLG, and the high students usually have lower NLG
due to little room to improve. As a result, the RL-induced policy would intervene
more on the high students to improve their NLG. Finally, we observe a trend that
giving students control over their learning could make the learning more efficient.
Overall, the empirical study demonstrates that our proposed ST-MI framework
could improve students’ learning without the trivial tutor-driven step decisions.
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