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Abstract. Wepresent an analysis of optimal ConvolutionNeural Network (CNN)
for fashion data classification by altering the layers of CNN in this paper. The sug-
gested system employs three deep convolution layers, max pooling layers, and two
fully connected layers, as well as dropout layers. While modified layers enhance
the test accuracy of Adam optimizer when compared to start-of-art-models. The
objective of this work is to address the multi class classification problem and to
evaluate the performance of CNN’s Adam and RMSProp optimizer. The experi-
ment was carried out using the Fashion-MNIST benchmark dataset. The suggested
method has a test accuracy of 92.68%, compared to 91.86% in CNN using the
softmax function and 92.22% in CNN utilizing batch normalization.
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1 Introduction

Object Classification is one of the most prominent applications in computer vision [14].
The fundamental goal of object classificationwouldbe feature extraction fromphotos and
categorize them into appropriate classes using any of the available classifiers or classifi-
cation techniques. Object categorization is a critical issue in a variety of computer vision
applications, including image retrieval, autonomous driving, andmonitoring. Yan Zhang
et al. [1] advocated using stacked sparse auto-encoders (SAE) for obtaining beneficial
properties of halftone pictures and furthermore developed an efficient patches extraction
method for halftone images in one of their previous research. Anselmo Ferreira et al.
[2] have used ad-hoc Convolution Neural Network approaches to classify granite under
different resolutions and this was the first approach to compare with texture descriptors.

The fashion-MNIST images were determined by Han Xiao et al. [3] is gray-
scale images of 28 * 28 with 70,000 fashion products from 10 class labels. The very
first 60,000 photographs are being used for training, while the final 10,000 images were
used for testing. The original MNIST dataset is still outstanding for machine learning
approaches that could benefit from a direct drop-in change. For the fashion-MNIST
pictures data set categorization, several studies were presented.

Emmanuel Dufourq et al. [4] have proposed Evolutionary Deep Networks (EDEN)
which is an efficient neuro-evolutionary algorithm to address the increasing complexity.
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Alexander Schindler et al. [17] have analyzed five different CNN for fashion image
classification to improve the e-commerce applications. Shuning Shen et al. [5] have used
Long Short-Term memory network for fashion image classification on Fashion-MNIST
benchmark dataset which obtained accuracy of 88.26%. Greeshma K V et al. [6] have
explored Hyper-Parameter Optimization (HPO) methods and regularization techniques
with deep neural networks for apparel image classification. To characterize the fashion
articles in the fashion-MNIST dataset, the authors created three convolutional neural
networks. On the benchmark dataset, the method achieves fantastic results.

EnsNet is a new model suggested by Daiki Hirata et al. [7] which is made up of one
base CNN and several Fully Connected SubNetworks (FCSNs). Since deep learning
necessitates a large amount of data, the insufficiency of photo testing can be exacerbated
by various techniques like as rotation, cropping, shifting, and flipping. Kota Hara et al.
[8] have proposed a pose-dependent prior model for automatic selection of human body
joints andused deep convolution neural network for cloth detection. Theyhave conducted
experiments on Fashionista and PaperDoll datasets for image classification.

The rest of the paper is organized as follows: Sect. 2 begins with a comprehen-
sive examination of relevant literature. Section 3 provides an outline of the suggested
methodology. Section 4 describes the experimental setting as well as the results of four
model performance evaluations using the fashion MNIST dataset. Section 5 describes
the conclusion and future work.

2 Related Works

Mustafa Amer Obaid et al. [16] have discussed the fashion image classification using
pre-convoluted neural networks. They have conducted experiments on Fashion MNIST.
They have achieved 94% accuracy in using pre-convoluted neural networks. The Hierar-
chical Convolutional Neural Networks model for the fashion and apparel categorization
task was presented by Seo Yian et al. [17]. The model achieved better classification
results by using VGGNet. They tested their hypothesis on the Fashion MNIST dataset.
EnsNET is a new model presented by Daiki Hirata et al. [7] which is made up of one
base CNN and many Fully Connected SubNetworks (FCSN). For fashion image catego-
rization, Greeshma K V et al. [18] have classified the fashion products using Histogram
of Oriented Gradients (HOG) features with multiclass Support Vector Machine (SVM)
classifier. They have conducted experiments on the Fashion MNIST dataset.

Mohammed Kayed et al. [19] have applied CNN LeNet-5 architecture for the clas-
sification of garments. They tested their hypothesis on the Fashion MNIST dataset. The
accuracy of the CNN LeNet-5 architecture was 98%. For the fashion-MNIST picture
categorization, Khatereh Meshkini et al. [20] have employed different CNN activation
functions. They tested their hypothesis on the Fashion MNIST dataset. Zhang et al.
[21] investigated LeNet-5, AlexNet, VGG-16, and ResNet, four CNNmodels. These are
utilised in the categorising of fashion images. ResNet has the highest validation accuracy
of the four models. They tested their hypothesis on the Fashion MNIST dataset.
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3 Proposed System

General system architecture of CNN [9] is shown in Fig. 1. Modified CNN architecture
of proposed system is shown in Fig. 2. Input image has been preprocessed using resizing
and normalization. Then CNN framework is employed for fashion image classification
task.

Fig. 1. General system architecture of convolution neural network

3.1 Model Definition

The convolution operations in between two-dimensional picture In and also a two-
dimensional kernel k is,

S(x, y) = (k ∗ In)(x, y) =
∑

α

∑
β
In(α, β)k(x − α, y − β) (1)

The equation becomes with a kernel size of 3 × 3

S(x, y) = (k ∗ In)(x, y) =
∑3

α=1

∑3

β=1
In(α, β)k(x − α, y − β) (2)

ReLU is one of the activation functions in CNN. The output is f (x) = max (0, x).
ReLU is computed using

f (x) =
{
x, if x > 0
0, if x < 0

(3)

The pooling layer also known to as the down sampling operation that reduces the
dimensionality of the feature map. The parameter used in the max pooling layer is pool
size which specifies the 2 × 2 filter.

The flattening layer is used to convert two-dimensional arrays into one-dimensional
array of input so that the flattened input will be given to the final classification layer that
is the fully connected layer.
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The dropout layer randomly dropping some connections produces several thinned
network architecture and one representative network is selected with small weights.

The fully connected layer is used for classification and it is mostly used at the end
of the network. Finally, the classification task is performed to generate the output of 10
classes probabilities.

Softmax activation function was used in the neural network for multi-class
classification of fashion images.

Softmax f (Xi) = expXi
∑n

j=1exp
Xj

(4)

In general, it is the ratio of the exponential of a specific input value to the sum of
exponential values of all input values.

3.2 Output Shapes

Fig. 2. CNN architecture of proposed system

The suggested CNN model comprises of three convolution layers with 32, 64, and 128
filters, respectively. 5 * 5 kernel sizes are used in Layers 1 and 2, whereas 3 * 3 kernel
sizes are used in Layer 3. In ReLU Activation, all three layers are enabled. Following
layer 1 and layer 2, the max pooling is handled as 2 * 2 kernel sizes, while layer 3 is
applied as 1 * 1 kernel sizes. There is a 0.5% dropout after layer 1 and 2 are applied;
this dropout is obtained from layers 1 and 2 to minimize overfitting. Finally, the fully
connected neural network is used for classification task, which is then assessed by the
softmax activation function to generate the output of 10 classes probabilities (Table 1).
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Table 1. Fashion image classification using CNN

Layer Kernel size Activation Output shape Parameter

Conv2d 5 × 5 ReLU (None, 24, 24, 32) 812

MP2d 2 × 2 - (None, 12, 12, 32) 0

Conv2d_1 5 × 5 ReLU (None, 8, 8, 64) 51264

MP2d_1 2 × 2 - (None, 4, 4, 64) 0

Conv2d_2 1 × 1 ReLU (None, 4, 4, 128) 8320

MP2d_2 2 × 2 - (None, 2, 2, 64) 0

Flatten_1 - - (None, 512) 0

Dense_1 ReLU (None, 10) 5130

Dropout_1 - - (None, 10) 0

Dense_2 ReLU (None, 10) 110

Dropout_2 - - (None, 10) 0

Fully connected - Softmax (None, 10) 110

3.3 Performance Evaluation

The proposed model performance is evaluated using the Loss and accuracy metrics.

3.3.1 Loss Function

Loss function calculates the difference between the expected value and ground truth
value. Widely used loss function for deep neural network is cross entropy. It is defined
as

Cross − Entrophy = −
∑n

i=1

∑m

j=1
ti,jlog(pi.j) (5)

where ti,j represents the true value that is, If instance i belongs to class j, it is 1; otherwise,
it is 0.and The probability score of anticipated class j for relevant instance i is represented
by pi.j.

3.3.2 Accuracy

Accuracy is a common statistic for evaluating model performance. Accuracy metrics
are used to determine how effectively the classifier predicts the output classes and to
measure the classificationmodel’s efficacy. Accuracy is usually inversely related to error.
It is defined as

Accuracy = µ + γ

µ + γ + ϑ + ϕ
(6)

Here, µ, ϕ denotes the true occurrence for number of true and false predictions respec-
tively and ϑ , γ denotes the false occurrence for the number of true and false predictions
respectively.
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4 Experiments and Discussion

4.1 Dataset

In this paper, experimentswere carried out using the FashionMNISTdataset of zalando’s
article [10–13]. Dataset information is shown in Table 2. The Fashion MNIST dataset
contains images from a training dataset of 60,000 samples as well as a test set of 10,000
samples. The size of the grayscale images is 28 × 28 pixels associated with a 10 class
labels.

Table 2. Dataset information

Name Explanation #Example Size

train-image-idx3-ubyte.gz Training sample images 60,000 25 MBytes

train-labels-idx1-ubyte.gz Training class labels 60,000 140 Bytes

t10k-images-idx3-ubyte.gz Testing sample images 10,000 4.2 MBytes

t10k-labels-idx1-ubyte.gz Testing class labels 10,000 92 Bytes

Labels
As indicated in Table 3, each training and testing sample is labelled with one of the class
labels.

Table 3. Class labels in benchmark fashion MNIST dataset

Class Label Explanation Samples 

0 T-Shirt/Top 

1 Trouser 

2 Pullover 

3 Dress 

4 Coat 

5 Sandals 

6 Bag 

7 Shirt 

8 Sneaker 

9 Ankle boots 
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Fig. 3. Loss in ADAM model per epoch

Fig. 4. Accuracy in ADAM model per epoch
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4.2 Results

Figure 3 depicts the training and testing losses of the ADAM optimizer model each
epoch. Figure 4 depicts the ADAM optimizer model’s training and testing accuracy
per epoch. Figure 5 depicts the training and testing losses of the RMSProp optimizer
model each epoch. Figure 6 depicts the RMSProp optimizer model’s training and testing
accuracy per epoch. Table 4 compares the classification results of the Fashion MNIST
dataset to those found in the literature. Table 5 displays the loss and accuracy on the
Adam model per epoch. Table 6 displays the loss and accuracy on the RMSProp model
per epoch.

Fig. 5. Loss in RMSProp model per epoch
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Fig. 6. Loss in RMSProp model per epoch

Table 4. Fashion MNIST dataset classification outcomes comparison with literatures

Model Validation accuracy in %

3 layer NN [15] 87.23%

SVC with rbf kernel [3] 89.70%

Evolutionary deep learning framework [4] 90.60%

CNN using softmax [14] 91.86%

CNN2 with batch normalization [14] 92.22%

CNN with 3Conv + pooling + 2FC + dropout 92.68%
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Table 5. Loss and accuracy on Adam model per epoch

Epoch ADAM optimizer

Training Testing

Loss Acc Loss Acc

1 1.0178 0.6224 0.4563 0.8532

5 0.3675 0.8675 0.2846 0.8764

10 0.2436 0.9067 0.2489 0.9056

15 0.2176 0.9117 0.2340 0.9198

20 0.1983 0.9285 0.2386 0.9173

25 0.1528 0.9349 0.2373 0.9202

30 0.1437 0.9423 0.2254 0.9213

35 0.1428 0.9475 0.2232 0.9223

40 0.1386 0.9502 0.2214 0.9237

45 0.1256 0.9537 0.2198 0.9247

50 0.1143 0.9558 0.2164 0.9253

55 0.1105 0.9589 0.2142 0.9263

60 0.1031 0.9592 0.2126 0.9268

Table 6. Loss and accuracy on RMSProp model per epoch

Epoch RMSProp optimizer

Training Testing

Loss Acc Loss Acc

1 0.2614 0.9060 0.1113 0.8281

5 0.2535 0.9060 0.2939 0.8867

10 0.2426 0.9751 0.2942 0.8906

15 0.2332 0.9760 0.2992 0.8945

20 0.2252 0.9764 0.3264 0.9023

25 0.1669 0.9436 0.5165 0.9219

30 0.1392 0.9584 0.5974 0.8633

35 0.1053 0.9658 0.6272 0.9023

40 0.1043 0.9724 0.6292 0.8750

45 0.0782 0.8536 0.7156 0.8920

50 0.0757 0.9794 0.9224 0.9023

55 0.0748 0.8493 0.9248 0.9047

60 0.0740 0.9846 0.9257 0.9219
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5 Conclusion

In this paper, proposed system uses three convolution neural network layers. In the
suggested approach, the regular CNN’s convolution layer is enhanced by expanding the
number of layers to three layers with max pooling for fashion image classification. In
the future, we will try to use the new benchmark clothing dataset to decide classification
algorithms and alternative convolution architectures. Other CNN models can be used
to apply the suggested technique in the future, and the work has been expanded to
incorporate real-world online clothing imagery.
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