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Abstract. Implementing privacy as software functions is required by
privacy regulation. Achieving this requires shared understanding between
business process owners and software engineers, who implement it. Cur-
rent literature reveals a major gap between privacy requirements and
how engineers interpret privacy. Furthermore, as today’s sociotechnical
systems are increasingly complex and ever-evolving, unknown privacy
issues can emerge from them as a side-effect. Understanding privacy and
identifying privacy threats are pre-requisites for deciding on and imple-
menting the right functionality in software. However, current methods
for privacy threat identification do not cover all aspects of privacy, suit
complex sociotechnical systems or requirements engineering, or support
engineers forming a mental model of privacy. We claim that this situa-
tion can be improved by applying a systems thinking approach to pri-
vacy threat identification. In this paper, we elaborate the problem and
propose a research agenda that will help close the gap between privacy
requirements and technical software functionality.

Keywords: Privacy by design · Privacy engineering · Privacy threat
modelling · Privacy mental model · Systems thinking

1 Introduction

Privacy is a common concern for today’s businesses as almost all businesses have
to deal with personal data at some scale. Although privacy is a public value, in
many contexts it is not a matter of choice to implement privacy in software,
but a necessity imposed by laws and regulation (e.g. [1]). How to satisfy legal
requirements when designing software (software being the technical manifesta-
tion of the business processes that handle personal data) is a nontrivial question
for both research and practice. Today’s business processes are complex, soft-
ware is complex, and business process owners and software engineers lack shared
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understanding and cooperation around operationalising privacy in the technical
software functionalities. Both as a cause and an effect of the struggles, privacy
is often seen as an afterthought in software development projects [2].

Not only business process owners need to understand privacy in relation to
the business processes, but also software engineers need to share this under-
standing to design, implement, and maintain privacy-related functions in soft-
ware systems [3]. Changes to the software can create privacy threats as a side
effect. Engineers need to be able to understand and identify emergent privacy
threats at their end and involve the business when necessary. This paper focuses
on the engineers. It has been shown that there is a major gap between privacy
requirements and how software engineers’ perceive and interpret privacy [4]. This
issue has received little research attention.

Fig. 1. A gap (shown in black) in the development and deployment of privacy-by-
design for software design. The figure has been contextualised from method adoption
framework of [5]

The gap between the development and deployment of privacy-by-design for
software design is illustrated through Fig. 1. The figure depicts the necessary
components of successful development and deployment of privacy-by-design for
software design.

Privacy as a high-level concept and a goal (Step 1) has been widely adopted
by organisations and can be assumed to be well known for engineers [4]. Opera-
tional methods, tools and techniques exist (Step 3), such as privacy engineering
methods and privacy standards. However, the “internalised privacy thinking”
step (Step 2) between goal and operation is poorly supported, which hinders the
use of provided operational tools. In addition, current operational tools do not
support well the forming a mental model of privacy. Hence, the learning loop
between 2 and 3 that develops privacy practice is no well supported. As a result
of the gap, engineers proceed directly to the provided operational tools, without
the help of a mental model of what privacy means in the context. Engineers end
up having to interpret privacy requirements while lacking the skills to do so [4].
Having a mental model is essential for new practices [6], like for engineers to
effectively operationalise privacy-safe business processes in the software design.
When the gap is present, there is a risk of mismatch between what was intended
and what was built. Thus, the goal represented on Step 4 is not reached.
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To close this gap, we need to focus on a critical and difficult privacy-by-design
task for engineers, that includes collaboration with business and understanding
of privacy in the context: the identification and addressing of systemic [9] privacy
threats. This activity is a pre-requisite for risk-based privacy-by-design: deciding
on and implementing the right technical software functionality. With systemic
privacy threats, we mean threats that arise from the interplay of the software’s
business purposes, technology in use, and people who it touches, without forget-
ting its wider context [1,20]. The ever-evolving unbounded nature of software
makes this task even harder, since engineers to need be able to understand what
emergent, unknown privacy threats may arise from the software system’s inter-
acting and ever-changing aspects [7].

So far this activity, identifying systemic privacy threats, has not been well
supported in the described context. Current methods and tools either take a
reductionist approach that does not suit complex software contexts; only target
either engineers or business; omit aspects of privacy threats such as the technol-
ogy or impact to people; focus on direct compliance requirements do not consider
threats of systemic nature at all; or do not support forming a mental model of
privacy.

We look to systems thinking to address the described gap, focusing on the
task and tools for privacy threat modelling. Systems thinking is aimed at under-
standing complex targets such as today’s ever-evolving unbounded software
systems [8]. It commonly promotes focus on the whole rather than parts, the
dynamic behaviour of the system, relationships and interconnections, and how
system behaviours (such as threats) arise from the system’s structure. Systems
thinking commonly utilises conceptual modelling. Complexity of the scenario (in
one’s mind, in order to work with it) is reduced by conceptual modelling [8]. This
in turn builds a mental model for the observer, an internal representation of the
real world, and improves their overall ability to deal with the complex scenario
[10,11].

The rest of the paper is organised as follows. Section 2 considers the con-
cepts of privacy and privacy threats as well as complexity and systems thinking.
Section 3 discusses existing approaches. Section 4 presents the research agenda.
Finally, towards the end of the paper, Sect. 5 draws some final conclusions.

2 Background

Privacy as a Value and a Requirement. Turning abstract elements like val-
ues or a goals into system functionality is a known struggle [12]. Public values
such as privacy have made their way into non-functional requirements (NFRs),
but it is argued [13] that they should be treated differently since they are essen-
tially values, not requirements. An important point with public values as NFRs
is that they are cross-cutting concerns that should cover all parts of the design.
Shishkov and Mendling propose a metamodel [13] in which value consideration
targets business process models, based on which software functionality can be
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specified. Therefore, ideally, public values are operationalised directly into func-
tional solutions rather than separately gathered through requirements engineer-
ing process and scattered in relevant places.

For some values, the pressure to include them comes from the public, but
some are legislated for. Next, we discuss the regulatory issues in the EU, but it
is noted that similar legal frameworks exist elsewhere in the world. In the EU,
commonly agreed public values are written in the EU Charter of Fundamental
Rights. Two of the rights, data protection and privacy, have been particularly
prominent in the area of software development in recent times. Data protection
is known through its implementation as the General Data Protection Regulation
(GDPR) [1]. This paper considers in particular the values of data protection and
privacy through the requirements of the GDPR. The term privacy is used.

Privacy as a value differs from others and deserves particular attention in
the context of software design due to several reasons:

– Privacy directly and concretely relates to software design, when personal data
is used in software.

– Lack of privacy has direct human impact; it can result in real harms to people,
even death [20].

– Privacy and especially privacy threats are wide complex concepts, challenging
to understand in the context of today’s complex sociotechnical software.

– There are known challenges implementing privacy in software functionality
[4].

– Unlike many values, privacy is not a choice but a legal requirement, with
accountability requirement and potential sanctions for non-compliance [1].

Attempts have been made to turn the GDPR into a list of NFRs which then
are turned into functionality by engineers [14]. This approach of gathering pri-
vacy NFRs from legal and adding it to the requirements list is far from ideal.
Since the GDPR requirements are cross-cutting, they must be evident every-
where in the software’s design and because of privacy being essentially a value,
it should ideally be built in the business processes. This paper is concerned of
the process of arriving at functionality that have privacy requirements built in.
This implements the idea of data protection by design and is in line with the
observations of Shiskov and Mendling [13].

The GDPR contains only some clear requirements but also the requirements
to do data protection by design (DPbD) and to consider impacts to people.
The clear requirements are simpler to incorporate in business process models
and are commonplace seen as NFRs. For example, tracking of sensitive data,
controlling data transfers outside of the EU and ensuring conditions for consent.
By nature, they are already more “technical”, and can be excused to be listed
as the NFR. However, the DPbD and impact assessment are processes that are
meant to produce privacy-aware functionality for the software, and are difficult
to satisfy without an understanding of privacy in both business and technical
viewpoints and a way to assess very complex situations. This is where privacy
threat modelling is essential.
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Going back to public values, to operationalise a value, one needs to identify
possible threats to it. In this case, these are privacy harms. The GDPR requires
these harms to be understood very widely in the DPbD and impact assessment.
They may be physical, material or non-material damage to people as a result of
processing personal data [1,20]. Being subject to unethical data processing is one.
It is expected that they arise from interplay of different elements in the situation,
meaning that they are systemic threats. Because of this wide concept of a privacy
threat extending far outside of the business processes, they are especially difficult
to identify. Understanding of the threats and impacts arising from the personal
data utilising business processes as whole should result in an understanding of
what particular business processes should be varied for privacy and how. They
can then be expressed as a privacy-safe business processes variants, that can then
be turned directly into functionality. However, since privacy issues have a clear
technology aspect and business processes manifest as software, these privacy-
by-design activities cannot take place in the business side alone. Engineers and
their understanding is essential.

Software Complexity and Systems Thinking. Today’s software systems are
complex. Since they increasingly revolve around people, they should essentially
be viewed as social systems [16]. This raises their complexity and means that
they have no clear boundary.

From the viewpoint of Lehman’s SPE-classification of computer programs
with respect to their evolution, these are E-type systems: constantly evolv-
ing, embedded in their environment and aiming to satisfy their users’ varying
needs [15]. An underpinning idea in systems thinking is that such systems are
best approached through holistic synthesis—aiming to understand the whole—
instead of reductionist analysis, trying to understand their parts in isolation and
aggregating the results [16]. The approach to understand them should be flexi-
ble to match their complexity. Ashby’s law of requisite variety means that if the
target has high variety, such as complex ever-evolving software, the variety of
the intervention has to match it [17,18].

Systems thinking [8] is a way to approach complexity, commonly through
focusing on the whole rather than parts, dynamic interconnections of the parts
and behaviour of the whole arising from that as well as the system’s structure.
Iterative approaches are common and the problem situation is often probed
by different techniques and from different angles, for example multiple cause
diagramming, rich pictures, systems maps, and multiple-perspective techniques
[9]. Sense-making, understanding and learning have an important role in systems
thinking [9]. Systems thinking approach and developing one’s own thinking go
hand in hand, which is an area widely researched by Senge [19].

3 Existing Approaches for Privacy Modelling

Our main interest is on tools that consider privacy, impact to people from the
processing of personal data and tools that are placed in the requirements engi-
neering context. Privacy threats arise from the interplay of business purposes
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and technical aspects as well as people and the wider context, so ideally all of
these, and the interplay aspect, are present. Applications of systems thinking to
threat and impact assessments are also relevant.

The GDPR [1] includes the data protection impact assessment requirement,
which includes the requirement to understand systemic privacy threats. It does
not elaborate how exactly to uncover the privacy threats. Although technical
experts are recommended to take part, it is a generic, not requirements engi-
neering process. Data protection authorities have published versions of the pro-
cess but the privacy threat identification stage lacks detailed methodology [20].
Impact assessments in general promote learning about the situation [21].

Value-sensitive design includes techniques that aim to incorporate public
values in software designs [22], for example Security and Privacy Threat Discov-
ery Cards [23]. These tools and guidelines consider privacy along other impacts
in systemic manner, taking the wider context into account. The techniques
offered under the value-sensitive design brand are not particularly attached to
the requirements engineering context. Technology assessment has a wider scope
and is used for example in medical and new innovative technology contexts
[24]. Recent topic of artificial intelligence ethics has inspired ethics tools such as
ECCOLA [25], which is a method for incorporating ethics in requirements engi-
neering. ECCOLA involves the listed aspects; however, its privacy considerations
are not developed far enough.

Various operational tools and methods exist for privacy engineering, such
as PRIAM [26], the “design science approach” [27], LINDDUN [28] and Ele-
vation of privacy cards [29]. Wider impact to people is not considered. These
methods commonly take a reductionist approach involving techniques such as
detailed mapping, making them inflexible and resource heavy for complex tar-
gets [21], although the last two allow for a lighter application as well. Reduc-
tionist approaches by their nature are not equipped to uncover systemic privacy
threats, but rather address the more straightforward compliance requirements.
Also, they lack the benefits of learning and mental model development that
systems thinking approach has. Systems thinking has been widely used for iden-
tifying systemic threats and solutions to global problems, such as climate change
[30], and for public policy development.

The gap between privacy requirements and engineers’ understanding of pri-
vacy may be addressed by training and education. However, our focus is on the
practical task and learning through doing and through cooperation. Therefore,
pure privacy training and education is not in the scope of this paper.

4 Research Agenda

Based on the above background, research is needed to improve operationalising
privacy requirements in technical software functionality. We argue that a systems
thinking approach should be explored as a possible way forward. We believe
that the targeting privacy threat modelling task would improve deciding on and
implementing the right functionality for privacy and result in ever-improving
privacy mental model for the users, engineers especially.
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Fig. 2. Research questions illustrated against the identified gap

The agenda aims at answering to the following research questions, which have
been illustrated in Fig. 2 against the identified gap between privacy requirements
and implementing privacy in software:

– RQ1: Through what kind of practical implementation could systems thinking
approach be included in the privacy threat identification processes? RQ1 tar-
gets the practical implementation. It addresses the practical need of engineers
and benefits them, and for the academic community, widens the understand-
ing of how systems thinking approach could be brought into this setting.
Answering RQ1 would help to understand what features of system thinking
approach produce desirable effects.

– RQ2: How does using systems thinking approach in the privacy threat identi-
fication process impact on the forming of a mental model of privacy in engi-
neers? RQ2 contributes to RQ1 by checking that the implementation does
what it is envisioned to: builds a mental model. Should strong learning effect
be evident, that knowledge could be applied and further researched in the
areas of privacy awareness and training. Even without evidence of learning,
RQ3 would let us find out how well the tool would support the task of oper-
ationalising privacy in software functionality.

– RQ3: What is the impact on arriving at software functionality for privacy in
terms of efficiency, effectiveness and efficacy, if a systems thinking approach
is used in process of uncovering systemic privacy threats? RQ3 contributes to
RQ1 by checking that the output is meaningful privacy threat information for
deciding on software functionality. RQ3 would let us find out how well the tool
would support the task of operationalising privacy in software functionality.

To answer RQ1, the practical implementation of systems thinking, we plan
to carry out a literature review to describe and explore current practices in
operationalising privacy in software design; those in particular that involve pri-
vacy threat identification or systems thinking approach. We will also review
systems thinking approaches to identify suitable features for inclusion in pri-
vacy threat identification. With the gathered understanding, we plan to insert
systems thinking approach in privacy threat identification in the requirements
engineering setting and test its effects. In practice, this means creating a tool
with systemic features and testing and developing it in an iterative manner using
action learning approach.

To answer RQ2, the presence of a learning cycle, we plan to run quasi-
experimental studies of engineers using the tool against traditional, non-systemic
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approaches. We will use observational method, surveys, interviews and analy-
sis of the quality of the requirements elicitation outputs to gather data of the
learning. The aim is to evaluate the tool’s learning value to engineers in their
requirements engineering task, and to explain the relationship between systems
thinking approach and privacy mental model forming in this setting.

To answer RQ3, the output of systems thinking practice, we plan to run
quasi-experimental studies as in RQ2, to describe and explain how taking a
systems thinking approach impacts the results that the tool produces. Mainly
qualitative data in the form of privacy threats and requirements will be gath-
ered and analysed. The effectiveness, efficiency and efficacy of the tool will be
evaluated.

In general, an action learning approach will be taken to begin answering the
research questions. Action learning approach suits the practical aim of helping
engineers. Action learning suits research that is about system thinking approach;
ideally this results in double loop learning, where learning happens both about
the target and the learning itself, and the approach is modified on the way to
better respond to the changing situation. In this case, we could see an action
learning cycle taking the research forward about how to include action learning
(in the form of systems approach) into privacy threat modelling practices.

5 Conclusion

This paper was framed around the wider challenge of turning the NFRs and
cross-cutting concern for privacy into technical functionality in software. We
traced this to the lack of shared understanding and cooperation between business
and engineering, and focused on the major gap in engineers’ understanding of
privacy. Privacy threat modelling was identified as a concrete activity through
which overall improvements could be made.

We made a distinction between straightforward privacy requirements and sys-
temic privacy threats. The identification of systemic privacy threats is essential
for deciding and implementing the right functionality in software. Recognising
also the increasing complexity of software, we argued that applying systems
thinking approach to privacy threat modelling would bring improvement. Sys-
tems thinking is well suited at understanding complex situations such as privacy
issues in today’s ever-evolving software, improving one’s mental model in the
process. We expect that improvement at the engineers’ end will benefit business
process owners alike.

Our future research plans include investigating practical tools for privacy
threat modelling, the presence of a learning cycle while using them, and the
practical outcomes for requirements engineering. Therefore, our contribution
comprises of (i) a presentation of a critical problem in business and software
design to address and (ii) a tentative solution with a formulated research agenda
to address the problem.
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